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The steady incompressible viscous flow in the wide gap between spheres rotating rapidly about a common axis at slightly different rates (small Rossby number) has a long and celebrated history. The problem is relevant to the dynamics of geophysical and planetary core flows, for which, in the case of electrically conducting fluids, the possible operation of a dynamo is of considerable interest. A comprehensive asymptotic study, in the small Ekman number limit $E \ll 1$, was undertaken by Stewartson (J. Fluid Mech. 1966, vol. 26, pp. 131-144). The mainstream flow, exterior to the $E^{1 / 2}$ Ekman layers on the inner/outer boundaries and the shear layer on the inner sphere tangent cylinder $\mathcal{C}$, is geostrophic. Stewartson identified a complicated nested layer structure on $\mathcal{C}$, which comprises relatively thick quasi-geostrophic $E^{2 / 7}$ (inside $\mathcal{C}$ ) and $E^{1 / 4}$ (outside $\mathcal{C}$ ) layers. They embed a thinner ageostrophic $E^{1 / 3}$ shear layer (on $\mathcal{C}$ ), which merges with the inner sphere Ekman layer to form the $E^{2 / 5}$ equatorial Ekman layer of axial length $E^{1 / 5}$. Under appropriate scaling, this $E^{2 / 5}$-layer problem may be formulated, correct to leading order, independent of $E$. Then the Ekman boundary layer and ageostrophic shear layer become features of the far-field (as identified by the large value of the scaled axial co-ordinate $z$ ) solution. We present a numerical solution of the previously unsolved equatorial Ekman layer problem using a non-local integral boundary condition at finite $z$ to account for the far-field behaviour. Adopting $z^{-1}$ as a small parameter we extend Stewartson's similarity solution for the ageostrophic shear layer to higher orders. This far-field solution agrees well with that obtained from our numerical model.

## 1. Introduction

In rapidly rotating geophysical and astrophysical fluid flows, boundary layers play an important role in determining the nature of the mainstream forming the bulk of the flow exterior to them. When a viscous fluid with constant density $\rho^{\star}$ and kinematic viscosity $\nu$, moves steadily with velocity $\boldsymbol{u}^{\star}$ in a frame rotating with constant angular velocity $\boldsymbol{\Omega}$, the primary geostrophic force balance is $2 \boldsymbol{\Omega} \times \boldsymbol{u}^{\star}=-\boldsymbol{\nabla}^{\star}\left(p^{\star} / \rho^{\star}\right)$, where $p^{\star}$ is the pressure, ensuring that the flow is independent of the axial coordinate $z^{\star}$. In a confined region, length scale $L$, this geostrophy holds almost everywhere except in various layers whose thickness tends to zero in concert with the Ekman number

$$
\begin{equation*}
E=\left(\delta^{\star} / L\right)^{2}, \quad \delta^{\star}=\sqrt{\nu / \Omega} \tag{1.1a,b}
\end{equation*}
$$

where $\Omega=|\Omega|$, which quantifies the relative magnitudes of the viscous and Coriolis forces. In the sense described, motion in the mainstream, i.e., outside the boundary

[^0]layers, is 2-dimensional but is otherwise an arbitrary function of the coordinate vector $\boldsymbol{x}_{\perp}^{\star}$ in the plane perpendicular to the rotation vector $\boldsymbol{\Omega}$. This geostrophic degeneracy is partially resolved by the geometry of the physical system, because columns of fluid must move without their length changing. In a confined container geostrophic motion can only follow the geostrophic contours (see Greenspan 1968). However this does not determine the amplitude of this geostrophic velocity, which is finally resolved by consideration of the Ekman jump conditions across the Ekman layers adjacent to the boundaries.

Geostrophic degeneracy and Ekman layers are well known in both geophysical (see, e.g., Pedlosky 1979) and planetary/stellar dynamo (see, e.g., Dormy \& Soward 2007) applications. In the planetary context, the confined flow inside a shell with concentric inner and outer rigid boundaries of radii $r_{i}^{\star}=L$ and $r_{o}^{\star}=\alpha L(\alpha>1)$ respectively is particularly relevant to the investigation of the dynamics of fluid cores. In that configuration, geostrophic motion is azimuthal independent of the axial coordinate $z^{\star}$ and lies on circular cylinders $s^{\star}=$ const., where $s^{\star}$ is the distance from the rotation axis, but is otherwise an arbitrary function of $s^{\star}$ (geostrophic degeneracy).

The classic Proudman (1956) problem (see §1.1 below) illustrates many of the fundamental processes involved. It concerns a slightly differentially rotating shell, for which the inner and outer shells rotate with angular velocities $\boldsymbol{\Omega}_{i}^{\star}=\boldsymbol{\Omega}$ and $\boldsymbol{\Omega}_{o}^{\star}=(1+\varepsilon) \boldsymbol{\Omega}$ respectively $(|\varepsilon| \ll 1)$. The Ekman layers, which resolve the degeneracy, become singular near the equator and lead to serious mathematical difficulties (considered, e.g., by Rousset 2007). The equatorial singularity spawns a free shear layer on the cylinder $\mathcal{C}: s^{\star}=L$ tangent to the inner sphere at its equator with a very complicated nested sublayer structure investigated in detail by Stewartson (1966) (see $\S 1.2$ below). Our objective here is to reappraise Stewartson's work and to provide a solution to the equatorial Ekman layer problem.

The geometry and boundary conditions of the Proudman (1956) problem provide a special case (in parameter space) of spherical Couette flow particularly relevant to the dynamics of planetary fluid cores. Generally such geo- (also astro-) physical applications involve other ingredients including time ( $t^{\star}$ ) dependant motions (particularly various waves) and body forces which result from buoyancy and, in MHD, Lorentz forces (see, e.g., Glatzmaier 2014). So, whenever the system contains a solid inner core, the various nested Stewartson-layers occurring on and about the tangent cylinder $\mathcal{C}$ play a central role in fluid core dynamics. In addition to the analytical and many numerical studies of the tangent cylinder shear layers, there has been considerable experimental interest (see, e.g., Aurnou et al. 2003). Much of the geodynamo modellers' concern is with finite Reynolds number flows. The issue of the stability of the entire free shear layer encompassing the tangent cylinder has motivated extensive work by Hollerbach (2003); Hollerbach et al. (2004) amongst others.

A topic, that has attracted much interest in the planetary and stellar context, is inertial waves in spherical shells governed by $\partial \boldsymbol{u}^{\star} / \partial t^{\star}+2 \boldsymbol{\Omega} \times \boldsymbol{u}^{\star}=-\nabla^{\star}\left(p^{\star} / \rho^{\star}\right)$. When normal modes of a particular frequency are sought, the spatial structure of the mode is governed by a hyperbolic (wave) equation with two families of straight line characteristics, each of which are inclined to the geostrophic cylinders at equal and opposite angles. As the frequency of the sought mode decreases, the angle of inclination decreases in concert and vanishes in the steady geostrophic flow limit, when the two families degenerate into a unique one. The problem of solving hyperbolic equations subject to elliptic boundary conditions is not well posed and their solution in a shell geometry leads to serious difficulties (see Stewartson \& Rickard 1970). Put simply, a disturbance following a characteristic that meets the boundary is reflected along a member of the other family of characteristics. Therefore a characteristic tangent to the inner sphere has a special
significance: those on one side are reflected, while those on the other pass by unimpeded. Roberts \& Stewartson (1963) demonstrated that this grazing contact with the inner sphere at mid-latitudes leads to a singularity which excites a boundary layer in a region with radial and lateral extents comparable to that for the steady flow equatorial Ekman layer. The off-equator location of the singularity in the time-dependent case leads to the added complexity of an erupted disturbance along the other family of characteristics (see figure 1 of Kerswell 1995, for a detailed description of the ensuing shear layer geometry). In view of the importance of inertial waves in spherical shells, the problem has been studied extensively both analytically, numerically and experimentally (see Koch et al. 2013; Le Bars et al. 2015, and references therein).

The tangent cylinder also plays a crucial role in non-axisymmetric convection driven by buoyancy (see, e.g. Dormy et al. 2004) and prescribed body forces (see, e.g., Hollerbach \& Proctor 1993; Livermore \& Hollerbach 2012), their motivation being to understand the role of a non-axisymmetric Lorentz force in dynamo problems. These applications build on ideas that pertain to our shear layer theme including the notion of a Taylor state (Taylor 1963), which demands that the integral of the azimuthal component of the Lorentz force over each geostrophic cylinder $s^{\star}=$ const. vanishes. This is an area of considerable ongoing research (for a recent review, see Roberts \& King 2013).

Though we have focused on the singularities on the inner sphere boundary, we should not overlook the fact that they also occur on the outer sphere boundary. In the case of the steady flows, there is a major difference between the inner and outer sphere equatorial Ekman layers. In the former the tangent cylinder is inside the fluid and the shear layer lies on it, while in the latter the tangent cylinder is entirely outside so eliminating the possibility of any free shear layer. Philander (1971) extended Stewartson's analysis to the study of the latter outer sphere equatorial Ekman layer and provided some numerical results. The outer sphere equatorial Ekman layer is of particular interest to oceanographers in connection to ocean currents driven by surface wind stresses (see, e.g. Gill 1971). An analytic study of that configuration was undertaken by Dowden (1972).

Historically, because of its relative simplicity, the flow driven by a rotating disc (rotation axis parallel to $\boldsymbol{\Omega}$ ) has received much attention with early experiments performed by Hide \& Titman (1967) (see also the split disc configuration discussed by Stewartson 1957; Vo et al. 2015, for recent experimental results on stability). van de Vooren (1993) has studied numerically the flow near the edge of a disc in an unbounded fluid. His results exhibit remarkable qualitative similarities to our equatorial Ekman layer findings.

As our present study builds on the results obtained by Proudman (1956) and Stewartson (1966), we summarise them briefly in the following two subsections.

### 1.1. The Proudman problem

We describe the Proudman problem relative to a frame rotating with the angular velocity $\boldsymbol{\Omega}$ of the inner sphere. We measure distance and angular velocity in units of the inner sphere radius $L$ and the relative outer sphere angular velocity $\varepsilon \Omega$ and so write $\boldsymbol{x}^{\star}=L \breve{\boldsymbol{x}}$ and $\boldsymbol{u}^{\star}=\varepsilon L \Omega \breve{\boldsymbol{u}}$. $\dagger$ Then, relative to cylindrical polar coordinates $\breve{s}, \breve{\phi}, \breve{z}$ $\left(\breve{r}=\sqrt{\breve{s}^{2}+\breve{z}^{2}}\right)$ in the rotating frame, the axisymmetric flow velocity $\breve{\boldsymbol{v}} \equiv(\breve{u}, \breve{v}, \breve{w})$ may be expressed in terms of the azimuthal angular velocity $\breve{\omega}=\breve{v} / \breve{s}$ and meridional

[^1]streamfunction $\breve{\psi}$ as
\[

$$
\begin{equation*}
\breve{\boldsymbol{v}}=\left(-\frac{1}{\breve{s}} \frac{\partial \breve{\psi}}{\partial \breve{z}}, \breve{s} \breve{\omega}, \frac{1}{\breve{s}} \frac{\partial \breve{\psi}}{\partial \breve{s}}\right) . \tag{1.2}
\end{equation*}
$$

\]

Motion is governed by the linearised $(|\varepsilon| \ll 1)$ azimuthal components of the vorticity and momentum equations

$$
\begin{equation*}
2 \frac{\partial \breve{v}}{\partial \breve{z}}=E \mathrm{D}^{2}\left(\frac{\breve{\psi}}{\breve{s}}\right), \quad-\frac{2}{\breve{s}} \frac{\partial \breve{\psi}}{\partial \breve{z}}=E \mathrm{D} \breve{v} \tag{1.3a,b}
\end{equation*}
$$

respectively, where

$$
\begin{equation*}
\mathrm{D}=\frac{\partial^{2}}{\partial \breve{s}^{2}}+\frac{1}{\breve{s}} \frac{\partial}{\partial \breve{s}}-\frac{1}{\breve{s}^{2}}+\frac{\partial^{2}}{\partial \breve{z}^{2}} . \tag{1.3c}
\end{equation*}
$$

The tangent cylinder $\mathcal{C}: \breve{s}=1$ (tangent to the inner sphere at its equator) divides the flow up into two regions $\mathcal{D}_{\text {in }}: \breve{s}<1$ and $\mathcal{D}_{\text {out }}: \breve{s}>1$. In view of the importance of $\mathcal{C}$, we find it convenient to define distance from it by

$$
\begin{equation*}
\breve{x}=\breve{s}-1 . \tag{1.4}
\end{equation*}
$$

The flow has the symmetries

$$
\begin{equation*}
\breve{\psi}(\breve{s},-\breve{z})=-\breve{\psi}(\breve{s}, \breve{z}), \quad \breve{v}(\breve{s},-\breve{z})=\breve{v}(\breve{s}, \breve{z}) . \tag{1.5}
\end{equation*}
$$

So without loss of generality we may restrict attention to the half-shell $1<\breve{r}<\alpha, \breve{z}>0$, provided that in $\mathcal{D}_{\text {out }}$ we apply the equatorial symmetry conditions

$$
\begin{equation*}
\breve{\psi}=0, \quad \frac{\partial \breve{v}}{\partial \breve{z}}=0 \quad \text { on } \quad \breve{z}=0 \tag{1.6}
\end{equation*}
$$

The flow domain in the small Ekman number limit,

$$
\begin{equation*}
E \ll 1 \tag{1.7}
\end{equation*}
$$

is divided up into various regions. The essential partition is between the mainstream, where viscous effects can be ignored and the flow is geostrophic, and the various boundary and free shear layers, where viscosity plays a direct role in the dynamics. However, the Ekman boundary layers provide the key to the solutions both in the mainstream and in the free shear layers that reside on the tangent cylinder. They are located adjacent to the inner $\left(\mathcal{S}_{-}\right)$and outer $\left(\mathcal{S}_{+}\right)$spherical boundaries with unit normals $\boldsymbol{n}_{-}$and $\boldsymbol{n}_{+}$ respectively, directed into the fluid region, of thickness

$$
\begin{equation*}
\delta_{ \pm}=\left(\delta^{\star} / L\right)\left(|\boldsymbol{\Omega}| /\left|\boldsymbol{n}_{ \pm} \cdot \boldsymbol{\Omega}\right|\right)^{1 / 2} \tag{1.8}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\delta_{-}=\left(E / \breve{z}_{-}\right)^{1 / 2}, \quad \delta_{+}=\left(E \alpha / \breve{z}_{+}\right)^{1 / 2} \tag{1.9a,b}
\end{equation*}
$$

where

$$
\begin{equation*}
\breve{z}_{-}=\sqrt{1-\breve{s}^{2}}, \quad \breve{z}_{+}=\sqrt{\alpha^{2}-\breve{s}^{2}} \tag{1.9c,d}
\end{equation*}
$$

Proudman (1956) showed that the Ekman jump conditions across them determine

$$
\begin{equation*}
\breve{\psi}_{-}=\frac{1}{2} \delta_{-} \breve{s} \breve{v}_{-}, \quad \breve{\psi}_{+}=\frac{1}{2} \delta_{+} \breve{s}\left(\breve{s}-\breve{v}_{+}\right), \tag{1.10a,b}
\end{equation*}
$$

where $\breve{\psi}_{ \pm}$and $\breve{v}_{ \pm}$are the mainstream values taken on leaving the Ekman layers, i.e., $\mathcal{S}_{-}:(\breve{r}-1) / \delta_{-} \rightarrow \infty ; \mathcal{S}_{+}:(\alpha-\breve{r}) / \delta_{+} \rightarrow \infty$.

The mainstream geostrophic flow, that satisfies $\breve{v}(\breve{s})=\breve{v}_{ \pm}(\breve{s})$ and $\breve{\psi}(\breve{s})=\breve{\psi}_{ \pm}(\breve{s})$ (see
$(1.10 a, b))$, is

$$
\begin{align*}
\breve{\omega}=\breve{v} / \breve{s} & = \begin{cases}\delta_{+} /\left(\delta_{-}+\delta_{+}\right) & \text {in } \mathcal{D}_{\text {in }}, \\
1 & \text { in } \mathcal{D}_{\text {out }},\end{cases}  \tag{1.11a}\\
\breve{\psi} / \breve{s}^{2} & = \begin{cases}\frac{1}{2} \delta_{+} \delta_{-} /\left(\delta_{-}+\delta_{+}\right) & \text {in } \mathcal{D}_{\text {in }} \\
0 & \text { in } \mathcal{D}_{\text {out }}\end{cases} \tag{1.11b}
\end{align*}
$$

(Proudman 1956, eqs. (3.17), (3.18)). Motion is predominantly azimuthal ( $0, \breve{v}(\breve{s}), 0)$. The smaller axial velocity $\breve{w}(\breve{s})=\breve{s}^{-1} \mathrm{~d} \breve{\psi} / \mathrm{d} \breve{s}=O\left(E^{1 / 2} \breve{v}\right)$ is driven by suction (blowing) into (out of) the Ekman boundary layer on the outer $\mathcal{S}_{+}$(inner $\mathcal{S}_{-}$) sphere, the equality of which determines the Proudman solution (1.11).

On the axis $\breve{s}=0$, where the normals to both the inner and outer sphere are parallel $\left(\boldsymbol{n}_{-} / / \boldsymbol{n}_{+} \Rightarrow \delta_{ \pm}=E^{1 / 2}\right)$, the meridional flux balance is achieved by $\breve{\omega}=\frac{1}{2}$. As $\breve{s}$ increases from zero the direction cosine on the inner boundary decreases faster than on the outer boundary $\left(E^{1 / 2}<\delta_{+}<\delta_{-}\right)$with the consequence that $\breve{\omega}(\breve{s})$ decreases monotonically to zero at the equator $\breve{s}=1$ (but read on). The value taken by $\delta_{-}$on the inner sphere close to the equator has serious implications. There, since

$$
\begin{equation*}
\breve{z}_{-} \approx \sqrt{-2 \breve{x}} \quad(\breve{x}=\breve{s}-1) \quad \text { as } \quad \breve{s} \uparrow 1 \tag{1.12a}
\end{equation*}
$$

(see (1.4) and (1.9c)), it follows from (1.9a) that $\delta_{-}$diverges as the tangent cylinder is approached:

$$
\begin{equation*}
\delta_{-} / E^{1 / 2} \approx(-2 \breve{x})^{-1 / 4} \quad \text { as } \quad \breve{s} \uparrow 1 \tag{1.12b}
\end{equation*}
$$

Close to the equator, blowing from the Ekman boundary layer on the inner sphere becomes more effective and so the azimuthal geostrophic flow tends to co-rotate with the inner sphere in order to maintain the correct axial mass flux balance:

$$
\begin{equation*}
\breve{\omega} \rightarrow 0 \quad \breve{\psi} \rightarrow \breve{\psi}_{\mathrm{P}} \quad \text { as } \quad \breve{s} \uparrow 1 \tag{1.13a,b}
\end{equation*}
$$

where from $(1.1 a),(1.9 b, d)$ and (1.11b)

$$
\begin{equation*}
\breve{\psi}_{\mathrm{P}}=\frac{1}{2} \delta_{+}=\frac{1}{2} E^{1 / 2} \alpha^{1 / 2} /\left(\alpha^{2}-1\right)^{1 / 4} . \tag{1.13c}
\end{equation*}
$$

Since $\breve{\psi}=0$ outside the tangent cylinder $\mathcal{C}, 2 \pi \breve{\psi}_{\mathrm{P}}$ is the total fluid (Proudman) flux returned from the outer to inner sphere Ekman layers on $\mathcal{C}$. Curiously $\mathrm{d} \breve{\omega} / \mathrm{d} \breve{s} \rightarrow-\infty$ as $\breve{s} \uparrow 1$, but perhaps more significantly $\breve{\omega}$ itself is discontinuous at $\mathcal{C}$, across which it jumps from $\breve{\omega}=0$ in $\mathcal{D}_{\text {in }}$ to unity throughout $\mathcal{D}_{\text {out }}$, where the fluid co-rotates with the outer sphere. The corresponding $\breve{\omega}$-profile is illustrated in figure 3.7(a) of Dormy \& Soward (2007), albeit the figure is sketched essentially for $\varepsilon<0$ so that an up-down reflection is needed in order to compare with the present work.

### 1.2. The Stewartson problem

Though the Proudman solution has an elegant simplicity, the singularities on $\mathcal{C}$ must be removed by free shear layers (for numerical results at various $E$ see, e.g., Dormy et al. 1998, figure 4 (left panel); again up-down reflection), which were largely resolved by Stewartson (1966).

The azimuthal angular velocity $\breve{\omega}$ and its gradient $\mathrm{d} \breve{\omega} / \mathrm{d} \breve{s}$ (but notably not $\breve{\psi}$ ) are rendered continuous across $\breve{s}=1$ in quasi-geostrophic (QG) shear layers containing $\mathcal{C}$, in which the predominant azimuthal velocity remains $\breve{z}$-independent. However, whereas in the mainstream geostrophic degeneracy is resolved by Ekman suction alone, in the QG-region lateral friction, characterised by the term $\mathrm{D} \breve{v}$ on the right-hand side of the
azimuthal momentum equation (1.3b), is also involved. In $\mathcal{D}_{\text {out }}$, the balance of Ekman suction and lateral friction leads to the well known $E^{1 / 4}$-layer. In $\mathcal{D}_{\text {in }}$, because of the intense Ekman blowing near the equator, the corresponding layer is thinner and referred to as the $E^{2 / 7}$-layer. The upshot is that the velocity jump is largely accommodated by the thicker $E^{1 / 4}$-layer in $\mathcal{D}_{\text {out }}$, so that the angular velocity is small,

$$
\begin{equation*}
\left.\breve{\omega}\right|_{\breve{s}=1} \equiv \breve{\omega}_{\mathcal{C}}=\Delta \Omega / \Omega \quad(0<\Delta \Omega \ll \Omega) \tag{1.14a}
\end{equation*}
$$

on the tangent cylinder $\mathcal{C}$. The layers either side of $\mathcal{C}$ then provide the estimates

$$
\left.\frac{\mathrm{d} \breve{\omega}}{\mathrm{~d} \breve{s}}\right|_{\breve{s}=1} \equiv \breve{\omega}_{\mathcal{C}}^{\prime}= \begin{cases}O\left(E^{-2 / 7} \breve{\omega}_{\mathcal{C}}\right) & \text { in } \mathcal{D}_{\text {in }},  \tag{1.14b}\\ O\left(E^{-1 / 4}\right) & \text { in } \mathcal{D}_{\text {out }}\end{cases}
$$

for the size of the angular velocity gradient on $\mathcal{C}$ with the consequence that

$$
\begin{equation*}
\breve{\omega}_{\mathcal{C}}=O\left(E^{1 / 28}\right) \quad \Longleftrightarrow \quad \Delta \Omega=O\left(E^{1 / 28} \Omega\right) \tag{1.14c}
\end{equation*}
$$

Note that $\varepsilon \Delta \Omega$, like $\varepsilon \Omega$, is the dimensional angular velocity. As in the case of the Proudman solution, the corresponding $\breve{\omega}$-profile across the shear layer is illustrated in figure 3.8(a) of Dormy \& Soward (2007) again sketched for $\varepsilon<0$.

The solution only becomes ageostrophic (AG, i.e., $\breve{z}$-dependent) in a thinner $E^{1 / 3}$ layer spanning the tangent cylinder $\mathcal{C}$. The prime purpose of this layer is to remove discontinuities on $\mathcal{C}$ that have arisen because of the QG -approximations made so far. Stewartson's starting point was to note that the QG linear shear

$$
\begin{equation*}
\breve{v}_{G} \approx \breve{\omega}_{G}=\breve{\omega}_{\mathcal{C}}+\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x} \quad \text { for } \quad \breve{x}=\breve{s}-1=O\left(E^{1 / 3}\right) \tag{1.15a,b}
\end{equation*}
$$

obtained from the QG-solution, together with $\breve{\psi}=\breve{\psi}_{G}=0$ solves the $E^{1 / 3}$ shear layer equations (2.27). He then sought an AG-correction $\breve{\omega}_{A}$ and considered

$$
\begin{equation*}
\breve{\omega}=\breve{\omega}_{G}(\breve{s})+\breve{\omega}_{A}(\breve{s}, \breve{z}), \quad \breve{\psi}=\breve{\psi}_{A}(\breve{s}, \breve{z}) \tag{1.16a,b}
\end{equation*}
$$

(Stewartson 1966, eq. (6.16)), where the contributions to $\breve{\omega}-\breve{\omega}_{\mathcal{C}}$ have relative sizes

$$
\left.\begin{array}{rl}
\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x} & =O\left(E^{1 / 21} \breve{\omega}_{\mathcal{C}}\right)  \tag{1.16c}\\
\breve{\omega}_{A} & =O\left(E^{1 / 12} \breve{\omega}_{\mathcal{C}}\right)
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{l}
\breve{x}=O\left(E^{1 / 3}\right), \\
\breve{z}=O(1)
\end{array}\right.
$$

(for each estimate use respectively (1.14b) and the result (2.31a)). At lowest order the matching of the entire solution $(1.16 a, b)$ with the QG-solution outside, where $|\breve{x}|>E^{1 / 3}$, takes care of itself, i.e., other than rather obvious boundedness conditions on $\breve{\omega}_{A}$ and $\breve{\psi}_{A}$, we may ignore the demands of matching. Essentially, the AG-solution is simply driven by the inner sphere Ekman boundary layer via the condition (1.10a), which in view of (1.15a) and the estimates (1.16c) simply uses $\breve{\omega}_{-}=\breve{v}_{-} / \breve{s}=\breve{\omega}_{\mathcal{C}}$ to obtain

$$
\begin{equation*}
\breve{\psi}_{-}=\frac{1}{2} \delta_{-} \breve{\omega}_{\mathcal{C}}, \tag{1.17}
\end{equation*}
$$

where $\delta_{-} \propto(-\breve{x})^{-1 / 4}$ is defined by (1.12b). This is the only non-zero boundary condition (see (2.28b)) and it leads to Stewartson's solution (2.31).

Significantly, whereas the estimate $\left|\breve{\omega}_{\mathcal{C}}\right| \gg\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right| \gg\left|\breve{\omega}_{A}\right|$ (see (1.16c)) holds in the bulk of the $E^{1 / 3}$-layer where $\breve{z}=O(1)$, the magnitude of $\breve{\omega}_{A}$ increases with decreasing $\breve{z}$ in a sublayer near the equator due to the singular nature of the boundary condition (1.17):

$$
\left.\begin{array}{rl}
\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x} & =O\left(E^{1 / 21} \breve{z}^{1 / 3} \breve{\omega}_{\mathcal{C}}\right)  \tag{1.18}\\
\breve{\omega}_{A} & =O\left(E^{1 / 12} \breve{z}^{-5 / 12} \breve{\omega}_{\mathcal{C}}\right)
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{l}
\breve{x}=O\left((E \breve{z})^{1 / 3}\right), \\
\breve{z} \ll 1
\end{array}\right.
$$

The relatively thin domain identified is an $E^{1 / 3}$-type sublayer based on the height $\breve{z}$, rather than the tangent cylinder height $O(1)$, in which the solution has similarity form (2.36), hereafter referred to as the similarity sublayer. Inside it, the ratio

$$
\begin{equation*}
\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right| /\left|\breve{\omega}_{A}\right|=O\left(\breve{z}^{3 / 4} E^{1 / 28}\right) \tag{1.19}
\end{equation*}
$$

(see (1.18)) decreases with $\breve{z}$ becoming $O(1)$ at $\breve{z}=O\left(E^{1 / 21}\right)$.
Whereas the similarity sublayer width $O\left((E \breve{z})^{1 / 3}\right)$ decreases in concert with $\breve{z}$, the Ekman layer width $\delta_{-}=(E / \breve{z})^{1 / 2}$ (see (1.9a)) increases. The solutions merge on the tangent cylinder when

$$
\left.\begin{array}{rl}
\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x} & =O\left(E^{4 / 35} \breve{\omega}_{\mathcal{C}}\right),  \tag{1.20}\\
\breve{\omega}_{A} & =O\left(\breve{\omega}_{\mathcal{C}}\right)
\end{array}\right\} \quad \text { for } \quad\left\{\begin{array}{l}
\breve{x}=O\left(E^{2 / 5}\right), \\
\breve{z}=O\left(E^{1 / 5}\right)
\end{array}\right.
$$

namely the dimensions of the equatorial Ekman layer.
Significantly the ratio $\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right| /\left|\breve{\omega}_{A}\right|$ (see (1.19)) continues to decrease within the similarity sublayer region over the range $O\left(E^{1 / 21}\right) \gg \breve{z} \gg O\left(E^{1 / 5}\right)$, on which (1.18) provides the estimate $\left|\breve{\omega}_{\mathcal{C}}\right| \gg\left|\breve{\omega}_{A}\right| \gg\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right|$. On reaching the the equatorial Ekman layer the estimate is modified to $\left|\breve{\omega}_{A}\right|=O\left(\breve{\omega}_{\mathcal{C}}\right) \gg\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right|$ and $\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right| /\left|\breve{\omega}_{A}\right|=O\left(E^{4 / 35}\right)$ (see (1.20)). There, the small size of the shear $\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}$ permits us to neglect it in our leading order formulation of the equatorial Ekman layer problem in $\S 3$.

Figure 1 of Stewartson (1966) provides a (quote) "Schematic drawing (not to scale) of the intersection region of the Ekman layer near the inner sphere and the shear layer near $\mathcal{C}$ ". We reproduce its content in our figure $1\left(E^{-1}\right.$ is his $\left.R\right)$ but add the $(E \breve{z})^{1 / 3}$ similarity sublayer to emphasise how it is spawned by the equatorial Ekman layer. That detail alone is identified in figure 3.9 of Dormy \& Soward (2007).

### 1.3. Outline

The outline of our paper is as follows.
In $\S 2$ we carefully summarise and review the nature of Stewartson's nested free boundary layers on the tangent cylinder identified in figure 1. That includes a description of the QG-flow in the $E^{1 / 4}$-layer (§2.1.1) together with new $E^{2 / 7}$-layer results ( $\S \S 2.1 .2$, 2.1.3 and Appendix A). The detailed survey of the AG-sublayer in $\S 2.2$ leads, via the similarity sublayer solution (§2.2.2), on to the equatorial Ekman layer problem (§2.2.3) as proposed by Stewartson (1966) in his final $\S 7$ entitled "The terminal form of the Ekman layer on the inner sphere". In $\S 3$ we formulate the $E^{2 / 5}$-equatorial Ekman layer in terms of local units and set up the governing equations (§3.1) relative to the frame rotating with angular velocity $\Omega+\varepsilon \Delta \Omega$, rather than $\Omega$, where $\Delta \Omega=\breve{\omega}_{\mathcal{C}} \Omega$. A nonlocal mainstream (including the similarity sublayer but not the Ekman layer on $\mathcal{S}_{-}$) $\dagger$ top boundary condition at $\breve{z}=E^{1 / 5} H$, where $H$ is a moderately large $O(1)$ constant, is developed in $\S 3.2$. It proves very useful in the implementation of the numerical model described in §3.3. In $\S 4$ and Appendix C we extend Stewartson's far-field similarity solution (see $\S 2.2 .2$ ) to higher orders. The amplitude of each higher order correction is determined to the linked higher order corrections to the Ekman layer on $\mathcal{S}_{-}$considered in $\S 5$ with results for each order reported in $\S \S 5.1,5.2$ and 5.3 respectively. In $\S 6$ we discuss our numerical results. We stress the connection of our numerics to the $\S 4$ farfield similarity solutions (§6.2) and assess the importance of other Moore \& Saffman (1969) similarity forms (§6.3). We also draw attention to the remarkable topological

[^2]

Figure 1. A schematic drawing identifying the the various nested boundary layers close to the inner sphere equator. It is not to scale, but the order of magnitude of the layer thicknesses are indicated. Further the $\breve{z}$-scale has been shrunk relative to the $\breve{x}$-scale, which itself is short and whence the parabolic shape of the sphere boundary.
equivalence of the equatorial Ekman flow to that identified by van de Vooren (1993) for his aforementioned rotating disc problem in $\S 6.4$. We finalise with a few concluding remarks in $\S 7$.

To place our results in perspective, we must emphasise that Stewartson's expansions involve rather bizarre powers of $E$ such as $\breve{\omega}_{\mathcal{C}}=O\left(E^{1 / 28}\right)$ (see (1.14c)), which means that their usefulness is limited to extremely small $E$. The Ekman number in the case of the Earth's core, based on current estimates for the kinematic viscosities $\nu$ is about $10^{-14}$ for which $E^{1 / 28} \sim 1 / 3$ is hardly a small number! If a turbulent value of $\nu$ is taken that estimate may rise as high as $E \sim 10^{-8}$, a value that recent geodynamo simulations are close to attaining (see Sakuraba \& Roberts 2009, for full DNS of planetary core flows at low Ekman number, $E=5 \times 10^{-7}$ ). In view of that caveat, we now expand on our objectives.

Our primary goal is the combined analytic and numerical solution of the equatorial Ekman layer problem ( $\S \S 3-5$ and $\S 6.2$ ). For that, much of the comprehensive survey of all the free shear layers in $\S 2$ could be sensibly bypassed on a first read. However, the relevance and limitations of our local equatorial Ekman layer study to the results from the Direct Numerical Simulation (DNS) of the equations $(1.3 a, b)$ governing motion in the entire spherical shell (§6.1) at small but finite $E$ (see, e.g., new results illustrated in figure 3) can only by understood and appreciated through a proper understanding of the §2 survey of the nested sublayers on the tangent cylinder.

The most important part of the shear layer flow is the dominant QG-contribution $\breve{\omega}_{G}(\breve{s})$ (see (1.16a)) fixed by the solution of ordinary differential equations (ODE's), that govern it within the $E^{1 / 4}$ and $E^{2 / 7}$-layers. It is their length scale ratio that determines
the tangent cylinder value $\breve{\omega}_{G}(1)=\breve{\omega}_{\mathcal{C}}=O\left(E^{1 / 28}\right)$, which fixes our scaling (nondimensionalisation) of the equatorial Ekman layer problem based on the angular velocity $\varepsilon \Delta \Omega=\varepsilon \breve{\omega}_{\mathcal{C}} \Omega$, rather than $\varepsilon \Omega$. Due to its importance, a secondary accomplishment has been our new $E^{2 / 7}$-layer results. A preliminary series solution, taken to three orders of magnitude in powers of $E^{1 / 28}(\S 2.1 .2)$, determines an expression for $\breve{\omega}_{\mathcal{C}}$ correct to the same order of accuracy (see $(2.17 b),(2.20)$ and $(2.22 a, b))$. Unfortunately the series converges slowly with decreasing $E$ achieving only two significant accuracy by $E$ as small as $10^{-14}$ (see table 1 ). We bypass this asymptotic difficulty by directly solving the governing ODE numerically at various small fixed $E$ including the Earth-like value $10^{-14}$ (§2.1.3). The Direct Numerical (DN) solution portrayed in figure 2 at small $E$ even as large as $10^{-7}$ is perfectly reliable because it gives good agreement with the DNS results for both $E=10^{-5}$ and $10^{-7}$ (see (2.38)).

Our comparison in $\S 6.1$ of our equatorial Ekman layer solution with full shell DNS at $E=10^{-7}$ sheds more light on the small $E$ issue. The meridional streamlines for each, illustrated respectively in figures $5(b)$ and $6(b)$, compare well. However, though inside the equatorial Ekman layer tolerable agreement between the contours of constant $\breve{v}$ is visible (see figures $5(a)$ and $6(a)$ ), as either $E^{-2 / 5} \breve{x}$ or $E^{-1 / 5} \breve{z}$ increases detailed comparison becomes less encouraging. In the light of our experience with the $E^{2 / 7}$-layer, we may reasonably expect good agreement when $E$ is really small taking Earth-like values of order $10^{-14}$ but that is well outside today's numerically accessable regime. The reason for the weak agreement at $E=10^{-7}$ may be traced to the fact that the QG-shear $\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}$ in (1.15a) is asymptotically small and so does not appear in our equatorial Ekman layer formulation. In reality the QG-shear $\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}$ is not that small (see (1.20)) but one could rectify its omission by reinstating this term as part of the boundary conditions. Then $E$ would appear explicitly in the problem, which would need to be solved at various small fixed $E$ just as we do for the $E^{2 / 7}$-layer. That ambitious project is outside the scope of our remit.

## 2. The Stewartson problem

Here we outline in more detail the nature of the QG and AG shear layers.

## 2.1. $E^{2 / 7}$ - and $E^{1 / 4}$-quasi-geostrophic $(Q G)$ shear layers

Away from the Ekman layers, QG-flow exists in the region outside the AG shear layer, which contains the inner sphere tangent cylinder $\mathcal{C}$. Here the flow velocity components $\breve{\boldsymbol{v}}_{\perp} \equiv(\breve{u}, \breve{v}, 0)$, in the plane perpendicular to $\breve{z}$, are dependent on $\breve{s}$ alone. In view of (1.2) this implies that $\breve{\psi}$ is linear in $\breve{z}$ and given by

$$
\breve{\psi}= \begin{cases}{\left[\breve{\psi}_{+}\left(\breve{z}^{-} \breve{z}_{-}\right)+\breve{\psi}_{-}\left(\breve{z}_{+}-\breve{z}\right)\right] /\left(\breve{z}_{+}-\breve{z}_{-}\right)} & \text {in } \mathcal{D}_{\text {in }}  \tag{2.1}\\ \breve{\psi}_{+} \breve{z} / \breve{z}_{+} & \text {in } \mathcal{D}_{\text {out }}\end{cases}
$$

where $\breve{z}_{ \pm}$are defined by $(1.9 c, d)$.
Now the azimuthal component of the momentum equation

$$
\begin{equation*}
2 \breve{u}(=E \mathrm{D} \breve{v})=\frac{E}{\breve{s}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \breve{s}}\left(\breve{s}^{3} \frac{\mathrm{~d}}{\mathrm{~d} \breve{s}}\left(\frac{\breve{v}}{\breve{s}}\right)\right) \tag{2.2}
\end{equation*}
$$

(see (1.3b)) integrated with respect to $\breve{z}$ determines

$$
\frac{E}{\breve{s}} \frac{\mathrm{~d}}{\mathrm{~d}}\left(\breve{s}^{3} \frac{\mathrm{~d}}{\mathrm{~d} \breve{s}}\left(\frac{\breve{v}}{\breve{s}}\right)\right)= \begin{cases}2\left(\breve{\psi}_{-}-\breve{\psi}_{+}\right) /\left(\breve{z}_{+}-\breve{z}_{-}\right) & \text {in } \mathcal{D}_{\mathrm{in}}  \tag{2.3a}\\ -2 \breve{\psi}_{+} / \breve{z}_{+} & \text {in } \mathcal{D}_{\mathrm{out}}\end{cases}
$$

Substitution of $\breve{\psi}_{ \pm}$defined by (1.10) into the right-hand side of (2.3a) and noting that $\breve{v}_{ \pm}=\breve{v}$ gives

$$
\frac{E}{\breve{s}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \breve{s}}\left(\breve{s}^{3} \frac{\mathrm{~d}}{\mathrm{~d} \breve{s}}\left(\frac{\breve{v}}{\breve{s}}\right)\right)= \begin{cases}{\left[\left(\delta_{-}+\delta_{+}\right) \breve{v}-\delta_{+} \breve{s}\right] /\left(\breve{z}_{+}-\breve{z}_{-}\right)} & \text {in } \mathcal{D}_{\text {in }}  \tag{2.3b}\\ \delta_{+}(\breve{v}-\breve{s}) / \breve{z}_{+} & \text {in } \mathcal{D}_{\text {out }}\end{cases}
$$

to be solved subject to $\breve{v}$ and $\mathrm{d} \breve{v} / \mathrm{d} \breve{s}$ continuous at $\breve{s}=1$.
In the mainstream, the left-hand side of $(2.3 b)$ is smaller than its right-hand side by a factor $E^{1 / 2}$ (recall that $\delta_{ \pm}=O\left(E^{1 / 2}\right)$; see $\left.(1.9 a, b)\right)$ so recovering the Proudman solution (1.11). The discontinuities of $\breve{v}$ and $\mathrm{d} \breve{v} / \mathrm{d} \breve{s}$ at $\breve{s}=1$ described by (1.11) are smoothed out across a thin QG shear layer as indicated in §1.2. A key feature of these QG-layers is the remaining weak singular behaviour of $\breve{v}=\breve{s} \breve{\omega}$ :

$$
\breve{\omega}-\breve{\omega}_{G} \approx\left\{\begin{array}{ll}
\frac{16}{21} \frac{\breve{\omega}_{\mathcal{C}}(-\breve{x})^{7 / 4}}{E^{1 / 2} 2^{1 / 4} \breve{z}_{+}} & \text {in }  \tag{2.4}\\
0 & \mathcal{D}_{\text {in }}, \\
0 & \text { in } \mathcal{D}_{\text {out }}
\end{array}\right\} \quad \text { as } \quad \breve{s} \rightarrow 1
$$

where $\breve{\omega}_{G}=\breve{\omega}_{\mathcal{C}}+\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}$ (see (1.15a)), that we identify in (2.12). The discontinuity of the second derivative $\mathrm{d}^{2} \breve{\omega} / \mathrm{d}^{2}$ at $\breve{s}=1$, implied by (2.4), is smoothed out in a thinner AG $E^{1 / 3}$-sublayer considered in $\S 2.2$. There matching of $\breve{\omega}_{A}$ to $\breve{\omega}-\breve{\omega}_{G}$ defined by (2.4), when $\breve{x}=\breve{s}-1=O\left(E^{1 / 3}\right)$, provides the estimate $\breve{\omega}_{A}=O\left(E^{1 / 12} \breve{\omega}_{\mathcal{C}}\right)$ invoked in (1.16c) and predicted by (2.31a).

### 2.1.1. The $\mathcal{D}_{\text {out }}$ solution

Outside the tangent cylinder, $\mathcal{D}_{\text {out }}: \breve{x}=\breve{s}-1>0$, we make the approximations

$$
\begin{equation*}
\breve{s} \approx 1, \quad \breve{z}_{+} \approx \sqrt{\alpha^{2}-1} \tag{2.5a,b}
\end{equation*}
$$

to obtain the leading order solution

$$
\begin{equation*}
\breve{\omega} \approx \breve{v}=1-\left(1-\breve{\omega}_{\mathcal{C}}\right) \exp \left(-\breve{x} / \delta_{\text {out }}\right), \tag{2.6a}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{\mathrm{out}}^{2}=E \breve{z}_{+} / \delta_{+}=\left(E \breve{z}_{-}^{3} / \alpha\right)^{1 / 2} \tag{2.6b}
\end{equation*}
$$

(see (1.9b)), of (2.3b) subject to the boundary conditions $\breve{\omega} \rightarrow 0$ as $\breve{x} \rightarrow \infty$ and $\breve{\omega}=\breve{\omega}_{\mathcal{C}}$ at $\breve{x}=0$. There the value of $\breve{\omega}_{\mathcal{C}}^{\prime}=\mathrm{d} \breve{\omega} / \mathrm{d} \breve{s}$ determined by $(2.6 a)(\breve{x}=\breve{s}-1)$ is

$$
\begin{equation*}
\breve{\omega}_{\mathcal{C}}^{\prime}=\left(1-\breve{\omega}_{\mathcal{C}}\right) / \delta_{\text {out }}=O\left(E^{-1 / 4}\right) \tag{2.7}
\end{equation*}
$$

With the help of (1.10b) and (2.1), the formula (2.6a) for $\breve{\omega}$ determines

$$
\begin{equation*}
\breve{\psi}=\frac{1}{2}\left(E / \delta_{\text {out }}^{2}\right)\left(1-\breve{\omega}_{\mathcal{C}}\right) \breve{z} \exp \left(-\breve{x} / \delta_{\text {out }}\right)=O\left(E^{1 / 2}\right) \tag{2.8}
\end{equation*}
$$

(see Stewartson 1966, eqs. $(5.3 a, b)$ ).

### 2.1.2. The $\mathcal{D}_{\mathrm{in}}$ solution and $\breve{\omega}_{\mathcal{C}}$

The solution inside the tangent cylinder, $\mathcal{D}_{\text {in }}: \breve{x}=\breve{s}-1<0$, is rather more complicated because of the singular behaviour of $\breve{z}_{-}$and $\delta_{-}$described by $(1.12 a, b)$. To appreciate its complexity we write out the leading order form of (2.3b) explicitly:

$$
\begin{equation*}
\delta_{\text {out }}^{2} \frac{\mathrm{~d}^{2} \breve{\omega}}{\mathrm{~d} \breve{x}^{2}}-\frac{E^{1 / 2}}{\delta_{+}}(-2 \breve{x})^{-1 / 4} \breve{\omega}=-(1-\breve{\omega}), \quad \frac{E^{1 / 2}}{\delta_{+}}=\left(\frac{\breve{z}_{+}}{\alpha}\right)^{1 / 2} \tag{2.9a,b}
\end{equation*}
$$

(cf. Stewartson 1966, eq. (5.5)). On balancing the two terms on the left-hand side of (2.9a) and noting the $(-\breve{x})^{-1 / 4}$ singularity in the coefficient of $\breve{\omega}$, we may identify the
$\mathcal{D}_{\text {in }}$ length scale $E^{2 / 7}$ (short compared to the $\mathcal{D}_{\text {out }}$ length scale $E^{1 / 4}$ ) and so introduce the stretched coordinate

$$
\begin{equation*}
\mathrm{x}=\breve{x} / \delta_{\text {in }}, \quad \delta_{\text {in }}=\left(2 E^{2} \breve{z}_{+}^{4}\right)^{1 / 7} \tag{2.10a,b}
\end{equation*}
$$

We note that the ratio of the inner ( $\delta_{\text {in }}$ ) to outer ( $\delta_{\text {out }}$ ) shear layer length scales

$$
\begin{equation*}
\delta_{\text {in }} / \delta_{\text {out }}=E^{1 / 28} \aleph \tag{2.11a}
\end{equation*}
$$

is small, where

$$
\begin{equation*}
\frac{\delta_{+}}{E^{1 / 2}}\left(2 \delta_{\text {in }}\right)^{1 / 4}=E^{1 / 14} \aleph^{2}=\left(\frac{\delta_{\text {in }}}{\delta_{\text {out }}}\right)^{2}, \quad \aleph=\frac{2^{1 / 7} \alpha^{1 / 4}}{\left(\alpha^{2}-1\right)^{5 / 56}} \tag{2.11b,c}
\end{equation*}
$$

The power series solution of (2.9a), that meets the $\mathrm{x}=0$ boundary conditions, begins

$$
\begin{equation*}
\breve{\omega}=\breve{\omega}_{\mathcal{C}}+\delta_{\text {in }} \breve{\omega}_{\mathcal{C}}^{\prime} x+(16 / 21) \breve{\omega}_{\mathcal{C}}(-x)^{7 / 4}+\cdots . \tag{2.12}
\end{equation*}
$$

Matching with the mainstream Proudman solution (1.11a), identified by neglecting the term $\delta_{\text {out }}^{2} \mathrm{~d}^{2} \breve{\omega} / \mathrm{d} \breve{x}^{2}$ in (2.9a), requires

$$
\begin{equation*}
\breve{\omega} \approx E^{1 / 14} \aleph^{2} \mathcal{G}_{\infty}(\mathrm{x}) \quad \text { as } \quad \mathrm{x} \rightarrow-\infty \tag{2.13a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{\infty}(x)=(-x)^{1 / 4} /\left[1+E^{1 / 14} \aleph^{2}(-x)^{1 / 4}\right] . \tag{2.13b}
\end{equation*}
$$

Guided by (2.12) and (2.13) the solution of (2.9a) may be expressed as the sum

$$
\begin{equation*}
\breve{\omega}=\breve{\omega}_{\mathcal{C}} \mathcal{F}(\mathrm{x})+E^{1 / 14} \aleph^{2} \mathcal{G}(\mathrm{x}) \tag{2.14}
\end{equation*}
$$

(cf. Stewartson 1966, eq. (5.7)). Under this partition, $\mathcal{F}(x)$ is chosen to solve

$$
\begin{equation*}
\mathcal{F}^{\prime \prime}-\left[(-x)^{-1 / 4}+E^{1 / 14} \aleph^{2}\right] \mathcal{F}=0 \tag{2.15a}
\end{equation*}
$$

(here, the ' denotes the x -derivative) subject to

$$
\begin{equation*}
\mathcal{F}(0)=1, \quad \mathcal{F} \approx 0 \quad \text { for } \quad 1 \ll-x<O\left(E^{-2 / 7}\right) \tag{2.15b,c}
\end{equation*}
$$

while $\mathcal{G}(\mathrm{x})$ solves

$$
\begin{equation*}
\mathcal{G}^{\prime \prime}-\left[(-\mathrm{x})^{-1 / 4}+E^{1 / 14} \aleph^{2}\right] \mathcal{G}=-1 \tag{2.16a}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\mathcal{G}(0)=0, \quad \mathcal{G} \approx \mathcal{G}_{\infty}(x) \quad \text { for } \quad 1 \ll-x<O\left(E^{-2 / 7}\right) \tag{2.16b,c}
\end{equation*}
$$

(cf. Stewartson 1966, eqs. (5.8), (5.9)). Finally, using (2.7) and (2.11a), continuity of $\mathrm{d} \breve{\omega} / \mathrm{d} \breve{s}$ requires

$$
\begin{equation*}
\breve{\omega}_{\mathcal{C}} \mathcal{F}^{\prime}(0)+E^{1 / 14} \aleph^{2} \mathcal{G}^{\prime}(0)=\delta_{\text {in }} \breve{\omega}_{\mathcal{C}}^{\prime}=E^{1 / 28} \aleph\left(1-\breve{\omega}_{\mathcal{C}}\right) \tag{2.17a}
\end{equation*}
$$

(cf. Stewartson 1966, eqs. (6.13), (6.14)) implying that

$$
\begin{equation*}
\breve{\omega}_{\mathcal{C}}=E^{1 / 28} \aleph \frac{1-E^{1 / 28} \aleph \mathcal{G}^{\prime}(0)}{\mathcal{F}^{\prime}(0)+E^{1 / 28} \aleph} . \tag{2.17b}
\end{equation*}
$$

The complete asymptotic solution of the combined $E^{1 / 4}$ and $E^{2 / 7}$ QG shear layers involves expansions in powers of the parameter $E^{1 / 28}$ identified by (2.11a). Accordingly in (2.14), we introduce the expansions

$$
\begin{align*}
\mathcal{F}(\mathrm{x}) & =\mathcal{F}_{0}(\mathrm{x})+E^{1 / 14} \aleph^{2} \mathcal{F}_{1}(\mathrm{x})+\cdots  \tag{2.18a}\\
\mathcal{G}(\mathrm{x}) & =\mathcal{G}_{0}(\mathrm{x})+E^{1 / 14} \aleph^{2} \mathcal{G}_{1}(\mathrm{x})+\cdots \tag{2.18b}
\end{align*}
$$

The dominant contribution $\mathcal{F}_{0}(x)$ to $(2.14)$, which solves $\mathcal{F}_{0}^{\prime \prime}-(-x)^{-1 / 4} \mathcal{F}_{0}=0$ and decays to zero as $x \rightarrow-\infty$, may be expressed in terms of the modified Bessel function:

$$
\begin{equation*}
\mathcal{F}_{0}(\mathrm{x})=\Upsilon(-\mathrm{x})^{1 / 2} \mathrm{~K}_{4 / 7}(\sigma) \quad \text { with } \quad \mathcal{F}_{0}^{\prime}(x)=\Upsilon(-\mathrm{x})^{3 / 8} \mathrm{~K}_{3 / 7}(\sigma) \tag{2.19a,b}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma=(8 / 7)(-x)^{7 / 8} \quad \text { and } \quad \Upsilon=2(4 / 7)^{4 / 7} / \Gamma(4 / 7) \tag{2.19c,d}
\end{equation*}
$$

ensures that $\mathcal{F}_{0}(0)=1$ (use (A $\left.3 b\right)$ ) as well as fixing

$$
\begin{equation*}
\mathcal{F}_{0}^{\prime}(0)=(4 / 7)^{1 / 7} \Gamma(3 / 7) / \Gamma(4 / 7) \tag{2.20}
\end{equation*}
$$

(see Stewartson 1966, eq. (5.11)) sufficient to determine the zeroth order approximation

$$
\begin{equation*}
\breve{\omega}_{\mathcal{C} 0}=E^{1 / 28} \aleph / \mathcal{F}_{0}^{\prime}(0) \tag{2.21}
\end{equation*}
$$

to (2.17b) (cf. Stewartson 1966, eq. (6.15)).
In Appendix A we extend Stewartson's zeroth order results and construct the next order contributions $\mathcal{G}_{0}(\mathrm{x})$ and $\mathcal{F}_{1}(\mathrm{x})$, from which we obtain the $\mathrm{x}=0$ values

$$
\begin{equation*}
-\mathcal{G}_{0}^{\prime}(0)=(7 / 4)^{1 / 7} \Gamma(8 / 7), \quad \mathcal{F}_{1}^{\prime}(0)=(7 / 4)^{1 / 7} \frac{\Gamma(12 / 7)[\Gamma(8 / 7)]^{2}}{\Gamma(16 / 7) \Gamma(4 / 7)} \tag{2.22a,b}
\end{equation*}
$$

needed to determine $\breve{\omega}_{\mathcal{C}}$ from (2.17b) correct to $O\left(E^{3 / 28}\right)$ (see also (2.25)). Note too that even the smallest contribution $E^{1 / 14} \aleph^{2} \breve{\omega}_{\mathcal{C}} \mathcal{F}_{1}(\mathrm{x})$ to $\breve{\omega}$ in (2.14) is just larger than the AG-contribution $\breve{\omega}_{A}=O\left(E^{1 / 12} \breve{\omega}_{\mathcal{C}}\right)($ see $(1.16 c))$ that we will consider in $\S 2.2$.

Interpretation of the leading order solution $\breve{\omega}=\breve{\omega} \breve{\mathcal{C}}_{0} \mathcal{F}_{0}(\mathrm{x})$ requires care. For though it dominates for $\mathrm{x}=O(1)$, it decays exponentially for large -x and so does not match up with the Proudman solution (2.13a). The needed composite solution valid in the overlap domain $1 \ll-x \ll E^{-2 / 7}$, determined by the large $\sigma$ asymptotic form of $\mathrm{K}_{4 / 7}(\sigma)$ and leading order approximation $\mathcal{G}_{\infty}=(-x)^{1 / 4}$ of (2.13b), is

$$
\begin{equation*}
\breve{\omega}=E^{1 / 28} \aleph\left[\frac{\sqrt{\pi}(-x)^{1 / 16}}{(4 / 7)^{1 / 14} \Gamma(3 / 7)} \exp \left(-\frac{8}{7}(-x)^{7 / 8}\right)+E^{1 / 28} \aleph(-x)^{1 / 4}\right] . \tag{2.23}
\end{equation*}
$$

It shows that, though $\breve{\omega}_{\mathcal{C} 0}=O\left(E^{1 / 28}\right)$ (see (2.21)), the value of $\breve{\omega}$ continues to decrease in size with increasing $-x$ by an order of magnitude attaining its minimum of $O\left(E^{1 / 14}\right)$ at large $-\mathrm{x}=-\mathrm{x}_{M}$ (say, and see figure 2, also Dormy et al. 1998, figure 4, left panel). As the value of $\breve{\psi}$ on the outer boundary is given correct to leading order by $\breve{\psi}_{+} \approx \breve{\psi}_{\mathrm{P}}-\frac{1}{2} \delta_{+} \breve{\omega}$ (see (1.10b) and (1.13c)), it follows that the maximum of $\breve{\psi}_{+}$is also located at $-\mathrm{x} \approx-\mathrm{x}_{M} \gg 1$.

### 2.1.3. The direct numerical ( $D N$-)solution: $\alpha^{-1}=0.35$

The complete resolution of the QG shear layers relies on the solution of the problem (2.14)-(2.17). The expansions $(2.18 a, b)$ of $\mathcal{F}(\mathrm{x})$ and $\mathcal{G}(\mathrm{x})$ in powers of $E^{1 / 28}$ limit their applicability to extremely small $E$. Nevertheless, the direct numerical (DN-)solution at fixed $E$ is not impeded by this consideration. Such DN-solutions for the oft-used value

$$
\begin{equation*}
\alpha^{-1}=0.35 \quad \Longrightarrow \quad \aleph \doteqdot 1.2040 \tag{2.24a,b}
\end{equation*}
$$

(see (2.11c)) are plotted in figure 2 for $E=10^{-7}, 10^{-14}, 10^{-28}$, while the corresponding DN-values of $\breve{\omega}_{\mathcal{C}}$ (see (2.17b)) are listed in table 1 . They are compared with the asymptotic

|  | Asymptotics correct to order |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $E$ | $\aleph\left(E^{1 / 28}\right.$ | $O\left(E^{1 / 28}\right)$ | $O\left(E^{1 / 14}\right)$ | $O\left(E^{3 / 28}\right)$ | DN |
| $10^{-5}$ | 0.7981 | 0.6517 | 0.7137 | 0.6201 | 0.5628 |
| $10^{-7}$ | 0.6771 | 0.5529 | 0.6003 | 0.5381 | 0.5012 |
| $10^{-14}$ | 0.3807 | 0.3109 | 0.3287 | 0.3150 | 0.3088 |
| $10^{-28}$ | 0.1204 | 0.0983 | 0.1004 | 0.0993 | 0.0998 |

Table 1. The values of $\breve{\omega}_{\mathcal{C}}$ for $\alpha^{-1}=0.35$ at various values of $E$ (see (2.24b) for $\aleph E^{1 / 28}$ in column 2). Asymptotic results truncated at the three levels indicated in (2.25) are listed in middle columns 3-5 respectively, the first of which, column 3, gives the values of $\breve{\omega}_{\mathcal{C} 0}$ defined by (2.21). The DN-results are listed in the last column 6.


Figure 2. The $E^{2 / 7}$-layer DN-solutions (solid lines) for $\breve{\omega} /\left(E^{1 / 28} \aleph\right)$ (see (2.14); $\alpha^{-1}=0.35$ ) of the problem (2.15)-(2.17) plotted versus $x$ for $E=10^{-7}$ (upper), $10^{-14}$ (middle), $10^{-28}$ (lower); the $E$-values listed in table 1. The Stewartson solution $\mathcal{F}_{0}(x) / \mathcal{F}_{0}^{\prime}(0)$ (see also (2.20), (2.21)) and the Proudman solutions $E^{1 / 28} \aleph \mathcal{G}_{\infty}(x)$ (see (2.13)) are identified by the dash-dotted and dashed curves respectively.
values of $(2.17 b)$ with $\left[\mathcal{F}^{\prime}(0), \mathcal{G}^{\prime}(0)\right]$ truncated at various levels:

$$
\left[\mathcal{F}^{\prime}(0), \mathcal{G}^{\prime}(0)\right]= \begin{cases}{\left[\mathcal{F}_{0}^{\prime}(0), 0\right],} & O\left(\aleph E^{1 / 28}\right),  \tag{2.25}\\ {\left[\mathcal{F}_{0}^{\prime}(0), \mathcal{G}_{0}^{\prime}(0)\right],} & O\left(\aleph E^{1 / 14}\right), \\ {\left[\mathcal{F}_{0}^{\prime}(0)+E^{1 / 14} \aleph^{2} \mathcal{F}_{0}^{\prime}(0), \mathcal{G}_{0}^{\prime}(0)\right],} & O\left(\aleph E^{3 / 28}\right)\end{cases}
$$

giving $\breve{\omega}_{\mathcal{C}}$ accurate to the orders of magnitude indicated. Though the comparison at $E=10^{-7}$ is fair, at $E=10^{-14}$ it is excellent. Certainly the values of $\breve{\omega} /\left(E^{1 / 28} \aleph\right)$ on the $\mathrm{x}=0$ axis of figure 2 (namely, the tangent cylinder $\mathcal{C}$ ) for $E=10^{-14}$ and $10^{-28}$ are indistinguishable from the lowest order value $\breve{\omega}_{\mathcal{C} 0} /\left(E^{1 / 28} \aleph\right)=1 / \mathcal{F}_{0}^{\prime}(0)$ (see (2.21)). We also show the limiting forms of the Proudman solutions $E^{1 / 28} \aleph \mathcal{G}_{\infty}(\mathrm{x})$ (see (2.13)), because they provide the $-x \gg 1$ asymptotes to the numerical solutions. Evidently on each finite $E$ curve a minimum at negative $\mathrm{x}_{M}$ (dependent on $E$ ) can be identified as predicted by the discussion in §2.1.2 following (2.23).

## 2.2. $E^{1 / 3}$-ageostrophic $(A G)$ shear layer

The relatively thick QG shear layers have ensured continuity of the geostrophic flow close to the tangent cylinder $\mathcal{C}$, where $\breve{\omega} \approx \breve{\omega}_{G}(\breve{s})$ (see (1.15a)). Nevertheless, since both $\breve{\psi}, \partial^{2} \breve{\omega} / \partial \breve{s}^{2}$ and their derivatives remain discontinuous at $\breve{s}=1$, it is the role of the AG shear layer to smooth them out over the $\breve{s}$-directed length scale $E^{1 / 3}$. As anticipated in $(1.16 a, b)$, we set $\breve{\omega}=\breve{\omega}_{G}+\breve{\omega}_{A}, \breve{\psi}=\breve{\psi}_{A}$ and solve for $\breve{\omega}_{A}, \breve{\psi}_{A}$. In view of the estimates $(1.16 c)$, it is evident that the leading order approximation to (1.15a) is

$$
\begin{equation*}
\breve{\omega}_{G} \approx \breve{\omega}_{\mathcal{C}} . \tag{2.26}
\end{equation*}
$$

### 2.2.1. The Fourier transform solution: $\breve{x}=O\left(E^{1 / 3}\right), \breve{z}=O(1)$

On the short radial length scale $\breve{x}=O\left(E^{1 / 3}\right)$, the governing equations (1.3a,b) reduce to

$$
\begin{equation*}
2 \frac{\partial \breve{v}_{A}}{\partial \breve{z}}=E \frac{\partial^{4} \breve{\psi}_{A}}{\partial \breve{x}^{4}}, \quad-2 \frac{\partial \breve{\psi}_{A}}{\partial \breve{z}}=E \frac{\partial^{2} \breve{v}_{A}}{\partial \breve{x}^{2}} \tag{2.27a,b}
\end{equation*}
$$

Correct to leading order the boundary conditions (1.10) determine

$$
\breve{\psi}_{A+}=\frac{1}{2} \delta_{+} \approx \breve{\psi}_{\mathrm{P}}, \quad \breve{\psi}_{A-}= \begin{cases}\frac{1}{2} \delta_{-} \breve{\omega}_{\mathcal{C}} & \text { in } \mathcal{D}_{\text {in }}  \tag{2.28a,b}\\ 0 & \text { in } \mathcal{D}_{\text {out }}\end{cases}
$$

(see also $(1.13 c),(1.17))$. On use of the estimates (1.12b) and (1.14c), we obtain

$$
\begin{equation*}
\left(\delta_{-} / E^{1 / 2}\right) \breve{\omega}_{\mathcal{C}}=O\left(E^{-1 / 12} \breve{\omega}_{\mathcal{C}}\right)=O\left(E^{-1 / 21}\right) \gg\left(\delta_{+} / E^{1 / 2}\right)=O(1) \tag{2.29}
\end{equation*}
$$

So despite the small size of $\breve{\omega}_{\mathcal{C}}$, the value of $\breve{\psi}_{A}$ on the bottom boundary in $\mathcal{D}_{\text {in }}$ exceeds $\breve{\psi}_{\mathrm{P}}$ on the top by a moderate factor $O\left(E^{-1 / 21}\right)$. With $\breve{\psi}_{\mathrm{P}}$ neglected, we are left with

$$
\begin{array}{ll}
\breve{\psi}_{A} & =0 \\
\breve{\psi}_{A}=\left\{\begin{array}{ll}
\frac{1}{2}\left[\frac{E^{1 / 3}}{(-2 \breve{x})}\right]^{1 / 4} E^{5 / 12} \breve{\omega}_{\mathcal{C}} & \text { in } \mathcal{D}_{\text {in }}, \\
0 & \text { in } \mathcal{D}_{\text {out }}
\end{array}\right\} \quad \text { at } \quad \breve{z}=\sqrt{\alpha^{2}-1} \tag{2.30b}
\end{array}
$$

Here, since the bottom boundary is located at $\breve{z}_{-} \approx \sqrt{-2 \breve{x}}=O\left(E^{1 / 6}\right)$, the boundary condition (2.30b) in $\mathcal{D}_{\text {in }}$ may be applied, correct to leading order, at $\breve{z}=0$ as stated. Together with natural boundedness requirements as $E^{-1 / 3} \breve{x} \rightarrow \pm \infty$, the boundary conditions (2.30) are sufficient to determine the Fourier transform solution ( $\breve{v}_{A} \approx \breve{\omega}_{A}$ )

$$
\begin{align*}
& \breve{\omega}_{A}=-\frac{E^{1 / 12} \breve{\omega}_{\mathcal{C}}}{2^{7 / 4} \Gamma(1 / 4)} \int_{-\infty}^{\infty} \frac{\widetilde{k}^{1 / 4} \cosh \left[\frac{1}{2} \widetilde{k}^{3}\left(\widetilde{z}_{+}-\widetilde{z}\right)\right]}{\sinh \left[\frac{1}{2} \widetilde{k}^{3} \widetilde{z}_{+}\right]} \exp \left[\mathrm{i}\left(\widetilde{k} \widetilde{x}+\frac{3 \pi}{8}\right)\right] \mathrm{d} \widetilde{k},  \tag{2.31a}\\
& \breve{\psi}_{A}=\frac{E^{5 / 12} \breve{\omega}_{\mathcal{C}}}{2^{7 / 4} \Gamma(1 / 4)} \int_{-\infty}^{\infty} \frac{\sinh \left[\frac{1}{2} \widetilde{k}^{3}\left(\widetilde{z}_{+}-\widetilde{z}\right)\right]}{\widetilde{k}^{3 / 4} \sinh \left[\frac{1}{2} \widetilde{k}^{3} \widetilde{z}_{+}\right]} \exp \left[\mathrm{i}\left(\widetilde{k} \widetilde{x}+\frac{3 \pi}{8}\right)\right] \mathrm{d} \widetilde{k} \tag{2.31b}
\end{align*}
$$

(see Stewartson 1966, eq. $(6.22 a, b)$ ), where

$$
\begin{equation*}
\widetilde{x}=E^{-1 / 3} \breve{x}, \quad \widetilde{z}=\breve{z}, \quad \widetilde{z}_{+}=\sqrt{\alpha^{2}-1} \tag{2.32a-c}
\end{equation*}
$$

and $\widetilde{k}^{1 / 4}=|\widetilde{k}|^{1 / 4} \mathrm{e}^{\mathrm{i} \pi / 4}$ and $\widetilde{k}^{-3 / 4}=|\widetilde{k}|^{-3 / 4} \mathrm{e}^{-\mathrm{i} 3 \pi / 4}$ for $\widetilde{k}<0$.
Significantly the result (2.31a) shows that $\breve{\omega}_{A}=O\left(E^{1 / 12} \breve{\omega}_{G}\right)$, where $\breve{\omega}_{G}=\breve{\omega}_{\mathcal{C}}$ (see
(2.26)). The small relative size of $\breve{\omega}_{A}$ to $\breve{\omega}_{G}$, albeit by a factor $O\left(E^{1 / 12}\right)$, ensures that any Ekman suction produced by $\breve{\omega}_{A}$ is small compared to that assumed in our applied bottom boundary condition $(2.30 b)$ by an $O\left(E^{1 / 12}\right)$ factor. This estimate is sufficient to confirm the consistency of the approximations made.
Finally, we consider the $\breve{z}$-average

$$
\left\langle\breve{\omega}_{A}\right\rangle=\frac{1}{\widetilde{z}_{+}} \int_{0}^{\widetilde{z}_{+}} \breve{\omega}_{A} \mathrm{~d} \widetilde{z}= \begin{cases}\frac{E^{1 / 12} \breve{\omega}_{\mathcal{C}}}{2^{1 / 4} \widetilde{z}_{+}} \frac{16}{21}(-\widetilde{x})^{7 / 4} & \text { in } \mathcal{D}_{\text {in }}  \tag{2.33}\\ 0 & \text { in } \mathcal{D}_{\text {out }}\end{cases}
$$

which may be determined from (2.31a) or more easily by direct integration of the $\breve{z}$ average of (2.27b).

The combination $\breve{\omega}_{G}+\left\langle\breve{\omega}_{A}\right\rangle=\breve{\omega}_{\mathcal{C}}+\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}+\left\langle\breve{\omega}_{A}\right\rangle$ (see (1.15a)) for $\mathcal{D}_{\text {in }}$, determined by (2.33), is simply the QG asymptotic behaviour in the $E^{2 / 7}$-layer identified in (2.4) and established by (2.12). So if we denote the entire QG-solution of (2.3b), obtained by combining the Proudman mainstream solution (1.11a) and the $E^{2 / 7}$ - and $E^{1 / 4}$-QG shear layer solutions (2.6a) and (2.14), as $\breve{\omega}_{P Q G}(\breve{s})$, it means that the $\breve{z}$-average of $\breve{\omega}$ is given correct to leading order by

$$
\begin{equation*}
\langle\breve{\omega}\rangle \approx \breve{\omega}_{P Q G}(\breve{s}) \tag{2.34a}
\end{equation*}
$$

everywhere outside the Ekman layers (including the equatorial Ekman layers); a very useful result. It has the important non-trivial consequence that

$$
\begin{equation*}
\breve{\omega} \approx \breve{\omega}_{P Q G}+\left(\breve{\omega}_{A}-\left\langle\breve{\omega}_{A}\right\rangle\right) . \tag{2.34b}
\end{equation*}
$$

everywhere outside Ekman layers too. Here the singularities of $\left\langle\breve{\omega}_{A}\right\rangle$ and $\breve{\omega}_{P Q G}$ on $\mathcal{C}$ cancel each other out, while $\breve{\omega}_{A}$ defined by ( $2.31 a$ ) is continuous. We conclude that, whereas $\langle\breve{\omega}\rangle$ is singular on $\mathcal{C}, \breve{\omega}$ itself is smooth across $\mathcal{C}$ except for singular behaviour in the immediate neighbourhood of the equator, $(\widetilde{x}, \widetilde{z})=(0,0)($ see $\S \S 2.2 .2,2.2 .3)$.
2.2.2. The similarity sublayer: $\breve{x}=O\left(E^{1 / 3} \breve{z}^{1 / 3}\right), \quad E^{1 / 5} \ll \breve{z} \ll 1$

Close to the equator, where

$$
\begin{equation*}
\widetilde{x}=O\left(\widetilde{z}^{1 / 3}\right) \quad \text { when } \quad \widetilde{z} \ll 1 \tag{2.35a,b}
\end{equation*}
$$

the solutions $(2.31 a, b)$ may be approximated as

$$
\begin{align*}
\breve{\omega}_{A} & =-E^{1 / 12} \breve{\omega}_{\mathcal{C}} \widetilde{z}^{-5 / 12} V_{0}(\Phi),  \tag{2.36a}\\
\breve{\psi}_{A} & =-E^{5 / 12} \breve{\omega}_{\mathcal{C}} \widetilde{z}^{-1 / 12} \Psi_{0}(\Phi), \tag{2.36b}
\end{align*}
$$

in which

$$
\begin{align*}
& V_{0}(\Phi)=\frac{2^{-3 / 4}}{\Gamma(1 / 4)} \int_{0}^{\infty} \varpi^{1 / 4} \cos \left(\varpi \Phi+\frac{3 \pi}{8}\right) \exp \left(-\frac{1}{2} \varpi^{3}\right) \mathrm{d} \varpi  \tag{2.36c}\\
& \Psi_{0}(\Phi)=-\frac{2^{-3 / 4}}{\Gamma(1 / 4)} \int_{0}^{\infty} \varpi^{-3 / 4} \cos \left(\varpi \Phi+\frac{3 \pi}{8}\right) \exp \left(-\frac{1}{2} \varpi^{3}\right) \mathrm{d} \varpi \tag{2.36d}
\end{align*}
$$

(cf. Stewartson 1966, eqs. $(6.24),(6.25 a, b))$, where

$$
\begin{equation*}
\varpi=\widetilde{k} \widetilde{z}^{1 / 3}, \quad \Phi=\widetilde{x} / \widetilde{z}^{1 / 3} \tag{2.37a,b}
\end{equation*}
$$

2.2.3. $E^{2 / 5}$-equatorial Ekman layer: $\breve{x}=O\left(E^{2 / 5}\right), \quad \breve{z}=O\left(E^{1 / 5}\right)$

The similarity forms $(2.36 a, b)$ indicate that the solution becomes singular as the equator $(\breve{x}, \breve{z})=(0,0)$ is approached. For small $\widetilde{z}$, we may identify the following lengths

(b)


Figure 3. Contours of (a) the azimuthal angular velocity $\breve{\omega}$ and (b) the streamfunction $\breve{\psi}$ obtained from the full shell DNS for the case $\alpha^{-1}=0.35, E=10^{-5}$. A weak reversed flow eddy is identified by the single black $\breve{\psi}$-contour just outside the tangent cylinder.
(see figure 1): the Ekman boundary layer thickness $\delta_{-}=E^{1 / 2} \widetilde{z}^{-1 / 2}$; the distance $\delta_{s}=\frac{1}{2} \widetilde{z}^{2}$ of the tangent cylinder to the boundary; and the similarity sublayer width $\delta_{\Phi}=E^{1 / 3} \widetilde{z}^{1 / 3}$ (for $\Phi=1$, say), of the solution (2.36) triggered at the equator. As $\breve{z}=\widetilde{z}\left(\gg E^{1 / 5}\right)$ decreases, the Ekman layer width $\delta_{-}$increases and remains clear of the similarity sublayer $\left(\delta_{s}-\delta_{-} \gg \delta_{\Phi}\right)$ until $\breve{z}=O\left(E^{1 / 5}\right)$, when the three lengths become comparable: $O\left(\delta_{-}\right)=O\left(\delta_{s}\right)=O\left(\delta_{\Phi}\right)=O\left(E^{2 / 5}\right)$. This length scale coincidence together with $\breve{z}=O\left(E^{1 / 5}\right)$ identifies the dimensions of the equatorial Ekman layer (highlighted in figure 1), inside which $\breve{\omega}_{A}=O\left(\breve{\omega}_{\mathcal{C}}\right)$ (see (1.20)); outside $\breve{\omega}_{A} \ll \breve{\omega}_{\mathcal{C}}$ (see (1.18)). The main thrust of our paper is the formulation and solution of the equatorial Ekman layer problem.

### 2.2.4. Full shell DNS-results: $\alpha^{-1}=0.35, E=10^{-5}$ and $10^{-7}$

DNS-results for the full shell equations (1.3), again at $\alpha^{-1}=0.35$, are illustrated in figures $3(a, b)$ for the particular case $E=10^{-5}$.

Well inside the tangent cylinder $\mathcal{C}$, the Proudman solution is illustrated by the contours parallel to the rotation axis both for $\breve{\omega}=\breve{\omega}(\breve{s})$ and $\breve{\psi}=\breve{\psi}(\breve{s})$. For $\breve{\omega}$, this feature continues into the QG-layers either side of $\mathcal{C}$, where $\breve{\omega} \approx \breve{\omega}_{P Q G}(\breve{s})$ (defined above (2.34a)). There $\breve{\psi}$ is linear in $\breve{z}$ (see (2.1)) with the streamline structure in figure $3(b)$ consistent with the QG-solution described in $\S 2.1 .2$. Just outside the tangent cylinder, $\mathcal{D}_{\text {out }}$, the small tipping of the $\breve{\psi}$-contours near the outer sphere is implied by the $E^{1 / 4}$-layer solution (2.8). Inside, $\mathcal{D}_{\text {in }}$, closed $\breve{\psi}$-contours identify a clockwise eddy (cf., figure 5 , middle panel of Wei \& Hollerbach 2008, where a very similar eddy structure is visible albeit in an alternative parameter range). The analysis at the end of $\S 2.1 .2$ reveals that the outermost closed contour touches the outer sphere at $\breve{s}=\breve{s}_{M}=1+\delta_{\text {in }} \times_{M}$ (see explanation below (2.23)), which since $-\mathrm{x}_{M} \gg 1$ is at the edge of the $E^{2 / 7}$-layer. It means that almost all of $E^{2 / 7}$-layer embraces return flow from the outer Ekman layer (a striking feature anticipated remarkably by Stewartson 1966, at the end of his $\S 5$ ).

Interestingly, virtually none of the structure associated with the $E^{1 / 3}$ - AG shear layer is distinguishable on either figure $3(a)$ or $(b)$. Nevertheless, we should note that the more intense part of the $E^{2 / 7}$-layer clockwise eddy (close to the equator of the inner sphere) is located within the smaller $(E \breve{z})^{1 / 3}$-Stewartson similarity sublayer, which also contains a weaker counter-clockwise eddy outside, in $\mathcal{D}_{\text {out }}$. As we will see (figure $6(b)$ ) the entire double eddy structure continues into the equatorial Ekman layer.

Asymptotically, the $\breve{z}$-dependence of $\breve{\omega}(\breve{s}, \breve{z}) \approx \breve{\omega}_{P Q G}(\breve{s})+\left(\breve{\omega}_{A}(\breve{s}, \breve{z})-\left\langle\breve{\omega}_{A}(\breve{s})\right\rangle\right)$ predicted by (2.34b) in the $E^{1 / 3}$-layer is small except in and near the equatorial Ekman layer. However, the value $E=10^{-5}$ used to obtain the DNS-results illustrated in figure $3(b)$ is not small enough to reach that asymptotic regime. So, though not visible in the figure, there is significant $\breve{z}$-dependence of $\breve{\omega}$ on the tangent cylinder $\mathcal{C}$. Nevertheless, as explained at the end of $\S 2.2 .1$ with particular reference to $(2.34 a)$, the $\breve{z}$-average $\langle\breve{\omega}\rangle$ of $\breve{\omega}$ is approximated to a high order of accuracy by $\breve{\omega}_{P Q G}(\breve{s})$ throughout the shear layers. The comparison on $\mathcal{C}$ of

$$
\begin{align*}
& \langle\breve{\omega}\rangle_{\mathcal{C}}=\left\{\begin{array}{ll}
0.5609 \\
\text { DNS }
\end{array} \quad \text { with } \quad \breve{\omega}_{\mathcal{C}}\right.  \tag{2.38}\\
& 0.4965
\end{align*} \quad \text { DN }=\left\{\begin{array}{l}
0.5628 \\
0.5012
\end{array} \quad \text { at } E=\left\{\begin{array}{l}
10^{-5} \\
10^{-7}
\end{array}\right.\right.
$$

(DN-values are given in the last column of table 1) is excellent.

## 3. Formulation of the equatorial Ekman layer problem

Our initial objective is to formulate the equatorial Ekman layer problem identified in $\S 2.2 .3$ in dimensionless variables that do not involve the Ekman number $E$. To that end, we take the equator as our origin and adopt local dimensional rectangular Cartesian co-ordinates $\left(x^{\star}, y^{\star}, z^{\star}\right)=L(\breve{x}, \breve{y}, \breve{z})$, where $x^{\star}=s^{\star}-L$ and the $y^{\star}$-direction is the azimuth. So locally for $\left|x^{\star}\right| \ll L$, the sphere boundary is $2 L x^{\star}+z^{\star 2}=0$ (see (1.12a)). To capture the location of the equatorial Ekman layer, we non-dimensionalise distance by writing

$$
\begin{equation*}
x^{\star}=\ell x, \quad z^{\star}=\sqrt{\ell L} z, \quad \ell=E^{2 / 5} L \tag{3.1a-c}
\end{equation*}
$$

so that the $E^{1 / 3}$-layer coordinates $(2.32 a, b)$ and $(E \breve{z})^{1 / 3}$ similarity sublayer coordinate (2.37b) become

$$
\begin{equation*}
\widetilde{x}=E^{1 / 15} x, \quad \widetilde{z}=E^{1 / 5} z, \quad \Phi=x / z^{1 / 3} \tag{3.1d-f}
\end{equation*}
$$

respectively. The sphere boundary $\mathcal{S}$ (formerly $\mathcal{S}_{-}$) is

$$
\begin{equation*}
\mathcal{S}: \quad 2 x+z^{2}=0 \tag{3.2}
\end{equation*}
$$

Note that the radial Ekman layer coordinate $r^{\star}-L \approx x^{\star}+\frac{1}{2} x^{\star 2}$ non-dimensionalised on its thickness $L \delta_{-}\left(\right.$see $(1.9 a)$ with $\left.\breve{z}_{-} \approx \breve{z}\right)$ is

$$
\begin{equation*}
\zeta=(\breve{r}-1) / \delta_{-}=z^{1 / 2} y \quad \text { with } \quad y=x+\frac{1}{2} z^{2} \tag{3.3a,b}
\end{equation*}
$$

which is relevant for $z \gg 1$. A geostrophic cylinder $x$ const. through $(\bar{y}, \bar{z})$ is then

$$
\begin{equation*}
\mathcal{C}(\bar{y}, \bar{z}): \quad y=\bar{y}+\frac{1}{2}\left(z^{2}-\bar{z}^{2}\right) \tag{3.4}
\end{equation*}
$$

### 3.1. The governing equations and boundary conditions

The far-field boundary condition on $\breve{\omega}$, as either $x \rightarrow \infty$ or $z \rightarrow \infty$, is

$$
\begin{equation*}
\breve{\omega} / \breve{\omega}_{\mathcal{C}} \rightarrow \breve{\omega}_{G} / \breve{\omega}_{\mathcal{C}}=1+E^{2 / 5}\left(\breve{\omega}_{\mathcal{C}}^{\prime} / \breve{\omega}_{\mathcal{C}}\right) x=1+O\left(E^{4 / 35} x\right) \tag{3.5}
\end{equation*}
$$

(see (1.15a) and (1.14b): $\breve{\omega}_{\mathcal{C}}^{\prime} / \breve{\omega}_{\mathcal{C}}=O\left(E^{-2 / 7}\right)$, but c.f. (1.20)). As in $\S 2.2$, we will neglect the linear shear flow correction and simply apply $\breve{\omega} \rightarrow \breve{\omega}_{\mathcal{C}}$ (see (2.26)). The error estimate is included in (3.5) only to make clear the level of accuracy possible inside the equatorial Ekman layer at finite $E$. We dimensionalise velocity in the form

$$
\begin{equation*}
\left(u^{\star}, v^{\star}, w^{\star}\right)=\varepsilon L \Omega(\breve{u}, \breve{v}, \breve{w})=-\varepsilon L \Delta \Omega\left(E^{1 / 5} u, v-1, w\right) \tag{3.6a}
\end{equation*}
$$

based on the angular velocity $\varepsilon \Delta \boldsymbol{\Omega}=\varepsilon \boldsymbol{\Omega} \breve{\omega}_{\mathcal{C}}$ rather than $\varepsilon \boldsymbol{\Omega}$ (see (1.14a)); by introducing $-\varepsilon$ we have essentially reversed the sign of the velocity. However, the ploy has the merit that $v=1$ on $\mathcal{S}$ and $v \rightarrow 0$ far from $\mathcal{S}$. By implication our new rest frame $\boldsymbol{v}=\mathbf{0}$ rotates with the angular velocity $\Omega+\varepsilon \Delta \boldsymbol{\Omega}$ of the dominant flow in the far-field. The corresponding stream function $\psi$ becomes

$$
\begin{equation*}
\breve{\psi}=-E^{2 / 5} \breve{\omega}_{\mathcal{C}} \psi, \tag{3.6b}
\end{equation*}
$$

so that from (1.2) we have

$$
\begin{equation*}
u=-\frac{\partial \psi}{\partial z}, \quad w=\frac{\partial \psi}{\partial x} . \tag{3.7a,b}
\end{equation*}
$$

Hence the $E^{1 / 3}$-layer azimuthal vorticity and momentum equations $(2.27 a, b)$ become

$$
\begin{equation*}
2 \frac{\partial v}{\partial z}=\frac{\partial^{4} \psi}{\partial x^{4}}, \quad 2 \frac{\partial \psi}{\partial z}=-\frac{\partial^{2} v}{\partial x^{2}} \tag{3.8a,b}
\end{equation*}
$$

On regarding $v, w$ and $\psi$ as functions of $(y, z)$ (see (3.3b)) rather than $(x, z)$, we may recast (3.8) as

$$
\begin{equation*}
2\left(\frac{\partial v}{\partial z}+z \frac{\partial v}{\partial y}\right)=\frac{\partial^{4} \psi}{\partial y^{4}}, \quad 2\left(\frac{\partial \psi}{\partial z}+z \frac{\partial \psi}{\partial y}\right)=-\frac{\partial^{2} v}{\partial y^{2}} \tag{3.9a,b}
\end{equation*}
$$

(c.f. Philander 1971, eq. (4.3), who was concerned with the outer sphere Ekman layer). This has the advantage that the fluid domain becomes simply $y>0$.

The system (3.8) (or equivalently (3.9)) is to be solved subject to

$$
\begin{align*}
& \partial v / \partial z=0, \quad \psi=0 \quad \text { on } \quad z=0, \quad x>0,  \tag{3.10a}\\
& v=1, \quad w=0, \quad \psi=0 \quad \text { on } \quad z=\sqrt{-2 x}, \quad x<0 \\
& \text { or simply } \quad y=0 \text {, }  \tag{3.10b}\\
& v \rightarrow 0, \quad \psi \rightarrow 0 \quad \text { as } x \rightarrow \infty \text { or } y \rightarrow \infty \text {, }  \tag{3.10c}\\
& v \sim v_{0}^{b l}(\zeta), \quad w \sim w_{0}^{b l}(\zeta), \quad \psi \rightarrow 0 \quad \text { as } \quad z \rightarrow \infty, \quad \zeta>0, \tag{3.10d}
\end{align*}
$$

where

$$
\begin{equation*}
v_{0}^{b l}=\mathrm{e}^{-\zeta} \cos \zeta, \quad w_{0}^{b l}=-\mathrm{e}^{-\zeta} \sin \zeta, \tag{3.11a,b}
\end{equation*}
$$

in which $\zeta$ is the Ekman layer coordinate (3.3a). The boundary conditions (3.10) are homogeneous except for the requirement $v=1(3.10 b)_{1}$ on the sphere boundary $\mathcal{S}$ and the persistence of the associated Ekman boundary layer as $z \rightarrow \infty(3.10 d)_{1,2}$. Also $(3.10 a)_{1,2}$ follow from the symmetry conditions (1.6) across the equatorial plane in $\mathcal{D}_{\text {out }}$. These are essentially the boundary conditions proposed in $\S 7$ of Stewartson (1966) for the terminal $E^{2 / 5}$ Stewartson layer. There he also raises the possibility that (3.10d) is not enough and that matching, as $z \rightarrow \infty$, with the similarity forms ( $2.36 a, b$ ), namely

$$
\begin{equation*}
v=z^{-5 / 12} V_{0}(\Phi), \quad \psi=z^{-1 / 12} \Psi_{0}(\Phi) \tag{3.12a,b}
\end{equation*}
$$

in our dimensionless notation, may be needed (but see also Stewartson 1966, eq. (6.29)). Our view is that (3.12) follows consistently from the solution of the problem posed by (3.8a,b) and (3.10a-d).

On introduction of the complex variable

$$
\begin{equation*}
\mathrm{w}=v(x, z)+\mathrm{i} w(x, z) \tag{3.13}
\end{equation*}
$$

and differentiation of $(3.8 b)$ with respect to $x$, the system of equations $(3.8 a, b)$ may be
expressed compactly, noting (3.7b), as

$$
\begin{equation*}
\frac{\partial^{3} w}{\partial x^{3}}=2 i \frac{\partial w}{\partial z} \tag{3.14}
\end{equation*}
$$

(see, e.g., Moore \& Saffman 1969), while the boundary conditions (3.10) become

$$
\begin{align*}
& \left.\begin{array}{c}
\operatorname{Im}\{w\} \\
\operatorname{Re}\{\partial w / \partial z\}
\end{array}\right\}=0, \quad \text { on } \quad z=0, \quad x>0,  \tag{3.15a}\\
& \mathrm{w}=1, \quad \text { on } \quad y=0,  \tag{3.15b}\\
& \mathrm{w} \rightarrow 0, \quad \text { as } \quad x \rightarrow \infty \text {, }  \tag{3.15c}\\
& \mathrm{w} \sim \mathrm{w}_{0}^{b l}(\zeta), \quad \text { as } \quad z \rightarrow \infty, \quad \zeta>0, \tag{3.15d}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{w}_{0}^{b l}(\zeta)=\exp [-(1+\mathrm{i}) \zeta] \tag{3.15e}
\end{equation*}
$$

$\left(\zeta=z^{1 / 2} y, y=x+\frac{1}{2} z^{2}, z>0\right)$, together with

$$
\begin{equation*}
\operatorname{Re}\left\{\int_{-z^{2} / 2}^{\infty} \mathrm{wd} x\right\}=0 \tag{3.15f}
\end{equation*}
$$

which implements the zero axial flux condition: $\psi=0$ on $\mathcal{S}$ with $\psi \rightarrow 0$ far from $\mathcal{S}$.

### 3.2. A far-field (including the similarity sublayer) boundary condition at large $z$

Anticipating the numerical solution on a finite domain, our objective here is to replace the far-field boundary conditions $v \rightarrow 0, \psi \rightarrow 0$ on $-\infty<x<\infty$ as $z \rightarrow \infty$ by a boundary condition at finite $z=H(\gg 1)$. To that end, we restrict attention to the far-field $z \geqslant H$ (= const.) on which we consider the Fourier transforms $\widehat{\psi}(k, z), \widehat{v}(k, z)$ :

$$
\begin{equation*}
[\psi, v](x, z)=\int_{-\infty}^{\infty}[\widehat{\psi}, \widehat{v}](k, z) \exp (\mathrm{i} k x) \mathrm{d} k \tag{3.16}
\end{equation*}
$$

The Fourier transform of $(3.8 a, b)$ determines

$$
\begin{equation*}
2 \frac{\partial \widehat{v}}{\partial z}=k^{4} \widehat{\psi}, \quad 2 \frac{\partial \widehat{\psi}}{\partial z}=k^{2} \widehat{v} \tag{3.17a,b}
\end{equation*}
$$

The solution non-divergent as $z \rightarrow \infty$ is

$$
\begin{equation*}
\widehat{v}(k, z)=a(k) \exp \left(-\frac{1}{2}|k|^{3} z\right), \tag{3.18}
\end{equation*}
$$

which together with (3.17a) leads to the relation

$$
\begin{equation*}
\frac{\widehat{\partial^{2} \psi}}{\partial x^{2}}=-k^{2} \widehat{\psi}=-\frac{2}{k^{2}} \frac{\partial \widehat{v}}{\partial z}=|k| \widehat{v} \tag{3.19}
\end{equation*}
$$

At $z=H$, it gives

$$
\begin{equation*}
\widehat{v}(k, H)=\frac{1}{|k|} \frac{\widehat{\partial^{2} \psi}}{\partial x^{2}}(k, H) \tag{3.20}
\end{equation*}
$$

whose inverse determines the convolution integral

$$
\begin{equation*}
v(x, H)=-\frac{1}{\pi} \int_{-\infty}^{\infty} \ln \left|x-x^{\prime}\right| \frac{\partial^{2} \psi}{\partial x^{2}}\left(x^{\prime}, H\right) \mathrm{d} x^{\prime}=-\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{1}{x-x^{\prime}} \frac{\partial \psi}{\partial x}\left(x^{\prime}, H\right) \mathrm{d} x^{\prime} \tag{3.21}
\end{equation*}
$$

( $f$ denotes the principle part). It will provide the basis of our boundary condition (B1e), which is implemented (see Appendix B) in the solution of our numerical model.

Of course, the Stewartson similarity solution (3.12), which determines

$$
\begin{equation*}
v(x, H)=H^{-5 / 12} V_{0}\left(x / H^{1 / 3}\right), \quad \psi(x, H)=H^{-1 / 12} \Psi_{0}\left(x / H^{1 / 3}\right) \tag{3.22a,b}
\end{equation*}
$$

satisfies (3.21), but significantly is only an approximation to the true far-field solution at finite $z=H$.

### 3.3. The numerical model

In order to capture the equatorial structure of the Ekman layer and the emergence for $z \gg 1$ of Stewartson's self-similar solution (3.12), we consider a 2-dimensional numerical domain of finite extent, and focus attention on a region bounded below by the equatorial plane $z=0$ and on its left-hand side by the parabolic contour $\mathcal{S}$ : $x=-\frac{1}{2} z^{2}$ (see (3.2)). By adopting the alternative $(y, z)$-coordinates, recall that $x(y, z)=y-\frac{1}{2} z^{2}($ see $(3.3 b)), \mathcal{S}$ becomes the left-hand "vertical" boundary of our rectangular numerical box, $0 \leqslant y \leqslant L$, $0 \leqslant z \leqslant H$ (see figure 4), on which we solve (3.9). The true problem associated with the boundary conditions (3.10) is on an otherwise unbounded domain $L \rightarrow \infty, H \rightarrow \infty$. Evidently $L$ and $H$ must be sufficiently large that any approximate boundary conditions applied on both the right-hand boundary $y=L$ and the top boundary $z=H$ do not seriously influence the nature of the solution for $x=O(1), z=O(1)$.

Our choice of domain dimensions is guided by the analytic results for $z \gg 1$. For the true unbounded domain, an Ekman layer forms against the $y=0$ boundary, outside which the amplitude of the motion is rather small and tends to zero as $z \rightarrow \infty$. In reality, the decay to zero is slow in the similarity sublayer on the tangent cylinder $\mathcal{C}$ : $x=0$, where $\psi=O\left(z^{-1 / 12}\right)$ (see (3.12b)). Recall too that the thinning Ekman boundary layer of width $O\left(z^{-1 / 2}\right)$, the thickening similarity sublayer of width $O\left(z^{1 / 3}\right)$ and the remaining geostrophic (or mainstream) flow domain are only distinguishable for $z \gg 1$. Accordingly, a minimal requirement is that the top right-hand corner $(L, H)$ of our $(y, z)$-rectangle should lie well outside and to the right of the similarity sublayer, i.e., $x(L, H)=L-\frac{1}{2} H^{2} \gg O\left(H^{1 / 3}\right)$, so as not to interfere with it.

We discretise the differential system (3.9) on a regular grid by means of finite differences, which for all the $y$-derivatives utilise a symmetric, second-order scheme, while to approximate the $z$-derivatives of the stream function, $\psi$ (azimuthal velocity, $v$ ) we use a third-order backward (forward) scheme.

We solve the discretised system subject to no-slip, impermeable boundary conditions $\psi=0, \partial \psi / \partial y=0, v=1$ on $\mathcal{S}: y=0$ (implemented in Appendix B: (B $1 a)$ ), matching with the outer flow velocity, which essentially vanishes with $\psi=0$ (equivalently $\left.\int_{0}^{L} w \mathrm{~d} y=0\right), \partial \psi / \partial y=0, v=0$ on $y=L$ (implementation (B1b)) and equatorial symmetry: $\psi=0$ (implying $\partial v / \partial z=0$ ) on $z=0$ (implementation $(\mathrm{B} 1 c)$ ). The correct (or rather practical) choice of the remaining top boundary condition for $v$ is however more challenging, because the natural prescription of the homogeneous Dirichlet boundary condition $v=0$ on $z=H$ (correct as $H \rightarrow \infty$ ) needs a very large value of $H$ to give a solution for $z=O(1)$ independent of $H$, i.e., a domain size far too large for numerical computation. Indeed, the most obvious difficulty is manifest by the similarity sublayer. For, if the value of $v$ on the top boundary albeit small, is not the value realised by the true unbounded solution, then it will act as the source of a reflected disturbance. This spurious reflection is due to the propagative nature of the advection-like terms on the left-hand side of $(3.9 a, b)$ along geostrophic cylinders, $x$ constant, in both the positive and negative $z$-directions. Unfortunately, even improving the accuracy by replacing $v(x, H)=0$ with the Stewartson similarity solution $v(x, z)=H^{-5 / 12} V_{0}\left(x / H^{1 / 3}\right)$ (see (3.22a)) helps little to eliminate the spurious reflection. A better option is to apply the non-local boundary


Figure 4. The map from the $x-z$ plane to the numerical box $[0, L] \times[0, H]$ in the $y-z$ plane. The tangent cylinder $\mathcal{C}$ (dashed line) intersects the top boundary $z=H$ at $y=\frac{1}{2} H^{2}$, as indicated. The other locations $y=a, y_{ \pm}, b$ (labelled red in the print version) are used in our implementation, described in Appendix B, of the top boundary condition (B1e) based on (3.21).
condition (3.21) that essentially provides the needed non-reflective (i.e., "soft") boundary condition. However, a number of difficulties are immediately apparent, the most obvious being that (3.21) is a mainstream boundary condition which ignores the Ekman boundary layer on $\mathcal{S}$. It also involves an integral over $-\infty<x<\infty$, whereas the numerical domain size is finite. Neither of these shortcomings lead to unresolvable difficulties and the implementation of (3.21) using the iterative procedure described in Appendix B appears to be surprisingly effective.

Finally we emphasise that the top boundary condition for $v_{0}(y, H)$ neither includes nor anticipates the Stewartson similarity form $v \approx z^{-5 / 12} V_{0}(\Phi), \Phi=x(y, z) / z^{1 / 3}$ (see (3.12a) with $(2.36 c)$ ), valid for $z \gg 1$. However in the next $\S 4$ we generate the series (4.9a)) involving higher order terms each of similarity form (see (4.12a)) with an arbitrary constant. Consideration of the Ekman boundary layer in the later $\S 5$ determines the constants, which are contained in each of the formulae (4.13a) and (4.14a) for $z^{-5 / 6} V_{1}(\Phi)$ and $z^{-15 / 12} V_{2}(\Phi)$ that comprise the sum (4.12a). The numerical solution for $v(y, H)$ and $\psi(y, H)$ is compared with the asymptotic expansions $(4.12 a, b)$ in $\S 6$.

## 4. The far-field similarity sublayer: $x=O\left(z^{1 / 3}\right), z \gg 1$

In the far-field, as $z \rightarrow \infty$, the similarity sublayer $x=O\left(z^{1 / 3}\right)$ and the Ekman layer $y=O\left(z^{-1 / 2}\right)\left(y-x=\frac{1}{2} z^{2}\right)$ become distinguishable as separate regions. In the similarity sublayer, we anticipate that, on increasing $z$, the solution merges with the Stewartson solution (3.12) driven by the Ekman jump condition at the boundary $\mathcal{S}$ : $v=1$ on the sphere and $v=0$ just outside. However, the realised non-zero value $v=z^{-5 / 12} V_{0}\left(-z^{5 / 3} / 2\right)$ just outside will itself drive yet smaller meridional circulation and zonal flow contributions.

In preparation for such an implicit expansion we utilise results of Moore \& Saffman (1969), who considered a variety of similarity solutions of the form

$$
\begin{align*}
\mathrm{w}(x, z)=\mathrm{W}(x, z ; p)(=V+\mathrm{i} W) & =\mathrm{a}(p) z^{-p / 3} \mathrm{Z}(\Phi ; p)  \tag{4.1a}\\
\mathrm{a}(p) & =-2^{-1 / 2}(p-1) 2^{-(p-1)} \tag{4.1b}
\end{align*}
$$

dependant on the real constant $p(>1)$, which satisfies (3.14) when

$$
\begin{equation*}
\mathbf{Z}^{\prime \prime \prime}+\frac{2}{3} \mathrm{i}\left(\Phi \mathbf{Z}^{\prime}+p \mathbf{Z}\right)=0 \tag{4.2}
\end{equation*}
$$

(here the ' denotes the $\Phi$-derivative). The solution

$$
\begin{equation*}
\mathrm{Z}(\Phi ; p)=\frac{\exp (-\mathrm{i} p \pi / 2)}{\Gamma(p)} \int_{0}^{\infty} \varpi^{(p-1)} \exp \left(\mathrm{i} \varpi \Phi-\frac{1}{2} \varpi^{3}\right) \mathrm{d} \varpi \tag{4.3}
\end{equation*}
$$

with the symmetry property

$$
\begin{equation*}
\mathrm{Z}(-\Phi ; p)=\mathrm{e}^{-\mathrm{i} p \pi} \mathrm{Z}^{*}(\Phi ; p) \tag{4.4}
\end{equation*}
$$

(the * denotes complex conjugate) satisfies the boundary conditions (3.15a): $w=0$, $\partial v / \partial z=0$ on $x>0, z=0$ (see (4.7a,b) and Appendix C). The $\Phi$-derivative of (4.3) shows that $\mathrm{Z}(\Phi ; p)$ satisfies the recurrence relation

$$
\begin{equation*}
Z^{\prime}(\Phi ; p-1)=-(p-1) Z(\Phi ; p) \tag{4.5}
\end{equation*}
$$

for $p>1$, a result that is useful in the construction of

$$
\begin{align*}
\Psi(x, z ; p) & =-\int_{x}^{\infty} W(p) \mathrm{d} x=-\mathrm{a}(p) z^{-(p-1) / 3} \int_{\Phi}^{\infty} \operatorname{Im}\{\mathrm{Z}(p)\} \mathrm{d} \Phi \\
& =-\frac{\mathrm{a}(p-1)}{2(p-2)} z^{-(p-1) / 3} \operatorname{Im}\{\mathrm{Z}(p-1)\}=-\frac{W(x, z, p-1)}{2(p-2)} \quad(p>1) \tag{4.6}
\end{align*}
$$

$(W=\partial \Psi / \partial x)$. Then from $(4.1 a, b),(4.3)$ and (4.6) we obtain

$$
\begin{align*}
& V(x, z ; p)=\frac{2^{-p+1 / 2} z^{-p / 3}}{\Gamma(p-1)} \int_{0}^{\infty} \varpi^{p-1} \cos \left[\varpi \Phi-\frac{1}{2}(p-2) \pi\right] \exp \left[-\frac{1}{2} \varpi^{3}\right] \mathrm{d} \varpi  \tag{4.7a}\\
& \Psi(x, z ; p)=-\frac{2^{-p+1 / 2} z^{-(p-1) / 3}}{\Gamma(p-1)} \int_{0}^{\infty} \varpi^{p-2} \cos \left[\varpi \Phi-\frac{1}{2}(p-2) \pi\right] \exp \left[-\frac{1}{2} \varpi^{3}\right] \mathrm{d} \varpi . \tag{4.7b}
\end{align*}
$$

The asymptotic forms for $|\Phi| \gg 1$ are outlined in Appendix C. There it is explained that the normalisation of W by a real (as opposed to complex) constant $\mathrm{a}(p)$ is essential to guarantee $\partial V / \partial z=\Psi=0$ when $x>0$, as required by the symmetry condition (3.10a).

The formulae $(4.7 a, b)$, for the case $p=5 / 4$, recover Stewartson's solution ( $2.36 c, d$ ):

$$
\begin{equation*}
V(x, z ; 5 / 4)=z^{-5 / 12} V_{0}(\Phi), \quad \Psi(x, z ; 5 / 4)=z^{-1 / 12} \Psi_{0}(\Phi) \tag{4.8a,b}
\end{equation*}
$$

In the next section we show that matching with the Ekman layer $(z \gg 1)$ on the sphere leads to the asymptotic expansions

$$
\begin{gather*}
v=v^{s l} \approx \sum_{q=0}^{2} a_{q} V(x, z ; p(q)), \quad \psi=\psi^{s l} \approx \sum_{q=0}^{2} a_{q} \Psi(x, z ; p(q))  \tag{4.9a,b}\\
\mathrm{w}=\mathrm{w}^{s l}=v^{s l}+\mathrm{i} w^{s l} \approx \sum_{q=0}^{2} a_{q} \mathrm{~W}(x, z ; p(q)), \tag{4.9c}
\end{gather*}
$$

where

$$
\begin{equation*}
p(q)=5(q+1) / 4 \quad \text { and } \quad a_{0}=1 \tag{4.9d,e}
\end{equation*}
$$

while the remaining real constants $a_{1}$ and $a_{2}$ are as yet unknown
The consistency of the ansatz (4.9) relies on the values of $\mathrm{w}^{s l}$ and $\psi^{s l}$ on the sphere boundary, $\mathcal{S}: z=(-2 x)^{1 / 2}(\gg 1)$. For $\mathrm{w}^{s l}$, we simply retain the two leading terms

$$
\begin{equation*}
\left.\mathrm{W}^{s l}\right|_{\mathcal{S}} \approx \mathrm{W}\left(-\frac{1}{2} z^{2}, z ; 5 / 4\right)+a_{1} \mathrm{~W}\left(-\frac{1}{2} z^{2}, z ; 5 / 2\right) \tag{4.10a}
\end{equation*}
$$

$(q=0,1)$ of $(4.9 c)$, into which we substitute only the leading term of the large $-\Phi$ expansion ( $\mathrm{C} 3 c$ ) for W (recall that $-x=\frac{1}{2} z^{2} \gg z^{1 / 3}$ on $\mathcal{S}$ ) giving

$$
\begin{equation*}
\left.\mathrm{w}^{s l}\right|_{\mathcal{S}} \approx \frac{1-\mathrm{i}}{4} z^{-5 / 2}+\frac{3 \mathrm{i}}{\sqrt{2}} a_{1} z^{-5} . \tag{4.10b}
\end{equation*}
$$

However, for $\psi^{s l}$, we require all three terms

$$
\begin{equation*}
\left.\psi^{s l}\right|_{\mathcal{S}} \approx \Psi\left(-\frac{1}{2} z^{2}, z ; 5 / 4\right)+a_{1} \Psi\left(-\frac{1}{2} z^{2}, z ; 5 / 2\right)+a_{2} \Psi\left(-\frac{1}{2} z^{2}, z ; 15 / 4\right) \tag{4.11a}
\end{equation*}
$$

$(q=0,1,2)$ of $(4.9 b)$, and in the case of the first $p(0)=5 / 4$ term we also need the second term of (C 3b):

$$
\begin{equation*}
\left.\psi^{s l}\right|_{\mathcal{S}} \approx-\frac{1}{2} z^{-1 / 2}+\frac{a_{1}}{\sqrt{2}} z^{-3}-\left(\frac{45}{32}+\frac{a_{2}}{2}\right) z^{-11 / 2} . \tag{4.11b}
\end{equation*}
$$

Consequent upon $\Delta p \equiv p(q+1)-p(q)=5 / 4$ (see (4.9d)), the series (4.10a) and (4.11a) both involve the expansion parameter $z^{-2 \Delta p}=z^{-5 / 2}$, a parameter that also emerges from the Ekman layer equation (5.4) studied in the following $\S 5$. The ensuing blend accounts for the curious choice $\Delta p=5 / 4$. In this way, the results (5.10) and (5.13) for $a_{1}$ and $a_{2}$ respectively complete the far-field $(z \gg 1)$ similarity sublayer solution (4.9):

$$
\begin{align*}
& v^{s l} \approx \sum_{q=0}^{2} z^{-p(q) / 3} V_{q}(\Phi)=z^{-5 / 12} V_{0}(\Phi)+z^{-5 / 6} V_{1}(\Phi)+z^{-15 / 12} V_{2}(\Phi)  \tag{4.12a}\\
& \psi^{s l} \approx \sum_{q=0}^{2} z^{-[p(q)-1] / 3} \Psi_{q}(\Phi)=z^{-1 / 12} \Psi_{0}(\Phi)+z^{-1 / 2} \Psi_{1}(\Phi)+z^{-11 / 12} \Psi_{2}(\Phi) \tag{4.12b}
\end{align*}
$$

involving the expansion parameter $z^{-\Delta p / 3}=z^{-5 / 12}$, where $-V_{0}(\Phi)$ and $-\Psi_{0}(\Phi)$ are the Stewartson functions $(4.8 a, b)$ (i.e., $(2.36 c, d)$ ) and

$$
\begin{align*}
& V_{1}(\Phi)=\frac{9}{16 \sqrt{2 \pi}} \int_{0}^{\infty} \varpi^{3 / 2} \sin \left(\varpi \Phi+\frac{\pi}{4}\right) \exp \left(-\frac{1}{2} \varpi^{3}\right) \mathrm{d} \varpi  \tag{4.13a}\\
& \Psi_{1}(\Phi)=-\frac{9}{16 \sqrt{2 \pi}} \int_{0}^{\infty} \varpi^{1 / 2} \sin \left(\varpi \Phi+\frac{\pi}{4}\right) \exp \left(-\frac{1}{2} \varpi^{3}\right) \mathrm{d} \varpi  \tag{4.13b}\\
& V_{2}(\Phi)=-\frac{143 \times 2^{1 / 4} \Gamma(1 / 4)}{21 \times 256 \pi} \int_{0}^{\infty} \varpi^{11 / 4} \cos \left(\varpi \Phi+\frac{\pi}{8}\right) \exp \left(-\frac{1}{2} \varpi^{3}\right) \mathrm{d} \varpi  \tag{4.14a}\\
& \Psi_{2}(\Phi)=\frac{143 \times 2^{1 / 4} \Gamma(1 / 4)}{21 \times 256 \pi} \int_{0}^{\infty} \varpi^{7 / 4} \cos \left(\varpi \Phi+\frac{\pi}{8}\right) \exp \left(-\frac{1}{2} \varpi^{3}\right) \mathrm{d} \varpi \tag{4.14b}
\end{align*}
$$

in which we have simplified using Gamma function properties (see Abramowitz \& Stegun 2010, http://dlmf.nist.gov/5.4 and /5.5).

## 5. The Ekman layer on the sphere

The failure of $\left.\mathrm{w}^{s l}\right|_{\mathcal{S}}$ and $\left.\psi^{s l}\right|_{\mathcal{S}}$ (see (4.10b) and (4.11b)) to satisfy the wall boundary conditions $\left.\mathrm{w}\right|_{\mathcal{S}}=1,\left.\psi\right|_{\mathcal{S}}=0$ is the raison d'être for the Ekman layer, which we consider in this section. To that end, we write

$$
\begin{equation*}
\mathrm{w}=\mathrm{w}^{s l}+\mathrm{w}^{b l}, \quad \psi=\psi^{s l}+\psi^{b l} \tag{5.1a,b}
\end{equation*}
$$

where $\mathrm{w}^{b l}$ and $\psi^{b l}$ are the Ekman layer contributions, which satisfy the governing equation (3.14), and boundary conditions

$$
\begin{equation*}
\mathrm{w}^{b l}=1-\left.\mathrm{w}^{s l}\right|_{\mathcal{S}}, \quad \psi^{b l}=-\left.\psi^{s l}\right|_{\mathcal{S}} \quad \text { on } \quad \zeta=0 \tag{5.2a,b}
\end{equation*}
$$

(see (3.15b)) and matching conditions

$$
\mathrm{w}^{b l} \rightarrow 0, \quad \psi^{b l} \rightarrow 0 \quad \text { as } \quad \zeta \rightarrow \infty
$$

$($ see $(3.15 c, f))$.

We consider solutions of the form

$$
\mathrm{w}^{b l}=\mathcal{W}(\zeta, z), \quad \psi^{b l}=\mathcal{P}(\zeta, z), \quad \mathcal{P}(\zeta, z)=-z^{-1 / 2} \int_{\zeta}^{\infty} \operatorname{Im}\{\mathcal{W}\} \mathrm{d} \zeta, \quad(5.3 a-c)
$$

recall that $\zeta=z^{1 / 2}\left(x+\frac{1}{2} z^{2}\right)($ see $(3.3 a, b))$, where $\mathcal{W}$ solves (3.14) when

$$
\begin{equation*}
\frac{\partial^{3} \mathcal{W}}{\partial \zeta^{3}}-2 \mathrm{i} \frac{\partial \mathcal{W}}{\partial \zeta}=\frac{2 \mathrm{i}}{z^{5 / 2}}\left(z \frac{\partial \mathcal{W}}{\partial z}+\frac{\zeta}{2} \frac{\partial \mathcal{W}}{\partial \zeta}\right) \tag{5.4}
\end{equation*}
$$

Evidently a power series solution exists of the form

$$
\begin{align*}
\mathcal{W}(\zeta, z) & \approx \mathcal{W}_{0}(\zeta)+z^{-5 / 2} \mathcal{W}_{1}(\zeta)+z^{-5} \mathcal{W}_{2}(\zeta)  \tag{5.5a}\\
\mathcal{P}(\zeta, z) & \approx z^{-1 / 2} \mathcal{P}_{0}(\zeta)+z^{-3} \mathcal{P}_{1}(\zeta)+z^{-11 / 2} \mathcal{P}_{2}(\zeta) \tag{5.5b}
\end{align*}
$$

as anticipated by the similarity sublayer expansion (4.9) and the resulting boundary conditions implied by (4.10b) and (4.11b). From (5.4) each $\mathcal{W}_{n}$ satisfies

$$
\mathcal{W}_{n}^{\prime \prime \prime}-2 \mathrm{i} \mathcal{W}_{n}^{\prime}= \begin{cases}0 & (n=0)  \tag{5.6a}\\ \mathrm{i}\left[\zeta \mathcal{W}_{n-1}^{\prime}-5(n-1) \mathcal{W}_{n-1}\right] & (n=1,2)\end{cases}
$$

(here the ${ }^{\prime}$ denotes the $\zeta$-derivative) and from (5.3c)

$$
\begin{equation*}
\mathcal{P}_{n}(\zeta)=-\int_{\zeta}^{\infty} \operatorname{Im}\left\{\mathcal{W}_{n}\right\} \mathrm{d} \zeta \quad(n=0,1,2) \tag{5.6b}
\end{equation*}
$$

In the following subsections, we outline the solutions at each order $n=0,1,2$.

### 5.1. Zeroth order problem for $\mathcal{W}_{0}, \mathcal{P}_{0}$

The $n=0$ solution of (5.6a) subject to $\mathcal{W}_{0}(0)=1$ is

$$
\begin{equation*}
\mathcal{W}_{0}(\zeta)=E(\zeta), \quad \text { where } \quad E(\zeta)=\exp [-(1+\mathrm{i}) \zeta] \tag{5.7a,b}
\end{equation*}
$$

which from (5.6b) determines

$$
\begin{equation*}
\mathcal{P}_{0}(\zeta)=\operatorname{Im}\left\{-\frac{1}{2}(1-\mathrm{i}) E(\zeta)\right\} \tag{5.7c,d}
\end{equation*}
$$

At $\zeta=0$ it gives $\mathcal{P}_{0}(0)=1 / 2$ consistent with the boundary condition (5.2b) and the leading order term in (4.11b). It should be emphasised that this result is not automatic but the reason why Stewartson (1966) chose his normalisation for his zeroth order similarity sublayer solution $(3.12 a, b)$.

### 5.2. First order problem for $\mathcal{W}_{1}, \mathcal{P}_{1}$

With $\mathcal{W}_{0}(\zeta)=E(\zeta)$ the first order $(n=1)$ equation (5.6a) becomes

$$
\begin{equation*}
\mathcal{W}_{1}^{\prime \prime \prime}-2 \mathrm{i} \mathcal{W}_{1}^{\prime}=\mathrm{i} \mathcal{W}_{0}^{\prime}=(1-\mathrm{i}) \zeta E(\zeta) \tag{5.8}
\end{equation*}
$$

The $\zeta=0$ boundary condition determined by the $O\left(z^{-5 / 2}\right)$ term in (4.10b) and (5.2a) is $\mathcal{W}_{1}(0)=-\frac{1}{4}(1-\mathrm{i})$. Subject to that and $\mathcal{W}_{1}(\zeta) \rightarrow 0$ as $\zeta \rightarrow \infty$, the solution of (5.8) is

$$
\begin{equation*}
\mathcal{W}_{1}(\zeta)=-\frac{1}{4}\left[(1-\mathrm{i})+\frac{3}{2} \zeta+\frac{1}{2}(1+\mathrm{i}) \zeta^{2}\right] E(\zeta) . \tag{5.9a}
\end{equation*}
$$

Then the $n=1$ integral (5.6b) determines

$$
\begin{equation*}
\mathcal{P}_{1}(\zeta)=\operatorname{Im}\left\{\frac{1}{16}\left[-9 \mathrm{i}+5(1-\mathrm{i}) \zeta+2 \zeta^{2}\right] E(\zeta)\right\} \tag{5.9b}
\end{equation*}
$$

At $\zeta=0$, it gives $\mathcal{P}_{1}(0)=-9 / 16$, which by (5.2b) and the $O\left(z^{-3}\right)$ term in (4.11b) yields

$$
\begin{equation*}
a_{1}=\frac{9}{8 \sqrt{2}} . \tag{5.10}
\end{equation*}
$$

### 5.3. Second order problem for $\mathcal{W}_{2}, \mathcal{P}_{2}$

With $\mathcal{W}_{1}(\zeta)$ given by (5.9a) the second order $(n=2)$ equation (5.6a) becomes

$$
\begin{align*}
\mathcal{W}_{2}^{\prime \prime \prime}-2 \mathrm{i} \mathcal{W}_{2}^{\prime} & =\mathrm{i}\left(\zeta \mathcal{W}_{1}^{\prime}-5 \mathcal{W}_{1}\right) \\
& =\frac{1}{4}\left[5(1+\mathrm{i})+8 \mathrm{i} \zeta-3(1-\mathrm{i}) \zeta^{2}-\zeta^{3}\right] E(\zeta) \tag{5.11}
\end{align*}
$$

The $\zeta=0$ boundary condition determined by the $O\left(z^{-5}\right)$ term in (4.10b) and (5.2a) is $\mathcal{W}_{2}(0)=-(3 \mathrm{i} / \sqrt{2}) a_{1}=-(27 / 16) \mathrm{i}$ (see (5.10)). The solution of (5.11) that decays to zero as $\zeta \rightarrow \infty$ is

$$
\begin{equation*}
\mathcal{W}_{2}(\zeta)=-\frac{1}{16}\left[27 \mathrm{i}-\frac{145}{16}(1-\mathrm{i}) \zeta-\frac{89}{8} \zeta^{2}-\frac{7}{4}(1+\mathrm{i}) \zeta^{3}-\frac{\mathrm{i}}{4} \zeta^{4}\right] E(\zeta) \tag{5.12a}
\end{equation*}
$$

Then the $n=2$ integral (5.6b) determines

$$
\begin{equation*}
\mathcal{P}_{1}(\zeta)=\operatorname{Im}\left\{\frac{1}{64}\left[\frac{863}{8}(1+\mathrm{i})+\frac{431}{4} \mathrm{i} \zeta-\frac{143}{4}(1-\mathrm{i}) \zeta^{2}-9 \zeta^{3}-\frac{1+\mathrm{i}}{2} \zeta^{4}\right] E(\zeta)\right\} \tag{5.12b}
\end{equation*}
$$

At $\zeta=0$ it gives $\mathcal{P}_{2}(0)=-863 / 512$, which by (5.2b) and the $O\left(z^{-11 / 2}\right)$ term in (4.11b) yields

$$
\begin{equation*}
a_{2}=\frac{863}{256}-\frac{45}{16}=\frac{143}{256} . \tag{5.13}
\end{equation*}
$$

## 6. Numerical results

We stress from the outset that the non-dimensionalisation (3.6) of $\boldsymbol{u}$ only retains the sign convention of the dimensional velocity $\boldsymbol{u}^{\star}$, when $\varepsilon<0$. We adopt that negative sign of $\varepsilon$ in our discussion of the numerics with the consequence that the inner sphere is rotating faster than the surrounding fluid. Accordingly positive (negative) values for $v$ denote eastward (westward) velocities relative to the far-field rigid rotation $\Omega+\varepsilon \Delta \Omega$ (see the remarks below (3.6a)). In the broader context of the Stewartson's full geometry, our choice of negative $\varepsilon$ implies that the inner sphere rotates faster than the outer.

As stated in the penultimate paragraph of $\S 3.3$, for the numerical box (see figure 4 ) with dimensions $[0, L] \times[0, H]$ in the $y$-z plane, our choice $L=60, H=7$ suffices, i.e., the solutions are independent of any further increase in box size. With those values the tangent cylinder $\mathcal{C}$ : $y=\frac{1}{2} z^{2}$ intersects the top boundary $z=7$ at $y=24.5$ well clear of both the sphere surface $\mathcal{S}: y=0$ and right-hand edge $y=60$ of the computational domain (see figure 4). We found clear evidence of both $v$ and $\psi$ decaying to zero long before the edge $y=60$ is reached. Near the top $z=7$, the effectiveness of the non-local boundary condition (B1e) was manifest by the absence of any reflected disturbance, an idea that we expand upon and quantify in the following subsections.

### 6.1. Comparison with full spherical shell DNS

Much of the solution obtained resembles the DNS-results already portrayed on figures $3(a, b)$. To emphasise the behaviour associated with the equatorial Ekman layer, we provide contour plots of our solution for the azimuthal velocity $v$ and stream-function $\psi$ on a small $[0,10] \times[0,4]$ box in figures $5(a, b)$. We also show results for a DNS-solution of


Figure 5. Contours (negative and non-negative values identified by broken and continuous curves respectively) of (a) azimuthal velocity $v$ and (b) streamfunction $\psi$ in undeformed $x, z$ coordinates (see figure 4), in the vicinity of the equator $(x, z)=(0,0)$. The inner sphere boundary $\mathcal{S}$ is approximated by the parabolic contour $x=-\frac{1}{2} x^{2}$ (thick line).


Figure 6. As in figure 5 but for the full shell DNS in the case $\alpha^{-1}=0.35, E=10^{-7}$ blown up near the equator.
the full shell problem in figure $6(a, b)$ for $\alpha^{-1}=0.35$, as in figure 3 but now for $E=10^{-7}$, with contour values expressed in the units of $v$ and $\psi$ introduced in (3.6).

In view of the extremely small powers of $E$ in our expansions and the approximations based on them leading to our equatorial Ekman layer problem, detailed quantitative agreement between figures 5 and 6 is not to be expected. Nevertheless the $\psi$-comparison (figures $5(b), 6(b))$ is rather good. In contrast, the $v$-comparison (figures $5(a), 6(a)$ ) shows good qualitative agreement well inside the equatorial Ekman layer (say, $0 \leqslant z \lesssim 2$ ), in the sense that the closed contour on the equator is visible in both figures, but detailed comparison for large $z(\gtrsim 2)$ is poor. This does not mean the asymptotics is incorrect but rather that higher order terms ignored in the asymptotics are significant at the finite $E$ used to produce figure 6(a).

The culprit is readily identified from the complete form $\breve{\omega}=\breve{\omega}_{G}+\breve{\omega}_{A}$ (see (1.16a)), in which $\breve{\omega}_{G}=\breve{\omega}_{\mathcal{C}}+\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}$ (see (1.15a)). In formulating our equatorial Ekman layer problem, we have approximated $\breve{\omega}_{G}$ by $\breve{\omega}_{\mathcal{C}}$ and ignored the linear shear $\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}$. This is justified by (3.5) which provides the error estimate $O\left(E^{4 / 35} x\right)$; not particularly small at finite $E$. Indeed the ever increasing size of the linear shear for large $|x|$ is overwhelming. The consequent limitation on the validity of the ensuing asymptotics in the far-field is clearly highlighted by $(1.16 c)$, which indicates that $\left|\breve{\omega}_{A}\right| \ll\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right|$ in the bulk of the $E^{1 / 3}$-layer.


Figure 7. Profiles, for various values of $E$, of the azimuthal velocity $v$ versus $x$ at $z=0$. The dash-dotted line, corresponds to the equatorial Ekman layer solution portrayed in figure $5(a)$. The DNS-results are identified by the continuous lines of increasing width: $E=10^{-5}$ (lower), $10^{-6}$ (middle), $10^{-7}$ (upper). The thickest line $\left(E=10^{-7}\right)$ is determined by the equatorial cross section through figure $6(a)$.

Only within the very thin similarity sublayer region $\breve{x}=O\left((E \breve{z})^{1 / 3}\right)$ for $\breve{z} \ll O\left(E^{1 / 21}\right)$, whose width shrinks with decreasing $\breve{z}$, is the ratio $\left|\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}\right| /\left|\breve{\omega}_{A}\right|$ small (see (1.19)) reaching its smallest size $O\left(E^{4 / 35}\right)$ at the equatorial Ekman layer $\breve{z}=O\left(E^{1 / 5}\right)$ (see (1.20)). This is borne out by the DNS-results illustrated by the figure 7 plots of $v$ versus $x$ on the equatorial plane $z=0$. The curves at each value of $E$ all exhibit the linear shear $\breve{\omega}_{\mathcal{C}}^{\prime} \breve{x}$ at large $x$. Not surprisingly, therefore, this shear significantly modifies the contours of constant- $v$ on figure $6(a)$ and for that matter figure $3(a)$.

### 6.2. The far-field solution $z \gg 1$

The nature of the far-field asymptotic behaviour as both $x(y, z)=y-\frac{1}{2} z^{2} \rightarrow \infty$ and $z \rightarrow \infty$ has already been discussed at length in the earlier sections. Still one feature of the leading order Stewartson (1966) similarity solution $v^{s l}=V(x, z ; 5 / 4)=z^{-5 / 12} V_{0}(\Phi)$, $\psi^{s l}=\Psi(x, z ; 5 / 4)=z^{-1 / 12} \Psi_{0}(\Phi)\left(\right.$ see (4.8)) worth stressing here is that, for $|x| \gg z^{1 / 3}$ (equivalently $|\Phi| \gg 1$ ), (C $3 a, b$ ) determines

$$
v^{s l} \approx\left\{\begin{array} { l l } 
{ 2 ^ { - 1 1 / 4 } x ^ { - 5 / 4 } , }  \tag{6.1a,b}\\
{ 2 ^ { - 1 5 / 4 } ( - x ) ^ { - 5 / 4 } , }
\end{array} \quad \psi ^ { s l } \approx \left\{\begin{array}{ll}
0 & (x>0) \\
-2^{-3 / 4}(-x)^{-1 / 4} & (x<0)
\end{array}\right.\right.
$$

for the mainstream flow outside both the Ekman layer and similarity sublayer. Indeed, even by $z=4$, there is clear evidence of the tendency toward this $z$-independent QGbehaviour in the figure 8 plots, which include the $v^{s l}$ and $\psi^{s l}$ asymptotes, lower entries of (6.1), valid for $-x \gg z^{1 / 3}$. A reminder of the footnote comment in $\S 1.3$, that the equatorial Ekman layer and its immediate surrounds lie within the $E^{1 / 3}$-layer, is pertinent having two implications. Firstly, the term "mainstream" is used here in the context of the equatorial Ekman layer (§3) rather than the Proudman (§1.1) problem. Secondly, it simply happens that the leading order approximation (6.1) to the $E^{1 / 3}$-layer flow, outside the similarity sublayer $(|\Phi| \gg 1)$, is almost geostrophic.

We display $v$ and $\psi$ versus the self-similar variable $\Phi=x / z^{1 / 3}$ at $z=6$ (beneath the top boundary $z=7$ of our numerical box but above the top $z=4$ of figures 5 and 6 ) by the solid lines in figures $9(a)$ and $10(a)$ respectively. They appear to feature a clearly


Figure 8. Profiles of (a) azimuthal velocity $v$ and (b) streamfunction $\psi$ versus $x$ for various values of $z=$ const. identified by the inset key. Their $v^{s l}$ and $\psi^{s l}$ asymptotes (6.1) for $-x \gg z^{1 / 3}$ are illustrated by the red dashed line on the left-hand sides.
defined Ekman layer at the sphere boundary: $\Phi=-\frac{1}{2} z^{5 / 3}(\approx-9.9$ for $z=6)$. For though, following our non-dimensionalisation (3.1)-(3.6), the Ekman number is removed from our problem, it is evident from (3.9) that, when $z \gg 1$ and $z$-derivatives are neglected, the coefficient $z$ plays the role of the inverse Ekman number $E^{-1}$. Away from the Ekman layer, motion is largely slow except in the similarity sublayer $\Phi=O(1)$, where according to the Stewartson similarity solution $(3.12 a, b)$ we expect $v=O\left(z^{-5 / 12}\right)$, $\psi=O\left(z^{-1 / 12}\right), w=O\left(z^{-5 / 12}\right)$. Indeed the comparison of the numerical solution and $(3.12 a, b)$ in figures $9(a)$ and $10(a)$, though not perfect, is encouraging.
Numerical results for the full box height $H=7$ show that the intense Ekman layer visible on figures 9 and 10 bordering the inner sphere $\mathcal{S}$ does indeed thicken $\left(\propto z^{-1 / 2}\right)$ with decreasing latitude. From the constant- $v$ contours at the top, $z=4$, of figure $5(a)$ we see the normal Ekman layer feature that, on moving away from the boundary, the strong eastward azimuthal velocity associated with the moving boundary is rapidly damped and reverses sign towards the fluid interior. At about $z=3$ the Ekman layer starts to merge with the thinning similarity sublayer, width $O\left(z^{1 / 3}\right)$, the small reverse (westward) flow eventually vanishing at $z=2.4$. For $z \leqslant 1.5$ approximately, the shear and Ekman layers are certainly no longer distinguishable. Figure 5(b) displays the double-eddy structure of the equatorial meridional flow, with a strong, counterclockwise-rotating eddy located roughly inside the tangent cylinder $\mathcal{C}$ and a much weaker, clockwise-rotating eddy outside; features that are already evident from the DNS-results portrayed on figures $3(b)$ and $6(b)$.


Figure 9. Profiles of azimuthal velocity $v$ at $z=6.0$ versus the self-similar variable $\Phi$. The numerical solutions for $v$ in the finite box (solid line) are compared to the asymptotic solutions $v^{s l}$ (see $(4.12 a))$ (dashed lines): $(a)$ First order, $z^{-5 / 12} V_{0}(\Phi) ;(b)$ plus the second order, $z^{-5 / 6} V_{1}(\Phi)$; (c) plus the third order, $z^{-15 / 12} V_{2}(\Phi)$.

### 6.3. The relevance of the Moore \& Saffman similarity solutions

With respect to the comparisons of the far-field similarity and numerical solutions, two matters need to be emphasised. Firstly, these similarity solutions were not used in the specifications of the boundary condition at $z=H$. Rather the non-local Green's function integral (3.21) was implemented numerically by use of the form (B1e). Thus our finding that the numerical solution compares so well with the asymptotics is most reassuring. Secondly, we must be cautious about how reliable the far-field asymptotics actually are. In deriving the asymptotic series $(4.12 a, b)$ we have only applied a limited set of boundary conditions. Within that class, we show in Appendix C by reference to


Figure 10. As in figure 9 but for the streamfunction $\psi$. The asymptotic solutions $\psi^{s l}$ (see (4.12b)) used are (a) the first order, $z^{-1 / 12} \Psi_{0}(\Phi)$; (b) plus the second order, $z^{-1 / 2} \Psi_{1}(\Phi) ;(c)$ plus the third order, $z^{-11 / 12} \Psi_{2}(\Phi)$.
(C4) that any similarity solution

$$
\begin{equation*}
V+\mathrm{i} W=\mathrm{W}(x, z ; p) \equiv-2^{-1 / 2}(p-1) 2^{-(p-1)} z^{-p / 3} \mathbf{Z}\left(x / z^{1 / 3} ; p\right) \tag{6.2}
\end{equation*}
$$

(see (4.1a,b)) will satisfy the lowest order homogeneous sphere boundary condition $W$ or $\Psi=0$ on $x<0, z \approx 0$ (or more precisely as $x / z^{1 / 3} \downarrow-\infty$ ) whenever $p$ is an integer greater or equal to unity. These are essentially "complementary functions" that can be added in arbitrary proportions to the "particular" Stewartson solution (4.8). To assess relative sizes, we note that the complementary $\Psi$-functions are functions of $\Phi$ multiplied by $z^{-(p-1) / 3}$ (see (4.7b)), whereas the Stewartson form $\Psi(x, z ; 5 / 4)=z^{-1 / 12} \Psi_{0}(\Phi)$ (see $(4.8 b))$ is proportional to $z^{-1 / 12}$. Of course, the application of the true sphere boundary condition on $\mathcal{S}$ generates an asymptotic series similar to (4.12) for each integer $p$.

The important exceptional case $p=1$ requires some care as the integral on the righthand side of (4.7b) is not properly defined. Nevertheless Moore \& Saffman (1969) explained that it corresponds to an infinite boundary $z=0$ on which $W=0$ but with a line source of fluid at $x=0$. Such a configuration is relevant to many situations such as the split discs considered by Stewartson (1957). Even so, this $p=1$ solution with $\psi=0$ both on $\mathcal{S}$ and as $x \rightarrow \infty$ is excluded by our boundary conditions (3.10b,c). Since the $p=2$ solution is generated by differentiating the $p=12 \mathrm{D}$-point source solution with respect to $x$ (see (4.5) with $p=2$ ) the $p=2$ solution corresponds to a 2D-dipole source. Larger integer $p$ likewise produce 2D-multipoles. All these multipole solutions $p \geqslant 2$ must be present to a greater or lesser extent and are generated by the flow in the equatorial Ekman layer region $|(x, z)|=O(1)$. As that flow is unknown to us from an analytic point of view, so a priori are the magnitudes of the 2D-multipoles. Instead their magnitudes are determined, in principle, by the full numerical solution, a task that we have not attempted, because the discrepancies between the numerical and high order asymptotic solutions illustrated in figures $9(b, c)$ and $10(b, c)$ appear to show apparent convergence without the addition of any multipole contribution. This finding is most intriguing and deserves further comment. The explicit powers of $z$ for $\psi$-multipoles are $-1 / 3(p=2),-2 / 3(p=3),-1(p=4), \cdots$. Fortunately the modulus of dipole index $1 / 3$ for $p=2$ is larger than the corresponding $1 / 12$ for the Stewartson similarity solution $z^{-1 / 12} \Psi_{0}(\Phi)$, which must reassuringly dominate as $z \rightarrow \infty$. This is not the case for the higher order corrections $z^{-1 / 2} \Psi_{1}(\Phi)$ and $z^{-11 / 12} \Psi_{2}(\Phi)$ to it with index moduli $1 / 2$ and $11 / 12$ respectively, which interlock the free mode sequence $1 / 3,2 / 3,1$. So, for sufficiently large $z$, the $p=2$ free mode must dominate over the $\Psi_{1}$ correction to the Stewartson solution. We therefore conclude that, for our plots at $z=6$ in figures 9 and 10 , the magnitudes of the multipoles are relatively small and on increasing $z$ their contributions must continue to decrease in magnitude relative to the dominant Stewartson solution.

The above remarks prompt us to review the status of figures $9(a-c)$ and $10(a-c)$. Evidently the lowest order asymptotic similarity profiles portrayed in (a) are reliable. The marked improvement in the comparison of the asymptotics and the numerics in $(b)$ is a bonus which from a formal mathematical point of view is surprising as we would reasonably expect the $p=2$ dipole contribution to influence the numerical result. Indeed the apparent continuing small improvement in (c) is remarkable because both the $p=2$ dipole and the $p=3$ quadrupole ought (by any reasonable expectation) to be influencing the numerical results by amounts at least comparable to the small improvement mentioned. As a further technical point, the power $z^{-4 / 3}$ of the next $p=5$ multipole coincides with the next order term $q=3$ in our expansion of the Stewartson solution with power $z^{-(p-1) / 3}(p=5(q+1) / 4)$ (see (4.9d) and (4.12b)). It leads to a resonance generating a similarity mode proportional to $z^{-4 / 3} \ln z$, which, in view of our comments and being of such high order, is largely an irrelevance and not considered here.

### 6.4. Related studies

All the features mentioned about figures $5(a, b)$ are very similar to those also found numerically by van de Vooren (1993) and illustrated in his figures 4 and 3 respectively for the simpler rotating disc problem. His geometry differs from ours through the simple expedient of replacing the sphere by a flat disc lying in the equatorial plane $z=0$ (of our sphere) with its outer edge on $x<0$ thus having its surface at $z=0$ rather than $z=-\frac{1}{2} x^{2}$. Indeed close inspection of the two sets of figures reveals that we replicate his illustrated topological features, including the noticeable kink of the $v=0$ contour, which occurs about $z=1.5$ on figure $5(a)$. This is not particularly surprising when one recalls
that, in his far-field, $-x \gg 1$, the Ekman jump condition determines the mainstream boundary condition $\psi$ const. on the disc, in contrast to our $\psi$ proportional to $(-x)^{1 / 4}$. So whereas our Stewartson similarity sublayer solution in complex form is $\mathrm{W}(\Phi, z ; p)$ (see (6.2)) with $p=5 / 4$, the disc self-similar solution is the 2 D -point source version $p=1$. As the integrands in the two integrals defining each $\mathrm{Z}(\Phi ; p)$ (see (4.3)) only differ by a factor $\varpi^{-1 / 4}$, we do not expect much qualitative difference in the resulting functions in the far-field. With similar far-field features and topologically similar flow structures visible for $x=O(1), z=O(1)$, we may speculate that flow topology in the small equatorial Ekman layer responds to the flow in the much larger region outside it, rather than the local geometry of the boundary.

At this point it is helpful to briefly digress to a related detached MHD shear layer in spherical Couette flow studied by Dormy et al. (2002). This layer also exhibits a flow region known as the equatorial Hartmann layer, which in many respects resembles our equatorial Ekman layer. As the equations governing the equatorial Hartmann layer are by comparison simpler, Dormy et al. (2002) were able to find an analytic solution based on a method previously developed by Roberts (1967). Knowledge of this analytic solution enables its asymptotic form at a large distance to be recovered as a similarity solution, c.f. our Stewartson solution $v \approx z^{-5 / 12} V_{0}(\Phi)$ and $\psi \approx z^{-1 / 12} \Psi_{0}(\Phi)$ (see (3.12a,b)).

The common features do not end there. Inspection of figures $9(a)$ and $10(a)$ reveals that the Stewartson similarity solution is offset by a small, but readily perceived, amount from the full numerical boundary layer solution. A similar shift appears in the corresponding MHD problem, where a higher order approximation of the analytic solution reveals similarity function corrections involving larger inverse powers of the distance, c.f. our $z^{-5 / 6} V_{1}(\Phi)$ and $z^{-1 / 2} \Psi_{1}(\Phi)$ in $(4.12 a, b)$. Those extra terms significantly improved comparison with the numerical solution for the full MHD free shear layer. Unfortunately, as we have no analytic solution for the equatorial Ekman layer, we have needed to resort to asymptotic solutions of the governing equations valid for $z \gg 1$. Interestingly when the $V_{1}$ and $\Psi_{1}$ corrections, just mentioned, are included, we too find considerable (indeed remarkable) improvement in the comparison of the asymptotic solution (see figures $9(b)$ and $10(b))$ with the numerical one. Dormy et al. (2002) noted that the sum of the the zeroth and first order terms could be expressed to the same order of accuracy by the zeroth order solution alone provided the coordinate origin is shifted by a small amount $\bar{\delta}$ (say) from $(x, z)=(0,0)$ to $(\bar{\delta}, 0)$. Here the origin shift has the classical boundary layer interpretation of a "displacement" thickness. However, even though our figures $5(a, b)$ clearly display such a similarity sublayer displacement and figures $9(b)$ and $10(b)$ hint at a similar interpretation, this is not formally possible. Indeed, no origin shift $\bar{\delta}$ effected by redefining $\Phi$ as $(x-\bar{\delta}) / z^{1 / 3}$ can absorb the first order corrections $z^{-5 / 6} V_{1}(\Phi)$ and $z^{-1 / 2} \Psi_{1}(\Phi)$ into the zeroth order terms $z^{-5 / 12} V_{0}(\Phi)$ and $z^{-1 / 12} \Psi_{0}(\Phi)$. The reason for the difference can be traced to the far-field Ekman layer, across which the Ekman suction produces a $\psi \propto(-x)^{1 / 4}$ (significantly dependant of $x$ ), so that the flow never forgets the $x=0$ location of the origin. In figures $9(c)$ and $10(c)$ we include the second order corrections $z^{-15 / 12} V_{2}(\Phi)$ and $z^{-11 / 12} \Psi_{2}(\Phi)$ in $(4.12 a, b)$.

## 7. Conclusions

By means of a combined analytic and numerical approach, we have addressed the steady, axisymmetric problem of the merging at the inner sphere equator of the Ekman layer with the similarity sublayer encompassing the tangent cylinder. Despite the fact that the analytic structure of the standard Ekman layer on spherical boundaries is wellknown, its terminal shape at the equator has remained unresolved ever since Stewartson's
pioneering tour de force (Stewartson 1966), half a century ago. Although the appropriate governing equations $(3.8 a, b)$ are clear, Stewartson was cautious about the far-field boundary conditions (see the sentence which includes (3.12)). Our unequivocal position is that the zeroth-order situation outside the Ekman layer is simply $v \rightarrow 0, \psi \rightarrow 0$, as $z \rightarrow \infty$. This is implied by our boundary condition (3.10d), which we implement indirectly in our numerics using the non-local ("soft") boundary condition (B $1 e$ ).

We cannot overemphasise that, under non-dimensionalisation and scaling (3.1)-(3.6), we have removed the Ekman number $E$ from our problem. So when we refer to Ekman layers, we mean that, at large- $z$, boundary layers can be identified with Ekman layer structure. From a mathematical point of view, the equivalence can be traced to (5.4), whose series solution in inverse powers of $z$, recovers Ekman layers with respect to an effective Ekman number $z^{-1}$. Likewise the similarity structure can be thought of as $E^{1 / 3}$ type shear layer based on the local axial length $\breve{z}$ rather than the height $\sqrt{\alpha^{2}-1}$ of the inner sphere tangent cylinder.

Our use of the "soft" top boundary condition (B $1 e$ ) in the numerical method explained in $\S 3.3$ may appear at first sight to be an unnecessary complication. In fact, its use proved necessary in order to obtain good numerical solutions. The point is that for large $z$, our results for the numerical box with dimensions $[0, L] \times[0, H](L=60, H=7)$ in the $y$-z plane exhibit a trend towards the $z$-independency, which is beginning to become evident towards the top of figures $5(a, b)$ (but see also figures $8(a, b)$ ). So even at moderately large $z$, where (loosely interpreted) $z^{-1}$ plays the role of an Ekman number, the flow throughout responds very sensitively to what happens at $z=H$. Put another way, unless we make the top boundary $z=H$ of the finite box invisible, our results will resemble those for a finite container rather than the unbounded region of interest to us. Be that as it may, the reader may wonder "Why not simply increase the height $H$ of the box until the results in the vicinity of the equator reach their limiting form?" Though theoretically sound, we found the strategy to be unrealistic from the numerical point of view, essentially because of the vast number of grid points in the $z$-direction needed to preserve numerical convergence. Even for our largest manageable values of $H$, we could not realise the required asymptotic behaviour by that direct approach.

An analytic solution of the problem posed by (3.8) and (3.10) has proved to be elusive. Dowden (1972) proposes an intriguing solution for the outer sphere equatorial Ekman layer problem by integral transform methods but with different constant stress boundary conditions. The status of his mathematical problem and solution is unclear to us. Our attempt to use his method failed even to recover Stewartson's free shear layer. Aficionados have attempted to apply an alternative integral method developed by Roberts (1967) (see also Roberts 2003, where the paper is reproduced together with a historical comment on p. XV) in a related MHD context but without success. The analytic solution of Stewartson's problem remains an outstanding mathematical challenge.

The best, that we have been able to do analytically, is to obtain large- $z$ "far-field" similarity solutions (see $\S \S 4,5)$ that extend Stewartson's lowest order similarity sublayer solution. As we have stressed in these conclusions, they are not used as part of the top boundary condition at $z=H=7$, even though by construction they necessarily satisfy (3.21). The convergence of the asymptotics with the numerics at $z=6$, obtained by including higher order asymptotic terms (see successively subfigures ( $a-c$ ) of figures 9 , 10 ), is striking. Though not a closed-form analytic solution of the problem posed by (3.8) and (3.10), the combination of our numerical and asymptotic results appear to provide a robust alternative.

Finally we recap other evidence, described in $\S 6$, that our results are reasonable. Firstly, we recall that the two meridional eddy structure of figure $5(b)$ agrees well with the
full shell DNS of figure $6(b)$. Secondly, we note the remarkable similarity of our flow topology (even down to some detailed structure in our figures $5(a, b))$ with that observed by van de Vooren (1993) in his numerical investigation of the corresponding isolated disc (building on the split disc problem of Stewartson 1957). In both cases, the structure of the layer, that occurs when the Ekman layer and the $E^{1 / 3}$ similarity sublayer of Stewartson (1966) merge, appears to be passive in the sense that the local flow responds to far-field conditions rather than influencing them.
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## Appendix A. The $E^{2 / 7}$-solution

## A.1. First order problem: $\mathcal{G}_{0}(\mathrm{x})$

The solution of the lowest order (2.16) problem, $\mathcal{G}_{0}^{\prime \prime}-(-\mathrm{x})^{-1 / 4} \mathcal{G}_{0}(=-f(\mathrm{x}))=-1$ with $\mathcal{G}_{0}(0)=0$ and $\mathcal{G}_{0} \approx(-x)^{1 / 4}$ as $x \rightarrow-\infty$, is obtained by the method of variation of parameters:

$$
\begin{equation*}
\mathcal{G}_{0}(\mathrm{x})=\mathrm{J}[\mathcal{H} ; \mathrm{x}] \equiv \mathrm{K}[\mathcal{H} ; \mathrm{x}]+\mathrm{L}[\mathcal{H} ; \mathrm{x}], \quad \mathcal{H}(\mathrm{x})=1 \tag{A1}
\end{equation*}
$$

where the functional $\mathrm{J}[f ; \mathrm{x}]$ is defined by

$$
\begin{align*}
\mathrm{J}[f ; \mathrm{x}]=(8 / 7)^{2 / 7}(-\mathrm{x})^{1 / 2} & {\left[\mathrm{~K}_{4 / 7}(\sigma) \int_{0}^{\sigma}{\sigma^{\prime 5 / 7} \mathrm{I}_{4 / 7}\left(\sigma^{\prime}\right) f\left(-\mathrm{x}^{\prime}\right) \mathrm{d} \sigma^{\prime}}+\mathrm{I}_{4 / 7}(\sigma) \int_{\sigma}^{\infty} \sigma^{5 / 7} \mathrm{~K}_{4 / 7}\left(\sigma^{\prime}\right) f\left(-\mathrm{x}^{\prime}\right) \mathrm{d} \sigma^{\prime}\right] }
\end{align*}
$$

and the partition $\mathrm{J}[f ; \mathbf{x}] \equiv \mathrm{K}[f ; \mathbf{x}]+\mathrm{L}[f ; \mathbf{x}]$ is realised by

$$
\begin{align*}
& \mathrm{K}[f ; \mathrm{x}]=(8 / 7)^{2 / 7}(-\mathrm{x})^{1 / 2}\left[\int_{0}^{\infty} \sigma^{5 / 7} \mathrm{~K}_{4 / 7}\left(\sigma^{\prime}\right) f\left(-\mathrm{x}^{\prime}\right) \mathrm{d} \sigma^{\prime}\right] \mathrm{I}_{4 / 7}(\sigma)  \tag{A2b}\\
& \mathrm{L}[f ; \mathrm{x}]=\frac{1}{2}(8 / 7)^{2 / 7} \Gamma(4 / 7) \Gamma(3 / 7)(-\mathrm{x})^{1 / 2}[ {\left[\mathrm{I}_{-4 / 7}(\sigma) \int_{0}^{\sigma} \sigma^{\prime 5 / 7} \mathrm{I}_{4 / 7}\left(\sigma^{\prime}\right) f\left(-\mathrm{x}^{\prime}\right) \mathrm{d} \sigma^{\prime}\right.} \\
&\left.\quad-\mathrm{I}_{4 / 7}(\sigma) \int_{0}^{\sigma} \sigma^{\prime 5 / 7} \mathrm{I}_{-4 / 7}\left(\sigma^{\prime}\right) f\left(-\mathrm{x}^{\prime}\right) \mathrm{d} \sigma^{\prime}\right] . \tag{A2c}
\end{align*}
$$

It is easy to verify that $\mathcal{G}_{0}(0)=\mathrm{J}[\mathcal{H} ; 0]=0$ on use of

$$
\begin{equation*}
\mathrm{I}_{n}(\sigma) \approx \frac{\sigma^{n}}{2^{n} \Gamma(n+1)}, \quad \mathrm{K}_{n}(\sigma) \approx 2^{n-1} \Gamma(n) \sigma^{-n} \quad \text { as } \quad \sigma \downarrow 0 \tag{A3a,b}
\end{equation*}
$$

(see Abramowitz \& Stegun 2010, http://dlmf.nist.gov/10.25.E2 and /10.31.E1) holding for positive non-integer $n$, while

$$
\begin{equation*}
\int_{0}^{\infty} \sigma^{5 / 7} \mathrm{~K}_{4 / 7}(\sigma) \mathrm{d} \sigma=2^{-2 / 7} \Gamma(8 / 7) \Gamma(4 / 7) \tag{A4}
\end{equation*}
$$

(see Abramowitz \& Stegun 2010, http://dlmf.nist.gov/10.43.E19) determines

$$
\begin{equation*}
\mathrm{K}[\mathcal{H} ; \mathrm{x}]=(4 / 7)^{2 / 7} \Gamma(8 / 7) \Gamma(4 / 7)(-\mathrm{x})^{1 / 2} \mathrm{I}_{4 / 7}(\sigma) . \tag{A5}
\end{equation*}
$$

For small $-x(\geqslant 0)$ it is readily shown that $\mathrm{L}[\mathcal{H} ; x] \approx \frac{1}{2} \mathrm{x}^{2}$ so that $\mathrm{J}[\mathcal{H} ; x]$ is dominated by the $\mathrm{K}[\mathcal{H} ; \mathrm{x}]$ contribution:

$$
\begin{equation*}
\mathcal{G}_{0}(\mathrm{x}) \approx \mathrm{K}[\mathcal{H} ; \mathrm{x}] \approx-(7 / 4)^{1 / 7} \Gamma(8 / 7) \mathrm{x} \quad \text { as } \quad \sigma \downarrow 0 \quad(\mathrm{x} \uparrow 0) \tag{A6}
\end{equation*}
$$

from which the value $(2.22 a)$ for $\mathcal{G}_{0}^{\prime}(0)$ is readily derived.

## A.2. Second order problem: $\mathcal{F}_{1}(\mathrm{x})$

The solution of the first order (2.15) problem, $\mathcal{F}_{1}^{\prime \prime}-(-\mathrm{x})^{-1 / 4} \mathcal{F}_{1}(=-f(\mathrm{x}))=\mathcal{F}_{0}$ with $\mathcal{F}_{1}(0)=0$ and $\mathcal{F}_{1} \rightarrow 0$ as $x \rightarrow-\infty$, is

$$
\begin{equation*}
\mathcal{F}_{1}(\mathrm{x})=-\mathrm{J}\left[\mathcal{F}_{0} ; \mathrm{x}\right] \equiv-\mathrm{K}\left[\mathcal{F}_{0} ; \mathrm{x}\right]-\mathrm{L}\left[\mathcal{F}_{0} ; \mathrm{x}\right] \tag{A7}
\end{equation*}
$$

as in (A 1) and (A $2 a-c$ ) above. Noting that $\mathcal{F}_{0}(\mathrm{x})=\left[2^{3 / 7} / \Gamma(4 / 7)\right] \sigma^{4 / 7} \mathrm{~K}_{4 / 7}(\sigma)$ (see $(2.19 a, d))$ and use of the integral

$$
\begin{equation*}
\int_{0}^{\infty} \sigma^{9 / 7}\left[\mathrm{~K}_{4 / 7}(\sigma)\right]^{2} \mathrm{~d} \sigma=2^{-5 / 7} \frac{\Gamma(12 / 7)[\Gamma(8 / 7)]^{2} \Gamma(4 / 7)}{\Gamma(16 / 7)} \tag{A8}
\end{equation*}
$$

(see Gradshteyn and Ryzhik 2007, $\S 6.576$, eq. (4), noting $F(12 / 7,8 / 7 ; 16 / 7 ; 0)=1$ ) determines

$$
\begin{equation*}
\mathrm{K}\left[\mathcal{F}_{0} ; \mathrm{x}\right]=(4 / 7)^{2 / 7} \frac{\Gamma(12 / 7)[\Gamma(8 / 7)]^{2}}{\Gamma(16 / 7)}(-\mathrm{x})^{1 / 2} \mathrm{I}_{4 / 7}(\sigma) \tag{A9}
\end{equation*}
$$

This gives the dominant behaviour of $\mathrm{J}\left[\mathcal{F}_{0} ; \mathrm{x}\right]$ for small -x :

$$
\begin{equation*}
\mathcal{F}_{1}(\mathrm{x}) \approx-\mathrm{K}\left[\mathcal{F}_{0} ; \mathrm{x}\right] \approx(7 / 4)^{1 / 7} \frac{\Gamma(12 / 7)[\Gamma(8 / 7)]^{2}}{\Gamma(16 / 7) \Gamma(4 / 7)} \mathrm{x} \quad \text { as } \quad \sigma \downarrow 0 \quad(\mathrm{x} \uparrow 0) \tag{A10}
\end{equation*}
$$

from which the value $(2.22 b)$ for $\mathcal{F}_{1}^{\prime}(0)$ is readily derived.

## Appendix B. The iteration used to solve the $\S 3.3$ numerical model

We overcome the non-local nature of the boundary condition (3.21) on $z=H$ by solving a sequence $(n=0,12 \cdots)$ of problems with solutions $\psi_{n}, v_{n}$. For the $n=0$ problem, we take the homogeneous Dirichlet boundary condition $v_{0}(y, H)=0$ (exact for $H \rightarrow \infty$ ). For $n \geqslant 1$, the known result for $\psi_{n-1}(y, H)$ is inserted into the convolution integral on the right-hand side of (3.21) in order to define the new value $v_{n}(y, H)$ on the left (see (B1e)). The subsequent iteration, hopefully, reduces the reflection and converges onto the non-reflecting solution. However, the finite extent of the computational domain together with the failure of (3.21) to take account of Ekman layers requires careful treatment of the convolution integral. To begin, we divide the integral up into various intervals. Then, we avoid the Ekman layers and integrate over the range $a \leqslant y \leqslant b$ with constants $a, b$ chosen such that $a \gg H^{-1 / 2}, L-b \gg H^{-1 / 2}$. Unfortunately, the value of $v_{n}(y, H)$, so obtained, diverges weakly like $\ln (y-a)$ and $\ln (b-y)$ towards the respective end-points $y=a$ and $b$ of the integration range $a \leqslant y \leqslant b$. This in itself is not serious, as $v_{n}(y, H)$ is very small in the vicinity of $y=a$ and $b$. However, any discontinuity in the value $v_{n}(y, H)$ will trigger disturbances on the geostrophic cylinders $\mathcal{C}(y, H)$ (see (3.4)) through it and so must be avoided. Accordingly we employ the integral result on the narrower range $y_{-} \leqslant y \leqslant y_{+}$inside $a \leqslant y \leqslant b\left(a<y_{-}, \quad y_{+}<b\right)$ and simply linearly interpolate
$v_{n}(y, H)$ on the remaining intervals $a \leqslant y \leqslant y_{-}, \quad y_{+} \leqslant y \leqslant b$ to avoid any discontinuity. We choose the values of $y_{ \pm}$so as to contain most of the mainstream and certainly the similarity sublayer: $\frac{1}{2} H^{2}-y_{-} \ll H^{1 / 3}, y_{+}-\frac{1}{2} H^{2} \ll H^{1 / 3}$ (see figure 4).

In summary, we solve (3.9) iteratively for each successive solution $\psi_{n}(y, z), v_{n}(y, z)$ $(n \geqslant 0)$ subject to the boundary conditions

$$
\begin{array}{lllll}
\psi_{n}=0, & \partial \psi_{n} / \partial y=0, & v_{n}=1 & \text { on } & y=0, \\
\psi_{n}=0, & \partial \psi_{n} / \partial y=0, & v_{n}=0 & \text { on } & y=L, \\
\psi_{n}=0, & & & \text { on } & z=0 .
\end{array}
$$

In addition, on the top $z=H$ we apply

$$
\begin{equation*}
v_{0}=0 \tag{B1d}
\end{equation*}
$$

for $n=0$, and

$$
v_{n}=\left\{\begin{array}{lcc}
0, & \text { on } & y \leqslant a,  \tag{B1e}\\
v_{n}\left(y_{-}, H\right) \frac{y-a}{y_{-}-a}, & \text { on } & a<y<y_{-}, \\
-\frac{1}{\pi} f_{a}^{b} \frac{1}{y-y^{\prime}} \frac{\partial \psi_{n-1}}{\partial y}\left(y^{\prime}, H\right) \mathrm{d} y^{\prime}, & \text { on } & y_{-} \leqslant y \leqslant y_{+}, \\
v_{n}\left(y_{+}, H\right) \frac{b-y}{b-y_{+}}, & \text {on } & y_{+}<y<b, \\
0, & \text { on } & b \leqslant y
\end{array}\right.
$$

for $n \geqslant 1$. We remark that the top boundary condition $v_{0}(y, H)=0$ for $(y \leqslant a)(\mathrm{B} 1 e)_{1}$ ignores the fact that $v_{0}(y, H)$ jumps to unity at $y=0$ across a thin Ekman layer. Elsewhere such a discontinuity at $y=\bar{y}(>0), z=H$ would trigger a disturbance on the geostrophic cylinder $\mathcal{C}(\bar{y}, H)$. However, for $\bar{y}=0$, the cylinder lies entirely outside ( $z>$ $H)$ our numerical box. So any corner effects are localised in the vicinity of $(y, z)=(0, H)$ and have no effect on our numerical solution elsewhere.

The robustness of the procedure's convergence was verified by varying the choice of the initial condition, the values of $a, y_{-}, y_{+}, b$ (while keeping these reasonably far from the similarity sublayer) and the nature of the interpolation over $a \leqslant y \leqslant y_{-}$and $y_{+} \leqslant y \leqslant b$ (linear, cubic or other power law). We have also checked that the domain size and grid resolution used ( $H=7, L=60$, with $700 \times 950$ grid points) are sufficiently large to attain accurate numerical solutions.

## Appendix C. The asymptotic form of $Z(\Phi ; p)(p>1)$ for $|\Phi| \gg 1$

For $|\Phi| \gg 1$, the integral on the right-hand side of (4.3) for $p>1$ may be evaluated asymptotically by the method of steepest descent to obtain

$$
\mathrm{Z}(\Phi ; p) \sim \begin{cases}\frac{1}{\Phi^{p}} \sum_{k=0}^{\infty}\left(\frac{\mathrm{i}}{2}\right)^{k} \frac{(p)_{3 k}}{k!} \frac{1}{\Phi^{3 k}} & (\Phi \gg 1)  \tag{C1}\\ \frac{\mathrm{e}^{-\mathrm{i} p \pi}}{(-\Phi)^{p}} \sum_{k=0}^{\infty}\left(\frac{-\mathrm{i}}{2}\right)^{k} \frac{(p)_{3 k}}{k!} \frac{1}{(-\Phi)^{3 k}} & (-\Phi \gg 1)\end{cases}
$$

compatible with (4.4), where

$$
\begin{equation*}
(p)_{\ell} \equiv \Gamma(p+\ell) / \Gamma(p)=p(p+1)(p+2) \cdots(p+\ell-1) \tag{C2}
\end{equation*}
$$

is Pochhammer's Symbol (see Abramowitz \& Stegun 2010, http://dlmf.nist.gov/5.2.E5). We substitute (C1) into (6.2) to obtain

$$
\begin{align*}
& V(x, z ; p) \sim \begin{cases}-\frac{\sqrt{2}(p-1)}{(2 x)^{p}} \sum_{k=0}^{\infty} \frac{(-1)^{k}(p)_{6 k}}{2^{2 k}(2 k)!} \frac{z^{2 k}}{x^{6 k}} & \left(x \gg z^{1 / 3}\right) \\
-\frac{\sqrt{2}(p-1)}{(-2 x)^{p}} \sum_{k=0}^{\infty} \frac{\cos \left[\left(p+\frac{1}{2} k\right) \pi\right](p)_{3 k}}{2^{k}(k)!} \frac{z^{k}}{(-x)^{3 k}} & \left(-x \gg z^{1 / 3}\right)\end{cases} \\
& \Psi(x, z ; p) \sim \begin{cases}\frac{1}{\sqrt{2}(2 x)^{p-1}} \sum_{k=0}^{\infty} \frac{(-1)^{k}(p-1)_{6 k+3}}{2^{2 k+1}(2 k+1)!} \frac{z^{2 k+1}}{x^{6 k+1}} & \left(x \gg z^{1 / 3}\right) \\
\frac{1}{\sqrt{2}(-2 x)^{p-1}} \sum_{k=0}^{\infty} \frac{\sin \left[\left(p+\frac{1}{2} k\right) \pi\right](p-1)_{3 k}}{2^{k} k!} \frac{z^{k}}{(-x)^{3 k}} & \left(-x \gg z^{1 / 3}\right)\end{cases} \tag{C3b}
\end{align*}
$$

while also helpful is the form

$$
\begin{equation*}
\mathrm{W}(x, z ; p) \sim-\frac{\sqrt{2}(p-1)}{(-2 x)^{p}} \sum_{k=0}^{\infty} \frac{\exp \left[-\mathrm{i}\left(p+\frac{1}{2} k\right) \pi\right](p)_{3 k}}{2^{k}(k)!} \frac{z^{k}}{(-x)^{3 k}} \quad\left(-x \gg z^{1 / 3}\right) \tag{C3c}
\end{equation*}
$$

We note that for $x \gg z^{1 / 3}$, the series for $\partial V / \partial z$ and $\Psi$ determined by ( $\mathrm{C} 3 a, b$ ) respectively involve odd powers of $z$ (i.e. $z, z^{3}, z^{5}, \cdots$ ) so that at $z=0$ we have $(\partial V / \partial z)(x, z ; p)=0$ and $\Psi(x, z ; p)=0$ on $x>0$. As the series expansions for $-x \gg z^{1 / 3}$ show, this vanishing is due the absence of even powers of $z$ (i.e. $z^{0}(=1), z^{2}, z^{2}, \cdots$ ). Specifically the $z^{0}$ terms lead to non-zero values. The absence of the even powers was guaranteed by normalising W (see (6.2)) with a constant $\mathrm{a}(p)$ (see (4.1b)) which is real.

For integer $p(\geqslant 1)$, separate expansions for negative $x$ are no longer needed and we may simply express (C $3 c$ ) for both signs in the form

$$
\begin{equation*}
\frac{\mathrm{W}(x, z ; p)}{p-1} \sim-\frac{\sqrt{2}}{(2 x)^{p}} \sum_{k=0}^{\infty} \frac{\mathrm{i}^{k}(p)_{3 k}}{2^{k}(k)!} \frac{z^{k}}{x^{3 k}} \quad\left(|x| \gg z^{1 / 3}\right) \tag{C4}
\end{equation*}
$$
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[^1]:    $\dagger$ Dimensional variables are distinguished by $a^{\star}$. However, as our primary goal is an equatorial Ekman layer study for which we nondimensionalise on different units without accents, we adopt in our preliminary nondimensionalisation here the unobtrusive breve accent ${ }^{`}$ to avoid ambiguity later.
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