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Abstract

In wireless communications, propagation aspects such as fading, shadowing and path loss

are the major constraints that seriously limit the overall performance of systems. Indeed,

severe fading has a detrimental effect on the received signals and can lead to a degradation

of the transmission of information and the reliability of the network. In this case, diversity

techniques are introduced in order to mitigate fading. Among various kinds of diversity

techniques, cooperative diversity with relaying nodes is a modern technique that has been

widely considered in recent years as an effective tool to deal with this problem. Several

cooperative protocols have been proposed in the literature, and among the most effective

ones are Amplify-and-Forward (AF) and Decode-and-Forward (DF).

Cooperative diversity can be combined with direct sequence code division multiple

access (DS-CDMA) systems to further enhance the information security. However, due

to the multiple access interference (MAI) that arises from nonorthogonal received

waveforms in the DS-CDMA systems, the system performance may easily be affected.

To deal with this issue, novel multiuser detection (MUD) technique is introduced as a

useful relay processing strategy for the uplink of cooperative DS-CDMA systems. Apart

from that, distributed space-time coding (DSTC) is another effective approach that can

be combined with cooperative diversity to further improve the transmission performance.

Moreover, in order to increase the throughput of the cooperative DS-CDMA network,

physical-layer network coding (PNC) scheme is then adopted together with the

cooperative DS-CDMA network. Clearly, better performance gain and lower power

consumption can be obtained when appropriate relaying strategies are applied.
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Chapter 1

Introduction

Contents
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.1 Overview

Initially demonstrated in 1896 by Guglielmo Marconi [2, 3], wireless communication is,

by any measure, the fastest growing segment of the communication industry. With over

100 years’ rapid evolution of communication engineering, it has become an essential part

in every aspect of modern life ranging from smart phones to computers, bluetooth, GPS,

Wi-Fi technologies and satellite communications. The increasing demand for high-quality

transmission, secure information and substantial system capacity, however, present key

challenges to modern wireless communication systems.

In order to overcome these challenges, one potential solution is code division

multiple-access (CDMA) implemented with direct-sequence (DS) spread spectrum.
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CHAPTER 1. INTRODUCTION

DS-CDMA is among the most promising multiple acess technologies for current and

future telecommunications services such as ad-hoc wireless communications, military

communication and sensor networks. The advantages of DS-CDMA include superior

capabilities in multipath environments, flexibility in the allocation of channels, increased

capacity in burst and fading situations, and the ability to share bandwidth with

narrowband communication systems without deterioration of either’s systems

performance [4]. However, due to the multiple access interference (MAI) effect that

arises from nonorthogonal received waveforms and narrowband interfering signals in

DS-CDMA systems, the system performance may easily be affected. To deal with this

issue, multiuser detection (MUD) techniques have been developed [5] as an effective

approach to suppress MAI. The optimal detector, known as maximum likelihood (ML)

detector, has been proposed in [6]. However, this method is infeasible for ad hoc and

sensor networks considering its computational complexity. Motivated by this fact,

several sub-optimal strategies have been developed, including the linear detector [7], the

successive interference cancellation (SIC) [8], the parallel interference cancellation

(PIC) [9] and the minimum mean-square error (MMSE) decision feedback detector [10].

Another effective solution to meet these challenges is the employment of diversity

techniques [4, 11]. Specifically, diversity is one of the most powerful communication

techniques that is able to mitigate the effect of fading arising from the propagation effect.

Among various forms of diversity techniques, cooperative diversity is particularly

attractive as it exploits the broadcast nature and the inherent spatial diversity of the

channel. It allows terminals to share their antennas and relay messages to each other to

create a distributed array through distributed transmissions and signal processing [12].

There are two main cooperative protocols, Amplify-and-Forward (AF) [13] and

Decode-and-Forward (DF) [12]. For an AF protocol, relays amplify the received signals

with a given transmit power, this method is simple except for the fact that the relays also

amplify their own noise. For a DF protocol, relays decode the received signals and then

forward the re-encoded message to the destination. Naturally, in order to reduce the error

propagation and achieve more accurate detection results, MUD techniques can be

applied at both the relays and the destination of an uplink of a cooperative DS-CDMA

system.

In addition to that, distributed space-time coding (DSTC) [14–18] is another diversity
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CHAPTER 1. INTRODUCTION

technique that can be applied at the relays of cooperative DS-CDMA systems. It exploits

spatial and temporal transmit diversity by using a set of distributed antennas.

Specifically, with DSTC, multiple redundant copies of data are sent to the receiver to

improve the quality and reliability of data transmission. Applying DSTC at the relays in

cooperative systems provides multiple processed signal copies to compensate for the

fading and noise, helping to achieve the attainable diversity and coding gains so that the

interference can be more effectively mitigated. Among various DSTC techniques,

Alamouti [19] proposed a simple and useful transmit diversity scheme to improve the

overall performance of wireless communication systems.

Moreover, since better performance can be achieved when appropriate signal

processing and relay selection strategies are applied, another alternative relay processing

technique that can be corporated with the cooperative scenario is physical-layer network

coding (PNC) schemes [20–23]. PNC schemes have significant advantages in wireless

multi-hop networks, where multiple relay nodes are provided to assist multiple source

nodes to transfer data to one or more destinations. More precisely, they allow a node to

exploit as far as possible all signals that it receives simultaneously, rather than treating

them as interference [24]. Instead of decoding each incoming data stream separately, a

node detects and forwards some function of the incoming data streams [24, 25]. This

technique is a newly-emerged tool which helps to improve the potential network

throughput and the degree of system robustness.

In summary, the exponential growth of development in overcoming these challenges

with low cost and near ML performance is the current general trend of wireless

communication systems.

1.2 Motivation

In this thesis, a number of innovative relay processing techniques for dealing with

interference cancellation, multipath fading mitigation and network throughput

enhancement are proposed for cooperative DS-CDMA systems in wireless sensor

networks, which require low computational complexity and high transmission

3



CHAPTER 1. INTRODUCTION

performance. However, the conflict between high performance transmission, delay

requirements, throughput and computational complexity becomes a limitation, which has

motivated us to seek different relay processing techniques in order to balance and satisfy.

When investigating the MUD techniques that are employed at both the relays and the

destination of a cooperative DS-CDMA system, it is not difficult to find that the existing

successive interference cancellation (SIC) and parallel interference cancellation (PIC)

algorithms often require matrix inversions and have a performance that is not close to the

optimal ML detector. Inspired by that, based on the traditional SIC and PIC strategies, a

greedy list-based design that splits users into either reliable or unreliable groups for

further examination is developed and used at both the relays and the destination in order

to obtain improved detection results. In particular, the proposed MUD techniques, along

with an innovative greedy relay selection algorithm, provide a good balance between low

cost and high quality performance.

There is a high possibility that the transmission performance may easily be influenced

by the outside environment. In this case, a selection between received information at

each relay is required as seriously affected data may cause error propagation in the next

phase of transmission. Motivated by that, the idea of using buffer to store data prior to

transmission at suitable times is introduced. In particular, in the cooperative DS-CDMA

system, each relay is equipped with a dynamic buffer to accommodate enough candidate

data. After that, in order to obtain further diversity gain and combat fading, a DSTC

scheme is performed in the following relay-destination phase. Specifically, the proposed

algorithm begins with a channel combination selection between both the source-relay

links and relay-destination links to further improve the transmission reliability. With the

help of buffers, information is sent under good conditions to guarantee that the loss and

damage is minimized to an acceptable level. In addition, with the dynamic design of

buffers, the proposed schemes take advantage of the high storage capacity where multiple

blocks of data can be stored so that the most appropriate ones can be selected at a suitable

time instant. On the other hand, with DSTC, multiple redundant copies of data are sent to

the receiver to improve the quality and reliability of data transmission. Applying DSTC

at the relays provides multiple processed signal copies to compensate for the fading and

noise, helping to achieve the attainable diversity and coding gains so that the interference

can be more effectively mitigated.
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Finally, a buffer-aided physical-layer network coding (PNC) scheme is proposed for

cooperative DS-CDMA networks. Similarly, the idea of using a buffer is introduced to

effectively exploit the extra degrees of freedom allowed by extra storage and delay. The

buffer-aided approach starts with a channels selection procedure among all link

combinations and the selected relays associated with the optimum link combination are

then used and prepared for either transmission or reception, each relay in this system is

equipped with a buffer so that a reduced amount of data needs to be stored. After that,

the PNC scheme is performed and the network coded symbol (NCS) at each relay is sent

to the destination. Unlike traditional strategies that treat interference as a nuisance to be

avoided, PNC techniques take the advantage of superposition of signals and embrace the

interference to improve the system throughput.

1.3 Contributions

The main contributions of this thesis can be summarized as follows:

• a low-cost greedy list-based successive interference cancellation (GL-SIC)

multiuser detection method that can be applied at both the relays and the

destination of cooperative systems is proposed. This strategy adopts RAKE

receivers as the front-end, which reduces computational complexity by avoiding

the matrix inversion required when MMSE filters are applied. Unlike prior art, the

proposed GL-SIC algorithm exploits the Euclidean distance between the signals

associated with the users of interest and their nearest constellation points, together

with multiple ordering at each stage, GL-SIC examines all tentative lists of

detection candidates so that the optimum or near-optimum detection can be

achieved.

• A low-cost greedy list-based parallel interference cancellation (GL-PIC) strategy

which employs RAKE receivers as the front-end and can approach the ML

detector performance is also developed. This algorithm automatically divides all

users into two candidate groups by comparing the Euclidean distance between the

signals associated with the users of interest and their nearest constellation points

5
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with a given threshold. The GL-PIC method then re-examines the reliability of

some chosen estimates to ensure relevant lists of tentative decisions are checked.

• A low-complexity multi-relay selection algorithm based on greedy techniques that

can approach the performance of an exhaustive search is then presented. In the

proposed greedy algorithm, a selection rule is employed via several stages. At each

stage, a limited number of relay combinations is examined and compared, resulting

in a low-cost strategy to approach the performance of an exhaustive search.

• A buffer-aided distributed space-time coding (DSTC) scheme that can store

enough data packets in the corresponding buffer entries according to different

criteria so that more appropriate symbols can be selected in a suitable time instant

is introduced. Furthermore, the computational complexity required by the

proposed relay pair selection algorithm, the problem of the average delay brought

by the proposed schemes and algorithms is analyzed, followed by the discussion of

the proposed greedy algorithm.

• A buffer-aided physical-layer network coding (PNC) technique that is able to

encode the detected symbols with an exclusive-or (XOR) mapping and linear

network coding techniques and then forward the encoded signals to the destination

is presented. In this design, each relay is equipped with a buffer so that the most

suitable symbols are sent to the encoding process when relays are under the

reception mode. Similarly, the selected encoded symbols are sent to the

destination when the relays are under transmission mode. Additionally, the

analysis of the computational complexity is then presented.

1.4 Thesis Outline

The rest of the thesis is organized as follows:

• Chapter 2 presents a literature review of the techniques that are used at the relays

in cooperative DS-CDMA systems. These techniques include multiuser detection

(MUD), space-time coding (STC) schemes and physical-layer network coding

(PNC) strategies.
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• Chapter 3 presents a joint interference cancellation and greedy relay selection

techniques in cooperative DS-CDMA system. The computational complexity of

different relay selection algorithms is detailed and compared. Additionally, a

cross-layer design strategy that combines the proposed MUD techniques with the

proposed greedy multi-relay selection algorithm is also introduced.

• Chapter 4 presents a buffer-aided DSTC schemes and algorithms for cooperative

DS-CDMA systems. Buffers with dynamic size are equipped at each relay to

increase the reliability of transmission, additional performance gain is achieved

when relay selection technique is operated in the relay-destination links. Then the

analysis of the computational complexity required by the proposed relay pair

selection algorithm, the problem of the average delay brought by the proposed

schemes and the proposed greedy relay pair selection algorithms are discussed.

• Chapter 5 presents a buffer-aided PNC schemes for the uplink of the cooperative

DS-CDMA systems. Similarly, each relay is equipped a buffer to ensure that the

information is transmitted at the most appropriate time instant. The XOR mapping

and a novel linear PNC scheme are employed at the relay to process the information

received from the sources.

• Chapter 6 presents the conclusions and discussions of possible future work based

on the content of the thesis.

1.5 Notation

In this thesis, we use boldface upper and boldface lower fonts to denote matrices and

vectors, respectively. (.)T and (.)H represent the transpose and Hermitian transpose,

respectively. (.)−1 stands for the matrix inversion, E[.] denotes the expected value, | . |
indicates the absolute value of a scalar and ∥ . ∥ implies the norm of a vector.
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2.1 Introduction

This chapter presents the backgrounds of the conventional techniques that are used

throughout the associated system models, namely, DS-CDMA and cooperative relaying

systems. We first describe the spread spectrum technique where CDMA is derived from,

then some existing MUD techniques that are used for mitigating interference are

carefully discussed. Consequently, an overview and description of the specific

transmission process together with different protocols utilized in the cooperative

networks is introduced. At last, an introduction of distributed space-time coding (DSTC)

techniques and physical-layer network coding (PNC) are detailed [26].
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2.2 Direct Sequence Spread Spectrum System

Initially developed for communication security and military antijamming applications in

mid-1950s, spread spectrum (SS) has then gradually occupied a dominant role in

commercial services due to its flexibility and multiuser properties [5,26]. The underlying

idea of spread spectrum is to expand the transmission bandwidth while maintaining the

same signal power, resulting the power spectrum density (PSD) reduces to a lower level

and makes the received spread spectrum signal hardly to be distinguished from the

spectrum. As a result, these characteristics make the signal more resistant to the attacks

from narrow band jamming, radio interference and hostile eavesdropping [27]. Among

various ways of spreading the content of data over a given bandwidth, direct sequence

(DS) spread spectrum [28] is one of the most effectively available techniques [26].

DS spread spectrum executes the spreading process by modulating the transmitted

symbol stream with a higher rate binary chip sequence. Assume that each symbol of

duration Ts is spread into multiple chips of duration Tc, where Tc < Ts and N = Ts/Tc

represents the processing gain or the spreading factor. In practice, the entire spreading

process is controlled by a pseudorandom noise (PN) code, where the PN code is a binary

pseudo-random sequence. After spreading, a chip pulse shaping filter p(t) is employed

to shape the chip sequence so that the bandwidth of the output can be limited [26].

Mathematically, the spread spectrum modulated signal can be expressed by:

x(t) = A
+∞∑

i=−∞

b(i)si(t− iT ), (2.1)

where b(i) ∈ {±1} denotes the i-th symbol, A stands for the amplitude and

si(t) =
1√
N

N∑
n=1

ai(n)p(t− nTc + Tc) (2.2)

represents the real-valued spreading waveform for the i-th symbol, ai(n) ∈ {±1}, p(t) is

the chip waveform.

The desired signal is filtered by a matched filter causing the narrow band noise to be

spread and the wideband information to be de-spread (recovered). In other words, the

interference power is reduced by N , which, obviously, made it easier to extract the signal

of interest from the background noise or interference.
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2.3 Multiuser Detection for DS-CDMA System

Multiuser detection (MUD) helps to demodulate the mutually interfering signals and it is

widely used in various aspects of communications. In this section, we mainly focus on

the development of multiuser detection techniques for the DS-CDMA systems. We

introduce the optimum maximum likelihood detector at the first stage, followed by the

linear minimum mean-square error (MMSE) detector. Interference cancellations

including the successive interference cancellation (SIC) and parallel interference

cancellation (PIC) are presented at last.

2.3.1 Optimum Multiuser Detector

The optimum MUD is performed based on the maximum likelihood (ML) detection

algorithm. Unlike the conventional single-user matched filter, which is regarded as the

optimal detector in single-user CDMA channel that requires no prior knowledge beyond

the signature waveforms and user timing information, the ML receiver needs to know not

only the signature waveforms, but also the received amplitudes for all users and the noise

power. Since the transmitted data are equiprobable and independent, the received signal

can be expressed by

y(i) =
K∑
k=1

Akbk(i)hk(i)sk(i) + n(i) (2.3)

and the likelihood function is equivalent to obtain the minimum Euclidean distance as

expressed by [5]:

[b̂1(i), b̂2(i), ..., b̂k(i)] = min
b1(i),...,bk(i)∈{±1}

∥∥y(i)−
K∑
k=1

Akbk(i)hk(i)sk(i)
∥∥2 (2.4)

where i denotes the symbol index, Ak is the received amplitude of the k-th user, hk(i) is

the channel coefficient for user k and the N × 1 vector sk(i) represents the signature

waveform assigned to the k-th user. It is not difficult to realize that the optimal solution

to (2.4) is attained through an exhaustive search of all possible combinations of the user

symbols, namely, computes (
∥∥y(i) −

K∑
k=1

Akbk(i)hk(i)sk(i)
∥∥2) for every possible

combination and picks one with the lowest cost. With K users involved in the

10
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transmission, an exponential complexity of 2K need to be experienced, limiting its

application in practical communication systems.

2.3.2 Linear Minimum Mean-Square Error (MMSE) Detector

Motivated by the fact that the ML receiver requires a considerable complexity, other

alternative sub-optimal strategies have been proposed to provide a good trade-off

between the computational complexity and the performance. Minimum mean-square

error (MMSE) parameter estimation is a common approach in estimation theory where

we estimate a random variable W based on the observations Z, this is equivalent to find

a Ŵ (Z) that can approach W as close as possible, therefore, we are able to minimize the

following mean-square error (MSE) [5]:

E[(W − Ŵ (Z))2] (2.5)

In real signal transmissions, (2.5) can be further extended as E[|bk(i) − b̂k(i)|2], this

problem thus can be cast as the following optimization:

wk,opt(i) = arg min
wk

E[| bk(i)− wH
k (i)y(i) |2], (2.6)

where i denotes the symbol index, y(i) =
K∑
k=1

Akbk(i)hk(i)sk(i) + n(i) denotes a N × 1

received signal vector, sk(i) is a N × 1 signature waveform and n(i) is a N × 1 noise

vector. wk(i) represents a N × 1 filter for user k. By taking the gradient with respect to

wk(i) and equating to zero, we can obtain the follows:

E[bk(i)y(i)− y(i)y(i)Hwk] = 0. (2.7)

On the left-hand side we have

E[bk(i)y(i)] = Akhk(i)sk(i), (2.8)

E[y(i)yH(i)] = σ2I +
K∑
k=1

A2
k|hk|2(i)sk(i)sHk (i), (2.9)

where I denotes the N×N identity matrix. Therefore, the expression of the linear MMSE

filter is formed as:

wk,opt(i) =E[y(i)yH(i)]−1E[bk(i)y(i)]

=Ak[σ
2I +

K∑
k=1

A2
k|hk|2(i)sk(i)sHk (i)]−1hk(i)sk(i).

(2.10)
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Following that, an linear estimate of the transmitted symbol can be computed as:

b̂k(i) = Q(wk,opt(i)
Hy(i)), (2.11)

where Q(·) is a slicer (a basic decision-making operator that maps the soft output into 1

when the corresponding result is greater than 0, and map it to -1 when the corresponding

result is less than 0). From the above equations, it can seen that the MMSE filter considers

the effect of the background noise with a relatively lower complexity when compared with

the ML detector, however, a matrix inversion of high complexity is still required.

2.3.3 Successive Interference Cancellation (SIC)

Successive interference cancellation (SIC) is one of the most popular non-linear MUD

methods and it is ideal for the scenario where each user has a differential power gap

[8]. This algorithm operates in a serial fashion, where at each successive stage, if a

decision has been made about the current strongest user, then this interfering signal can

be recreated and subtracted from the received waveforms at the next stage. The whole

process is iteratively repeated for up to K interferers and a good performance can be

achieved provided that the decision made on each user is correct. Therefore, the received

signal at the j-th stage of SIC is given by:

yj(i) = y(i)−
j−1∑
k=1

Akb̂k(i)hk(i)sk(i), (2.12)

where y(i) is the total received signal, b̂k(i) is the detected symbol from the previous stage

and hk(i) is the channel coefficient for user k. Consequently, the detected result for the

user k at the j-th stage is expressed as:

b̂jk(i) = Q
(
(wj

k)
H(i)yj(i)

)
, (2.13)

where Q(·) represents a slicer and wj
k(i) is the filter for user k used at the j-th stage of the

SIC process. The performance of SIC can be improved by optimizing the detected order

for each user in terms of the power strength. Namely, mitigating the interference brought

by the user with the current strongest power can help to approach the largest reduction in

MAI and obtain a better detection performance.
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2.3.4 Parallel Interference Cancellation (PIC)

An alternative method that works better than SIC in the situation when all of the users

are received with equal power strength is the parallel interference cancellation (PIC) [9].

Unlike the conventional SIC algorithm, the conventional PIC is always performed in a

multi-iteration way, where for each iteration, PIC attempts to simultaneously subtract

off the interference for each user produced by all other users. The MAI generated by

other users is reconstructed based on the tentative decisions from the previous iteration.

Therefore, the accuracy of the previous iteration would highly affect the PIC performance

as error propagation occurs when incorrect information imports. Mathematically, the

received signal for the j-th user at the γ-th iteration is given by:

yγ
j (i) = y(i)−

K∑
k=1
k ̸=j

Akb̂
γ−1
k (i)hk(i)sk(i), (2.14)

where b̂γ−1
k (i) is the k-th detected symbol from the (γ − 1)-th iteration. Similarly, the

detected value for the j-th user at the γ-th iteration can be expressed as:

b̂γj (i) = Q(wH
j (i)y

γ
j (i)), (2.15)

where wj(i) stands for the filter (e.g., matched filter or linear MMSE receiver) used for

the j-th user of the PIC process. However, with the increase of the PIC iterations, the

performance improvement can not be guaranteed as incorrect decisions made from

previous iteration would spread and lead to a performance loss sometimes even more

serious than that without interference cancellation [9].

2.4 Cooperative Networks

Conventional point-to-point communications have the shortcoming of being easily

affected by severe multipath fading from the direct transmission between the source and

the destination. In order to combat this effect, cooperative technique has arisen to deal

with the channel degradation and mitigate the serious impairment on the received

information. In a cooperative system, the whole transmission has been divided into two

phases, where for the first phase, each user transmits its information to the corresponding
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relaying node, after being processed at the relay, the data are then forwarded to the

destination during the second phase. A key aspect of the cooperative transmission is the

processing of signals received from the source node to the relay node. Different

processing schemes result in different cooperative protocols [1]. Among various kinds of

cooperative protocols, Amplify-and-Forward (AF) and Decode-and-Forward (DF) are

the most common and effective ones.

2.4.1 Amplify-and-Forward (AF) Protocols

Source

Relay

Destination
hsd

hsr hrd

ysr

yrd

ysd

Figure 2.1: A simplified cooperation model [1]

For the AF protocol, each relay simply scales the received signal into an amplified

version and subsequently, forwards the processed signal to the destination directly. This

method is simple except that the relay has to amplify their own noise as well. Assume

a signle user k is transmitted from the source to the destination through the cooperative

network as shown by Fig. 2.1, the specific process can be described as the following,

where for the first phase:

ysd(i) = Akbk(i)hsdsk(i) + nsd(i), (2.16)

ysr(i) = Akbk(i)hsrsk(i) + nsr(i), (2.17)

where ysd(i) and ysr(i) are the received signals from the source to the destination and

the source to the relay, respectively. hsd and hsr are the channel coefficients from the

source to the destination and the source to the relay, respectively. nsd(i) and nsr(i) are the
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corresponding noise vectors. For the AF protocol, the relay amplifies the received signal

and forwards it to the destination during the second phase, as given by:

yrd(i) =hrdαysr(i) + nrd(i)

=αAkbk(i)hsrhrdsk(i) + αhrdnsr(i) + nrd(i)
(2.18)

where α is the amplify factor, yrd(i) is the signal received from the relay to the destination,

hrd is the channel coefficient between the relay-destination link and nrd(i) is the noise

vector.

2.4.2 Decode-and-Forward (DF) Protocols

The DF protocol [1] is another kind of processing where relay decodes and re-encodes the

received signal before being sent to the destination. Assuming a single user k is participate

in the transmission. The resulting equations for the first phase transmission are given by:

ysd(i) = Akbk(i)hsdsk(i) + nsd(i), (2.19)

ysr(i) = Akbk(i)hsrsk(i) + nsr(i), (2.20)

The received signal at the destination for the second phase is then expressed by:

yrd(i) = Akb̂rd,k(i)hrdsk(i) + nrd(i), (2.21)

where b̂rd(i) is the decoded symbol at the output of the relay.

Both AF and DF protocols belong to the fixed relaying group of protocols, other

alternative strategies including selection relaying and incremental relaying [12] have also

been adopted widely in wireless networks. Specially, selection relaying performs the

transmission according to a specific criterion, namely, if the channel gain falls below a

certain threshold, the source simply sends the message to the destination repetitively,

otherwise, the relay forwards the received information coming from the source to the

destination after performing appropriate processing. When describing the incremental

relaying, this protocol exploit limited feedback from the destination side. e.g., a single

bit that indicate whether the direct transmission is successful or not. Consequently, this

algorithm can be viewed as extensions of hybrid automatic-repeat-request (ARQ) [12].
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2.5 Space-Time Coding

Apart from the DF and AF protocols, space-time coding (STC) schemes are another

techniques that can be applied at the relays of the cooperative DS-CDMA system. These

schemes exploit spatial and temporal transmit diversity between various antennas at

various time periods. These techniques achieve transmit diversity and antenna gain over

spatially encoded system without sacrificing bandwidth. With STC, multiple redundant

copies of data are sent to the receiver to improve quality and reliability of data

transmission. These strategies are usually used to combat the multipath fading and also

to increase the diversity gain. During the past years, several STC schemes are

investigated and applied in various scenarios, including vertical Bell Laboratories

Layered Space-Time (V-BLAST) scheme [29], Alamouti STBC scheme [19], orthogonal

STBC [30] and quasi-OSTBC (QOSTBC) [31]. In this thesis, we apply the simplest

2 × 1 Alamouti distributed space-time coding (DSTC) technique between the relay and

destination phase in the cooperative DS-CDMA system.

2.5.1 Alamouti Distributed Space-Time Coding

The 2× 1 Alamouti STC [19] scheme is the simplest and most important STC design that

is employed in various scenarios. In this section, we expand the idea into a distributed

scenario where we have two antennas that are located separately. The information bits

are initially modulated so that for each transmit node, the modulated symbol vector b =

[b(1), b(2), ...] is generated, after that, every two consecutive symbols are encoded with

the following encoding matrix

B =

 b(1) −b∗(2)

b(2) b∗(1)

 . (2.22)

where b(i) denotes the i-th symbol. In DSTC design, the first column entry of B are sent

by two different antennas in the first time slot while the second column entry is then sent

by the same group of antennas in the next time slot.

For the simplest 2 transmitter 1 receiver (2 × 1) system, the received signal at the
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destination from two consecutive time instants can be obtained as

y1 = h1b(1) + h2b(2) + n1,

y2 = h1

(
− b∗(2)

)
+ h2b

∗(1) + n2,
(2.23)

where yi, i = 1, 2 represents the N × 1 received vector from the first and second time

slots, hk, k = 1, 2 is the N × 1 channel vector from the k-th transmitter to the destination,

ni, i = 1, 2 is the noise vector generated at time slot i. These equations can then be

rewritten in matrix form as

y = Hb + n, (2.24)

where y = [yT
1 , (y∗

2)
T ]T is the 2N × 1 received signal from the transmitters to the

destination. The 2N × 2 Alamouti matrix with effective signatures is given by

H =


h1 h2

h∗
2 − h∗

1

 . (2.25)

The 2 × 1 vector b = [b(1), b(2)]T is the transmitted symbols and n = [nT
1 , (n∗

2)
T ]T

is the noise vector. Consequently, at the destination side, various MUD techniques and

the maximum likelihood (ML) decoding algorithms can be easily applied. For the MUD

techniques, the detected symbols are achieved as given by

b̂ = Q
(
wHy

)
, (2.26)

where w denotes the receive filter (MF, MMSE, SIC, PIC, etc.) at the destination. As for

the ML detector when Alamouti scheme is adopted, the decoding algorithm is computed

as given by [19]

b̃(1) = hH
1 y1 + hT

2 y∗
2

= (hH
1 h1 + hT

2 h∗
2)b(1) + (hH

1 n1 + hT
2 n∗

2)

b̃(2) = hH
2 y1 − hT

1 y∗
2

= (hH
2 h2 + hT

1 h∗
1)b(2) + (hH

2 n1 − hT
1 n∗

2)

(2.27)

Thus, after testing all possible symbols for ML decision, the most likely detection results

are then selected.
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2.6 Physical-layer Network Coding

The theoretical foundations of network coding were initially provided by Ahlswede et

al. [21], where the idea of coding at intermediate nodes to general multi-node networks is

presented. In particular, network coding allows nodes in the network to perform encoding

and decoding operations on the received information, resulting in the re-transmission of

messages that are a function of the incoming information. This technique has significant

advantages in wireless multihop networks, where multiple relay nodes are provided to

assist multiple source nodes to transfer data to one or more destinations. It allows a node

to exploit as far as possible all signals that it receives simultaneously, rather than treating

them as interference [24]. Instead of decoding each incoming data stream separately, a

node detects and forwards some functions of the incoming data streams [24, 25].

In this section, we mainly focus on the fundamental concepts of several physical-layer

network coding (PNC) schemes, namely, the bit-wise XOR mapping operation and the

linear network coding technique [20–23].

2.6.1 PNC Using XOR Mapping

1 2 3

Time slot 1 Time slot 2

c1 c3

c2 c2

Figure 2.2: Physical-layer network coding (PNC)

The bit-wise XOR (the modulo-2 sum in the binary field) mapping operation [20] is

one of the simplest cases of PNC, it is first designed to be employed in two-way relay

channels for information exchange as shown in Fig. 2.2.

Let us assume the use of QPSK modulation in all nodes, and we further assume the

transmission is synchronized. Fig. 2.2 illustrates that the physical-layer network coding

scheme improves the transmission efficiency of time slot by 100% when compared with
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the traditional network coding as the above physical-layer network coding is operated by

node N2 after the reception of superimposed signals that carry c1 and c3 from node N1

and N3 in the same time slot. Node N2 deduces c2 = c1
⊕

c3 (⊕ is the bit-wise XOR

operation) and in the next time instant, the coded information is forwarded back to nodes

N1 and N3.

Specifically, the combined bandpass signal received at node N2 from N1 and N3 during

one time slot is given by [20]

r2(t) = c1(t) + c3(t)

= [a1cos(ωt) + b1sin(ωt)] + [a3cos(ωt) + b3sin(ωt)]

= (a1 + a3)cos(ωt) + (b1 + b3)sin(ωt)

(2.28)

where ci, i = 1, 3 is the bandpass signal transmitted from nodes Ni. ai, bi are the QPSK

modulated information bits of Ni and ω is the carrier angular frequency. As shown by Fig.

2.2, node N2 receives the bandpass signals from the other two nodes in both in-phase(I)

and quadrature phase(Q) form as described below

I =a1 + a3

Q =b1 + b3
(2.29)

Node N2 cannot extract the individual information sent by nodes N1 and N3 as Eq. (2.29)

has four unknowns (a1, a3, b1, b3). However, in this case, node N2 works only as a relay

node so that PNC mapping is performed as given by

cI2 =cI1
⊕

cI3

cQ2 =cQ1
⊕

cQ3

(2.30)

Therefore, node N2 then transmits

c2(t) = a2cos(ωt) + b2sin(ωt) (2.31)

Table 2.1 presents the PNC mapping for the in-phase component (the quadrature

component is similar), where cIi ∈ {0, 1} denotes the variable representing the in-phase

data bits of Ni and ai ∈ {−1, 1} is the corresponding BPSK modulated bit of cIi

(ai = 2cIi − 1).

Upon receiving c2(t), N1 and N3 can derive cI2 and cQ2 by ordinary QPSK

demodulation. The successively derived cI2 and cQ2 bits within a time slot will then be
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N1 N3 N2

N2

a1 a3 a1+ a3 a2

Table 2.1: PNC Mapping: modulation mapping at N1, N2 and N3; demodulation at N3

used to form the c2. In other words, the operation c2 = c1
⊕

c3 in straightforward

network coding can now be realized through PNC mapping. Consequently, c2 is then

sent back to node N1 and N3 at the same time, after that, c3 = c2
⊕

c1 is decoded at

node N1 and c1 = c2
⊕

c3 is decode at node N3, respectively. Therefore, with

physical-layer network coding, we not only improves the transmission efficiency but also

realize the information exchange.

As illustrated in Table 2.1, PNC requires only two time slots for the exchange of one

frame (as opposed to three time slots in straightforward network coding and four time

slots in traditional scheduling) [20].

2.6.2 Linear Network Coding

Linear network coding (LNC) is an important category that belongs to the area of

network coding designs. The theory of LNC adopts a linear coding scheme at every node

of the network and promises high data transmission rate from the source to all receivers.

Specifically, instead of simply relaying the packets of received symbols, the intermediate

nodes send out packets that are linear combinations of previously received

information [32]. The development of this strategy leads to a wide applicability [23]

including coding theory, computer science [33, 34], distributed data storage [35],
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information security [36, 37], information theory [38], network tomography [39], optical

networks [40], optimization theory [41], peer-to-peer (P2P) content delivery [42],

switching theory [43], and wireless/satellite communications [44].

When signals propagate through the network using LNC scheme, they will transmit

over every link of the network. Every outgoing signal from a non-source node is a linear

combination of incoming signals to this node. The coefficients in the linear combination

are the ”linear gains” from incoming links to the outgoing link. Such coefficients

determine the detailed LNC scheme employed by the data that transmit through the

network [23]. The detailed process of LNC for a K source 1 destination network is

shown in Fig. 2.3.

1

2

K

b1

b

b2

bK

D...
...

Figure 2.3: Linear Network Coding (LNC)

Clearly, as can be seen from Fig. 2.3, K sources generate K signals b1, b2, ..., bk,

and the output of the destination node D is a linear combination of every input source.

Mathematically, the whole process can be descried as:

b =
K∑
k=1

gkbk (2.32)

where b indicates the coded symbol and gk are the coding coefficients often taken from

a Galois field [20–23, 45, 46] for the link between the k-th user node and the destination

node.
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When expanding the above K users, 1 destination node network into a cooperative

scenario that are equipped with K users, L relays and a single destination node, an

independent coefficient gkl is allocated for each user-relay link when LNC technique is

used during the relay-destination phase, where m users and m relays are adopted and

grouped. Therefore, these elements are grouped to form a m×m coefficient matrix G as

given by

G =


g11 g12 . . . g1m

g21 g22 . . . g2m
...

gm1 gm2 . . . gmm

 , (2.33)

where m suggests the size of the generated coefficient matrix (m 6 L)

This coefficient matrix is then stored at both the relay and the destination for the

purposes of encoding and decoding operations. Specifically, after the detected symbols

of interest are generated at relays, the detected user symbols are then multiplied by the

coefficient matrix G to complete the encoding process. Consequently, the corresponding

network coded symbol (NCS) is sent to the destination directly. At the destination side,

since the coefficient matrix G is also stored here, the inversion of this matrix G−1 is then

adopted for the decoding process.

2.7 Conclusions

In this chapter, we first introduce concept of the spread spectrum system where the DS-

CDMA is derived from, followed by some existing MUD techniques that are usually

employed in DS-CDMA systems to mitigate the MAI. After that, the system model of

a cooperative transmission is detailed, along with the descriptions of some cooperative

protocols. At last, an overview of the DSTC and PNC schemes are presented.

In the following chapters, the introduced concepts will be further developed and

explored. In chapter 3, two novel MUD techniques are proposed and applied in the

cooperative DS-CDMA system. After that, the DSTC scheme is adopted from the relay

to the destination in the uplink of a cooperative DS-CDMA system in chapter 4. Finally,
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novel PNC strategies are investigated and used at the relays in the cooperative networks

in chapter 5.
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3.1 Introduction

Multipath fading is a major constraint that seriously limits the performance of wireless

communications. Indeed, severe fading has a detrimental effect on the received signals

and can lead to a degradation of the transmission of information and the reliability of the

network. Cooperative diversity is a technique that has been widely considered in recent

years [4] as an effective tool to deal with this problem. Several cooperative schemes have

been proposed in the literature [12, 47, 48], and among the most effective ones are

Amplify-and-Forward (AF) and Decode-and-Forward (DF) [12]. For an AF protocol,

relays cooperate and amplify the received signals with a given transmit power

amplifying their own noise. With the DF protocol, relays decode the received signals and

then forward the re-encoded message to the destination. Consequently, better

performance and lower power consumption can be obtained when appropriate decoding

and relay selection strategies are applied.

DS-CDMA system is a multiple access technique that can be incorporated with

cooperative systems in ad hoc and sensor networks [49–51]. Due to the multiple access

interference (MAI) effect that arises from nonorthogonal received waveforms, the

system performance may be adversely affected. To deal with this issue, multiuser

detection (MUD) techniques have been developed [5] as an effective approach to

suppress MAI. The optimal detector, known as maximum likelihood (ML) detector, has

been proposed in [6]. However, this method is infeasible for ad hoc and sensor networks

considering its computational complexity. Motivated by this fact, several sub-optimal

strategies have been developed: the linear detector [7], the successive interference

cancellation (SIC) [8], the parallel interference cancellation (PIC) [9] and the minimum

mean-square error (MMSE) decision feedback detector [10]. A key challenge is how to

design interference cancellation techniques with low cost and near ML performance.

Moreover, such interference cancellation algorithms should be suitable to cooperative

relaying systems and feasible for deployment at the relays and small devices.

In cooperative relaying systems, different strategies that utilize multiple relays have
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been recently introduced in [52–56]. Among these approaches, a greedy algorithm is an

effective way to approach the global optimal solution. Greedy algorithms are important

mathematical techniques that follow the approach of obtaining a locally optimal solution

to complex problems with low cost in a step by step manner. Decisions at each step in

the greedy process are made to provide the largest benefit based on improving the local

state without considering the global situation. Greedy algorithms may fail to achieve the

globally optimal choice as they do not execute all procedures exhaustively, however, they

are still useful as they usually present a lower cost and can provide acceptable

approximations. Greedy algorithms have been widely applied in sparse

approximation [57], internet routing [58] and arithmetic coding [59]. In [57], orthogonal

matching pursuit (OMP) and basis pursuit (BP) are two major greedy approaches that are

used to approximate an arbitrary input signal with the near optimal linear combination of

various elements from a redundant dictionary. In [58], greedy routing is mentioned as a

routing strategy where messages are simply forwarded to the node that is closest to the

destination. In order to reduce the computational complexity and improve the overall

speed of arithmetic coding, a greedy re-normalization step that contains greedy

thresholding and greedy outputting is proposed and analyzed in [59]. In relay-assisted

systems, greedy algorithms are used in [54, 55] to search for the best set of relays,

however, with insufficient numbers of combinations considered, a significant

performance loss is experienced as compared to an exhaustive search.

This work presents cost-effective interference cancellation algorithms and multi-relay

selection algorithms for cooperative DS-CDMA systems. The proposed interference

cancellation algorithms do not require matrix inversions and rely on the RAKE receiver

(suitable for frequency selective channels when multipath fading is introduced) as the

front-end. A cross-layer optimization approach that jointly considers the proposed

interference cancellation and relay selection algorithms for ad hoc and sensor networks

is also proposed. The proposed techniques are not limited to DS-CDMA systems and

could also be applied to multi-antenna and multi-carrier systems. Cross-layer designs

that integrate different layers of the network have been employed in prior work [60, 61]

to guarantee the quality of service and help increase the capacity, reliability and coverage

of systems. However, MUD techniques with relay selection in cooperative relaying

systems have not been discussed widely in the literature. In [48, 62], an MMSE-MUD

technique has been applied to cooperative systems, where the results indicate that the
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transmissions are more resistant to MAI and obtain a significant performance gain when

compared with a single direct transmission. However, extra costs are introduced, as

matrix inversions are required when an MMSE filter is deployed.

The contributions of this chapter are summarized as follows:

• A low-cost greedy list-based successive interference cancellation (GL-SIC)

multiuser detection method that can be applied at both the relays and the

destination of wireless systems is proposed.

• A low-cost greedy list-based parallel interference cancellation (GL-PIC) strategy

which employs RAKE receivers as the front-end and can approach the ML detector

performance is then developed.

• A low-complexity multi-relay selection algorithm based on greedy techniques that

can approach the performance of an exhaustive search is presented.

• An analysis of the computational complexity, the greedy relay selection method and

the cross-layer design is presented.

• A cross-layer design that incorporates the optimization of the proposed GL-SIC and

GL-PIC techniques and the improved greedy multi-relay selection algorithm for the

uplink of a cooperative DS-CDMA system is developed and evaluated.

3.2 Cooperative DS-CDMA System Model

Consider the uplink of a synchronous DS-CDMA system with K users (k1, k2, ...kK),

L relays (l1, l2, ...lL), N chips per symbol and Lp (Lp < N) multi paths for each link.

Frequency selective channel for each link is experienced. The system is equipped with a

DF protocol at each relay and we assume that the transmit data are organized in packets

comprising P symbols. The received signals are filtered by a filter matched to the chip

pulse, sampled at chip rate to obtain sufficient statistics and organized into M × 1 vectors

ysd, ysr and yrd, which represent the signals received from the sources (users) to the

destination, the sources to the relays and the relays to the destination, respectively (M
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Figure 3.1: Uplink of a cooperative DS-CDMA system.

corresponds to the length of the receive filters). The proposed algorithms for interference

mitigation and relay selection are employed at the relays and at the destination. As shown

in Fig. 3.1, the cooperation takes place in two phases. During the first phase, the received

data at the destination and the l-th relay can be described by

ysd =
K∑
k=1

aksdSkhsd,kbk + ηsd + nsd, (3.1)

ysrl
=

K∑
k=1

aksrlSkhsrl,kbk + ηsrl
+ nsrl , (3.2)

where M = N + Lp − 1, bk ∈ {+1,−1} correspond to the transmitted symbols, aksd and

aksrl represent the k-th user’s amplitude from the source to the destination and the source

to relay l, clearly aksd = aksrl . The vectors hsd,k, hsrl,k are the Lp × 1 channel vectors for

user k from the source to the destination and the source to relay l, respectively. The M×1

vectors ηsd and ηsrl
denote the intersymbol interference (ISI) arising from the source to

the destination and source to the l-th relay. The M × 1 noise vectors nsd and nsrl contain

samples of zero mean complex Gaussian noise with variance σ2. The M × Lp matrix Sk

contains the signature sequence of each user shifted down by one position at each column
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that forms

Sk =


sk(1) 0

... . . . sk(1)

sk(N)
...

0
. . . sk(N)

 , (3.3)

where sk = [sk(1), sk(2), ...sk(N)]T is the signature sequence for user k. During the

second phase of the transmission, each relay decodes and reconstructs the received signals

using a DF protocol, then they forward the processed signals to the destination. It is

assumed that each relay is perfectly synchronized and transmits at the same time, the

signals received at the destination are then expressed by

yrd =
L∑
l=1

K∑
k=1

akrldSkhrld,kb̂rld,k +
L∑
l=1

ηrld
+ nrd, (3.4)

where akrld is the amplitude for source (user) k from the l-th relay to the destination, hrld,k

is the Lp × 1 channel vector for user k from the l-th relay to the destination, the M × 1

vector ηrld
represents the ISI arising from the l-th relay to the destination, nrd is the M×1

zero mean complex Gaussian noise with variance σ2, b̂rld,k is the decoded symbol at the

output of relay l after using the DF protocol.

The received signal at the destination comprises the data transmitted during two phases

that are jointly processed at the destination. Therefore, the received signal is described by

a 2M × 1 vector formed by stacking the received signals from the relays and the sources

as given by

yd =

ysd

yrd

 =


K∑
k=1

aksdSkhsd,kbk

L∑
l=1

K∑
k=1

akrldSkhrld,kb̂rld,k

+

 ηsd
L∑
l=1

ηrld

+

 nsd

nrd

 . (3.5)

By using the stacked received data from the source and the relays for joint processing and

using i to denote the desired symbol in the transmitted packet and its received and relayed

copies, we can rewrite the 2M × 1 vector yd(i) in (3.5) in a compact form given by

yd(i) =
K∑
k=1

CkHk(i)Ak(i)bk(i) + η(i) + n(i), (3.6)

where i denotes the time instant corresponding to one symbol in the transmitted packet

and its received and relayed copies. Ck is a 2M × (L + 1)Lp matrix comprising shifted
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versions of Sk as given by

Ck =

 Sk 0 . . . 0

0 Sk . . . Sk

 , (3.7)

where 0 here represents a M × Lp zero matrix. Hk(i) represents a (L + 1)Lp × (L + 1)

channel matrix between the sources and the destination and the relays and the destination

links as given by

Hk(i) =

 hsd,k 0 . . . 0

0 hr1d,k . . . hrLd,k

 , (3.8)

where 0 in matrix Hk(i) denotes a L× Lp zero vector. The matrix Ak(i) is an (L+ 1)×
(L + 1) diagonal matrix of amplitudes for user k, bk(i) = [bk, b̂r1d,k, b̂r2d,k, ...b̂rLd,k]

T is

an (L + 1) × 1 vector for user k that contains the transmitted symbols at the source and

the detected symbols at the output of each relay, η(i) is a 2M × 1 ISI term and n(i) is a

2M × 1 noise vector.

3.3 Proposed GL-SIC Multiuser Detection

In this section, we detail the GL-SIC multiuser detector that can be applied in the uplink

of a cooperative system. The GL-SIC detector uses the RAKE receiver as the front-end,

so that the matrix inversion required by the MMSE filter can be avoided. The GL-SIC

detector exploits the Euclidean distance between the users of interest and their nearest

constellation points, with multiple ordering at each stage, all possible lists of tentative

decisions for each user are generated. When seeking appropriate candidates, a

greedy-like technique is performed to build each list and all possible estimates within the

list are examined when unreliable users are detected. Unlike prior work which employs

the concept of Euclidean distance with multiple feedback SIC (MF-SIC) [63], GL-SIC

does not require matrix inversions and jointly considers multiple numbers of users,

constellation constraints and re-ordering at each detection stage to obtain an

improvement in detection performance.
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Figure 3.2: The reliability check in BPSK and QPSK constellations.

3.3.1 Proposed GL-SIC Design

In the following, we describe the process for initially detecting n users described by the

indices k1, k2, ..., kn at the first stage. Other users can be obtained accordingly. As shown

by Fig. 3.2, β is the distance between two nearest constellation points, dth is the threshold.

The soft output of the RAKE receiver for user k is then obtained by

uk(i) = wH
skrl

ysrl
(i), (3.9)

where ysrl
(i) represents the received signal from the source to the l-th relay, uk(i) stands

for the soft output of the i-th symbol for user k and wskrl denotes the RAKE receiver that

corresponds to a filter matched to the effective signature at the receiver. After that, we

order all users according to a decreasing power level and organize [u1, u2, ..., uk] into a

K × 1 vector ta. We choose the first n entries [ta(1), ta(2), ..., ta(n)] which denote users

kta(1), kta(2), ..., kta(n). The reliability of each of the n users is examined by the

corresponding Euclidean distance between the user of interest and its nearest

constellation point c as explained next.

Reliable decision:

If all n users are considered reliable

uta(t)(i) /∈ Cgrey, for t ∈ [1, 2, ..., n], (3.10)
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these soft estimates will then be applied to a slicer Q(·) as

b̂ta(t)(i) = Q(uta(t)(i)), for t ∈ [1, 2, ..., n], (3.11)

where b̂ta(t)(i) denotes the detected symbol for the ta(t)-th user, Cgrey is the shadowed

area in Fig. 3.2, it should be noted that the shadowed region would spread along both the

vertical and horizontal directions. The cancellation is then performed in the same way as

a conventional SIC where we mitigate the impact of MAI brought by these users

ysrl,s+1(i) = ysrl,s
(i)−

n∑
t=1

hsrl,ta(t)(i)b̂ta(t)(i), (3.12)

where the italic font hsrl,ta(t)(i) = a
ta(t)
srl Sta(t)(i)hsrl,ta(t)(i) stands for the desired user’s

channel vector associated with the link between the source and the l-th relay, ysrl,s
is the

received signal from the source to the l-th relay at the s-th (s = 1, 2, ..., K/n)

cancellation stage. The process is then repeated with another set of n users being

selected from the remaining users at the following stage, and this algorithm changes to

the unreliable mode when unreliable users are detected. Additionally, since the

interference created by the previous users with the strongest power has been mitigated,

improved estimates are obtained by reordering the remaining users.

Unreliable decision :

(a). If part of the n users are determined as reliable, while others are considered as

unreliable, we have

utp(t)(i) /∈ Cgrey, for t ∈ [1, 2, ..., np], (3.13)

utq(t)(i) ∈ Cgrey, for t ∈ [1, 2, ..., nq], (3.14)

where tp is a 1 × np vector that contains np reliable users and tq is a 1 × nq vector

that includes nq unreliable users, subject to tp ∩ tq = ∅ and tp ∪ tq = [1, 2, ...n] with

np + nq = n. Consequently, the np reliable users are applied to the slicer Q(·) directly

and the nq unreliable ones are examined in terms of all possible constellation points cm

(m ∈ [1, 2, ..., Nc]) from the 1 × Nc constellation points set C ⊆ F, where F is a subset

of the complex field, Nc is the number of constellation points and the index m is the

index number from C that employed to search for the constellation points according to

the modulation type. The detected symbols are given by

b̂tp(t)(i) = Q(utp(t)(i)), for t ∈ [1, 2, ..., np], (3.15)
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b̂tq(t)(i) = cm, for t ∈ [1, 2, ..., nq], (3.16)

At this point, Nnq
c combinations of candidates for nq users are generated. The detection

tree is then split into N
nq
c branches. After this processing, (3.12) is applied with its

corresponding combination to ensure the interference caused by the n detected users is

mitigated. Following that, Nnq
c numbers of updated ysrl

(i) are generated as different

re-created MAI is mitigated according to different branches, we reorder the remaining

users at each cancellation stage and compute a conventional SIC with RAKE receivers

for each branch.

The following K × 1 different ordered candidate detection lists are then produced:

bj(i) = [spre(i), sp(i), sjq(i), sjnext(i)]
T , j ∈ [1, 2, ..., Nnq

c ], (3.17)

where

spre(i) = [b̂ta(1)(i), b̂ta(2)(i), ...]
T stands for the previous stages detected reliable

symbols,

sp(i) = [b̂tp(1)(i), b̂tp(2)(i), ..., b̂tp(np)(i)]
T is a np × 1 vector that denotes the current

stage reliable symbols detected directly from slicer Q(·) when (3.13) occurs,

sjq(i) = [cmtq(1), c
m
tq(2), ..., c

m
tq(nq)

]T , j ∈ [1, 2, ..., N
nq
c ] is a nq × 1 vector that contains

the detected symbols deemed unreliable at the current stage as in (3.14), each entry

of this vector is allocated a value from the constellation point set C, therefore, since

each entry goes through all possible constellation points, with nq users contained in

sjq(i), N
nq
c combinations need to be considered and examined. j is the index number

from all Nnq
c combinations of sjq(i).

sjnext(i) = [..., b̂
sjq
t′(1)(i), ..., b̂

sjq
t′(n)(i)]

T includes the corresponding detected symbols in

the following stages after the j-th combination of sq(i) is allocated to the unreliable

user vector tq,

t′ is a n× 1 vector that contains the users from the last stage.

(b). If all n users are considered as unreliable, then we have

utb(t)(i) ∈ Cgrey, for t ∈ [1, 2, ..., n], (3.18)
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where tb = [1, 2, ..., n] and all n unreliable users can assume the values in C. In this case,

the detection tree will be split into Nn
c branches to produce

b̂tb(t)(i) = cm, for t ∈ [1, 2, ..., n]. (3.19)

Similarly, (3.12) is then applied and a conventional SIC with different orderings at each

cancellation stage is performed via each branch.

Since all possible constellation values are tested for all unreliable users, we have the

candidate lists

bj(i) = [spre(i), sjb(i), sjnext(i)]
T , j ∈ [1, 2, ..., Nn

c ], (3.20)

where

spre(i) = [b̂ta(1)(i), b̂ta(2)(i), ...]
T are the reliable symbols that are detected from

previous stages,

sjb(i) = [cmtb(1), c
m
tb(2), ..., c

m
tb(n)]

T , j ∈ [1, 2, ..., Nn
c ] is a n × 1 vector that represents

the number of users n which are regarded as unreliable at the current stage as shown

by (3.18), each entry of sjb is assigned a value from the constellation point set C.

The vector sjnext(i) = [..., b̂
sjb
t′(1)(i), ..., b̂

sjb
t′(n)(i)]

T contains the corresponding detected

symbols in the following stages after the j-th combination of sb(i) is allocated to all

unreliable users.

After the candidates are generated, lists are built for each group of users, and the ML rule

is used to choose the best candidate list as described by

bbest(i) = arg min
1≤j≤N

nq
c or Nn

c

∥ ysrl
(i)− Hsrl(i)b

j(i) ∥2, (3.21)

where Hsrl(i) =
[

hsrl,1 hsrl,2 . . . hsrl,K

]
is an M × K channel matrix for all

users from the source to the l-th relay, hsrl,k = aksrlSk(i)hsrl,k(i) denotes a M × 1 vector

for user k from the source to the l-th relay.

Clearly, GL-SIC is a SIC receiver that is split at stage s into N
nq
c parallel SIC

receivers (branches) where s is the first stage having unreliable users. The best branch is
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Algorithm 1 The GL-SIC algorithm

uk(i) = wH
k ysrl

(i) % soft outputs of all candidates

order uk(i) according to a decreasing power level and organize them

into ta
for s = 1 to K/n

%Check whether unreliable users have already been detected

%from previous s− 1 stages or not

if no unreliable users have been detected at previous s− 1 stages

% Examine the reliability for each user for current stage s

for t=1: n

if uta(t)(i) /∈ Cgrey % reliable

b̂ta(t)(i) = Q(uta(t)(i))

else % unreliable

b̂ta(t)(i) = cm

end

end

Do conventional SIC via each branch

else % unreliable users have already been detected at previous s− 1 stages

Re-order the next n soft estimates for stage s and send them

to the slicer Q(·)
Perform conventional SIC in each branch

end

end

% apply ML to choose the best candidates list (1 ≤ j ≤ N
nq
c )

bbest(i) = argmin1≤j≤N
nq
c or Nn

c
∥ ysrl

(i)− Hsrl(i)b
j(i) ∥2
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decided at the end using the ML criterion (minimum residual energy). The optimum

performance occurs when we examine the reliability for all users. However, in this work,

once unreliable users are detected at stage s, for the following s + 1, s + 2,...,K/n

stages, we process users directly through the conventional SIC detector to avoid further

split of the detection tree as this would bring high complexity when large number of

users are considered. Nevertheless, the performance gain can be compensated by

increasing the number of users n that we have to consider per each stage.

The proposed GL-SIC algorithm is detailed in Algorithm 1.

3.3.2 GL-SIC with Multi-branch Processing

The multiple branch (MB) structure [10, 64] that employs multiple parallel processing

branches can help to obtain extra detection diversity. Inspired by the MB approach [10,

64], we change the obtained best detection order for bbest with indices O = [1, 2, ..., K]

into a group of different detection sequences to form a parallel structure with each branch

sharing a different detection order. This approach generates multiple number of lists and

can further improve the performance of GL-SIC. Since it is not practical to test all Lb =

K! possibilities due to the high complexity, a reduced number of branches is employed.

Note that a small number of branches captures most of the performance gains and allow

the GL-SIC with the MB technique to approach the ML performance. With each index

number in Olb (the lb-th branch) being the corresponding index number in O cyclically

shifted to the right by one position as shown by

Ol1 = [K, 1, 2, ..., K − 2, K − 1],

Ol2 = [K − 1, K, 1, ..., K − 3, K − 2],

...

OlK−1
= [2, 3, 4, ..., K, 1],

OlK = [K,K − 1, K − 2, ..., 2, 1](reverse order).
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After that, each of the K parallel branches computes a GL-SIC algorithm with its

corresponding order. After obtaining K + 1 different candidate lists according to each

branch, a modified ML rule is applied with the following steps:

1. Obtain the best candidate branch bOlbase (i) among all K + 1 (O included) parallel

branches according to the ML rule:

bOlbase (i) = arg min
0≤lb≤K

∥ ysrl
(i)− Hsrlb

Olb (i) ∥2 (3.22)

2. Re-examine the detected symbol for user k (k = 1, 2, ..., K) by fixing the detected

results of all other unexamined users in bOlbase (i).

3. Replace the k-th user’s detection result b̂k in bOlbase (i) by its corresponding detected

values from all other K branches bOlb (i), (lb ̸= lbase,O = Ol0) with the same

index, the combination of updated detections with the minimum Euclidean distance

is selected through the ML rule and the improved estimate of user k is saved and

kept.

4. The same process is then repeated with the next user in bOlbase (i) until all users in

bOlbase (i) are examined.

The proposed modified ML selection technique is shown in Algorithm 2.

Algorithm 2 The modified ML selection process

bopt = [ ] % define an empty vector initially

for k = 1 to K

for n = 1 to K

bOln
temp = [bopt,bOln [k],bOlbase [k + 1], ..., bOlbase [K]]

end

Apply ML rule to choose the best combination

% save the corresponding estimate for user k from the selected

branch Olselected that provides the best combination

bopt = [bopt,bOlselected [k]] % Olselected is the current selected branch

end
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3.4 Proposed GL-PIC Multiuser Detection

In this section, we present a GL-PIC detector that can be applied at both the relays and

destination in the uplink of a cooperative system. The GL-PIC detector uses the RAKE

receiver as the front-end, so that the matrix inversion brought by the MMSE filter can be

avoided. Specifically, the proposed GL-PIC algorithm determines the reliability of the

detected symbol by comparing the Euclidean distance between the symbols of users of

interest and the potential nearest constellation point with a chosen threshold. After

checking the reliability of the symbol estimates, the nq most unreliable users are

re-examined in a greedy-like approach, which saves computational complexity by

avoiding redundant processing with reliable users. The soft estimates of the RAKE

receiver for each user are obtained by

uk(i) = wH
skrl

ysrl
(i), (3.23)

As shown in Fig. 3.2, for the k-th user, the reliability of its soft estimates is determined

by the Euclidean distance between uk(i) and its nearest constellation points c. After the

first round reliability check, na reliable users and nb unreliable users are obtained

(na + nb = K).

Reliable decision:

If the soft estimates of na users satisfy the following condition

uta(t)(i) /∈ Cgrey, for t ∈ [1, 2, ..., na], (3.24)

where ta is a 1 × na vector that contains na reliable estimates, Cgrey is the grey area in

Fig. 3.2 and the grey area would extend along both the vertical and horizontal directions.

These soft estimates are then applied to a slicer Q(·) as described by

b̂ta(t)(i) = Q(uta(t)(i)), for t ∈ [1, 2, ..., na], (3.25)

where b̂ta(t)(i) denotes the detected symbol for the ta(t)-th user.

Unreliable decision:

In case that nb users are determined as unreliable, a 1 × nb vector tb with nb unreliable

estimates included is produced, as given by

utb(t)(i) ∈ Cgrey, for t ∈ [1, 2, ..., nb], (3.26)
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we then sort these unreliable estimates in terms of their Euclidean distance in a

descending order. Consequently, the first nq users from the ordered set are deemed as the

most unreliable ones as they experience the farthest distance to their reference

constellation points. These nq estimates are then examined in terms of all possible

constellation values cm (m denotes the index number and m = 1, 2, ..., Nc) from the

1×Nc constellation points set C ⊆ F, where F is a subset of the complex field, and Nc is

determined by the modulation type. Meanwhile, the remaining np = nb − nq unreliable

users are applied to the slicer Q(·) directly, as described by

b̂tp(t)(i) = Q(utp(t)(i)), for t ∈ [1, 2, ..., np], (3.27)

b̂tq(t)(i) = cm, for t ∈ [1, 2, ..., nq], (3.28)

where tp ∩ tq = ∅ and tp ∪ tq = tb.

Therefore, by listing all possible combinations of elements across the nq most

unreliable users, the following K × 1 tentative candidate decision lists are generated

bj = [sa, sp, sjq]
T , j ∈ [1, 2, ..., Nnq

c ], (3.29)

where

sa = [b̂ta(1), b̂ta(2), ..., b̂ta(na)]
T is a na × 1 vector that contains the detected values

for the na reliable users,

sp = [b̂tp(1), b̂tp(2), ..., b̂tp(np)]
T is a np × 1 vector that represents np unreliable users

that are detected by the slicer Q(·) directly,

sjq = [cmtq(1), c
m
tq(2), ..., c

m
tq(nq)

]T is a nq × 1 tentative candidate combination vector.

Each entry of the vector is allocated a value from the constellation point set C and

all possible N
nq
c combinations need to be considered and examined.

The trade-off between performance and complexity is highly related to the modulation

type and the number (nq) of users we choose from tb. Additionally, the threshold we set

at the initial stage is also a key factor that could affect the quality of detection.
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After the Nnq
c candidate lists are generated, the ML rule is used subsequently to choose

the best candidate list as described by

bopt = arg min
1≤j≤N

nq
c

∥ ysrl
(i)− Hsrlb

j(i) ∥2 . (3.30)

Following that, bopt is used as the input for a multi-iteration PIC process as described by

b̂ik = Q
(
wH

srl,k
ysrl

−
K∑
j=1
j ̸=k

wH
srl,k

Hsrl,j b̂
i−1
j

)
, i ≥ 2 (3.31)

where b̂opt
j = b̂

(i−1)
j denotes the detected symbol for user j that is used as the input (i =

2) for the first PIC iteration, b̂ik denotes the detected value for user k at the i-th PIC

iteration, Hsrl,j stand for the channel matrices for the j-th user from the source to the

l-th relay, wH
srl,k

represents the RAKE receiver for user k from the source to the l-th relay

and b̂i−1
j is the detected value for user j that comes from the (i − 1)-th PIC iteration.

Normally, the conventional PIC is performed in a multi-iteration way, where for each

iteration, PIC simultaneously subtracts off the interference for each user produced by the

remaining ones. The MAI generated by other users is reconstructed based on the tentative

decisions from the previous iteration. Therefore, the accuracy of the first iteration would

highly affect the PIC performance as error propagation occurs when incorrect information

imports. In this case, with the help of the GL-PIC algorithm, the detection performance is

improved. The key novelty is that GL-PIC employs more reliable estimates by exploiting

prior knowledge of the constellation points.

The proposed GL-PIC algorithm is detailed in Algorithm 3.
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Algorithm 3 The GL-PIC algorithm

uk(i) = wH
k ysrl

(i) % soft outputs of all candidates

for k=1:K

% Threshold comparison

if uta(t)(i) /∈ Cgrey

b̂ta(t)(i) = Q(uta(t)(i))

else

nb unreliable users are prepared for reliability re-examination % utb(t)(i) ∈ Cgrey

end

end

Sort unreliable estimates tb in terms of the Euclidean distance

in a descending order

for t=1:nq % for the first nq most unreliable users

b̂tb(t)(i) = cm

end

for t=nq+1:length(tb)

b̂tb(t)(i) = Q(utb(t)(i))

end

% Apply the ML rule to choose the best candidate list

bopt = argmin1≤j≤N
nq
c

∥ ysrl
(i)− Hsrlb

j(i) ∥2

% The three-iteration PIC process

% bopt is used as the input

b̂ik = Q
(
wH

srl,k
ysrl

−
K∑
j=1
j ̸=k

wH
srl,k

Hsrl,j b̂
i−1
j

)
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3.5 Proposed Greedy Multi-relay Selection Method

In this section, a greedy multi-relay selection method is introduced. For this problem, an

exhaustive search of all possible subsets of relays is needed to attain the optimum relay

combination for high-quality data transmission. However, the major problem that

prevents us from applying an exhaustive search in practical communications is its very

high computational complexity. With L relays involved in the re-transmission, an

exponential complexity of 2L − 1 would be required. This fact motivates us to seek

alternative methods. By eliminating the poorest relay-destination link stage by stage, the

standard greedy algorithm can be used in the selection process, yet only a local optimum

can be achieved. Unlike existing greedy techniques, the proposed greedy multi-relay

selection method can go through a sufficient number of relay combinations and approach

the best one based on previous decisions. In the proposed relay selection, the

signal-to-interference-plus-noise ratio (SINR) is used as the criterion to determine the

optimum relay set. The expression of the SINR for user q is given by

SINRq =
E[|wH

q hq|2]
E[|η|2] + E[|n|2]

, (3.32)

where wq denotes the RAKE receiver for user q, E[|η|2]is the interference brought by

all other users, and n is the noise vector that contains samples of zero mean complex

Gaussian and variance σ2I . For the purpose of simplicity, the SINR for user q after

applying the RAKE receiver is given by

SINRq =
wH

q ρqqwq

K∑
k=1
k ̸=q

wH
q ρkqwq + σ2

NwH
q wq

=
|hH

q hq|2
K∑
k=1
k ̸=q

|hH
q hk|2 + σ2

NhH
q hq

,

(3.33)

where ρqq = hH
q hq is the correlation coefficient of the desired user q, ρkq = hH

q hk is

the cross-correlation coefficient between the signatures of user q and user k (interference

component), hq is the channel vector for user q, it should be mentioned that in various

relay combinations, the channel vector hq for user q (q = 1, 2, ..., K) is different as

different relay-destination links are involved, σ2
N is the noise variance. This problem thus
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can be cast as the following optimization:

SINRΩbest
= max

Ωr(q)

{min(SINRΩr(q)
), q = 1, ...,K}, (3.34)

where q represents the index number for an arbitrary user, Ωr denotes a possible

combination set (r ≤ L(L + 1)/2) of any number of selected relays, SINRΩr(q)

represents the SINR for user q in set Ωr, min (SINRΩr(q)
) = SINRΩr means that the

SINR for relay set Ωr is equal to the minimum SINR for a single user in set Ωr. Ωbest is

the best relay set that provides the highest SINR.

Clearly, we can also consider the SINR for different relay combinations after

applying convention SIC, conventional PIC, linear MMSE or even the proposed

detectors. However, RAKE receiver can bring the lowest complexity.

3.5.1 Standard Greedy Relay Selection Algorithm

The standard greedy relay selection method [65] works in stages by removing the single

relay according to the channel path power, as given by

Phrld
= hH

rld
hrld, (3.35)

where hrld is the channel vector between the l-th relay and the destination. At the first

stage, the initial SINR is determined when all L relays are involved in the transmission.

Consequently, we cancel the worst relay-destination link and calculate the current SINR

for the remaining L− 1 relays, as compared with the previous SINR, if

SINRcur > SINRpre, (3.36)

we update the previous SINR as

SINRpre = SINRcur, (3.37)

and move to the third stage by removing the current poorest link and repeating the above

process. The algorithm stops either when SINRcur < SINRpre or when there is only one

relay left. The selection is performed once at the beginning of each packet transmission.
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3.5.2 Proposed Greedy Relay Selection Algorithm

In order to improve the performance of the standard algorithm, we propose a new greedy

relay selection algorithm that is able to achieve a good balance between the performance

and the complexity. The proposed method differs from the standard technique as we drop

each of the relays in turns rather than drop them based on the channel condition at each

stage. The algorithm can be summarized as:

1. Initially, a set ΩA that includes all L relays is generated and its corresponding SINR

is calculated, denoted by SINRpre.

2. For the second stage, we calculate the SINR for L combination sets with each

dropping one of the relays from ΩA. After that, we choose the combination set

with the highest SINR for this stage, recorded as SINRcur.

3. Compare SINRcur with the previous stage SINRpre, if (3.36) is true, we save this

corresponding relay combination as Ωcur at this stage. Meanwhile, we update the

SINRpre as in (3.37).

4. After moving to the third stage, we drop relays in turn again from Ωcur obtained in

stage two. L − 1 new combination sets are generated, we then select the set with

the highest SINR and repeat the above process in the following stages until either

SINRcur < SINRpre or there is only one relay left.

This proposed greedy selection method considers the combination effect of the channel

condition so that additional useful sets are examined. When compared with the standard

greedy relay selection method, the previous stage decision is more accurate and the

global optimum can be approached more closely. Furthermore, its complexity is less

than

L(L + 1)/2, which is much lower than the exhaustive search. Similarly, the whole

process is performed only once before each packet and only needs to be repeated when

the channels change.

Finally, it should also be noticed that relay selection can be also operated at the source-

relay part as this is two phase process. However, in this thesis, we only consider the relay
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selection that occurs during the relay–destination links for the purpose of simplicity.

The proposed greedy multi-relay selection algorithm is depicted in Algorithm 4.

Algorithm 4 The proposed greedy multi-relay selection algorithm

ΩA = [1, 2, 3, ...L]% ΩA denotes the set when all relays are involved

SINRΩA
= min(SINRΩA(q)

), q = 1, 2, ...K

SINRpre = SINRΩA

for stage =1 to L− 1

for r=1 to L+ 1-stage

Ωr = ΩA − ΩA(r)% drop each of the relays in turns

SINRΩr = min(SINRΩr(q)), q = 1, 2, ..., K

end for

SINRcur = max(SINRΩr)

Ωcur = ΩSINRcur

if SINRcur > SINRpre and |Ωcur| > 1

ΩA = Ωcur

SINRpre = SINRcur

else

break

end if

end for

3.6 Analysis of the Proposed Algorithms

In this section, we analyze the computational complexity required by the proposed and

existing interference cancellation algorithms and the proposed greedy relay selection

method.
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Table 3.1: Computational complexity of existing and proposed MUD algorithms

Algorithms Computational Complexity (Flops)

Matched filter M(4L2
p + 4KLp − 2Lp + 6K)− 2K

Conventional M(4L2
p + 4KLp − 2Lp

SIC +18K − 12)− 4K + 2

Conventional M(4L2
p + 4KLp − 2Lp

PIC +10K + 4K2)− 4K

8M3 +M2(16K − 8)

Linear MMSE receiver +M(4L2
p + 4KLp − 2Lp

+4K + 4)− 2K

M(4L2
p + 4KLp − 2Lp + 6K)

Proposed GL-SIC −2K +Nn
c (20MK − 8Mn

+4M − 2K + 2n− 2)

M(4L2
p + 4KLp − 2Lp

Proposed GL-PIC +10K + 4K2)− 4K

+N
nq
c (8MK + 8M − 2)

Standard Likelihood M(4L2
p + 4KLp − 2Lp − 2K)

(ML) detector +NK
c (8MK + 8M − 2)
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3.6.1 Computational Complexity

We first compare the computational complexity of the proposed (GL-SIC and GL-PIC)

and other existing interference cancellation algorithms in terms of the required floating

point operations (flops). The resulting complexity is calculated as a function of the

following parameters:

• Total number of users K.

• The number of multipath channel components Lp.

• The number of constellation points Nc that correspond to the modulation type.

• The parameter M which corresponds to the length of the receive filters, where M =

N + Lp − 1 and N is the spreading gain.

Specifically, in the GL-SIC algorithm, n refers to the number of users we considered

per each stage, and in the GL-PIC algorithm, nq represents the number of unreliable

users that need to be re-examined in the second processing stage. The required flops are

considered both in the case of real and complex matrix operations. It is worth noting that,

in real arithmetic, a multiplication followed by an addition requires 2 flops while for the

complex numbers, 8 flops are required when an addition is executed after a multiplication.

As a result, it can be approximated that the complexity of a complex matrix multiplication

is 4 times of its real counterpart.

Table. 3.1 illustrates a comparison of the computational complexity for various

existing detection methods and our proposed algorithms. The Y-axis is presented in

log-scale form in order to make the figures more visible. It is worth noting that the

GL-SIC algorithm has variable complexity according to different circumstances as an

unpredictable number of unreliable users may appear in any of the stages. As a result,

the corresponding worst-case scenario is evaluated when all n users are considered as

unreliable at the first stage.

For each case shown in Table. 3.1, the upper bound of the complexity is given by

the standard ML detector, where it explores all possible combinations of the detected

47



CHAPTER 3. JOINT INTERFERENCE CANCELLATION AND RELAY SELECTION

ALGORITHMS BASED ON GREEDY TECHNIQUES FOR COOPERATIVE DS-CDMA

SYSTEMS

results and chooses the one with the minimum Euclidean distance. However, when a

large number of users need to be considered, an exponential complexity growth would

limit its application in practical utilization. In contrast, with careful control of the number

of unreliable users n and nq being re-examined in both proposed algorithms, a substantial

complexity saving is achieved. Additionally, our proposed greedy list-based algorithms

offer a clear complexity advantage over the linear MMSE receiver as they adopt the RAKE

receiver as the front end, so that the cubic complexity can be avoided. Another feature to

highlight is that although our proposed algorithms have a complexity slightly higher than

the matched filter, the conventional SIC and the conventional PIC, they exhibit significant

performance gains over existing techniques.
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Figure 3.3: Computational complexity in flops for various MUD detectors

In order to further investigate the computational complexity for various MUD

techniques, we fix the number of users K = 10, the number of multipaths in the channel

Lp = 3 and assume the BPSK modulation is adopted. The required number of flops

(log-scale) of the proposed and existing MUD algorithms are simulated in Fig. 3.3,

where in the GL-SIC algorithm, n = 2 users are considered jointly at each stage and in

the GL-PIC algorithm, nq = 3 unreliable users need to be re-examined in the second

processing stage. With the increase of the number of users, the standard ML detector
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experienced the highest complexity when compared with other MUD schemes, which,

from another point of view, demonstrates that the improvement in its performance is

achieved at the expense of a large increase in computational complexity. A similar

complexity trend for the linear MMSE receiver illustrated in Fig. 3.3 shows a relatively

lower complexity than the standard ML detector, however, its complexity still

substantially exceeds that of the remaining strategies as a cubic cost is brought. Another

important point observed in Fig. 3.3 is that our proposed algorithms offer a moderately

higher cost than the matched filter, the conventional SIC and the conventional PIC,

whereas they provide a considerable performance advantage over these schemes,

resulting in an attractive trade-off between complexity and performance.

3.6.2 Greedy Relay Selection Analysis

The proposed greedy multi-relay selection method is a stepwise backward selection

algorithm, where we optimize the selection based on the SINR criterion at each stage.

We begin the process when all relays participate in the transmission and then subtract off

the contributions brought by each of the relays from set of selected relays of the previous

stage. The relay combinations generated at each stage are presented as follows:

Stage 1 : {Ω1
1},

Stage 2 : {Ω2
1,Ω

2
2,Ω

2
3, ...,Ω

2
L},

...

Stage s : {Ωs
1,Ω

s
2,Ω

s
3, ...,Ω

s
L+2−s},

...

Stage L− 1 : {ΩL−1
1 ,ΩL−1

2 ,ΩL−1
3 },

Stage L : {ΩL
1 ,Ω

L
2 },

where Ωs
i denotes the i-th relay combination at the s-th stage. Clearly, the maximum

number of relay combinations that we have to consider for all L stages is 1 + 2 + 3 +

... + L = (1 + L)L/2, since this algorithm stops either when SINRcur < SINRpre or

when there is only one relay left, the associated complexity for the proposed greedy relay

selection strategy is less than (1 + L)L/2.

Compared with the exhaustive search, which is considered as the optimum relay
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selection method, the number of relay combinations examined at each stage is given by

Stage 1 : {Ω1
1},

Stage 2 : {Ω2
1,Ω

2
2,Ω

2
3, ...,Ω

2
L},

...

Stage s : {Ωs
1,Ω

s
2,Ω

s
3, ...,Ω

s
L(L−1)...(L−s+2)

(s−1)!

},

...

Stage L− 1 : {ΩL−1
1 ,ΩL−1

2 ,ΩL−1
3 , ...,ΩL−1

L(L−1)
2

},

Stage L : {ΩL
1 ,Ω

L
2 Ω

L
3 , ...,Ω

L
L}.

The total number of relay combinations can then be calculated as

CL
L + CL−1

L + CL−2
L + ...+ C2

L + C1
L = 2L − 1, where each term Cn

m = m(m−1)...(m−n+1)
n!

represents the number of combinations that we choose, i.e., n elements from m elements

(m ≥ n). The proposed greedy algorithm provides a much lower cost with a moderate

to large number of relays when compared with the exhaustive search as an exponential

complexity is avoided.

In fact, the idea behind the proposed algorithm is to choose relay combinations in a

greedy fashion. At each stage, we select the set of relays with the highest SINR and the

previous stage result always affects the following stage set of relays candidates. Then we

subtract off the contribution brought by each of the remaining relays and iterate on the

residual. After several stages, the algorithm is able to identify the optimum relay set. To

this end, we propose the following proposition.

Proposition: the proposed greedy algorithm achieves an SINR that is bounded as

follows:

SINRΩstandard ≤ SINRΩproposed ≤ SINRΩexhaustive

Proof:

From the proposed greedy algorithm, the set containing the selected relay at the s-th

stage is given by

Ωs
proposed = {m,n, ..., p}

= max{Ωs−1
proposed \ Ω

s−1
proposed(i), i ∈ [1, L+ 2− s]},
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where Ωs\Ωs(i) denotes a complementary set where we drop the i-th relay from the relay

set Ωs. m, n and p represent the relay m, the relay n and the relay p, respectively.

We first prove the lower bound for an arbitrary stage s by induction, other stages can

be obtained accordingly. Assuming both algorithms achieve the same set at stage s, we

have

Ωs
standard = {m,n, ..., p},

Ωs
proposed = {m,n, ..., p},

which leads to the equality SINRΩs
standard

= SINRΩs
proposed

, if we then proceed with the

proposed greedy algorithm and choose a different set which provides a higher SINR, we

have

Ωs
standard = {m,n, ..., p},

Ωs
proposed = {m,n, ..., q},

with the only different relay being p ̸= q, and assuming that q provides a higher SINR

than p, we prove the inequality that SINRs
Ωstandard ≤ SINRs

Ωproposed.

We then investigate the upper bound by comparing the proposed algorithm and the

exhaustive search at an arbitrary stage s, other stages can be obtained accordingly. At an

arbitrary stage s, since Ωs
proposed is a candidate subset of the exhaustive search, we have

Ωs
exhaustive = max {Ωs

exhautive(i), i ∈ [1, CL+1−s
L ]},

Ωs
proposed ∈ {Ωs

exhautive(i), i ∈ [1, CL+1−s
L ]},

where Ωs
exhaustive(i) represents the i-th relay combination selected at the s-th stage of the

exhaustive greedy relay selection method.

Assuming both strategies select the same relay combination at stage s, we have

Ωs
proposed = {m,n, ..., p},

Ωs
exhaustive = {m,n, ..., p},

this situation again leads to the equality that SINRΩs
proposed

= SINRΩs
exhaustive

. In contrast, if

the exhaustive search picks another relay set belongs to {Ωs
exhautive(i), i ∈ [1, CL+1−s

L ]} that

provides a higher SINR, clearly, Ωs
proposed ̸= Ωs

exhaustive, we can then obtain the inequality

that SINRΩs
proposed

≤ SINRΩs
exhaustive

.

51



CHAPTER 3. JOINT INTERFERENCE CANCELLATION AND RELAY SELECTION

ALGORITHMS BASED ON GREEDY TECHNIQUES FOR COOPERATIVE DS-CDMA

SYSTEMS

3.7 Proposed Cross-layer Design

In this section, we present and analyze a cross-layer design strategy that combines the

proposed MUD techniques with the proposed greedy multi-relay selection algorithm for

the uplink of the cooperative DS-CDMA networks. This approach jointly considers the

performance optimization across different layers of the network, since inappropriate data

detection and estimation that are executed at the lower physical layer can spread incorrect

information to the data and link layer where relay selection strategy performs, causing

the loss of useful information and degradation of the overall system performance. In this

case, when improved data detection is obtained at the physical layer, together with an

effective relay selection, a better system performance can be achieved.

As stated in previous sections, the system operates in two phases, where for the first

phase, the proposed MUD techniques are applied and processed at each of the relays

with a DF protocol, after the detection process, the proposed greedy multi-relay selection

algorithm is then performed to seek the optimum relay combination. In the second phase,

the chosen relays take part in the transmission in order to forward the information to

the destination. After all the data are received at the destination, the proposed MUD

algorithms are applied to recover the transmitted data.

Given the received data ysd and ysrl
at the destination and each of the relays, we wish

to optimize the overall system performance in terms of the bit error rate (BER), through

the selection of the received signals yrd at the destination from all relays, the accuracy of

the detected symbols b̂rld,k at each of the relays and the detected results b̂k at the

destination, subject to practical system constraints (K, L, Lp, Hsd, Hsrl , Hrld). The

proposed cross-layer design can be cast into the following optimization problem:
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(b̂,Ωopt) = arg min
(b,Ωs)

∥∥∥∥∥
 ysd∑

l∈Ωs

Hrldb̂rld

−

 Hsdbj∑
l∈Ωs

Hrldbj

∥∥∥∥∥
2

subject to

1). 1 ≤ j ≤ Nnq
c or Nn

c ,

2). Ωopt = Ωs when SINRΩs < SINRΩs−1 ,

3). SINRΩs = max { min (SINRΩs
i(k)

)},

4). k = 1, 2, ..., K,

5). s ≤ L,

6). i = 1, 2, ..., L+ 2− s when s ∈ [2, L],

7). i = 1 when s = 1,

(3.38)

where bj stands for the j-th candidate list generated after applying the GL-SIC/GL-PIC

algorithms at the destination, s denotes stage index in the relay selection process, Ωs

represents the selected relay combination at the stage s, SINRΩs
i(k)

is the SINR for the

k-th user in the i-th relay combination at stage s and Ωopt is the optimum relay

combination obtained through the proposed greedy relay selection method. The

cross-layer optimization in (3.38) is a non-convex optimization problem due to the

discrete nature of the joint detection and relay selection problems. We propose to solve it

in two stages using the proposed greedy detection and relay selection algorithms.

During the first phase, the received vector ysrl
passes through the proposed

GL-SIC/GL-PIC algorithms at the relay l, lists of candidate combinations bj
rld

are

generated in the lower physical layer and the corresponding detected result b̂rld,k is then

obtained via the following ML selection

b̂rld = argmin
brld

∥ ysrl
− Hsrlb

j
rld

∥2, 1 ≤ j ≤ Nnq
c or Nn

c . (3.39)

This interference cancellation operation affects the following process in two different

ways.

• The accuracy of b̂rld,k directly controls the re-generated signals yrd received at the

destination via the physical layer as can be verified from (3.4), hence, it further

affects the decisions b̂k made at the end as (3.5) computes.
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• Improper detection of b̂rld,k can cause the error propagation spreads in the second

phase.

Consequently, in the second phase, the proposed greedy relay selection strategy is

performed at the data and link layer, the selection takes into account the physical layer

characteristics as appropriate detection result coming from the lower physical layer can

prevent error propagation spreading into the upper data and link layer.

In order to describe this process mathematically, we first define the SINR for the i-th

relay combination at an arbitrary stage s as

SINRΩs
i
= min {SINRΩs

i(k)
}, k = 1, 2, ..., K. (3.40)

This algorithm operates in stages, and the SINR for the selected relay combination at each

stage is given by

SINRΩ1 =SINRΩA
,Ω1 = ΩA = [1, 2, 3, ..., L],

SINRΩ2 =max {SINRΩ2
i
},Ω2

i = Ω1 \ Ω1(i), i = 1, ..., L,

SINRΩ3 =max {SINRΩ3
i
},Ω3

i = Ω2 \ Ω2(i), i = 1, ..., L− 1,

...

SINRΩL =max {SINRΩL
i
},ΩL

i = ΩL−1 \ ΩL−1(i), i = 1, 2.

The selection stops when SINRΩs < SINRΩs−1 is achieved, and the optimum relay

combination is then computed as Ωopt = Ωs. After that, the selected relays continue to

forward the re-generated signals to the destination in the second phase. At the

destination, after we receive both the signals from the direct links and the selected relays,

we then apply the GL-SIC/GL-PIC algorithms again to obtain lists of candidates

combinations bj , and the ML algorithm is adopted afterwards to choose the optimum

detection list as given by

b̂ = argmin
b

∥∥∥∥∥
 ysd∑

l∈Ωopt

yrld

−

 Hsd∑
l∈Ωopt

Hrld

bj

∥∥∥∥∥
2

= argmin
b

∥∥∥∥∥
 ysd∑

l∈Ωopt

Hrldb̂rld

−

 Hsdbj∑
l∈Ωopt

Hrldbj

∥∥∥∥∥
2

,

subject to

1 ≤ j ≤ Nnq
c or Nn

c .

(3.41)
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The proposed cross-layer design is detailed in Algorithm 5.

Algorithm 5 The cross-layer design

Phase I

%received signals from the source-destination link

ysd = Hsdbk

%received signals from the source to the l-th relay

ysrl
= Hsrlbk

% Interference cancellation process at each of the relays

Apply the GL-SIC/GL-PIC algorithms

at each of the relays to obtain bj
rld

% Apply the ML rule to select b̂rld from bj
rld

b̂rld = argmin ∥ ysrl
− Hsrlb

j
rld

∥2, 1 ≤ j ≤ N
nq
c or Nn

c

Phase II

Apply the greedy multi-relay selection method

SINRΩs
i
= min {SINRΩs

i(k)
}, k = 1, 2, ..., K

SINRΩs = max {SINRΩs
i
},Ωs

i = Ωs−1 \ Ωs−1(i),

i = 1, 2, ..., L+ 2− s

Ωopt = Ωs when SINRΩs < SINRΩs−1

%received signals from the selected relays to the destination

yrd =
∑

l∈Ωopt

Hrldb̂rld

Apply the GL-SIC/GL-PIC algorithms

at the destination to obtain bj

% Apply the ML rule to select b̂k from bj(1 ≤ j ≤ N
nq
c or Nn

c )

b̂ = argmin
∥∥∥
 ysd∑

l∈Ωopt

Hrldb̂rld

−

 Hsdbj∑
l∈Ωopt

Hrldbj

∥∥∥2.

3.8 Simulations

In this section, a simulation study of the proposed multiuser detectors and the low cost

greedy multi-relay selection method is carried out. The DS-CDMA network uses
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randomly generated spreading codes of length N = 32 and N = 16, it also employs

Lp = 3 independent paths with the power profile [0dB,−3dB,−6dB] for the

transmission link. The channel is frequency selective and the corresponding channel

coefficients are taken as complex Gaussian variables and normalized to ensure the

average power is unity over the packet. We assume perfectly known channels at the

receiver. Equal power allocation is employed during the transmission. The grey area in

the GL-SIC and GL-PIC algorithm is determined by the threshold where dth = 0.25. We

consider packets with 1000 BPSK symbols and average the curves over 1000 trials. For

the purpose of simplicity, n = 2 users are considered in the GL-SIC scheme at each

stage and for the GL-PIC strategy, a three-iteration PIC process is adopted. The

signal-to-noise ratio (SNR) is defined as SNR = σ2
b/σ

2, where σ2
b corresponds to the

signal power and σ2 is the noise power. The following simulations are compared and

analyzed in both non-cooperative and cooperative scenarios.
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Figure 3.4: GL-SIC comparison in non-cooperative system with 20 users

The first example shown in Fig. 3.4 illustrates the performance comparison between

the proposed GL-SIC interference suppression technique and other multiuser detection
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methods. The proposed GL-SIC algorithm uses the spreading codes with length N = 32

and the overall system is equipped with 20 users that only takes into account the source

to the destination link. The conventional SIC detector is the standard SIC with RAKE

receivers employed at each stage and the Multi-branch Multi-feedback SIC (MB MF-

SIC) detection algorithm proposed in [63] is presented here for comparison purposes. We

also produce simulation results for the multi-branch SIC (MB-SIC) detector where four

parallel branches with different detection orders are employed. Specifically, the detection

order for the first branch is obtained through a power decreasing level, while the detection

orders for the remaining three are attained by cyclically shifting the order index from the

previous branch to right by one position. Similarly, RAKE receivers are adopted at each

cancellation stage. Simulation results reveal that our proposed single branch GL-SIC

significantly outperforms the linear MMSE receiver, the conventional SIC and exceeds

the performance of MB-SIC with Lb = 4 and MB MF-SIC with Lb = 4 for the same BER

performance.
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Figure 3.5: GL-PIC comparison in non-cooperative system with 20 users

In the second example, the BER performance of the analyzed detection schemes is then
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examined for the proposed GL-PIC detector employed in the direct transmission, N = 32

and the user number is 20. As depicted in Fig. 3.5, the results compare the BER versus

SNR performance between the conventional detectors and the GL-PIC techniques with

different number of unreliable users being re-examined, the figure advises that the GL-PIC

algorithm performs better than the conventional SIC detector and the conventional PIC

detectors, both with RAKE receivers employed at each cancellation stage. Moreover, with

the additional number of unreliable users being re-examined, extra performance gains

can be obtained. However, in this non-cooperative system, the performance improvement

is slight and the detection capability is not that good when compared with the GL-SIC

scheme.
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Figure 3.6: a) BER versus SNR for uplink cooperative system (left subplot) b) BER

versus number of users for uplink cooperative system (right subplot)

The next scenario illustrated in Fig. 3.6(a) shows the BER versus SNR plot for the

cross-layer design using the proposed detectors and the greedy relay selection method,

where we apply the GL-SIC/GL-PIC algorithms at both the relays and the destination

in an uplink cooperative scenario with 10 users, 6 relays and spreading gain N = 16.

The performance bounds for an exhaustive search of different detectors are presented

here for comparison purposes, where it examines all possible relay combinations and
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picks the one with the highest SINR. From the results, it can be seen that with the relay

selection, the GL-SIC (Lb = 1) detector performs better than the GL-PIC detector in high

SNR region. Furthermore, the BER performance curves of our proposed relay selection

algorithm approach almost the same level of the exhaustive search, whilst keeping the

complexity reasonably low for practical utilization.

In contrast, the algorithms are then assessed in terms of BER versus number of users

in Fig. 3.6(b) with a fixed SNR=15dB. Similarly, we apply both the GL-SIC and the

GL-PIC detectors at both the relays and destination. The results indicate that the overall

system performance degrades as the number of users increases. In particular, this figure

also suggests that our proposed greedy relay selection method has a big advantage for

situations without a high load (limited number of users) and can approach the exhaustive

search very closely with a relatively lower complexity. Additionally, the BER

performance curves of GL-SIC detector is better than the GL-PIC detector especially for

a large number of users.
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Figure 3.7: BER versus SNR for uplink cooperative system with different filters employed

at the relays and the destination
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In order to further verify the performance for the proposed cross-layer design, we

compare the effect of different detectors with 10 users and 6 relays when this new greedy

multi-relay selection algorithm is applied in the system. The results depicted in Fig.

3.7 with spreading gain N = 16 indicate that the GL-SIC (Lb = 1) approach allows a

more effective reduction of BER and achieves the best performance that is quite close

to the single user scenario, followed by the MB MF-SIC (Lb = 4) detector, the MB-

SIC (Lb = 4) detector, the GL-PIC detector, the linear MMSE receiver, the conventional

SIC detector and the conventional PIC detector. Additionally, it is worth noting that some

extra performance gains are attained for the GL-PIC approach as more nq unreliable users

are selected and re-examined.

3.9 Conclusions

In this chapter, the GL-SIC and GL-PIC interference cancellation algorithms, which can

approach the ML performance at a much lower cost than competing techniques have

been presented. Following by that, a greedy multi-relay selection algorithm that

outperforms existing greedy algorithms and obtains a performance close to an exhaustive

search have also been proposed. A novel cross-layer design strategy that incorporates

GL-SIC or GL-PIC, and a greedy multi-relay selection algorithm for the uplink of

cooperative DS-CDMA systems has been also presented. This approach effectively

reduces the error propagation generated at the relays, avoiding the poorest

relay-destination link while requiring a low complexity. Simulation results demonstrate

that the performance of the proposed cross-layer design is superior to existing techniques

and can approach an interference-free scenario.

60



Chapter 4

Buffer-Aided Distributed Space-Time

Coding Schemes and Algorithms for

Cooperative DS-CDMA Systems

Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2 DSTC Cooperative DS-CDMA System Model . . . . . . . . . . . . . 64

4.3 Proposed Buffer-aided Cooperative DSTC Scheme . . . . . . . . . . 66

4.4 Greedy Relay Pair Selection Technique . . . . . . . . . . . . . . . . 71

4.5 Proposed Dynamic Buffer Scheme . . . . . . . . . . . . . . . . . . . 74

4.6 Analysis of the Proposed Algorithms . . . . . . . . . . . . . . . . . . 76

4.7 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.1 Introduction

The ever-increasing demand for performance and reliability in wireless communications

has encouraged the development of numerous innovative techniques. Among them,
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cooperative diversity is one of the key techniques that has been considered in recent

years [4, 66–68] as an effective tool to improving transmission performance and system

reliability. Several cooperative schemes have been proposed [12, 47, 48], and among the

most effective ones are Amplify-and-Forward (AF), Decode-and-Forward (DF) [12] and

various distributed space-time coding (DSTC) techniques [14–18]. For an AF protocol,

relays cooperate and amplify the received signals with a given transmit power. With the

DF protocol, relays decode the received signals and then forward the re-encoded

message to the destination. DSTC schemes exploit spatial and temporal transmit

diversity by using a set of distributed antennas. With DSTC, multiple redundant copies

of data are sent to the receiver to improve the quality and reliability of data transmission.

Applying DSTC at the relays provides multiple processed signal copies to compensate

for the fading and noise, helping to achieve the attainable diversity and coding gains so

that the interference can be more effectively mitigated. As a result, better performance

can be achieved when appropriate signal processing and relay selection strategies are

applied.

In cooperative relaying systems, different strategies that employ multiple relays have

been recently introduced in [52, 53, 56, 69–71]. The aim of relay selection is to find the

optimum relay so that the signal can be transmitted and received with increased

reliability. Recently, a new cooperative scheme with relays equipped with buffers has

been introduced and analyzed in [72–75]. The main purpose is to select the best link

according to a given criterion. In [72], a brief introduction of the buffer-aided relaying

protocols for different networks is described and some practical challenges are

discussed. A further study of the throughput and diversity gain of the buffer-aided

system has been subsequently introduced in [73]. In [74], a new selection technique that

is able to achieve the full diversity gain by selecting the strongest available link in every

time slot is detailed. In [75], a max-max relay selection (MMRS) scheme for half-duplex

relays with buffers is proposed. In particular, relays with the optimum source-relay links

and relay-destination links are chosen and controlled for transmission and reception,

respectively.

In this chapter, we propose buffer-aided DSTC schemes and algorithms for

cooperative direct-sequence code-division multiple access (DS-CDMA) systems. In the

proposed buffer-aided DSTC schemes, a relay pair selection algorithm automatically
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selects the optimum set of relays according to the signal-to-interference-plus noise ratio

(SINR) criterion. Specifically, the proposed algorithms can be divided into two parts.

Initially, a link combination associated with the optimum relay group is selected, which

determines if the buffer is ready for transmission or reception. For the second part,

DSTC is performed from the selected relay combination to the destination when the

buffers are switched to the transmission mode. The direct transmission is conducted

between the source and the relay combination when the buffers are in the reception

mode. With dynamic buffers equipped at each of the relays, the proposed schemes take

advantage of the high storage capacity where multiple blocks of data can be stored so

that the most appropriate ones can be selected at a suitable time instant. The key

advantage of introducing the dynamic buffers in the system is their ability to store

multiple blocks of data according to a chosen criterion so that the most appropriate ones

can be selected at a suitable time instant with the highest efficiency.

The contributions of this chapter are summarized as follows:

• A buffer-aided DSTC scheme that is able to store enough data packets in the

corresponding buffer entries according to different criteria so that more

appropriate symbols can be selected in a suitable time instant is proposed.

• A relay selection algorithm that chooses a relay pair rather than a single relay as the

DSTC transmission needs the cooperation of a pair of antennas is developed. The

proposed algorithm automatically selects the target relay pair in order to forward

the data.

• A greedy relay pair selection technique is then introduced to reduce the high cost

brought by the exhaustive search that is required when a large number of relays are

involved in the transmission.

• A dynamic approach that allows the buffer size to be adjustable according to

different situations is then introduced.

• An analysis of the computational complexity, the average delay and the greedy

algorithm are also presented.
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4.2 DSTC Cooperative DS-CDMA System Model

Figure 4.1: Uplink of a cooperative DS-CDMA system.

Consider the uplink of a DS-CDMA system with K users, L relays equipped with

finite-size buffers capable of storing J packets and N chips per symbol that experience

channels with flat fading. The system is equipped with a cooperative protocol at each relay

and we assume that the transmit data are organized in packets comprising M symbols.

The received signals are filtered by a filter matched to the chip pulse and sampled at chip

rate to obtain sufficient statistics. As shown in Fig.4.1, the whole transmission is divided

into two phases. In the first phase of our design, we randomly combine any two of the

relays into a group, consequently, the sources transmit the data to the corresponding target

relay pair over two consecutive time instants. The detected data for user k over two time

slots, b̂rmd,k(2i − 1) and b̂rnd,k(2i), are stored at relay m and relay n, respectively. After

that, a DSTC scheme is employed at the following phase, where the corresponding 2× 2

Alamouti [19, 26, 76] detected symbol matrix over relay m and relay n for user k among

two consecutive time instants is given by

Bk =

 b̂rmd,k(2i− 1) −b̂∗rnd,k(2i)

b̂rnd,k(2i) b̂∗rmd,k(2i− 1)

 . (4.1)

Consequently, the received signal for user k from relays m and n to the destination over
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two consecutive time slots yields the 2N × 1 received vectors described by

yrm,nd,k(2i− 1) = hk
rmdb̂rmd,k(2i− 1) + hk

rndb̂rnd,k(2i) + n(2i− 1), (4.2)

yrm,nd,k(2i) = hk
rndb̂

∗
rmd,k(2i− 1)− hk

rmdb̂
∗
rnd,k(2i) + n(2i), (4.3)

where hk
rld

= akrldskhrld,k denotes an N × 1 effective signature vector for user k from

the l-th relay to the destination with m,n ∈ [1, 2, ..., L]. The quantity akrld represents the

k-th user’s amplitude from the l-th relay to the destination, sk = [sk(1), sk(2), ...sk(N)]T

is the N × 1 signature sequence for user k and hrld,k are the complex channel fading

coefficients for user k from the l-th relay to the destination. The N × 1 noise vectors

n(2i− 1) and n(2i) contain samples of zero mean complex Gaussian noise with variance

σ2I, b̂rmd,k(2i − 1) and b̂rnd,k(2i) are the decoded symbols at the output of relay m and

relay n after using a cooperative protocol at time instants (2i− 1) and (2i), respectively.

Equivalently, (4.2) and (4.3) can be rewritten as

yrm,nd,k = Hk
rm,ndbrm,nd,k + nrm,nd, (4.4)

where yrm,nd,k =
[
yT
rm,nd,k

(2i− 1), (y∗
rm,nd,k

(2i))T
]T

represents the received signal from

relay m and n over two time instants. The 2 N x 2 Alamouti matrix with the effective

signatures for user k is given by

Hk
rm,nd =


hk
rmd hk

rnd

(hk
rnd)

∗ − (hk
rmd)

∗

 , (4.5)

where the 2 × 1 vector brm,nd,k =
[
b̂rmd,k(2i− 1), b̂rnd,k(2i)

]T
is the processed vector

when the DF protocol is employed at relays m and n at the corresponding time instant,

and nrm,nd =
[
n(2i− 1)T , (n∗(2i))T

]T is the noise vector that contains samples of zero

mean complex Gaussian noise with variance σ2I.

At the destination side, various MUD decoding schemes can be employed. For the

linear MUD detections, the detected symbols can be obtained as given by

b̂rm,nd,k = Q
(
(wk

rm,nd)
Hyrm,nd

)
(4.6)

where wk
rm,nd

is the receive filter applied at the destination.

65



CHAPTER 4. BUFFER-AIDED DISTRIBUTED SPACE-TIME CODING SCHEMES AND

ALGORITHMS FOR COOPERATIVE DS-CDMA SYSTEMS

Similarly, the maximum likelihood (ML) detection method can also be applied at the

destination after the following computation is obtained when Alamouti scheme is used

b̃rmd,k(2i− 1) = (hk
rmd)

Hyrm,nd,k(2i− 1) + (hk
rnd)

Ty∗
rm,nd,k(2i)

=
(
(hk

rmd)
Hhk

rmd + (hk
rnd)

T (hk
rnd)

∗
)
b̂rmd,k(2i− 1) +

(
(hk

rmd)
Hn(2i− 1) + (hk

rnd)
Tn∗(2i)

)

b̃rnd,k(2i) = (hk
rnd)

Hyrm,nd,k(2i− 1)− (hk
rmd)

Ty∗
rm,nd,k(2i)

=
(
(hk

rnd)
Hhk

rnd + (hk
rmd)

T (hk
rmd)

∗
)
b̂rnd,k(2i) +

(
(hk

rnd)
Hn(2i− 1)− (hk

rmd)
Tn∗(2i)

)
(4.7)

Consequently, after testing all possible symbols for ML decision, the most likely detection

results are selected. This scheme groups the relays into different pairs and a more reliable

transmission can be achieved if proper relay pair selection is performed.

4.3 Proposed Buffer-aided Cooperative DSTC Scheme

In this section, we present a buffer-aided cooperative DSTC scheme, where each relay is

equipped with a buffer so that the processed data can be stored and the buffer can wait

until the channel pair associated with the best performance is selected. Consequently,

processed data are stored at the corresponding buffer entries and then re-encoded when

the appropriate time interval comes. Specifically, the buffer with size J can store up

to J packets of data and can either forward or wait for the best time instant to send data.

This method effectively improves the quality of the transmission, guarantees that the most

suitable signal is selected from the buffer entries and sent to the destination with a higher

reliability.

The algorithm begins with a SINR calculation for all possible channel combinations.

In the case of the Alamouti code, every two relays are combined into a group and all

possible lists of corresponding channel pairs are considered. Thus, the corresponding

SINR for an arbitrary relay pair is then calculated and recorded as follows:
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Figure 4.2: Proposed buffer-aided cooperative scheme.
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(4.8)

SINRrm,nd =

K∑
k=1

(wk
rmd)

Hhk
rmd(h

k
rmd)

Hwk
rmd + (wk

rnd)
Hhk

rnd(h
k
rnd)

Hwk
rnd

K∑
j=1
j ̸=k

(wk
rmd)

Hhj
rmd(h

j
rmd)

Hwk
rmd +

K∑
j=1
j ̸=k

(wk
rnd)

Hhj
rnd(h

j
rnd)

Hwk
rnd + σ2

(
(wk

rmd)
Hwk

rmd + (wk
rnd)

Hwk
rnd

) .
(4.9)

In (4.8), SINRsrm,n denotes the SINR for the combined paths from all users to relay m

and relay n, wskrl is the detector used at the relays. When the matched filter (MF) is

adopted at the corresponding relay, wskrl is expressed as

wskrl = hskrl , (4.10)

similarly, if the linear minimum mean-square error (MMSE) receiver [77] is employed at

the relays, wskrl is equal to

wskrl =

( K∑
k=1

hskrlh
H
skrl

+ σ2I
)−1

hskrl , (4.11)
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hskrl = askrlskhskrl is the effective signature vector from user k to the relay l. Similarly, in

(4.9), SINRrm,nd represents the SINR for the combined paths from relay m and relay n to

the destination. The receive filter wk
rld

is employed by the detector used at the destination.

When the MF is adopted at the destination, wk
rld

is expressed as

wk
rld

= hk
rld
. (4.12)

Similarly, if the linear MMSE receiver is employed at the relays, wk
rld

is equal to

wk
rld

=

( K∑
k=1

hk
rld
(hk

rld
)H + σ2I

)−1

hk
rld
. (4.13)

The above equations correspond to a cooperative system under the assumption that signals

from all users are transmitted to the selected relays m and n. Both MF and MMSE

receivers are considered here for the purpose of simplicity, it should be mentioned that

other detectors [78] can also be used. We then sort all these SINR values in a decreasing

order and select the one with the highest SINR as given by

SINRp,q = arg max
m,n∈[1,2,...,L]

{SINRsrm,n , SINRrm,nd}, (4.14)

where SINRp,q denotes the highest SINR associated with the relay p and relay q. After

the highest SINR corresponding to the combined paths is selected, two different

situations need to be considered as follows.

Source-relay link:

If the highest SINR belongs to the source-relay link, then the signal sent to the target

relays p and q over two time instants is given by

ysrl
(2i− 1) =

K∑
k=1

hskrlbk(2i− 1) + n(2i− 1), l ∈ [p, q], (4.15)

ysrl
(2i) =

K∑
k=1

hskrlbk(2i) + n(2i), l ∈ [p, q]. (4.16)

The received signal is then processed by the detectors as the DF protocol is adopted.

Therefore, the decoded symbols that are stored and sent to the destination from the l-th

relay are obtained as

b̂rld,k(2i− 1) = Q(wH
skrl

ysrl
(2i− 1)), (4.17)
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and

b̂rld,k(2i) = Q(wH
skrl

ysrl
(2i)), (4.18)

where Q(·) denotes the slicer. After that, the buffers are switched to the reception mode,

the decoded symbol is consequently stored in the corresponding buffer entries. Clearly,

these operations are performed when the corresponding buffer entries are not full,

otherwise, the second highest SINR is chosen as given by

SINRpre
p,q = SINRp,q (4.19)

SINRu,v ∈ max{SINRsrm,n , SINRrm,nd} \ SINRpre
p,q, (4.20)

where SINRu,v denotes the second highest SINR associated with the updated relay pair

Ωu,v. {SINRsrm,n , SINRrm,nd} \ SINRpre
p,q denotes a complementary set where we drop the

SINRpre
p,q from the link SINR set {SINRsrm,n , SINRrm,nd}. Consequently, the above

process repeats in the following time instants.

Relay-destination link:

If the highest SINR is selected from the relay-destination link, in the following two

consecutive time instants, the buffers are switched to transmission mode and the decoded

symbol for user k is re-encoded with the Alamouti matrix as in (4.1) so that DSTC is

performed from the selected relays p and q to the destination as given by

yrp,qd,k(2i− 1) = hk
rpdb̂rpd,k(2i− 1) + hk

rqdb̂rqd,k(2i) + n(2i− 1), (4.21)

yrp,qd,k(2i) = hk
rqdb̂

∗
rpd,k(2i− 1)− hk

rpdb̂
∗
rqd,k(2i) + n(2i). (4.22)

The received signal is then processed by the detectors at the destination. Clearly, the

above operation is conducted under the condition that the corresponding buffer entries are

not empty, otherwise, the second highest SINR is chosen according to (4.19) and (4.20)

and the above process is repeated.

It is worth noting that for the purpose of simplicity, the above technique employed

fixed-size buffers at the relays so that the transmission delay can be controlled with

accurate estimation. The key advantage of the proposed scheme is its ability to select the

most appropriate symbols (experience the good channels) before they are forwarded to

the next phase. In practice, the performance highly depends on the buffer size J , the

number of users K and the accuracy of the detection at the relays.

The proposed buffer-aided cooperative DSTC scheme is detailed in Algorithm 6.
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Algorithm 6 The proposed buffer-aided cooperative DSTC scheme

% List all possible relay pairs

% Select the combination with the highest SINR

SINRp,q = max{SINRsrm,n , SINRrm,nd}
%Source-relay link

if SINRp,q ∈ [SINRsrm,n ],m, n ∈ [1, L]

if the buffers entries are not full %not all entries are occupied

ysrl
(2i− 1) =

K∑
k=1

hskrlbk(2i− 1) + nsrl(2i− 1), l ∈ [p, q],

ysrl
(2i) =

K∑
k=1

hskrlbk(2i) + nsrl(2i), l ∈ [p, q].

%Apply the detectors at relay n and relay q to obtain

b̂rld,k(2i− 1) and b̂rld,k(2i) and store them

in the corresponding buffer entries (l ∈ [p, q])

break

else %choose the second highest SINR

SINRpre
p,q = SINRp,q

SINRp,q ∈ max{SINRsrm,n , SINRrm,nd} \ SINRpre
p,q

end

else %Relay-destination link

SINRp,q ∈ [SINRrm,nd],m, n ∈ [1, L]

if the buffers entries are not empty %There is at least one entry

yrp,qd,k(2i− 1) = hk
rpdb̂rpd,k(2i− 1) + hk

rqdb̂rqd,k(2i) + n(2i− 1),

yrp,qd,k(2i) = hk
rqdb̂

∗
rpd,k

(2i− 1)− hk
rpdb̂

∗
rqd,k

(2i) + n(2i).

%Apply the detectors/ML at the destination for detection

break

else%choose the second highest SINR

SINRpre
p,q = SINRp,q

SINRp,q ∈ max{SINRsrm,n , SINRrm,nd} \ SINRpre
p,q

end

end

%Re-calculated the SINR for different link combinations and

repeat the above process
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4.4 Greedy Relay Pair Selection Technique

In this section, a greedy relay pair selection algorithm is introduced. For this relay

selection problem, the exhaustive search of all possible relay pairs is the optimum way to

obtain the best performance. However, the major problem that prevents us from applying

this method when a large number of relays involved in the transmission is its

considerable computational complexity. When L relays (L/2 relay pairs if L is an even

number) participate in the transmission, a cost of L(L− 1) link combinations is required

as both source-relay links and relay-destination links need to be considered.

Consequently, this fact motivates us to seek alternative approaches that can achieve a

good balance between performance and complexity.

We propose a greedy relay pair selection algorithm that can approach the global

optimum with a reduced computational complexity. The algorithm starts with a single

relay selection where we examine the SINR for each of the relays with its associated

links as given by

SINRsrp =
K∑
k=1

wH
skrp

hskrp(hskrp)
Hwskrp

K∑
j=1
j ̸=k

wH
skrp

hsjrp(hsjrp)
Hwskrp + σ2wH

skrp
wskrp

, (4.23)

SINRrpd =
K∑
k=1

(wk
rpd

)Hhk
rpd(h

k
rpd)

Hwk
rpd

K∑
j=1
j ̸=k

(wk
rpd

)Hhj
rpd

(hj
rpd

)Hwk
rpd

+ σ2(wk
rpd

)Hwk
rpd

, (4.24)

where SINRsrp and SINRrpd denote the SINR from the source to an arbitrary relay p and

from relay p to the destination, respectively. We then select the link combination with the

highest SINR and its associated relay q is recorded as the base relay and given by

SINRbase
q = arg max

p∈[1,2,...,L]
{SINRsrp , SINRrpd}. (4.25)

Consequently, all possible relay pairs involved with base relay q are listed as Ωp,q, where

p ∈ [1, L], p ̸= q. The SINR for these (L − 1) relay pairs are then calculated as in (4.8)

and (4.9). After that, the optimum relay pair Ωn,q is chosen according to (4.14) and the

algorithm begins if the corresponding buffers are available for either transmission or

reception.
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Transmission mode:

When the buffers are switched to the transmission mode, a buffer space check is

conducted firstly to ensure the corresponding buffers are not empty. We then have,

Ωbuffer
n ̸= ∅, n ∈ [1, 2, ..., L], (4.26)

and

Ωbuffer
q ̸= ∅, q ∈ [1, 2, ..., L], (4.27)

where Ωbuffer
n and Ωbuffer

q represents the buffer n and the buffer q associated with the relay

pair Ωn,q. In this situation, the DSTC scheme is performed afterwards as in (4.21) and

(4.22) through the selected relay pair. Conversely, empty buffer entries indicate that the

selected relay pair is not capable of forwarding the data to the destination. In this case,

we drop this relay pair, select another relay pair among the remaining (L − 2) candidate

pairs with the highest SINR as given by

SINRm,q = arg max
p ̸=n,q

p∈[1,2,...,L]

{SINRp,q}, (4.28)

The algorithm then repeats with the new selected relay pair Ωm,q. Otherwise, if all

possible relay pairs Ωp,q (p ̸= n, q, p ∈ [1, L]) are not available, we then reset the base

relay associated with the second highest SINR as described by

SINRpre
q = SINRbase

q , (4.29)

SINRbase
q = max{SINRsrp , SINRrpd} \ SINRpre

q , (4.30)

where {SINRsrp , SINRrpd} \ SINRpre
q denotes a complementary set where we drop the

SINRpre
q from the link SINR set {SINRsrp , SINRrpd}. After this selection process, a new

relay pair is chosen and the transmission procedure repeats as above according to the

buffer status.

Reception mode:

When the buffers are switched to reception mode, similarly, a buffer space check is

performed initially to ensure there is enough space for storing the processed data,

namely,

Ωbuffer
n ̸= U, n ∈ [1, 2, ..., L], (4.31)
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Algorithm 7 The proposed greedy relay pair selection algorithm for buffer-aided DSTC

%Choose a single relay with the highest SINR that

corresponds to a specific base relay q

SINRbase
q = max{SINRsrp , SINRrpd}, p ∈ [1, L]

For p = 1 : L % all relay pairs associated with relay q

if p ̸= q

Ωrelaypair = [p, q]

% when the links belong to the source-relay phase

SINRsrp,q =
K∑

k=1

wH
skrp

hskrphH
skrp

wskrp+wH
skrq

hskrq hH
skrq

wskrq

K∑
j=1
j ̸=k

wH
skrp

hsjrp
hH
sjrp

wskrp+
K∑

j=1
j ̸=k

wH
skrq

hsjrq
hH
sjrq

wskrq+σ2(wH
skrp

wskrp+wH
skrq

wskrq )

% when the links belong to the relay-destination phase

SINRrp,qd =
K∑

k=1

(wk
rpd)

Hhk
rpd(hk

rpd)
Hwk

rpd+(wk
rqd)

Hhk
rqd(hk

rqd)
Hwk

rqd

K∑
j=1
j ̸=k

(wk
rpd)

Hhj
rpd(hj

rpd)
Hwk

rpd+
K∑

j=1
j ̸=k

(wk
rqd)

Hhj
rqd(hj

rqd)
Hwk

rqd+σ2
(
(wk

rpd)
Hwk

rpd+(wk
rqd)

Hwk
rqd

)
% record each calculated relay pair SINR

end

end

SINRn,q = max{SINRsrp,q , SINRrp,qd}
if%Reception mode

if the buffers entries are not full

ysrn,q
(2i− 1) =

K∑
k=1

hskrn,qbk(2i− 1) + n(2i− 1),

ysrn,q
(2i) =

K∑
k=1

hskrn,qbk(2i) + n(2i).

%Apply the detectors at relay n and relay q to obtain

b̂rn,qd,k(2i− 1) and b̂rn,qd,k(2i) and store them

in the corresponding buffer entries

else %choose another link with the second highest SINR

SINRpre
q = SINRbase

q SINRbase
q ∈ max{SINRsrp ,SINRrpd} \ SINRpre

q

%Repeat the above greedy relay pair selection process

end

else%Transmission mode

if the buffers entries are not empty

yrn,qd,k
(2i− 1) = hk

rndb̂rnd,k(2i− 1) + hk
rqdb̂rqd,k(2i) + n(2i− 1),

yrn,qd,k
(2i) = hk

rqdb̂
∗
rnd,k

(2i− 1)− hk
rndb̂

∗
rqd,k

(2i) + n(2i).

%Apply the detectors/ML at the destination for detection

else%choose another link with the second highest SINR

SINRpre
q = SINRbase

q ; SINRbase
q ∈ max{SINRsrp , SINRrpd} \ SINRpre

q

%Repeat the above greedy relay pair selection process

end

end

%Repeat the above greedy relay pair selection process

73



CHAPTER 4. BUFFER-AIDED DISTRIBUTED SPACE-TIME CODING SCHEMES AND

ALGORITHMS FOR COOPERATIVE DS-CDMA SYSTEMS

and

Ωbuffer
q ̸= U, q ∈ [1, 2, ..., L], (4.32)

where U represents a full buffer set. In this case, if the buffers are not full, then, the

sources send the data to the selected relay pair Ωn,q over two time instants according to

(4.15) and (4.16). Otherwise, the algorithm reselects a new relay pair as in (4.28), (4.29)

and (4.30).

The greedy relay pair selection algorithm is show in Algorithm 7.

4.5 Proposed Dynamic Buffer Scheme

The size J of the buffers also plays a key role in the performance of the system, which

improves with the increase of the size as buffers with greater size allow more data packets

to be stored. In this case, extra degrees of freedom in the system or choices for data

transmission are available. Hence, in this section, we release the limitation on the size of

the buffer to further explore the additional advantage brought by dynamic buffer design

where the buffer size can vary according to different criteria such as the input SNR and

the channel condition. When considering the input SNR, larger buffer space is required

when the transmission is operated in low SNR region so that the most proper data can

be selected among a greater number of candidates. On the other hand, in the high SNR

region, a small buffer size is employed as most of the processed symbols are appropriate

when compared with the situation in the low SNR region. In this work, we assume that

the buffer size J is inversely proportional to the input SNR, namely, with the increase of

the SNR, the buffer size decreases automatically.

The algorithm for calculating the buffer size J is detailed in Algorithm 8.

The buffer size can be determined by the current selected channel pair condition. In

particular, we set a threshold γ that denotes the channel power, if the current selected

channel power is under γ, the buffer size increases as more candidates need to be saved in

order to select the best symbol, on the contrary, if the current selected channel pair power
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Algorithm 8 The algorithm to calculate the buffer size J based on the input SNR

If SNRcur = SNRpre + d1

then Jcur = Jpre − d2,

where SNRcur and SNRpre represent the input SNR after and before

increasing its value,

Jcur and Jpre denote the corresponding buffer size before and after

decreasing its value,

d1 and d2 are the step sizes for the SNR and the buffer size, respectively.

exceeds γ, we decrease the buffer size as there is a high possibility that the transmission

is not significantly affected.

The approach based on the channel power for varying the buffer can be summarized

in Algorithm 9.

Algorithm 9 The algorithm for calculate buffer size J based on the channel power

If min ∥hskrl∥2 ≤ γ or min ∥hrld∥2 ≤ γ, l ∈ [1, L]

Jcur = Jpre + d3

else

Jcur = Jpre − d3

end

where d3 represents the step size when adjusting the buffer size.
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4.6 Analysis of the Proposed Algorithms

In this section, we analyse the computational complexity required by the proposed relay

pair selection algorithm, the problem of the average delay brought by the proposed

schemes and algorithms, followed by the discussion of the proposed greedy algorithm.

4.6.1 Computational Complexity

The proposed greedy relay pair selection method considers the combination effect of the

channel condition so that the DSTC algorithm can be applied with a collection of relays.

When compared with the exhaustive search that lists all possible subsets of relay pairs,

less than L(L − 1) types of link combinations (associated with the corresponding

L(L − 1)/2 relay pairs) are examined as the proposed method explores both the

source-relay links and relay-destination links. Specially, for the greedy relay selection

strategy, the proposed scheme explores a moderate to large number of relay pairs at each

stage, however, the algorithm stops when the corresponding buffer entries satisfy the

current system requirement (transmission mode or reception mode), in this case, the

maximum number of relay pair that we have to examine is

(L − 1) + (L − 2) + ... + 1 = L(L − 1)/2. On the other hand, when consider the

exhaustive search, the total number of relay pairs that must be verified is

C2
L = L(L − 1)/2. It should be mentioned that when calculating the associated SINR,

we have to double the number of calculation flops as we have to consider and compare

both the SINR for source-relay links and relay-destination links. The detailed

computational complexity is listed in Table 4.1. Clearly, when compare these two

algorithms, the proposed greedy relay pair selection algorithm is an order of magnitude

less costly when large number of relays employed in the system.

4.6.2 Average Delay Analysis

The improvement of the performance brought by the buffer-aided relays comes at the

expense of the transmission delay. Hence, it is of great importance to investigate the
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Table 4.1: Computational complexity required by the relay pair selection algorithms

Processing Algorithm Multiplications Additions

Relay pair Exhaustive 48K2NL2 − 12KNL2 40K2NL2 − 12KNL2 − 16K2L2

selection Search −48K2NL+ 12KNL +4KL2 − 40K2NL+ 12KNL

−48K2NL+ 12KNL +16K2L− 4KL

Relay pair Greedy 96K2NL− 24KNL 80K2NL− 24KNL− 32K2L

selection Search −96K2N + 24KN +8KL− 80K2N + 24KN

−96K2N + 24KN +32K2 − 8K

performance-delay trade-off of the proposed buffer-aided DSTC schemes [79]. In this

subsection, we analyze the average delay of the proposed schemes and algorithms.

We assume that the source always has data to transmit and the delay is mostly caused

by the buffers that are equipped at the relays. Let T (i) and Q(i) denote the delay of

packets of M symbols transmitted by the source and the queue length in time instant i,

respectively.

According to Little’s law [80], the average delay T = E[T (i)], which is also the

average time that packets are stored in the corresponding buffer is given by

T =
Q

Ra

time slots, (4.33)

where Q = E[Q(i)] represents the average queue length at the relay buffer, Ra (in

packets/slot) is the average arrival rate into the queue.

In this analysis, we assume both the source and relay transmit at a constant

instantaneous rate R (e.g.R = 1 packets/slot = M symbols/slot) when they are

selected for transmission and the transmission is operated with one packets of M

symbols per each time slot. We also for simplicity define the error probability for the

source-relay link and relay-destination link as Psr and Prd (P = Psr = Prd),

respectively. For a buffer with size J (up to J packets can be stored in the buffer), the

average queue length is described by [79]

Q =
J∑

j=0

jPGj
= JPGJ

, (4.34)

where PGj
represents the buffer state probability that has been explained in [79], PGJ

=
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Pfull denotes the probability when the buffer is full. Similarly, we then define PG0 =

Pempty as the probability for empty buffer. Therefore, the average arrival rate into the

buffer can be calculated as

Ra = (1− PGJ
)P + PG0P, (4.35)

Similarly, the average departure rate from the buffer is given by

Rd = (1− PG0)P + PGJ
P. (4.36)

Consequently, the above equations can be further derived as

T =
Q

Ra

=
PGJ

(1− PGJ
)P + PG0P

J packets/slot (4.37)

Clearly, the above results demonstrate that the transmission delay is linear with the buffer

size.

Apart from that, the DSTC scheme will introduce further delay. For the DSTC scheme,

the relay pair need to wait an extra time slot for the second packets to arrive. Then, the

relay pair can transmit the packets to the destination using DSTC scheme. In other word,

the DSTC scheme takes two time slots to transmit two packets, as a result, it brings extra

delay [81–83]. Meanwhile, the relay pair selection processing also brings delay. For

both exhaustive and greedy selection, they need to calculate the best relay pair from the

candidates pool. This processing need extra computation time until the best relay pair is

selected.

4.6.3 Greedy Relay Selection Analysis

The proposed greedy relay pair selection method is a stepwise forward selection

algorithm, where we optimize the selection based on the SINR criterion at each stage.

We begin the process with a single link selection where we examine the SINR for each

of the links and choose the link with the highest SINR, the associated relay is then

selected and the candidate relay pair is generated by adding the remaining relays,

respectively. The optimum relay pair is subsequently selected according to the SINR

criterion. Since buffers are equipped at each relay, it is possible that the corresponding

relay pair entries are not available for either transmission or reception. In this case, the
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candidate relay pair from the first step with the second highest SINR is then chosen.

Clearly, if all remaining candidate relay pairs are not selected due to the unavailability of

the associated buffers, we reset the base relay and newly generated relay pairs are

grouped in the second stage by adding other relays, respectively. Obviously, the number

of all possible relay pair candidates at each stage is reduced gradually as the discarded

relay pair from previous stages will not appear in the current stage. Hence, the relay

pairs grouped at each step are presented as follows:

Stage 1 : {Ω1
1,Ω

1
2, ...,Ω

1
L−1},

Stage 2 : {Ω2
1,Ω

2
2, ...,Ω

2
L−2},

...

Stage s : {Ωs
1,Ω

s
2, ...,Ω

s
L−s},

...

Stage L − 1 : {Ω1
1},

where Ωs
i denotes the i-th relay pair at the s-th stage. Clearly, the maximum number of

relay pairs that we have to consider for all L− 1 stages is (L− 1) + (L− 2) + ...+ 1 =

L(L−1)/2, since this algorithm stops when selected relay pair with its associated buffers

are available, the associated complexity for the proposed greedy relay selection strategy

is less than L(L− 1)/2.

Compared with the exhaustive search, which is considered as the optimum relay

selection method, the number of relay pairs examined for the processing is given by

Stage 1 : {Ω1
1,Ω

1
2, ...,Ω

1
L(L−1)

2

},

The total number of relay combinations can then be calculated as C2
L = L(L − 1)/2,

where each term Cn
m = m(m−1)...(m−n+1)

n!
represents the number of combinations that we

choose, i.e., n elements from m elements(m ≥ n).

Because the number of relay pairs that we have to consider for the greedy algorithm

is less than exhaustive search, the proposed greedy algorithm provides a much lower cost

in terms of flops and running time when compared with the exhaustive search. In fact,

the idea behind the proposed algorithm is to choose relay pairs in a greedy fashion. At

each stage, we select the set of relays with the highest SINR. Then we consider the

availability of the buffers, if the corresponding buffer entries do not satisfy the system
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mode, we reselect the relay pair in the following stages. After several stages, the

algorithm is able to identify the optimum (or a near optimum) relay set that can satisfy

the current transmission. To this end, we state the following proposition.

Proposition: the proposed greedy algorithm achieves an SINR that is upper bounded as

follows:

SINRΩgreedy ≤ SINRΩexhaustive (4.38)

Proof:

We investigate the upper bound by comparing the proposed algorithm and the

exhaustive search at the first stage. At stage 1, since Ωs
greedy is a candidate subset of the

exhaustive search, we have

Ω1
exhaustive = max {Ω1

exhautive(i), i ∈ [1, C2
L]}, (4.39)

Ωs
greedy ∈ {Ω1

exhautive(i), i ∈ [1, C2
L]}, (4.40)

where Ω1
exhaustive(i) represents the i-th relay pair selected at the 1st stage of the exhaustive

relay selection method.

Assuming both strategies select the same relay pair and the greedy algorithm is

conducted at stage s, we have

Ωs
greedy = {p, q},

Ω1
exhaustive = {p, q},

this situation again leads to the equality that SINRΩs
greedy

= SINRΩ1
exhaustive

. In contrast, if

the exhaustive search chooses another relay set that belongs to {Ω1
exhautive(i), i ∈ [1, C2

L]}
that provides a higher SINR, clearly, Ωs

greedy ̸= Ω1
exhaustive, we can then obtain the

inequality that SINRΩs
greedy

≤ SINRΩ1
exhaustive

.

4.7 Simulations

In this section, a simulation study of the proposed buffer-aided DSTC techniques for

cooperative systems is carried out. The DS-CDMA network uses randomly generated
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spreading codes of length N = 16. The corresponding channel coefficients are modelled

as complex Gaussian variables. We assume perfectly known channels at the receivers and

we also present an example with channel estimation. Equal power allocation is employed.

We consider packets with 1000 BPSK symbols and average the curves over 1000 trials.

We set the step size d = 2 when evaluating the dynamic schemes. We consider fixed

buffer–aided exhaustive/greedy (FBAE/FBAG) relay pair selection strategies (RPS) and

dynamic buffer–aided exhaustive/greedy (DBAE/DBAG) RPS.

SNR(dB)
0 5 10 15

B
E

R

10-5

10-4

10-3

10-2

10-1

100

Non RS
Random RPS
Greedy RPS
Exhaustive RPS
Buffer--aided greedy RPS
Buffer--aided exhaustive RPS
Buffer--aided exhaustive RPS with ML
Buffer--aided exhaustive RPS (K=1)

SNR(dB)
0 5 10 15

B
E

R

10-4

10-3

10-2

10-1

100

Non RS
Random RPS
Greedy RPS
Exhaustive RPS
Buffer--aided greedy RPS
Buffer--aided exhaustive RPS
Buffer--aided exhaustive RPS with ML
Buffer--aided exhaustive RPS (K=1)

Figure 4.3: a) Performance comparison for buffer-aided scheme and non buffer-aided

scheme in cooperative DS-CDMA system with perfect decoding at the relay, MF at the

destination b) Performance comparison for buffer-aided scheme and non buffer-aided

scheme in cooperative DS-CDMA system with MMSE at the relay, MF at the destination

In order to verify that the fixed buffer-aided relay pair DSTC cooperative scheme

contributes to the performance gain, we compare the performance between the situations

of the transmission with fixed size buffers and without buffers in Fig. 4.3. The first

example shown in Fig. 4.3(a) illustrates the performance comparison between the
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proposed buffer-aided DSTC transmission with different RPS and DSTC transmission

with different RPS and no buffers. The system has 3 users, 6 relays, perfect decoding is

assumed at each relay and the matched filter is adopted at the destination. Specifically,

for the no relay selection (RS) DSTC technique, all relays participate in the DSTC

transmission (every two consecutive relays are working in pairs). Similarly, for the non

buffer-aided schemes, the RPS process only occurs during the second phase

(relay-destination), where the random selection algorithm chooses an arbitrary relay pair,

the proposed greedy algorithm chooses two relays associated with two optimum

relay-destination links and the exhaustive relay pair scheme examines all possible relay

pairs and selects the one with the highest SINR. In contrast, the proposed buffer-aided

scheme automatically selects the relay pair over both source-relay links and

relay-destination links. Moreover, with the help of the buffers, the most appropriate data

are sent and better overall system performance can be achieved. As for different

decoding methods, we have also tested the BER performance when the ML detector is

applied at the destination and the result shows that ML detector behaves better than the

simple MF. Apart from that, the performance for a single-user buffer-aided exhaustive

RPS DSTC is presented here for comparison purposes. Consequently, the results reveal

that our proposed buffer-aided strategies (J = 6) perform better than the ones without

buffers. In particular, Fig. 4.3(a) also illustrates that our proposed buffer-aided schemes

can approach the single-user bound very closely.

Another example depicted in Fig. 4.3(b) compares the proposed buffer-aided DSTC

transmission with different RPS and non-buffer aided DSTC transmission with different

RPS. In this scenario, where we apply the linear MMSE receiver at each of the relay and

the MF at the destination in an uplink cooperative scenario with 3 users, 6 relays and

buffer size J = 6. Similarly, the system gain brought by the use of ML detector at the

destination and the performance bounds for a single-user buffer-aided exhaustive RPS

DSTC are presented for comparison purposes. The results also indicate that our proposed

buffer-aided strategies (J = 6) perform better than the one without buffers. Furthermore,

the BER performance curves of our greedy RPS algorithm approaches the exhaustive

RPS, while keeping the complexity reasonably low for practical use.

In the second example, we compare the proposed buffer-aided DSTC transmission

with different RPS strategies and DSTC transmission with different RPS and no buffers
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Figure 4.4: Performance comparison for buffer-aided scheme and non buffer-aided

scheme in cooperative DS-CDMA system with MMSE at the relay, MF at the destination

with channel estimation applied

with LS channel estimation (the length of pilot sequence is 1000). The results are shown

in Fig. 4.4. In this scenario, where we apply the linear MMSE receiver at each of the relay

and the MF at the destination in an uplink cooperative scenario with 3 users, 6 relays and

buffer size J = 6. Clearly, it can been seen that, due to the introduction of channel

estimation, the performance for all algorithms are slightly degraded when compared with

the assumption of perfect CSI. However, our proposed buffer-aided strategies (J = 6)

still perform better than the one without buffers.

The third example illustrates the performance comparison for the fixed buffer-aided

design in Fig. 4.5(a) and dynamic buffer-aided design in Fig. 4.5(b) in a cooperative

DSTC system with different RPS strategies. The overall network has 3 users, 6 relays,

the linear MMSE receiver is applied at each relay and the MF is adopted at the

destination. For dynamic algorithms, the buffer size J decreases when approaching

higher SNR region. In both figures, the buffer-aided exhaustive RPS algorithm performs

better than the greedy one. When we compare the two figures in Fig. 4.5, the dynamic
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Figure 4.5: a) performance comparison for fixed buffer design (input SNR criterion) b)

performance comparison for dynamic buffer design (input SNR criterion)

buffer techniques are more flexible than the fixed buffer ones as they explore the most

suitable buffer size for the current transmission according to a given criterion. In this

case, there is a greater possibility to select the most appropriate data when the

transmission is operated in poor condition as more candidates are stored in the buffer

space. On the other hand, the transmission delay can be avoided when the outer

condition improves as most of the candidates are appropriate. Simulation results verify

these points and indicate that the DBAE/DBAG RPS outperform the FBAE/FBAG

(J = 8) RPS and the advantage increases when adopting the single user case.

Furthermore, it can also be seen that the BER performance curves of the greedy relay

pair selection algorithm approaches the exhaustive search, whilst keeping the complexity

reasonably low for practical utilization.

The fourth example compares the FBAE/FBAG RPS scheme in Fig. 4.6(a) and the

DBAE/DBAG RPS strategy in Fig. 4.6(b) in a DSTC cooperative system, where we
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Figure 4.6: a) performance comparison for fixed buffer design (channel power criterion)

b)performance comparison for dynamic buffer design (channel power criterion)

apply the linear MMSE receiver at each of the relay and the MF at the destination in an

uplink cooperative scenario with 3 users, 6 relays and fixed buffer size J = 8. Similarly,

the performance for a single-user buffer-aided exhaustive RPS DSTC is presented for

comparison purposes. In both figures, the buffer-aided exhaustive search RPS algorithm

performs better than the greedy one. The average dynamic buffer size J is highly

dependant on the threshold γ and the step size d, clearly, with careful control on these

parameters, better performance can be achieved. The simulation results also indicate that

our proposed dynamic design perform better than the fixed buffer size ones when we

apply the same relay selection method, as depicted in Fig. 4.6.

The algorithms are then assessed in terms of the BER versus buffer size J in Fig. 4.7

with a fixed SNR=15dB. In this scenario, we assume perfect decoding at the relays as

accurate detection at relays would highly influence the following transmission and apply

the MF at the destination. The results indicate that the overall BER degrades as the size
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Figure 4.7: BER versus size of the buffers for uplink cooperative system

of the buffer increases. It also shows that with larger buffer sizes, the system experiences

diminishing returns in performance. In this case, a good balance between the transmission

delay and the buffer size can be obtained when the buffer size is carefully considered.

4.8 Conclusions

In this chapter, we have presented a dynamic buffer-aided DSTC scheme for cooperative

DS-CDMA systems with different relay pair selection techniques. With the help of the

dynamic buffers, this approach effectively improves the transmission performance and

help to achieve a good balance between bit error rate (BER) and delay. We have

developed algorithms for relay-pair selection based on an exhaustive search and on a

greedy approach. A dynamic buffer design has also been devised to improve the

performance of buffer-aided schemes. Simulation results show that the performance of

the proposed scheme and algorithms can offer good gains as compared to previously

reported techniques.
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5.1 Introduction

Dealing with the interference that arises in wireless communications is one of the biggest

challenges that has been investigated for a long time. In most of the studies, a large
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number of approaches that are used for solving interference mitigation problem mainly

focus on reducing or avoiding the interference. Unlike traditional strategies that treat

interference as a nuisance to be avoided, physical-layer network coding (PNC)

techniques take advantage of the superposition of electromagnetic (EM) waves and

embrace the interference to improve throughput performance, namely, the coded

symbols contains information of not only the user of interest but also the interfering

users [20]. Especially, this technique has generated a number of fertile theoretical and

application-oriented studies, and is foreseen to be successfully implemented in future

wireless communication applications [22, 45, 46, 84, 85]. In wireless and cognitive radio

networks, the physical superposition of the signals can be seen as a benefit instead of an

interference and exploited for coding at the physical layer level [86]. The

communication can be protected against attacks from malicious nodes [37],

eavesdropping entities [87], and impairments such as noise and information losses [88]

thanks to the property of the network of acting as a coding operator. In peer-to-peer

networks, the distribution of a number of encoded versions of the source data avoids the

well-known problem of the missing block at the end of the download [89].

Physical-layer network coding has significant advantages in wireless multi-hop

networks. Multiple relay nodes are employed in the network to transmit data from

sources to the destination [24]. It allows a node to exploit as far as possible all signals

that are received simultaneously, rather than treating them as interference [24].

Additionally, instead of decoding each incoming data stream separately, a node detects

and forwards the function of the incoming data streams [25]. There are several different

network coding techniques, namely, the XOR mapping schemes and linear network

coding designs

[20–23, 45, 46].

In cooperative relaying systems, various strategies that utilize relays have been

investigated in [52, 53, 56, 69–71]. The main purpose of relay selection algorithms is to

find the optimum link combinations so that the signal is sent under the most appropriate

channel conditions. Moreover, in order to further increase the quality and reliability of

the system transmission, the concept of buffer is introduced and used to equip relay

nodes in cooperative relaying scenarios in [72–75].
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In this chapter, we propose buffer-aided PNC techniques for cooperative

direct-sequence code-division multiple access (DS-CDMA) systems. In the proposed

buffer-aided PNC schemes, a relay pair selection algorithm is employed initially

between the source-relay links and the relay-destination links. The relay pair with the

highest SINR is selected and its associated link combinations are then used for data

transmission. Additionally, each relay is equipped with a buffer for data storage so that

the data associated with the best available propagation conditions can be selected . After

that, various PNC schemes are adopted at each relay and the network coded symbols

(NCS) are then sent to the destination. Specifically, we propose two novel linear network

coding designs that are able to improve the system performance by introducing a linear

network coding matrix G according to specific criteria.

The contributions of this chapter are summarized as follows:

• A buffer-aided PNC scheme that is able to store enough data packets in the

corresponding buffer so that more appropriate symbols can be selected in a

suitable time instant is proposed.

• A relay selection algorithm that chooses a relay pair rather than a single relay as

the PNC transmission needs the cooperation of a pair of antennas is presented. The

proposed algorithm automatically selects the target relay pair in order to forward the

data. Moreover, we propose different designs of linear network coding techniques

that help to further improve the system performance.

• A greedy relay pair selection technique is then introduced to reduce the high cost

brought by the exhaustive search that is required when a large number of relays are

involved in the transmission.

• An analysis of the computational complexity of the relay pair selection algorithms

and novel linear network coding designs is also presented.
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Figure 5.1: Uplink of a cooperative DS-CDMA system.

5.2 Cooperative DS-CDMA Network Coding System

Model

Consider the uplink of a synchronous DS-CDMA system with K users, L relays

equipped with finite-size buffers capable of storing J packets and N chips per symbol

that experiences channels with flat fading. The system is also equipped with a

cooperative protocol at each relay and we assume that the transmit data are organized in

packets comprising P symbols. The received signals are filtered by a filter matched to

the chip pulse and sampled at chip rate to obtain sufficient statistics and organized into

N × 1 vectors ysr, ysd and yrd, which represents the signals received from the sources to

the relays, the sources to the destination and the relay to the destination, respectively.

When considering the transmission process, every set of m users and every set of m

relays are randomly assigned into a group. Therefore, for a specific pair of users and

relays, the signal received from the remaining users to the target relays are seen as

interference. As shown in Fig.5.1, the transmission is divided into two phases.

In the first phase, the signals received at the destination and the l-th relay can be
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described as

ysd =
K∑
k=1

aksdskhsd,kbk + nsd, (5.1)

ysrl
=

K∑
k=1

aksrlskhsrl,kbk + nsrl , (5.2)

where bk correspond to the transmitted symbols (bk ∈ {+1,−1} if BPSK modulation is

adopted and bk ∈ {±1/
√
(2) ± j/

√
(2)} when QPSK modulation is used). The

quantities aksd and aksrl are the k-th user’s amplitude from the source to the destination

and from the source to relay l, respectively. Clearly, aksd = aksrl . The vector

sk = [sk(1), sk(2), ...sk(N)]T is the signature sequence for user k. The quantities hsd,k

and hsrl,k represent the complex channel fading coefficient from user k to the destination

and from user k to the l-th relay, respectively. The vectors nsd and nsrl are the noise

vectors that contain samples of zero mean complex Gaussian noise and variance σ2I.

After the detected symbols of interest are generated, a PNC scheme is then employed

at each relay. When the bit-wise XOR operation (the modulo-2 sum in the binary field) is

considered, the mathematical mapping from user symbol to BPSK (or another

modulation) modulated symbol is then expressed as

bk = 1− 2ck, ck ∈ [0, 1]. (5.3)

We then perform the above mapping from b̂rld,k, which represents the decoded symbol

for user k at the output of relay l after using the DF protocol, to its corresponding user

symbol as described by

b̂rld,k → ckl . (5.4)

Similarly, when linear network coding is adopted at the l-th relay, the corresponding

mapping is obtained as given by

bl =
K∑
k=1

gklb̂rld,k, (5.5)

where gkl stands for the coding coefficients for the link between the k-th user node and

the l-th relay node.

In the following, we carefully review PNC schemes such as those that employ simple

bit-wise XOR and existing linear network codes in each of the relays.
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Bit-wise XOR mapping

When the signals are sent to the corresponding relays, the DF protocol is then performed

and the corresponding detection is obtained

b̂rΩ(l)d,Υ(k) = Q
(
(wsΥ(k)rΩ(l)

)Hysrl

)
, (5.6)

where Υ is a 1×m user set and Ω is the corresponding 1×m relay set since we combine

every m users and m relays into a sub transmission group. b̂rΩ(l)d,Υ(k) is the detected result

for user Υ(k) at relay Ω(l), wsΥ(k)rΩ(l)
refers to the detector for user Υ(k) at relay Ω(l).

After that, the detected result is mapped through (5.3) to obtain

c
Υ(k)
Ω(l) = (1− b̂rΩ(l)d,Υ(k))/2. (5.7)

We then implement the bit-wise XOR operation at relay Ω(l) to form

cΩ(l) = c
Υ(1)
Ω(l) ⊕ c

Υ(2)
Ω(l) ⊕ ...⊕ c

Υ(m)
Ω(l) , (5.8)

where cΩ(l) denotes the network coded symbol (NCS) at relay Ω(l) and ⊕ is the bit-wise

XOR operation. After that, in order to forward the encoded information to the destination,

the following mapping operation is required

bΩ(l) = 1− 2cΩ(l). (5.9)

Consequently, in the second phase the encoded symbols are stored and prepared to be

sent to the destination, namely, the relay signal is transmitted from relay set Ω to the

destination as described by

yrΩd
=

m∑
l=1

hrΩ(l)dbΩ(l) + nrΩd, (5.10)

where hrΩ(l)d = aΥrΩ(l)d
sΥhrΩ(l)d denotes the N × 1 channel vector from relay Ω(l) to the

destination, aΥrΩ(l)d
is the amplitude for combined source (user set Υ) from the Ω(l)-th

relay to the destination, hrΩ(l)d is the complex channel fading coefficient from the Ω(l)-th

relay to the destination, sΥ is the N × 1 spreading sequence assigned to the coded symbol

bΩ(l) and nrΩd is the N × 1 zero mean complex Gaussian noise with variance σ2I.

At the destination, the detected symbol for user Υ(k) from the direct transmissions is

obtained as

b̂
Υ(k)
sd = Q

(
(wΥ(k)

sd )Hysd

)
, (5.11)

92



CHAPTER 5. BUFFER-AIDED NETWORK CODING TECHNIQUES FOR COOPERATIVE

DS-CDMA SYSTEMS

where wΥ(k)
sd is the detector for user Υ(k) used at the destination. After that, according to

(5.3), the corresponding user symbol ĉΥ(k)
sd is given by

ĉ
Υ(k)
sd = (1− b̂

Υ(k)
sd )/2. (5.12)

Similarly, the detected symbol for relay Ω(l) from the second phase transmission is

given by

b̂Ω(l) = Q
(
(wrΩ(l)d)

HyrΩd

)
, (5.13)

where wrΩ(l)d is the receive filter for the Ω(l)-th relay-destination link. Consequently, its

corresponding user symbol is obtained through (5.3) as given by

ĉΩ(l) = (1− b̂Ω(l))/2. (5.14)

Thus, the final detected symbol ĉΥ(k) when the XOR operation is adopted at the target

relays is expressed as

ĉΥ(k) = ĉΩ(l) ⊕ ĉ
Υ(1)
sd ⊕ ...ĉ

Υ(k−1)
sd ⊕ ĉ

Υ(k+1)
sd ...⊕ ĉ

Υ(m)
sd , (5.15)

consequently, the final detected symbol for user Υ(k) is obtained according to the

following mapping:

b̂Υ(k) = 1− 2ĉΥ(k) (5.16)

Linear network coding

Similarly, if a linear network coding technique is adopted at the relays, every relay group

will be allocated a unique m×m coefficient matrix G, where the structure of this matrix

is given by

G =


g11 g12 . . . g1m

g21 g22 . . . g2m
...

gm1 gm2 . . . gmm

 . (5.17)

Thus, the following linear combination can be obtained

bΩ(l) =
m∑
k=1

gkl b̂rΩ(l)d,Υ(k), (5.18)

where b̂rΩ(l)d,Υ(k) is the detected symbol for user Υ(k) at relay Ω(l). Therefore, the

following transmission is operated according to (5.10) when a suitable time interval
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comes. Equivalently, (5.10) can be rewritten as

yrΩd
= HrΩdGbΩ + nrΩd (5.19)

where HrΩd is a N×m channel matrix, each N×1 column hrΩ(l)d in this matrix represents

the channel vector from the Ω(l)-th relay to the destination, bΩ is a m×1 vector containing

the detected symbols for all users from set Υ at any relay that belongs to Ω. The vector

nrΩd is the N × 1 noise vector.

Similarly, at the destination side, the detected symbol for users from set Υ after using

the linear network coding operation at each of the relays is given by

b̂Ω(l) = Q
(

G−1(wrΩd)
HyrΩd

)
. (5.20)

Mathematically, the decoding process for linear network coding is expressed as given by
b̂Ω(1) = gΥ(1)Ω(1)b̂Υ(1) + gΥ(2)Ω(1)b̂Υ(2) + ...+ gΥ(m)Ω(1)b̂Υ(m)

b̂Ω(2) = gΥ(1)Ω(2)b̂Υ(1) + gΥ(2)Ω(2)b̂Υ(2) + ...+ gΥ(m)Ω(2)b̂Υ(m)

. . . . . .

b̂Ω(m) = gΥ(1)Ω(m)b̂Υ(1) + gΥ(2)Ω(m)b̂Υ(2) + ...+ gΥ(m)Ω(m)b̂Υ(m)

(5.21)

Clearly, the m unknown detected results b̂Υ(k), k = 1, 2, ...m for each user in user set Υ

can easily be sorted out with the above m equations. However, in the given scenario, since

we introduce the direct transmissions, there is another approach that can also be applied

at the decoding process. Specifically, we can obtain the final detected symbol for the user

b̂Υ(k) as given by

b̂Υ(k) =
b̂Ω(l) −

(
gΥ(1)Ω(l)b̂

Υ(1)
sd + ...gΥ(k−1)Ω(l)b̂

Υ(k−1)
sd + gΥ(k+1)Ω(l)b̂

Υ(k+1)
sd ...+ gΥ(m)Ω(l)b̂

Υ(m)
sd

)
gΥ(k)Ω(l)

.

(5.22)

With the help of the direct transmissions, we can effectively reduce the bit error rate, in

particular, there is a possibility that the detection for b̂Ω(l), l ∈ Ω is incorrect, which,

could directly lead to a problem when solving the system of equations in (5.21), causing

incorrect decisions for all users. However, this situation may not lead to significant

performance degradation when applying (5.22) as we can select another detected symbol

b̂Ω(s), s ̸= l as the minuend in (5.22) instead of the incorrect detected symbol b̂Ω(l).
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5.3 Proposed Cooperative Linear Network Coding

Schemes

In this section, we present two novel linear network code designs that are able to provide

performance gains brought by the introduction of suitably designed matrix G. This idea is

inspired and related to the work of [90] but applied in a completely different application.

In the current cooperative PNC transmission scenario, the simplest way to construct the

coefficient matrix G is to generate it randomly, however, this approach may not result in

the optimum performance as it neither considers all other candidate matrices nor satisfies

a certain criterion. Therefore, in order to obtain further performance advantages, we

propose two different methods to construct the linear network coding matrix G.

Specifically, in our design, we limit the coefficients of the matrix G to the binary

field. Naturally, this inspired us to seek for all possible candidate matrices as the

computational complexity can be controlled within an acceptable level when the size of

the matrix is carefully set up and constrained to be small.

Maximum Likelihood (ML) Design

When a linear network coding scheme is adopted at the relay, we introduce the m × m

binary matrix G, where each element in the matrix of coefficients is multiplied by the

corresponding user symbol to generate the network coded symbols (NCS). Clearly, the

selection between all possible (2m2) binary matrices is required by the following

maximum likelihood criterion:

GML = argmin

[∥∥∥∥∥

bΩ(1)

bΩ(2)

...

bΩ(m)

− G−1


wH

rΩ(1)d
yrΩ(1)d

wH
rΩ(2)d

yrΩ(2)d

...

wH
rΩ(m)d

yrΩ(m)d


∥∥∥∥∥
2]
, 1 ≤ j ≤ 2m

2

, (5.23)

where wrld is the linear detector used at relay l, yrld
is the signal transmitted from relay l.

Note that the above equation corresponds to a combinatorial problem where we must test

all 2m2 possible candidates to obtain the matrix GML associated with the best performance

according to this criterion. This is one of the disadvantages of this approach. Another

disadvantage is that the decoding process for ML scheme did not consider the influence

brought by the noise term as both the G−1 and the filter did not contain any decoding
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information for the noise component.

As shown in (5.23), we generate an m × m matrix GML at the relays to form the

NCS. At the destination side, we employ the same matrix GML that is able to match well

with GML that is applied at the relays in order to obtain accurate decoding results. The

matrix GML will be transmit from relay to destination after it has been generated only

once and stored at the destination preparing for the decoding process. In summary, the

principle of this approach is to obtain an m × m code matrix GML for decoding at the

destination to match with the same coefficient matrix that is applied at the relays for the

purpose of encoding, thus, the minimum distance between the transmitted symbols and

received detected symbols can be obtained.

Minimum Mean-Square Error (MMSE) Design

When we examine the decoding method in (5.23), clearly, it does not consider the

influence brought by noise. In this case, although all possible binary matrices are tested

and the optimum one is selected, the detected symbols at the destination might not reach

the corresponding detected results at the relays. This fact motivates us to seek another

efficient decoding method that can consider both interference and noise. In order to

further exploit the minimum Euclidean distance and improve the transmission

performance, we then introduce a candidate code matrix G̃ at the destination to match

the generated binary matrix G and perform the linear network coding operation.

Consequently, the proposed MMSE linear network coding matrix GMMSE is obtained as

follows:

GMMSE = argmin
G̃

E

[∥∥∥∥∥

bΩ(1)

...

bΩ(m)

− G̃


wH

rΩ(1)d
yrΩ(1)d

...

wH
rΩ(m)d

yrΩ(m)d


∥∥∥∥∥
2]
, (5.24)

Ideally, bΥ(k)
Ω(1) = b

Υ(k)
Ω(2) = ... = b

Υ(k)
Ω(m), k ∈ [1,m]. Let


bΩ(1)

...

bΩ(m)

=a,


wH

rΩ(1)d
yrΩ(1)d

...

wH
rΩ(m)d

yrΩ(m)d

=b,

this problem can be cast into the following equation

GMMSE = arg min
G̃

E[
∥∥∥a − G̃b

∥∥∥2], (5.25)

by taking the gradient with respect to G̃ and equating to zero, we can obtain the following
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equations:

E[−baH + bbHG̃
H
] = 0, (5.26)

consequently, we have

E[bbHG̃
H
] = E[baH ],

E[(bbHG̃
H
)H ] = E[(baH)H ],

E[G̃bbH ] = E[abH ],

(5.27)

and the MMSE matrix is given by

GMMSE = E[abH ](E[bbH ])−1,

= PabR−1
b ,

(5.28)

where the statistical quantities in the MMSE code matrix are the auto-correlation matrix

Rb and the cross-correlation matrix Pab whose structures are given by

Rb = E[bbH ] = E

[
wH

rΩ(1)d
yrΩ(1)d

...

wH
rΩ(m)d

yrΩ(m)d




wH
rΩ(1)d

yrΩ(1)d

...

wH
rΩ(m)d

yrΩ(m)d


H ]

=


wH

rΩ(1)d
0 · · · 0

· · ·
0 0 · · · wH

rΩ(m)d

E
[

yrΩ(1)d

...

yrΩ(m)d




yrΩ(1)d

...

yrΩ(m)d


H ]

wH
rΩ(1)d

0 · · · 0

· · ·
0 0 · · · wH

rΩ(m)d


H

=


wH

rΩ(1)d
0 · · · 0

· · ·
0 0 · · · wH

rΩ(m)d




hrΩ(1)dhH
rΩ(1)d

+ σ2I 0 · · · 0

· · ·
0 0 · · · hrΩ(m)dhH

rΩ(m)d
+ σ2I




wH
rΩ(1)d

0 · · · 0

· · ·
0 0 · · · wH

rΩ(m)d


H

(5.29)

Pab = E[abH ] = E

[
bΩ(1)

...

bΩ(m)




yrΩ(1)d

...

yrΩ(m)d


H 

wrΩ(1)d 0 · · · 0

· · ·
0 0 · · · wrΩ(m)d


]

=E

[
bΩ(1)yH

rΩ(1)d
wrΩ(1)d bΩ(1)yH

rΩ(2)d
wrΩ(2)d · · · bΩ(1)yH

rΩ(m)d
wrΩ(m)d

...

bΩ(m)yH
rΩ(1)d

wrΩ(1)d bΩ(m)yH
rΩ(2)d

wrΩ(2)d · · · bΩ(m)yH
rΩ(m)d

wrΩ(m)d


]
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=E

[
bΩ(1)(b

∗
Ω(1)h

H
rΩ(1)d

+ nH
rd)wrΩ(1)d bΩ(1)(b

∗
Ω(2)h

H
rΩ(2)d

+ nH
rd)wrΩ(2)d · · ·

...

bΩ(m)(b
∗
Ω(1)h

H
rΩ(1)d

+ nH
rd)wrΩ(1)d bΩ(m)(b

∗
Ω(2)h

H
rΩ(2)d

+ nH
rd)wrΩ(2)d · · ·

· · · bΩ(1)(b
∗
Ω(m)h

H
rΩ(m)d

+ nH
rd)wrΩ(m)d

· · · bΩ(m)(b
∗
Ω(m)h

H
rΩ(m)d

+ nH
rd)wrΩ(m)d


]

=E

[
bΩ(1)b

∗
Ω(1)h

H
rΩ(1)d

wrΩ(1)d bΩ(1)b
∗
Ω(2)h

H
rΩ(2)d

wrΩ(2)d · · ·
...

bΩ(m)b
∗
Ω(1)h

H
rΩ(1)d

wrΩ(1)d bΩ(m)b
∗
Ω(2)h

H
rΩ(2)d

wrΩ(2)d · · ·

· · · bΩ(1)b
∗
Ω(m)h

H
rΩ(m)d

wrΩ(m)d

...

· · · bΩ(m)b
∗
Ω(m)h

H
rΩ(m)d

wrΩ(m)d


]

=E

[
( m∑
i=1

m∑
j=1

gi1g
∗
j1b

Υ(i)
Ω(1)(b

Υ(j)
Ω(1))

∗)hH
rΩ(1)d

wrΩ(1)d · · ·
...( m∑

i=1

m∑
j=1

gimg
∗
j1b

Υ(i)
Ω(m)(b

Υ(j)
Ω(1))

∗)hH
rΩ(1)d

wrΩ(1)d · · ·

· · ·
( m∑
i=1

m∑
j=1

gi1g
∗
jmb

Υ(i)
Ω(1)(b

Υ(j)
Ω(m))

∗)hH
rΩ(m)d

wrΩ(m)d

· · ·
( m∑
i=1

m∑
j=1

gimg
∗
jmb

Υ(i)
Ω(m)(b

Υ(j)
Ω(m))

∗)hH
rΩ(m)d

wrΩ(m)d


]

=E

[
( m∑
i=1

m∑
j=1

gi1gj1b
Υ(i)
Ω(1)b

Υ(j)
Ω(1)

)
hH
rΩ(1)d

wrΩ(1)d · · ·
...( m∑

i=1

m∑
j=1

gimgj1b
Υ(i)
Ω(m)b

Υ(j)
Ω(1)

)
hH
rΩ(1)d

wrΩ(1)d · · ·

· · ·
( m∑
i=1

m∑
j=1

gi1gjmb
Υ(i)
Ω(1)b

Υ(j)
Ω(m)

)
hH
rΩ(m)d

wrΩ(m)d

...

· · ·
( m∑
i=1

m∑
j=1

gimgjmb
Υ(i)
Ω(m)b

Υ(j)
Ω(m)

)
hH
rΩ(m)d

wrΩ(m)d


]

=E

[
m∑
i=1

m∑
j=1

gi1gj1b
Υ(i)
Ω(1)b

Υ(j)
Ω(1) · · · 0

...
m∑
i=1

m∑
j=1

gimgj1b
Υ(i)
Ω(m)b

Υ(j)
Ω(1) · · · 0

hH
rΩ(1)d

wrΩ(1)d + · · ·
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+


0 · · ·

m∑
i=1

m∑
j=1

gi1gjmb
Υ(i)
Ω(1)b

Υ(j)
Ω(m)

...

0 · · ·
m∑
i=1

m∑
j=1

gimgjmb
Υ(i)
Ω(m)b

Υ(j)
Ω(m)

hH
rΩ(m)d

wrΩ(m)d

]

=E

[
m∑
i=1

gi1gi1b
Υ(i)
Ω(1)b

Υ(i)
Ω(1) · · · 0

...
m∑
i=1

gimgi1b
Υ(i)
Ω(m)b

Υ(i)
Ω(1) · · · 0

hH
rΩ(1)d

wrΩ(1)d + · · ·

+


0 · · ·

m∑
i=1

gi1gimb
Υ(i)
Ω(1)b

Υ(i)
Ω(m)

...

0 · · ·
m∑
i=1

gimgimb
Υ(i)
Ω(m)b

Υ(i)
Ω(m)

 hH
rΩ(m)d

wrΩ(m)d

]

=E

[
( m∑
i=1

gi1gi1b
Υ(i)
Ω(1)b

Υ(i)
Ω(1)

)
hH
rΩ(1)d

wrΩ(1)d · · ·
( m∑
i=1

gi1gimb
Υ(i)
Ω(1)b

Υ(i)
Ω(m)

)
hH
rΩ(m)d

wrΩ(m)d

...( m∑
i=1

gimgi1b
Υ(i)
Ω(m)b

Υ(i)
Ω(1)

)
hH
rΩ(1)d

wrΩ(1)d · · ·
( m∑
i=1

gimgimb
Υ(i)
Ω(m)b

Υ(i)
Ω(m)

)
hH
rΩ(m)d

wrΩ(m)d


]

=


( m∑
i=1

gi1gi1σ
2
i

)
hH
rΩ(1)d

wrΩ(1)d · · ·
( m∑
i=1

gi1gimσ
2
i

)
hH
rΩ(m)d

wrΩ(m)d

...( m∑
i=1

gimgi1σ
2
i

)
hH
rΩ(1)d

wrΩ(1)d · · ·
( m∑
i=1

gimgimσ
2
i

)
hH
rΩ(m)d

wrΩ(m)d

 , (5.30)

where σ2
i is the variance of the transmitted symbol. Therefore, the optimum GMMSE is

formed as

GMMSE =


( m∑
i=1

gi1gi1σ
2
i

)
hH
rΩ(1)d

wrΩ(1)d · · ·
( m∑
i=1

gi1gimσ
2
i

)
hH
rΩ(m)d

wrΩ(m)d

...( m∑
i=1

gimgi1σ
2
i

)
hH
rΩ(1)d

wrΩ(1)d · · ·
( m∑
i=1

gimgimσ
2
i

)
hH
rΩ(m)d

wrΩ(m)d


(

wH
rΩ(1)d

0 · · · 0

· · ·
0 0 · · · wH

rΩ(m)d




hrΩ(1)dhH
rΩ(1)d

+ σ2I 0 · · · 0

· · ·
0 0 · · · hrΩ(m)dhH

rΩ(m)d
+ σ2I




wH
rΩ(1)d

0 · · · 0

· · ·
0 0 · · · wH

rΩ(m)d


H )−1

(5.31)
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Algorithm 10 The proposed cooperative PNC scheme (m×m)

%Randomly group m users and m relays that belong to set Υ and Ω, respectively

Source-relay phase

ysrl =
K∑

k=1

aksrlskhsrl,kbk + nsrl

% Apply MUD to obtain b̂rΩ(l)d,Υ(k)

%PNC schemes

%XOR mapping at relays

b̂rΩ(l)d,Υ(k) → c
Υ(k)
Ω(l) , l ∈ [1,m], k ∈ [1,m]

cΩ(l) = c
Υ(1)
Ω(l) ⊕ c

Υ(2)
Ω(l) ⊕ ...⊕ c

Υ(m)
Ω(l) , l ∈ [1,m], k ∈ [1,m]

bΩ(l) = 1− 2cΩ(l)

%Linear network coding at relays

%Design of code matrix GML

GML = argmin1≤j≤2m2

∥∥∥

bΩ(1)

bΩ(2)

...

bΩ(m)

− G−1


wH

rΩ(1)d
yrΩ(1)d

wH
rΩ(2)d

yrΩ(2)d

...

wH
rΩ(m)d

yrΩ(m)d


∥∥∥2

%Design of code matrix GMMSE

GMMSE = arg minG̃ E
∥∥∥

bΩ(1)

bΩ(2)

...

bΩ(m)

− G̃


wH

rΩ(1)d
yrΩ(1)d

wH
rΩ(2)d

yrΩ(2)d

...

wH
rΩ(m)d

yrΩ(m)d


∥∥∥2

bΩ(l) =
m∑

k=1

gkl b̂
Υ(k)
rΩ(l)d

Relay-destination phase

yrΩd =
m∑
l=1

hrΩ(l)dbΩ(l) + nrd

%Apply MUD to obtain b̂Ω(l)

Source-destination phase

ysd =
K∑

k=1

aksdskhsd,kbk + nsd

%Apply MUD to obtain b̂
Υ(k)
sd

%Decoding at the destination

%If XOR is adopted at relays

ĉΩ(l) = (1− b̂Ω(l))/2, ĉ
Υ(k)
sd = (1− b̂

Υ(k)
sd )/2

ĉΥ(k) = ĉΩ(l) ⊕ ĉ
Υ(1)
sd ⊕ ...ĉ

Υ(k−1)
sd ⊕ ĉ

Υ(k+1)
sd ...⊕ ĉ

Υ(m)
sd

b̂Υ(k) = 1− 2ĉΥ(k)

%If linear network coding is applied at relays

b̂Υ(k) =
b̂Ω(l)−

(
gΥ(1)Ω(l)b̂

Υ(1)
sd +...gΥ(k−1)Ω(l)b̂

Υ(k−1)
sd +gΥ(k+1)Ω(l)b̂

Υ(k+1)
sd ...+gΥ(m)Ω(l)b̂

Υ(m)
sd

)
gΥ(k)Ω(l)
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The proposed cooperative PNC scheme (m×m) is detailed in Algorithm 10.

5.4 Proposed Buffer-aided Cooperative PNC Scheme

In this section, we combine every m users and m relays (we focus here on the case for

m = 2) into a group and present a buffer-aided PNC scheme, where each relay is

equipped with a buffer so that the processed data can be stored and wait until the most

appropriate link pair associated with the best performance for the second phase

transmission is selected. Consequently, encoded data are stored at the corresponding

buffer entries and are then forwarded to the destination when the appropriate time

interval comes. Additionally, the destination is also equipped with a buffer so that the

detected symbols from the direct transmissions can be stored. After that, the final

detected symbols are consequently obtained through the PNC decoding and mapping

operations at the appropriate time instant. Specifically, the size J of the buffer can be set

as adjustable according to a given criterion so that the best encoded data can be selected

among a large number of candidates and a shorter delay can be achieved. This design

effectively increases the reliability of the transmission, reduces the bit error rate and

guarantees that the most proper data are transmitted after processing at the relays.

Transmission between a selected user-relay pair (m = 2)

Source

...

Destination

Relay

...

1

2

k

1

2

L

yr1d
yr2d

Matching matrix:

Received signal: ysr1
ysr2

Coefficient matrix:

G (Grandom,GML,GMMSE)

G (Grandom,GML,GMMSE)
ys1d

ys2d

Received signal:

Figure 5.2: Transmission between a selected user-relay pair

In order to illustrate the transmission process with PNC schemes more precisely, we
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detail the transmission between a selected user-relay pair in the proposed buffer-aided

cooperative PNC scheme as shown by Fig. 5.2. At the corresponding target relays, the

received signal is sent for detection and the coefficient matrix (if linear network coding

technique is selected) is stored and multiplied by the corresponding detected symbols

(encoding process). At the destination, the encoded signal is received and the

corresponding matching matrix is applied for the purpose of decoding.

Specifically, this algorithm starts with a selection using all possible link combinations

associated with all relay pairs from both source-relay and relay-destination phases. Since

the bit-wise XOR operation and a linear network coding technique can be adopted, every

(m = 2) relays are combined into a group and paired with (m = 2) users. Note that

arbitrary numbers of users and relays can also be considered but for the sake of simplicity,

we only consider m = 2 relays and users. Thus, since all possible link combinations are

considered, their corresponding SINR are then calculated and recorded as follows:

SINRsrΩ =
K∑
k=1

m∑
l=1

wH
skrΩ(l)

hskrΩ(l)
hH
skrΩ(l)

wskrΩ(l)

m∑
l=1

K∑
j=1
j ̸=k

wH
skrΩ(l)

hsjrΩ(l)
hH
sjrΩ(l)

wskrΩ(l)
+

m∑
l=1

σ2wH
skrΩ(l)

wskrΩ(l)

, (5.32)

SINRrΩd =
K∑
k=1

m∑
l=1

(wk
rΩ(l)d

)Hhk
rΩ(l)d

(hk
rΩ(l)d

)Hwk
rΩ(l)d

m∑
l=1

K∑
j=1
j ̸=k

(wk
rΩ(l)d

)Hhj
rΩ(l)d

(hj
rΩ(l)d

)Hwk
rΩ(l)d

+
m∑
l=1

σ2(wk
rΩ(l)d

)Hwk
rΩ(l)d

,

(5.33)

where hskrΩ(l)
= askrΩ(l)

skhskrΩ(l)
is the effective signature vector from user k to the relay

Ω(l), hk
rΩ(l)d

= akrΩ(l)d
skhk

rΩ(l)d
is the effective signature vector for user k from the relay

Ω(l) to the destination. In Eq. (5.32), SINRsrΩ denotes the SINR for the combined paths

from all users to relay set Ω, wskrΩ(l)
is the detector used at the relay Ω(l). When the MF

is adopted at the corresponding relay, wskrΩ(l)
is expressed as

wskrΩ(l)
= hskrΩ(l)

. (5.34)

Similarly, if the linear minimum mean-square error (MMSE) receiver [77] is employed at

the relays, wskrΩ(l)
is equal to

wskrΩ(l)
=

( K∑
k=1

hskrΩ(l)
hH
skrΩ(l)

+ σ2I
)−1

hskrΩ(l)
, (5.35)
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In (5.33), SINRrΩd represents the SINR for the combined paths from relay set Ω to the

destination. The receive filter wk
rΩ(l)d

is employed by the detector used at the destination.

When the MF is adopted at the destination, wk
rΩ(l)d

is expressed as

wk
rΩ(l)d

= hk
rΩ(l)d

. (5.36)

In an analog way, if the linear MMSE receiver is employed at the relays, wk
rΩ(l)d

is

wk
rΩ(l)d

=

( K∑
k=1

hk
rΩ(l)d

(hk
rΩ(l)d

)H + σ2I
)−1

hk
rΩ(l)d

. (5.37)

Both MF and MMSE receivers are considered here due to their reasonably low complexity

and it should be mentioned that other detectors [78] including the ML detector can also

be used.

After the calculation, we sort all these results according to a decreasing power level

and choose the relay pair (m = 2) with the highest SINR as given by

SINRi,j = arg max
Ω∈[1,2,...,L]

{SINRsrΩ , SINRrΩd}, (5.38)

where SINRi,j denotes the highest SINR associated with the relay i and relay j. After the

relay pair (m = 2) with the highest SINR is selected, the signal is transmitted through

the corresponding channels. In this case, two different situations of the buffer mode need

to be considered as follows.

Transmission mode:

If the link combinations associated with the selected relay set belongs to

relay-destination phase, the buffers are turned to the transmission mode. A buffer space

check needs to be conducted first to ensure the corresponding buffer entries are not

empty, namely:

Φbuffer
i ̸= ∅, i ∈ [1, 2, ..., L], (5.39)

and

Φbuffer
j ̸= ∅, j ∈ [1, 2, ..., L], (5.40)

where Φbuffer
i and Φbuffer

j denote the buffers equipped at relay i and relay j. If the

corresponding buffer entries are not empty, we transmit the NCS according to (5.10) or

(5.19). On the other hand, if the buffer condition does not satisfy the transmission
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requirement, namely, the buffer entries are empty, the selected relay pair can not help to

forward the information.

In this case, we drop the current relay pair i and j and choose another relay pair with

the second highest SINR as given by

SINRpre
i,j = SINRi,j (5.41)

SINRu,v ∈ max{SINRsrΩ , SINRrΩd} \ SINR
pre
i,j , (5.42)

where SINRu,v denotes the second highest SINR associated with the updated relay pair u

and v. {SINRsrΩ , SINRrΩd} \ SINRpre
i,j represents a complementary set, where we drop

the SINRpre
i,j from the set of SINR links {SINRsrΩ , SINRrΩd}. Consequently, the above

process repeats until the buffer condition achieves the transmission requirement.

Reception mode:

On the other hand, if the link combination associated with the highest relay pair SINR

belongs to the source-relay phase, the buffers are switched to reception mode. Similarly,

a buffer space examination is operated to ensure that the corresponding buffer entries are

not full. We then have

Φbuffer
i ̸= U, i ∈ [1, 2, ..., L], (5.43)

and

Φbuffer
j ̸= U, j ∈ [1, 2, ..., L], (5.44)

where U represents a full buffer set. If the buffers are not full, then, the sources send

the data to the selected relay pair i and j according to (5.2). Otherwise, the algorithm

reselects a new relay pair as in (5.41) and (5.42). The re-selection process stops when the

corresponding buffer entries are not full.

At the destination, a buffer with size J is also employed. Since the direct transmission

occurs when the buffers at relays are under the reception mode, the detected results that are

stored in the corresponding buffer entries coming from the direct links are then adopted

to help with the PNC decoding process. It should be noticed that the buffer entries at the

destination are empty in accordance with the buffer conditions at the relays.

Moreover, the size J of buffers also plays an important role in the behaviour of the

system performance. Specifically, when we increase the buffer size, data associated with
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Algorithm 11 The proposed buffer-aided cooperative PNC scheme

% List all possible link combinations with associated relay pairs

% Select the combination with the highest SINR

SINRi,j = max{SINRsrΩ ,SINRrΩd}
%Reception mode

if SINRi,j ∈ [SINRsrΩ ]

if the buffers entries are not full

ysd =
K∑

k=1

aksdskhsd,kbk + nsd ; ysrl =
K∑

k=1

aksrlskhsrl,kbk + nsrl

%Apply MUD to obtain b̂rΩ(l)d,Υ(k)

%XOR operation

b̂rΩ(l)d,Υ(k) → c
Υ(k)
Ω(l) , l ∈ [1, 2], k ∈ [1, 2] ; cΩ(l) = c

Υ(1)
Ω(l) ⊕ c

Υ(2)
Ω(l) ,

bΩ(l) = 1− 2cΩ(l)

%Linear network coding scheme

bΩ(l) =
2∑

k=1

gkl b̂rΩ(l)d,Υ(k)

break

else %choose the second highest SINR

SINRpre
i,j = SINRi,j ; SINRi,j ∈ max{SINRsrΩ , SINRrΩd} \ SINRpre

i,j

end

else %Transmission mode

SINRi,j ∈ [SINRrΩd]

if the buffers entries are not empty

%If XOR operation is adopted at relays

yrΩd =
m∑
l=1

hrΩ(l)dbΩ(l) + nrΩd, l = 1, 2

%Operations at the destination

b̂Ω(l) = Q((wrΩ(l)d)
HyrΩd), l = 1, 2 ; b̂Υ(k)

sd = Q((wΥ(k)
sd )Hysd), k = 1, 2

ĉΩ(l) = (1− b̂Ω(l))/2, l = 1, 2 ; ĉΥ(k)
sd = (1− b̂

Υ(k)
sd )/2, k = 1, 2

ĉΥ(k) = ĉΩ ⊕ ĉ
Υ(s)
sd , s ∪ k = {1, 2}, s ̸= k

b̂Υ(k) = 1− 2ĉΥ(k), k = 1, 2

%If linear network coding is adopted at relays

yrΩd = HrΩdGbΩ + nrΩd

%Operations at the destination

b̂Ω(l) = Q(G̃(wrΩ(l)d)
HyrΩd), l = 1, 2

b̂
Υ(k)
sd = Q((wΥ(k)

sd )Hysd), k = 1, 2 ; b̂Υ(k) =
b̂Ω(l)−

(
gΥ(s)Ω(l)b̂

Υ(s)
sd

)
gΥ(k)Ω(l)

, s ∪ k = {1, 2}, s ̸= k

break

else%choose the second highest SINR

SINRpre
i,j = SINRi,j ; SINRi,j ∈ max{SINRsrΩ , SINRrΩd} \ SINRpre

i,j

end

end

%Re-calculated the SINR for different link combinations and

repeat the above process
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better channel conditions can be selected as a relatively larger candidate pool is generated.

Therefore, extra degrees of freedom in the system are also available. Conversely, a shorter

delay can be obtained when we reduce the buffer size. In practice, the performance highly

depends on the buffer size J , the number of users K and the accuracy of the detection

process at the relays.

The proposed buffer-aided cooperative PNC scheme is detailed in Algorithm 11

5.5 Greedy Relay Pair Selection Technique

In this section, we introduce a greedy relay pair selection technique that can approach

the performance of the exhaustive relay pair search with a reasonably lower

computational cost. Traditionally, the exhaustive search examines all possible link

combinations between both the source-relay phase and the relay-destination phase so

that the optimum relay pair with the highest SINR can be obtained. In particular, with L

relays (L/2 relay pairs if L is an even number) equipped in the cooperative system, a

cost of 2C2
L = L(L − 1) link combinations need to be considered. Clearly, a

considerable computational complexity can not be avoided when large number of relays

are participated in the transmission. Motivated by this fact, we then propose the

following greedy relay pair selection technique that can achieve a good balance between

the system performance and the computational complexity.

This algorithm starts with single relay selection where we evaluate the SINR for each

of the relays with its associated link combinations between both the source-relay phase

and relay-destination phase as given by

SINRsrp =
K∑
k=1

wH
skrp

hskrphH
skrp

wskrp

K∑
j=1
j ̸=k

wH
skrp

hsjrphH
sjrp

wskrp + σ2wH
skrp

wskrp

, (5.45)

SINRrpd =
K∑
k=1

(wk
rpd

)Hhk
rpd(h

k
rpd)

Hwk
rpd

K∑
j=1
j ̸=k

(wk
rpd

)Hhj
rpd

(hj
rpd

)Hwk
rpd

+ σ2(wk
rpd

)Hwk
rpd

, (5.46)
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where SINRsrp and SINRrpd denote the SINR from the source to an arbitrary relay p and

from relay p to the destination, respectively.wskrp and wk
rpd

are the receiver filters for user

k from the source to relay p and from the relay p to the destination, respectively.

We then select the link combination with the highest SINR and its associated relay q

is recorded as the base relay and given by

SINRbase
q = arg max

p∈[1,2,...,L]
{SINRsrp , SINRrpd}. (5.47)

After that, all possible L − 1 candidate relay pair (contains relay q) are listed as Ωp,q,

where p ∈ [1, L], p ̸= q. We then calculate the SINR for these L− 1 relay pairs (2(L− 1)

link combinations) according to (5.32) and (5.33). Consequently, the optimum relay pair

Ωn,q with the highest SINR is selected through (5.38). Finally, the signal is sent according

to the corresponding current buffer state.

Transmission mode:

When the buffer state is under the transmission mode, a buffer space check is required

firstly to guarantee that the corresponding buffer entries are not empty. Thus We have,

Ωbuffer
n ̸= ∅, n ∈ [1, 2, ..., L], (5.48)

and

Ωbuffer
q ̸= ∅, q ∈ [1, 2, ..., L], (5.49)

where Ωbuffer
n and Ωbuffer

q represents the buffer n and the buffer q associated with the relay

pair Ωn,q. In this case, the NCS is sent via the selected relay buffer entries to the

destination according to either (5.10) or (5.19). Conversely, if the buffer space check is

not successful, which, indicates that current empty buffer entries are not capable of

forwarding the NCS from the selected relays to the destination, thus, we have to replace

the current relay pair by the one that has the highest SINR among the remaining L − 2

candidates pool as given by

SINRm,q = arg max
p ̸=n,q

p∈[1,2,...,L]

{SINRp,q}, (5.50)

The algorithm then repeats with the newly generated relay pair Ωm,q. However, if all

remaining candidate relay pair Ωp,q (p ̸= q, p ∈ [1, L]) are not available, we have to

update the base relay as given by

SINRpre
q = SINRbase

q , (5.51)
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Algorithm 12 The proposed greedy relay pair selection algorithm for buffer-aided PNC

%Choose a single relay with the highest SINR that

corresponds to a specific base relay q

SINRbase
q = max{SINRsrp , SINRrpd}, p ∈ [1, L]

For p = 1 : L % all relay pairs associated with relay q

if p ̸= q

Ωrelaypair = [p, q]

% when the links belong to the source-relay phase

SINRsrp,q =
K∑

k=1

wH
skrp

hskrphH
skrp

wskrp+wH
skrq

hskrq hH
skrq

wskrq

K∑
j=1
j ̸=k

wH
skrp

hsjrp
hH
sjrp

wskrp+
K∑

j=1
j ̸=k

wH
skrq

hsjrq
hH
sjrq

wskrq+σ2(wH
skrp

wskrp+wH
skrq

wskrq )

% when the links belong to the relay-destination phase

SINRrp,qd =
K∑

k=1

(wk
rpd)

Hhk
rpd(hk

rpd)
Hwk

rpd+(wk
rqd)

Hhk
rqd(hk

rqd)
Hwk

rqd

K∑
j=1
j ̸=k

(wk
rpd)

Hhj
rpd(hj

rpd)
Hwk

rpd+
K∑

j=1
j ̸=k

(wk
rqd)

Hhj
rqd(hj

rqd)
Hwk

rqd+σ2
(
(wk

rpd)
Hwk

rpd+(wk
rqd)

Hwk
rqd

)
% record and calculated the SINR for all relay pairs

end

end

SINRn,q = max{SINRsrp,q , SINRrp,qd}
if%Reception mode

if the buffers entries are not full

ysd =
K∑

k=1

aksdskhsd,kbk + nsd ; ysrl =
K∑

k=1

aksrlskhsrl,kbk + nsrl (l = n, q)

%Apply the detectors at relay n and relay q for detection

and store the detected symbols in the corresponding buffer entries

else %choose another relay with the second highest SINR

SINRpre
q = SINRbase

q ; SINRbase
q ∈ max{SINRsrp , SINRrpd} \ SINRpre

q

%Repeat the above greedy relay pair selection process

end

else%Transmission mode

if the buffers entries are not empty

% XOR mapping applied at selected relays

yrΩd =
m∑
l=1

hrΩ(l)dbΩ(l) + nrΩd

%Linear network coding applied at selected relays

yrΩd = HrΩdGbΩ + nrΩd

%Apply the detectors at the destination for detection and decoding

else%choose another link with the second highest SINR

SINRpre
q = SINRbase

q ; SINRbase
q ∈ max{SINRsrp , SINRrpd} \ SINRpre

q

%Repeat the above greedy relay pair selection process

end

end

%Repeat the above greedy relay pair selection process
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SINRbase
q = max{SINRsrp , SINRrpd} \ SINRpre

q , (5.52)

where {SINRsrp , SINRrpd} \ SINRpre
q denotes a complementary set where we drop the

SINRpre
q from the link SINR set {SINRsrp , SINRrpd}. After this selection process, we

repeat the above process and a new relay pair is chosen consequently. The corresponding

transmission procedure then repeats according to the buffer status.

Reception mode:

When the buffer state is switched to the reception mode, similarly, a buffer space check

needs to be performed initially to ensure the corresponding buffer entries are not full so

that the storage of data is still available, namely, we have,

Ωbuffer
n ̸= U, n ∈ [1, 2, ..., L], (5.53)

and

Ωbuffer
q ̸= U, q ∈ [1, 2, ..., L], (5.54)

where U represents a full buffer set. In this case, if the buffers are not full, the sources then

send the data to the selected relay pair Ωn,q according to (5.2). Otherwise, the algorithm

stops and then re-select a new relay pair according to (5.50), (5.51) and (5.52).

The greedy relay pair selection algorithm is show in Algorithm 12.

5.6 Analysis of the Proposed Algorithms

In this section, we analyse the computational complexity required by the proposed relay

pair selection algorithm together with the novel linear network coding designs.

5.6.1 Computational Complexity

In the proposed schemes, there are several design parts that cause the computational

complexity, namely, the proposed relay pair selection algorithms and the various linear

network coding processing at relays.
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Table 5.1: Computational complexity required by relay pair selection and linear network

coding schemes

Processing Algorithm Flops

Relay pair Exhaustive 88K2NL2 − 24KNL2 − 88K2NL+ 24KNL

selection Search −16K2L2 + 4KL2 + 16K2L− 4KL

Relay pair Greedy 176K2NL− 48KNL− 176K2N + 48KN

selection Search −32K2L+ 8KL+ 32K2 − 8K

Linear network coding With Gopt 2m
2
(8m3 + 8Nm+ 7m)

Linear network coding With GMMSE 21m3 + 8m2N −m2 + 2m+ 6mN2

For the relay sets selection algorithms, we calculate the combination SINR for every

relay set and use the SINR as the selection criterion. We adopt both the exhaustive search

and greedy relay selection approach for the purpose of comparison. Specifically, when L

relays participate in the transmission, L/2 relay sets are generated as we combine every

two relays into a group, thus, the total number of relay pairs that we have to examine

when an exhaustive search is conducted is C2
L = L(L− 1)/2. On the other hand, for the

proposed greedy relay pair selection algorithm, it explores a moderate to large number

of relay pairs per each stage, since this selection stops once the corresponding buffer

entries satisfy the current system requirement (transmission mode or reception mode), a

maximum number of relay pairs of (L−1)+(L−2)+ ...+1 = L(L−1)/2 is required. It

should be noticed that when calculating the associated SINR, the calculation flops need to

be doubled as the selection is performed in both source-relay links and relay-destination

links. These results are summarized in Table 5.1.

Applying the proposed linear network coding techniques at each relay also introduces

extra computational complexity. For these techniques, the process for obtaining GML and

GMMSE occupies most of the calculation flops as detailed in Table 5.1.

Clearly, it can be seen from the table that the proposed greedy relay pair selection

algorithm is an order of magnitude less costly when compared with the exhaustive search.

Additionally, the size of the matrix G mainly determines the complexity when introducing

GML and GMMSE into the linear network coding techniques.
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5.7 Simulations

In this section, a simulation study of the proposed buffer-aided PNC techniques for

cooperative systems is carried out. The DS-CDMA network uses randomly generated

spreading codes of length N = 16. The corresponding channel coefficients are modelled

as complex Gaussian random variables.We assume perfectly known channels at the

receivers and we also present an example with channel estimation. Equal power

allocation is employed. We consider packets with 1000 QPSK (BPSK) symbols and

average the curves over 1000 trials. Linear MMSE receiver is employed at both the

relays and destination for detection purposes. We consider fixed buffer-aided

exhaustive/greedy (FBAE/FBAG) relay pair selection strategies (RPS) and non

buffer-aided exhaustive/greedy (NBAE/NBAG) RPS. For network coding techniques, we

test both XOR mapping and linear network coding schemes with different designs of the

matrix G that are used at both the relays and destination for the purpose of encoding and

decoding.

In order to verify that the proposed buffer-aided cooperative PNC scheme with relay

selection algorithms contributes to the performance gain, we compare the performance

between the situations of the transmission with fixed size buffers (J = 4) and without

buffers that employ different RPS in Fig. 5.3 and Fig. 5.4.

The first example shown in Fig. 5.3 illustrates the performance comparison between

the proposed buffer-aided cooperative transmission with XOR mapping and different RPS

and non buffer-aided cooperative transmission with XOR mapping and different RPS.

K = 6 users and L = 6 relays are adopted for a cooperative DS-CDMA system and

QPSK modulation is employed. The simulation results show that a good performance

gain is achieved with the introduction of the buffers. As for the RPS problem, the curves

suggest that the greedy RPS can approach the exhaustive RPS with a relatively lower

computational cost.

Another example depicted in Fig. 5.4 compares the performance comparison between

the proposed buffer-aided cooperative transmission with linear network coding and

different RPS and non buffer-aided cooperative transmission with linear network coding

and different RPS. Similarly, we have K = 6 users and L = 6 relays, QPSK modulation
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Figure 5.3: Performance comparison for buffer-aided and non buffer-aided cooperative

transmissions with XOR and different RPS

is employed. Clearly, with Grandom applied at the relays and GMMSE employed at the

destination, the overall system performance improves when compared with Fig. 5.3

where simple XOR mapping is used. Additionally, the simulation results also reveal that

the buffer-aided designs perform better than the non-buffer aided ones. Therefore, a

good balance between the BER performance and average delay can be obtained if the

buffer size is carefully adjusted. Moreover, the greedy RPS can approach the exhaustive

RPS quite closely, whist keeping the computational complexity reasonably low for

practical utilization.

The next example shown in Fig. 5.5 illustrates the performance comparison between

cooperative transmissions with K = 6 users, L = 6 relays using different network coding

techniques with buffers and without buffers, both scenarios adopt an exhaustive RPS and
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Figure 5.4: Performance comparison for buffer-aided and non buffer-aided cooperative

transmissions with linear network coding and different RPS

buffer size J = 4. QPSK modulation is employed for all schemes. The results show that

linear network coding techniques perform better than the XOR mapping even if only a

binary coefficient matrix is generated randomly. Additionally, when relays are equipped

with buffers, a significant performance gain is obtained as there is a high possibility that

data associated with better propagation conditions or better channels are selected.

In the forth example shown in Fig. 5.6, the BER performance comparison of buffer-

aided (J = 4) and non buffer-aided cooperative transmissions with various linear network

coding techniques in BPSK modulation are presented. Similarly, we apply K = 6 users

and L = 6 relays in the transmissions, exhaustive RPS is used. We adopted Grandom at

the relays for the encoding process when GMMSE is employed at the destination for the

purpose of decoding. As depicted in Fig. 5.6, the results then show that the introduction of
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Figure 5.5: Performance comparison between different network coding techniques with

buffers and without buffers

GMMSE provides the best performance, followed by the introduction of GML and Grandom

that are used at both the relays and the destination, respectively. On the other hand, the

results also reveal that with the use of buffers, the overall system performance significantly

improves.

In the fifth scenario given by Fig. 5.7, the proposed network coding (linear

combination) schemes are also examined with QPSK modulation. Similarly, we apply

K = 6 users and L = 6 relays in the transmissions with exhaustive RPS applied. In Fig.

5.7, it is clear that the employ GMMSE still provides the best performance and the use of

buffers also brings performance improvements with QPSK modulation.

Finally, we test the proposed network coding (linear combination) schemes in QPSK

modulation with least-squares (LS) channel estimation applied in Fig. 5.8. We employ
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Figure 5.6: Performance comparison between different linear network coding techniques

with buffers and without buffers in BPSK modulation
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Figure 5.7: Performance comparison between different linear network coding techniques

with buffers and without buffers in QPSK modulation
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Figure 5.8: Performance comparison between different linear network coding techniques

with buffers and without buffers with LS channel estimation
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K = 6 users, L = 6 relays and exhaustive RPS is applied in the transmissions, the

length of pilot sequence is 1000. Obviously, it can been seen from Fig. 5.8 that, due

to the introduction of channel estimation, the performance for all algorithms are slightly

degraded. But the adoption of GMMSE still has the best performance. In the meantime,

extra system performance improvements can still be provided by the equipment of buffers.

5.8 Conclusions

In this chapter, we have presented a buffer-aided PNC scheme for cooperative

DS-CDMA systems with different relay pair selection techniques. In particular, we have

developed novel linear network coding algorithms with various code matrices according

to different criteria for cooperative transmissions based on both an exhaustive search and

a greedy approach. Along with the help of buffers, the transmission performance

effectively improves. Simulation results show that the performance of the proposed

buffer-aided scheme perform better than those without buffers, and the proposed linear

network coding designs outperform the existing XOR mapping and linear mapping with

randomly generations of coding coefficient. In summary, the proposed designs and

algorithms can offer good gains as compared to previously reported techniques.
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6.1 Summary of the Work

In this thesis, a number of novel relaying strategies and relay selection algorithms for

dealing with interference cancellation, multipath fading mitigation and information

storage are proposed for the application of the cooperative DS-CDMA system. In

addition, we also combined these relaying techniques with various channel selection

algorithms in order to achieve a good balance between extra performance gain and

computational complexity.

In the following, we summarize the work reported in each chapter of this thesis.

In Chapter 3, a greedy list-based successive interference cancellation (GL-SIC)

strategy and a greedy list-based parallel interference cancellation (GL-PIC) technique,

together with a greedy multi-relay selection algorithm are presented. In particular, both

interference cancellation techniques are used at both the relays and the destination in the

uplink of the cooperative DS-CDMA system and the main principle of both approaches
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is to divide all users into either reliable or unreliable groups for further examinations.

Clearly, better detection results can be obtained and acceptable computational

complexity can be achieved when the threshold for reliability check is carefully

controlled. Moreover, the proposed greedy multi-relay selection algorithms select the

optimum relay combination according to the SINR criterion and can approach almost the

same level of exhaustive search, whist keeping the complexity reasonable low for

practical utilization. Furthermore, we analyze the computational complexity required by

the proposed and existing interference cancellation algorithms and the proposed greedy

relay selection method, along with the investigation of the cross-layer design.

In Chapter 4, a dynamic buffer-aided cooperative distributed space-time coding

(DSTC) scheme that is able to store enough data packets in the corresponding buffer

entries according to different criteria is proposed and analyzed. This technique

effectively improves the transmission performance by sending the most appropriate data

to either the relays or destination at the suitable time instants. Clearly, with carefully

control of the buffer size, a balance between good performance and long delay can be

achieved. After that, we analyze the computational complexity required by the proposed

relay pair selection algorithm, the problem of the average delay brought by the proposed

schemes and algorithms, followed by the discussion of the proposed greedy algorithm.

In Chapter 5, a buffer-aided cooperative physical-layer network coding (PNC)

scheme that can encode the detected symbols with exclusive-or (XOR) mapping and

linear network coding technique at each relay is explored. Similarly, in this design, each

relay is equipped with a buffer so that the most suitable symbols are sent to the encoding

process when relays are under reception mode. On the other hand, the selected encoded

data are sent to the destination side when the corresponding relays are in the

transmission mode. Additionally, we have also developed two novel linear network

coding designs according to both the ML and MMSE criteria. Finally, an analysis of the

computational complexity is discussed.
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6.2 Future Work

The application of many of the proposed techniques and algorithms detailed in this thesis

can be extended to scenarios and systems outside the scope of this thesis, and based

on the contributions of this thesis, the future avenues of relevant research are listed and

summarized as below.

• The proposed dynamic buffer-aided design only changes the buffer size according

to either the input SINR or the channel conditions. However, in order to broaden the

application of this algorithm, there should be several other thresholds or parameters

that are able to affect the transmission quality and system reliability.

• The proposed buffer-aided DSTC scheme adopts the Alamouti code for the

purpose of simplicity. Clearly, this is the most basic approach, in this case, various

DSTC techniques can replace the Alamouti scheme and provide higher

transmission performance, including vertical Bell Laboratories Layered

Space-Time (V-BLAST) scheme [29], orthogonal space-time block codes

(OSTBC) [30], quasi-OSTBC (QOSTBC) [31], linear dispersion codes

(LDC) [91] and adaptive DSTC [70].

• The proposed buffer-aided PNC strategy applies only the XOR mapping and two

kinds of linear network coding schemes at the relays. Obviously, there are several

other alternative PNC schemes such as Random Linear Network Coding [92],

adaptive linear network coding [93] and Wireless Network Coding [94], that can

be further explored.

• The proposed interference cancellation, buffer-aided DSTC and PNC techniques

could be applied to multiple-antenna and multi-carrier systems.
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Glossary

AF Aamplify and Forward

BPSK Binary Phase Shift Keying

BER Bit Error Rate

BP Basis Pursuit

CSI Channel State Information

DS-CDMA Direct Sequence Code Division Multiple Access

DF Decode and Forward

DSTC Distributed Space Time Coding

DBAE Dynamic Buffer Aided Exhaustive

DBAG Dynamic Buffer Aided Greedy

EM Electromagnetic Wave

FEC Forward Error Coding

FBAE Fixed Buffer Aided Exhaustive

FBAG Fixed Buffer Aided Greedy

GL-SIC Greedy List-based Successive Interference Cancellation

GL-PIC Greedy List-based Paralle Interference Cancellation

LNC Linear Network Coding

MAI Multiple Access Interference

MUD Multiuser Detection

ML Maximum Likelihood

MMSE Minimum Mean Square Error

MSE Mean Square Error

MF Matched Filter

MB Multiple Branch
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NCS Network Coded Symbol

OMP Oorthogonal Matching Pursuit

PIC Paralle Interference Cancellation

PNC Physical-layer Network Coding

PSD Power Spectrum Density

PN Pseudorandom Noise

QPSK Quadrature Phase Shift Keying

RPS Relay Pair Strategy

SIC Successive Interference Cancellation

SER Symbol Error Rate

SINR Signal to Interference plus Noise Ratio

SNR Signal to Noise Ratio
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