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#### Abstract

The phase behaviour and thermodynamic properties of simple model mixtures are examined using the statistical associating fluid theory as extended to chain molecules interacting with potentials of variable range (SAFT-VR), and by computer simulation. The SAFT-VR approach is based on an accurate and compact representation of the free energy of chain molecules. We present the SAFT-VR methodology as applied to mixtures of non-conformal molecules. A series of mixing rules are presented, beginning with the van der Waals one-fluid prescription and including more complex treatments. The vapour-liquid equilibria of a mixture consisting of hard spheres and square-well monomers is examined with the SAFT-VR equation of state, together with the liquid-liquid equilibria of a symmetrical square-well mixture with no unlike interactions. Additionally, we examine the vapour-liquid equilibria of a square-well monomer-dimer mixture, composed of equal-sized segments, both with the SAFT-VR approach and by Gibbs ensemble Monte Carlo simulation. The simulation data are used to determine the vapourliquid critical line of the mixture. An extension of the SAFT-VR approach to describe the phase behaviour of chain molecules interacting with a soft repulsive potential and an attractive well of variable range is presented. We focus on the vapour-liquid properties of Lennard-Jones chains using a simple recipe for the evaluation of the chain free energy. We also perform a case study for a specific class of phase equilibria exhibited by binary mixtures, where systems are seen to posses a region of closed-loop immiscibility in their phase diagrams. We examine the nature of this type of phase behaviour using the SAFT-VR equation of state and Gibbs ensemble simulation for a simple model system with an anisotropic bonding site, which is seen to be the governing factor in the appearance of the region of low-temperature miscibility for this system. The model is chosen in order to mimic the physical features of real systems which exhibit this type of re-entrant phase behaviour. The critical regions of this model are examined using a finite-size scaling analysis performed in the semigrand canonical ensemble.
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## Chapter 1

## Introduction

One of the central concepts in the structure of physical science is the development of a theory for a particular model system. This general model is required to contain all the essential features of real substances and must also be simple enough to be examined within a theoretical framework. The theoretical prediction obtained can be compared with known experimental observations for the system. If the model proves to be successful it can be subsequently made more complete by including additional features of the real system. Familiar examples of such an approach include the kinetic model of gases, the nuclear model of atoms, and the ideal gas model which is used to describe the low-density gas phase of matter. We focus our attention here on the development of a theory to describe the liquid state using simplistic models.

The liquid state is that phase of matter which exists at pressures and temperatures bounded by the fusion curve and the vapour-pressure curve on the phase diagram of a pure substance. The well-known characteristics of the liquid state are that it is able to take the form of the container in which it is placed, as does the vapour phase, but the internal structure of a liquid is such that it has a higher degree of order than a vapour. This order is however not as long-ranged as the order observed in the structure of a solid phase. At high pressures and temperatures, above the vapour-liquid critical point, it is impossible to distinguish between the vapour and the liquid phases, so that it is common to refer to a single fluid phase at these conditions in phase behaviour studies.

As a result of the vast number of liquids encountered in everyday life, the study of the liquid state has been a source of interest to scientists for centuries. Currently
we have a general understanding of the interactions which govern the existence of such a phase of matter. Much of the present interest in the study of liquids exists due to the complexity of phase behaviour exhibited by liquids and their mixtures, and by the possibility of obtaining a theoretical description of the interactions responsible for such behaviour. A topical example is the liquid crystalline state, which exists as an intermediate state between a liquid and a solid, and displays an array of beautiful and interesting phase behaviour. Other diverse systems which are also being examined using theories of fluids are colloids, polymer solutions and complex biological molecules such as proteins and membranes. The study of liquids is obviously not limited to theoretical approaches. Most chemical processes are dominated by the interplay of the phases of matter, so that an understanding of the intermolecular interactions which govern phase coexistence and transitions between phases is vitally important to the experimentalist, regardless of the scale of the process in question.

The theoretical examination of a model system with a given interaction potential to obtain a prediction of the phase behaviour of real fluids which is valid over the entire range of pressure, temperature and density, was a concept first introduced in 1873 by van der Waals [1]. Here, an equation of state is proposed which is able to predict the existence of two fluid phases in a given model system. The deviations from ideality observed in real fluids are considered in terms of the structure of the system and of the intermolecular interactions present which are controlled by two coefficients. Molecules are considered as impenetrable hard spheres, so that the overall volume is reduced by the excluded volume of the spheres. The reduction of the pressure of the system is described in terms of the attractive interactions, which are responsible for reducing the frequency and the number of collisions between molecules in the fluid. An adjustment of the two parameters in the van der Waals equation enables us to predict the phase behaviour of fluids which is surprisingly acceptable given the simplicity of the model used. An important feature of the van der Waals equation of state is that it can be written in terms of a first order perturbation expansion of the free energy about a hard-sphere reference system $[2,3]$, thus incorporating the essential ideas of modern perturbation theory.

In this work we outline a particular route which can give a theoretical description of the fluid-phase behaviour of specific model systems by using both existing theories and certain new developments. This methodology can be used in turn to predict the phase behaviour of real systems over ranges of pressures and temperatures, some of which are difficult to examine experimentally. We also illustrate the value of molecular simulation techniques within a theoretical study of the phase behaviour of fluids. We pay particular attention to the use of perturbation theory in the theoretical description of the liquid state. Such an approach is valid since
it is well known experimentally that intermolecular repulsions between molecules in the fluid dominate the thermodynamic properties of the system. Hence, the attractive interactions are much less significant and can therefore be represented by a perturbation to a repulsive system in a theoretical description. A successful perturbation theory relies upon a relationship between the property of the fluid in question and a known property of the reference system. The simplest of such reference systems is that of a hard-sphere fluid, which has an interaction potential which is zero for intermolecular separations greater than the hard-core diameter and is infinite at separations smaller than the contact diameter of two spheres. The nature of the hard-sphere interaction is known from computer simulation studies to give rise to two states for such a system: a solid phase at high densities, and a fluid phase at lower densities. A sound theoretical knowledge of the properties of the hard-sphere fluid was first formulated in 1958 when Percus and Yevick [4] proposed an accurate equation of state from which the pressure and structure of the system could be obtained. This information was subsequently incorporated into the earlier work of Zwanzig [5, 6], where the formal expressions of modern perturbation theories are introduced. Within such a representation the change in physical properties resulting from the addition of an attractive interaction to a hard-sphere system are given in terms of a Taylor expansion of the Helmholtz free energy of the total system.

A solution of a perturbation expansion of the Helmholtz free energy can be obtained via expressions which are written in terms of known thermodynamic or structural properties of the reference system. Expressions for the first- and secondorder perturbation terms in the free energy expansion in terms of the distribution functions of the hard-sphere fluid are first proposed in the work of Z wanzig [5]. An important advantage of this approach is that expressions for higher-order terms in the expansion can be obtained, however these higher terms contain higher-body distribution functions which are unknown, even for the hard-sphere system.

An accurate route to the first- and second-order contributions to the free energy of a fluid can be obtained using a method proposed by Barker and Henderson [7, 8] which involves an expansion which can be evaluated using known values of specific quantities for the hard-sphere reference system. The expansion is written in the inverse of temperature so that the series is rapidly convergent at high temperatures. The first-order term consists of an integral over the known hard-sphere radial distribution function for a system interacting via a pair-wise additive potential (e.g., see McQuarrie [9]). However, the expression for the second-order perturbation term includes the unknown three- and four-body distribution functions. Within the Barker and Henderson theory, two different approximations can be used to evaluate the second-order contribution, the macroscopic and local compressibility
approximations, MCA and LCA. Both these approaches can also be used to obtain values for the higher-order perturbative terms using fluctuation theory [10]. The LCA, where the compressibility is written in terms of the pressure derivative of the density at a particular distance from a given molecule, is found to give more accurate results than the MCA for the second-order term at low densities, but both methods fail to give a good description at high densities [7, 8]. An extension of the LCA to include higher-order terms in the expansion of the Helmholtz free energy illustrates that such terms do not give a significant contribution to the free energy, except at very low temperatures [11]. Additionally, a semi-empirical representation of these terms used to reproduce computer simulation results indicates that the first- and second-order terms give the the most significant contribution to the free energy [12].

A natural extension to these perturbation theories for hard-core potentials is their possible application to systems with more realistic interactions such as the Lennard-Jones potential, where the repulsive region of the potential is 'softer' than in the case of the hard-core systems. Introduction of this kind of potential into the perturbation approach of Zwanzig is not trivial since in this case, the diameter of the system is no longer fixed. Three different approaches exist, where a diameter for the reference system is defined differently in each case. This diameter is then incorporated into the definition of the equation of state for the reference system. The simplest of these methods is that proposed by Barker and Henderson [13, 14] where the system diameter depends only on the temperature of the system. The variational theory of Mansoori and Canfield [15]-[19] and the Weeks, Chandler and Anderson theory [20,21], both propose reference system diameters which are temperature and density dependent. This dual dependence restricts their application to the description of mixtures due to the complex nature of the perturbation expressions when the diameter has a compositional dependence. The success of these soft-core approaches in obtaining a description of real systems is illustrated by the agreement between the melting curve of Argon obtained using the perturbation approaches of Barker and Henderson [22] and of Mansoori and Canfield [16] with the experimental results.

The nature of perturbation theories requires that the interaction potential of the model system in question must be known exactly. The pair potential for a specific system can be evaluated using $a b$ initio quantum mechanics (see Ref. [23] for a review), but the complexity of such a calculation increases rapidly with the number of electrons in the system, becoming prohibitively slow even for small molecules, despite the available computer power. Hence it is currently impossible to use perturbation theories to obtain the thermodynamic properties of real systems, so that alternative routes must be found. These involve either the specification of
a model intermolecular potential which can be used within perturbation theories, and other related mathematical approaches, or by the construction of empirical correlations.

Such correlations consist of the construction of an equation of state for a system by fitting certain parameters in the equation to available experimental data for that system. The resulting expression cannot be used to extrapolate for the system's behaviour in regions of phase space outside of which the fitting was performed. Nevertheless, such correlation studies are widely used in industrial applications, since for a specific range of conditions they give acceptable results. Approaches such as the Wilson equation [24, 25], the NTRL equation [26, 27] and the UNIQUAC equation [28], relate the activity coefficients to the mole fraction of the system via expressions obtained from the excess Gibbs energy of solution. The values for the adjustable parameters which are included in these expressions are obtained via fitting to experimental data. The fact that such studies rely on the evaluation of the activity coefficients of systems result in the poor prediction of fluids which show a large amount of vapour-phase non-ideality [27].

As a result of the ability of the van der Waals equation of state to adequately predict the phase behaviour of a range of systems, much theoretical interest has been directed towards obtaining a van der Waals-like expression which gives a more accurate prediction of phase behaviour. The most accurate of these augmented van der Waals equations use an improved expression for the free energy of the hard-sphere reference system, such as that proposed by Carnahan and Starling [29]. Various empirical equations of state such as the Berthelot [30], Dieterici [31], RedlichKwong [32, 33] and the Peng-Robinson [34] equations have also been developed in order to give a better description of phase behaviour than is obtained with the van der Waals equation. These approaches involve the introduction of parameters into an equation of state which are derived from more complex routes than the van der Waals coefficients. For example, the constants in the Redlich-Kwong equation have a similar physical significance to the van der Waals constants [27]. Such equations have found widespread use in the prediction of the phase behaviour of both pure fluids and mixtures, despite the fact that they consider molecules as hard-spheres.

Extension of the original hard-sphere perturbation theories to account for the non-sphericity of real molecules has been the source of much theoretical interest (see Ref. [35] for a review). However, the adequacy of such approaches is seen to decrease rapidly as the elongation of the system increases. An alternative approach to an accurate equation of state for chain molecules is the a perturbed hard-chain theory (PHCT) [36]. The PHCT provides an equation which links the low density ideal gas limit and the high density Prigogine-Flory theory of polymer
fluids [27]. The ideas of the PHCT have been widely used in a number of related theories, such as the simplified perturbed hard-chain theory (SPHCT) [37, 38], where the nature of the attractive interaction is less complex than in the PHCT. The perturbed anisotropic chain theory (PACT) [39] is an extension of the PHCT approach which accounts for systems with anisotropic interactions, but is unable to describe the phase behaviour of associating systems. Such systems are found to be adequately described by the associated perturbed anisotropic hard-chain theory (APACT) [40]. The APACT approach is a modified perturbed hard-chain theory where simple chemical equilibria to account for association are also considered, following the approach of Heidemann and Prausnitz [41]. These PHCT-based approaches have been used in the prediction of mixtures containing chain molecules, mixtures of water and hydrocarbons and to examine the extent of association in supercritical water (see Ref. [42] for a review). However, these studies are not without their problems, which range from the empirical nature of the parameters in the APACT equation to the unphysical nature of the low temperature phase behaviour proposed by the SPHCT approach [43]-[45].

A molecular based equation of state which gives an excellent prediction of the full phase behaviour of a wide variety of systems is the statistical associating fluid theory (SAFT) [46, 47]. The approach is based on the thermodynamic perturbation theory proposed by Wertheim [48]-[53], in which the phase behaviour of associating systems is explicitly described. Within this perturbative approach the association between molecules via short-ranged interaction sites is described in terms of a graphical expansion of the densities of every species in the fluid. Since the singlet density dependent contribution to the free energy due to association is included in the perturbation expansion there is a slight difference between the perturbation approach of Wertheim and those discussed previously, however the essential principles are the same. The SAFT equation of state and its applications and extensions will be discussed in detail throughout this thesis. One of the important advantages of molecular based theories such as SAFT over empirical equations of state is that each term in the SAFT free energy expansion can be compared directly with computer simulation results. This provides an indication of the adequacy of the individual contributions in their ability to give an accurate description of the phase behaviour of the model system. This type of information is impossible to obtain when the terms in the equation of state are fitted to experimental data over a specific range.

The use of computer simulation techniques in theoretical studies is not limited to the determination of the effectiveness of different equations of state. The phase behaviour of model systems obtained by computer simulation can also be compared directly with experimental results. Simulation techniques can hence be considered
as a link between theoretical and experimental studies. The two-fold applicability of simulation methods has resulted in a wide range of studies in this area. The results obtained from computer simulations can be considered as 'exact' with respect to those obtained from other theoretical approaches since no approximations, other than some concerning the intermolecular interactions have to be made. This allows the comparison between theory and simulation to be similar to that of between theory and experiment, where molecular simulations are considered as computer experiments. The different types of simulation techniques available and the underlying statistical mechanics of such approaches are illustrated in Chapter 3. In this work we will use both aspects of computer simulation in order to obtain predictions of the phase behaviour of model systems directly and also as a means of testing the adequacy of equations of state. In order to examine the relative merits of the different approaches which can be used to determine the phase behaviour of a particular system, it is interesting to compare the cost and time associated with each approach. An estimation of such figures for a binary mixture liquid-vapour equilibrium calculation is given in Table 1.1 (taken from Ref. [54]). This allows an approximate comparison to be made between the various methods. The cost and time efficiency of theoretical approaches with respect to experimental studies is clearly illustrated. It is also important to note how both the financial and computational cost of molecular simulation methods rapidly increase with the complexity of the model studied.

Throughout this thesis we examine the phase behaviour of fluid mixtures using the SAFT-VR [57, 58] equation of state. This approach is known to give an accurate description of the properties of associating chain molecules with interaction potentials of variable attractive range. In order to be able to describe mixtures within the SAFT-VR approach it is necessary to define suitable mixing rules for the cross-component parameters. We discus the nature and complexity of possible mixing rules. A series of studies of simple model systems are presented as a means of testing the adequacy of the SAFT-VR description for mixtures. The model systems examined in this context interact via simple hard-core attractive potentials. An extension of the SAFT-VR approach to describe systems which interact via soft-core potentials is also presented. The ability of any equation of state to accurately describe the phase behaviour of systems interacting with realistic potentials is clearly advantageous.

In the final chapter of this work particular attention is focused on a specific class of phase equilibria, characterised by phase diagrams with 'closed-loop' regions of immiscibility. The SAFT-VR approach and computer simulation methods are employed to describe this type of behaviour using a model system which contains the physical features responsible for the appearance of closed-loop immiscibility in

Table 1.1: Approximate costs of a binary mixture vapour-liquid phase equilibria calculation for a single state point for a fluid interacting via the Lennard-Jones (LJ) potential using experiment, theoretical techniques and Gibbs ensemble Monte Carlo simulation. The empirical correlation is performed using the Redlich-KwongSoave equation [55] and the perturbation theory is a second order Barker and Henderson expansion. The estimates for the simulation cost are performed for a system of $N=500$ particles for 10,000 cycles on a Dec 5000 workstation. The figures are expected to be slightly lower if current cost-effective supercomputers are used [56]. All estimations are for calculations made in 1992, so an adjustment for inflation must be made in order to bring the prices into current context.

| Method | Cost (\$) | Time |
| :--- | :--- | :--- |
| Experiment |  |  |
| Empirical correlation | 2600 | 2 days |
| Perturbation theory | $1.2 \times 10^{-6}$ | $10^{-5} \mathrm{~s}$ |
| Molecular Simulation |  | $5 \times 10^{-2} \mathrm{~s}$ |
| Spherical LJ | 4.5 | 5 h |
| Two-site LJ | 31.2 | 35 h |
| $n$-site LJ | $>4.5 n^{2}$ | $>5 n^{2} \mathrm{~h}$ |

real fluids. Such a study illustrates the the motivation behind this thesis, where the combination of a powerful theoretical method and computer simulation techniques are used to to describe the phase behaviour and thermodynamic properties of real systems which are of industrial interest.
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## Chapter 2

# The Statistical Associating Fluid Theory (SAFT-VR) 

### 2.1 Introduction

The thermodynamic perturbation theory for fluids consisting of associating chain molecules proposed by Wertheim [1]-[6], provides the basis for the SAFT equation of state $[7,8]$. Within the SAFT approach the individual molecular contributions to the macroscopic behaviour are accounted for by expanding the free energy into a sum of the different energies involved. Hence the equation of state for a mixture of associating chain molecules is written in terms of four separate contributions to the Helmholtz free energy $A$

$$
\begin{equation*}
\frac{A}{N k T}=\frac{A^{I D E A L}}{N k T}+\frac{A^{M O N O} .}{N k T}+\frac{A^{C H A I N}}{N k T}+\frac{A^{A S S O C}}{N k T} \tag{2.1}
\end{equation*}
$$

where $N$ is the number of chain molecules in the mixture, $k$ is the Boltzmann constant, and $T$ is the temperature. In the above equation $A^{I D E A L}$ is the ideal free energy, $A^{M O N O}$. is the excess free energy due to the monomer segments, $A^{C H A I N}$ is the contribution due to the formation of chains of monomers, and $A^{A S S O C}$. is the term that describes the contribution to the free energy due to intermolecular association. A major advantage of the SAFT approach is that only the monomer Helmholtz free energy and the contact value of the monomer cavity function are required to describe the equation of state of chain molecules.

The success of this approach lies in its ability to provide an accurate prediction of the thermodynamics and hence the phase behaviour of systems where molecular shape and associating phenomena are dominant characteristics. The SAFT equation of state has been used to correlate the phase equilibria data for sets of pure components [9], binary mixtures [10, 11], and ternary mixtures [11] (where the phase equilibria is obtained from the corresponding binary data [12]). Specific examples of other mixtures which have been studied within the SAFT framework include carbon dioxide with bitumen [13], carbon dioxide with methylnaphthalene [14], aromatics in ethene and ethane [15], binary and ternary systems of $n$-alkanes containing ethene and 1 -butene [16], methanol and ethene mixtures [17], systems containing alcohols [18], and recently mixtures of carbon dioxide with acetonitrile and acrylic acid [19]. In all the above examples the SAFT approach gives an excellent description of the thermodynamic properties. The theory is also being used to correlate and predict the phase behaviour of a wide variety of complex polymer systems(e.g., see Ref. [20]).

The original SAFT equation of state $[7,8]$, was proposed for a system of LennardJones segments, where the monomer contribution is described by a perturbation expansion and the chain contribution by the radial distribution function for the hard sphere reference system. The simplest version of current SAFT approaches is the SAFT-IIS equation of state, where the segments are treated as hard spheres (HS) and a mean-field (van der Waals) attractive interaction is included in the potential model. This simple treatment of the intermolecular interaction gives an accurate prediction of phase equilibria of a variety of systems. Examples include the critical behaviour of $n$-alkanes [21], the upper critical solution temperatures of mixtures of alkanes and perfluoroalkanes [22], the high-pressure critical lines of mixtures of alkanes and water [23], mixtures containing hydrogen fluoride [24], and aqueous mixtures of alcohols and alkylpolyoxethylene surfactants [25]. The SAFT-HS approach is found to give an accurate description of the thermodynamic properties of systems in which association (such as hydrogen bonding) are the dominant interactions, so that the mean field description of the dispersion forces does not have a significant effect on the accuracy of the overall phase equilibria obtained using such a fundamental representation. A related simplified SAFT approach is used in Ref. [26] where the simplified perturbed hard chain theory (SPHCT) is used as in place of the hard spheres of the SAFT-HS approach.

The SAFT methodology, as well as the closely related ideas of Wertheim, have been extended to varying degrees; to include a more accurate representation of the monomer-monomer distribution function [27]-[33], to include higher body interactions in the dimer versions of the theory [34,35]. The nature of the bonding described within the SAFT approach has also been extended, so that double bond-
ing [36], ring formation [37]-[40], and bond co-operativity [41] can be treated within the equation of state. Furthermore the isotropic-nematic transition for associating rod-like molecules has also been characterised using the Wertheim theory of association [42, 43].

The SAFT-VR equation of state is a version of SAFT that considers non-conformal properties of fluids [44, 45], within the framework of a very general perturbation theory for hard-sphere monomers interacting with attractive interactions of variable range (VR). The use of the Barker and Henderson perturbation theory [46][49], together with a simple method for evaluating the first perturbation term, the mean-attractive energy, leads to a theory with the van der Waals form but which is applicable to a wide variety of potentials. More specifically, chains formed from square-well ( SW ), Sutherland ( S ) and Yukawa ( Y ) segments with varying attractive range have been examined [44]. The SAFT-VR approach provides an excellent representation of the properties of simple, non-associating, mixtures such as alkanes and perfluoroalkanes $[44,50,51]$ but also more complex fluid mixtures, e.g., those comprising replacement refrigerants [52]. The application of SAFT-VR to describe the phase behaviour of three specific model mixtures is presented in Chapter $4[45,53]$, and the extension of the theory to systems interacting via soft-core potentials is given in Chapter 5 [54]. The beauty of the SAFT approach lies in its versatility and in the means in which the results obtained can be compared directly with molecular simulation results. It offers the ideal framework to study complex fluid phenomena, the phase behaviour of liquid-crystalline colloids being a particularly topical example.

Here we review the SAFT-VR expressions for mixtures of chain molecules formed from segments interacting via a square-well potential, following references [44] and [45]. Since the SAFT-VR approach for the calculation of the mean-attractive energy requires a knowledge of the van der Waals constant and the radial distribution function of a mixture of hard spheres, simple expressions for the mixing rules can be formulated. We then discuss the use of a variety of possible mixing rules from the simple van der Waals one-fluid description to the full SAFT-VR second-order expressions. The mixing rules for the free energy of conformal and non-conformal mixtures are presented, as are the combining rules for the un-like interaction parameters.

### 2.2 SAFT-VR equation of state for mixtures.

The SAFT-VR equation of state for an $n$-component mixture of associating chain molecules takes the form of Eq. (2.1), where each of the individual terms will be subsequently discussed in turn. Within the SAFT framework molecules are described as chains consisting of spherical segments with diameter $\sigma$, where the general form of the interaction potential between two particles $i$ and $j$ a distance $r_{i j}$ apart is given by

$$
\begin{equation*}
u^{M}\left(r_{i j}\right)=u^{H S}\left(r_{i j} ; \sigma_{i j}\right)-\varepsilon_{i j} \phi\left(r_{i j} ; \lambda_{i j}\right) . \tag{2.2}
\end{equation*}
$$

The monomer-monomer interaction potential $u^{M}\left(r_{i j}\right)$ consists of a hard sphere repulsive contribution $u^{H S}$, defined by

$$
u^{H S}\left(r_{i j} ; \sigma_{i j}\right)=\left\{\begin{array}{cc}
\infty & \text { if } r_{i j}<\sigma_{i j}  \tag{2.3}\\
0 & \text { if } r_{i j}>\sigma_{i j}
\end{array}\right.
$$

where $\sigma_{i j}$ is the contact distance, and an attractive interaction of depth $-\varepsilon_{i j}$ and shape $\phi\left(r_{i j} ; \lambda_{i j}\right)$, where $\lambda_{i j}$ is a parameter associated with the range of the attractive forces. By including the range parameter $\lambda_{i j}$ in Eq. (2.2), the system's non-conformal properties can be described. A variation of the parameters $\sigma_{i j}$ and $\varepsilon_{i j}$ has no effect on the corresponding states behaviour of two particular systems, but a variation in $\lambda_{i j}$ leads to the breakdown of this correspondence for a given potential.

Here we will introduce initially the SAFT-VR expressions for systems interacting via the square-well potential, the shape of which is governed by:

$$
\phi^{S W}\left(r_{i j} ; \lambda_{i j}\right)= \begin{cases}1 & \text { if } \sigma_{i j}<r_{i j}<\lambda_{i j} \sigma_{i j}  \tag{2.4}\\ 0 & \text { if } r_{i j}>\lambda_{i j} \sigma_{i j},\end{cases}
$$

so that the energy is constant over the range of interaction.

Although hard-core potentials of this kind are simplifications of the true interactions between molecules, they allow a highly accurate description of the properties of real substances. An additional advantage is that the statistical mechanics of such hard-core attractive models is very well known, the analytical solutions which exist for the square-well potential [55]-[61] provide a useful guide for the development of an accurate equation of state.

Since the SAFT equation of state consists of an expression in term of the Helmholtz free energy $A$ of fluids, it is important to specify the relationships between $A$ and
the fundamental thermodynamic variables of phase equilibria. In order for two or more phases to be in equilibrium with one another the pressures, temperatures, and chemical potentials of each component species must be equal in the coexisting phases. The chemical potential, $\mu_{i}$, of species $i$ can be written in terms of the free energy:

$$
\begin{equation*}
\frac{\mu_{i}}{k T}=\left(\frac{\partial A / k T}{\partial N_{i}}\right)_{T, V, N_{j \neq i}} \tag{2.5}
\end{equation*}
$$

where $N_{i}$ is the number of chain molecules of species $i$. The overall pressure, $p$, may be calculated through the compressibility factor, $Z$, as

$$
\begin{align*}
Z & =\frac{p V}{N k T} \\
& =\sum_{i}^{n} x_{i} \frac{\mu_{i}}{k T}+\frac{A}{N k T} \tag{2.6}
\end{align*}
$$

where $n$ is the total number of components in the mixture and $x_{i}=N_{i} / N$ is the mole fraction of component $i$.

Each of the individual contributions to the SAFT-VR Helmholtz free energy in Eq. (2.1) are now examined.

### 2.2.1 The ideal mixture

The free energy of the ideal mixture is given by [62]

$$
\begin{equation*}
\frac{A^{I D E A L}}{N k T}=\sum_{i=1}^{n} x_{i} \ln \rho_{i} \Lambda_{i}-1 \tag{2.7}
\end{equation*}
$$

where $\rho_{i}=N_{i} / V$ is the number density and $\Lambda_{i}$ is the thermal de Broglie wavelength, of species $i$.

### 2.2.2 Monomer contribution

The monomer free energy is

$$
\begin{align*}
\frac{A^{M O N O}}{N k T} & =\left(\sum_{i=1}^{n} x_{i} m_{i}\right) \frac{A^{M}}{N_{0} k T} \\
& =\left(\sum_{i=1}^{n} x_{i} m_{i}\right) a^{M} \tag{2.8}
\end{align*}
$$

where $m_{i}$ is the number of spherical segments in each chain $i$, and $N_{s}$ is the total number of segments. The monomer free energy per segment of the mixture $a^{M}=A /\left(N_{s} k T\right)$ is obtained from the Barker and Henderson high temperature expansion [46]- [49]:

$$
\begin{equation*}
a^{M}=a^{H S}+\beta a_{1}+\beta^{2} a_{2}+\ldots \tag{2.9}
\end{equation*}
$$

where $a_{H S}$ is the free energy for a mixture of hard-spheres, $\beta=1 / k T ; a_{1}$ and $a_{2}$ are the first two perturbation terms associated with the attractive energy $-\varepsilon_{i j}$.

The free energy of the reference hard-sphere mixture is obtained from the expression of Boublík [63] and Mansoori et al. [64] as

$$
\begin{equation*}
a^{H S}=\frac{6}{\pi \rho_{3}}\left[\left(\frac{\zeta_{2}^{3}}{\zeta_{3}^{2}}-\zeta_{0}\right) \ln \left(1-\zeta_{3}\right)+\frac{3 \zeta_{1} \zeta_{2}}{1-\zeta_{3}}+\frac{\zeta_{2}^{3}}{\zeta_{3}\left(1-\zeta_{3}\right)^{2}}\right] . \tag{2.10}
\end{equation*}
$$

In this expression $\rho_{s}=N_{s} / V$ is the number density of spherical segments, where $\rho_{s}=\rho\left(\sum_{i} x_{i} m_{i}\right), \rho$ being the total number density of the mixture. The reduced densities $\zeta_{1}$ are defined as

$$
\begin{equation*}
\zeta_{l}=\frac{\pi}{6} \rho_{s}\left[\sum_{i=1}^{n} x_{s, i}\left(\sigma_{i}\right)^{l}\right], \tag{2.11}
\end{equation*}
$$

where $\sigma_{i}$ is the diameter of spherical segments of chain $i$, and $x_{s, i}$ is the mole fraction of segments of type $i$ in the mixture, given by

$$
\begin{equation*}
x_{s, i}=\frac{m_{i} x_{i}}{\sum_{j=1}^{n} m_{j} x_{j}} . \tag{2.12}
\end{equation*}
$$

The overall packing fraction of the mixture is thus given by $\zeta_{3}$.

The mean-attractive term $a_{1}$ is given by

$$
\begin{equation*}
a_{1}=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} a_{1}^{i j} \tag{2.13}
\end{equation*}
$$

where

$$
\begin{align*}
a_{1}^{i j} & \left.=-2 \pi \rho_{s} \varepsilon_{i j} \int_{\sigma_{i j}}^{\infty} r_{i j}^{2} g_{i j}^{H} S_{\left[r_{i j} ;\right.} \zeta_{i j}\right] d r_{i j} \\
& =-3 \rho_{s} b_{i j}^{V D W_{i j}} \int_{1}^{\infty} x^{2} \phi_{i j}(x) g_{i j}^{H S}(x) d x \tag{2.14}
\end{align*}
$$

where $b_{i j}^{V D W}=2 \pi \sigma_{i j}^{3} / 3$, and $g_{i j}^{H S}\left[r_{i j} ; \zeta_{i j}\right]$ is the radial distribution function for a mixture of hard-spheres. The integral is factorised by applying the mean-value theorem [44] which gives an expression for $a_{1}$ in terms of the contact value of
$g_{i j}^{H}:$

$$
\begin{equation*}
a_{1}^{i j}=-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{i j}^{H} s\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right] \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i j}^{V D W}=2 \pi \varepsilon_{i j} \sigma_{i j}^{3}\left(\lambda_{i j}^{3}-1\right) / 3 \tag{2.16}
\end{equation*}
$$

is the van der Waals attractive constant for the $i-j$ square-well interaction, and $\zeta_{3}^{e f f}$ is an effective packing fraction, the exact nature of which will be discussed in the next section. The contact value $g_{i j}^{H} S\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]$ is obtained from the Boublík [63] expression for the contact value $g_{i j}^{H} S\left[\sigma_{i j} ; \zeta_{3}\right]$, which is evaluated at the overall packing fraction of the mixture $\zeta_{3}$. The mapping procedure used for obtaining $\zeta_{3}^{\text {eff }}$ from $\zeta_{3}$ depends on the interaction potential and on the actual mixing rule used. Since the chemical potential is obtained as the derivative of the free energy with respect to the number of chain molecules care must be taken to ensure that the correct number of species are counted. For the square-well potential of range $1.1 \leq \lambda_{i j} \leq 1.8$, the mean-attractive energy is given by

$$
\begin{equation*}
a_{1}^{i j}=a_{1}^{i j V D W} g_{i j}^{H S}\left[1 ; \zeta_{e f f}\right] \tag{2.17}
\end{equation*}
$$

where the van der Waals mean-field parameter is

$$
\begin{equation*}
a_{1}^{i j V D W}=-4 \zeta \varepsilon_{i j}\left(\lambda_{i j}^{3}-1\right) . \tag{2.18}
\end{equation*}
$$

The parameterisation for the effective packing fraction $\zeta_{e f f}\left[\zeta, \lambda_{i j}\right]$ depends on the particular mixing rules used and will be discussed in the next section.

The fluctuation term of the free energy is given by

$$
\begin{equation*}
a_{2}=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} a_{2}^{i j} \tag{2.19}
\end{equation*}
$$

where each of the terms $a_{2}^{i j}$ are obtained with the local compressibility approximation (LCA) [46, 47], which is once again specific for each interaction potential, stating:

$$
\begin{equation*}
a_{2}^{i, j}=\frac{1}{2} K^{H S} \varepsilon_{i j} \rho_{s} \frac{\partial a_{1}^{* i j}}{\partial \rho_{s}} \tag{2.20}
\end{equation*}
$$

where $K^{H S}$ is the isothermal compressibility for a mixture of hard-spheres, given by the Percus-Yevick expression [65],

$$
\begin{equation*}
K^{H S}=\frac{\zeta_{0}\left(1-\zeta_{3}\right)^{4}}{\zeta_{0}\left(1-\zeta_{3}\right)^{2}+6 \zeta_{1} \zeta_{2}\left(1-\zeta_{3}\right)+9 \zeta_{2}^{3}} \tag{2.21}
\end{equation*}
$$

and

$$
\begin{align*}
a_{1}^{* i j} & =-2 \pi \rho_{s} \sigma_{i j}^{3} \varepsilon_{i j} \int_{\sigma_{i j}}^{\infty} r_{i j}^{2} \phi_{i j}^{2}\left(r_{i j}\right) g_{i j}^{H S}\left(r_{i j}\right) d r_{i j} \\
& =-3 \rho_{s} b_{i j}^{V D W_{i j}} \varepsilon_{1}^{\infty} x^{2} \phi_{i j}^{2}(x) g_{i j}^{H S}(x) d x \tag{2.22}
\end{align*}
$$

is the mean-attractive energy associated with a potential $\phi_{i j}^{2}$. The explicit dependence of the second order term on the mean-attractive energy is clearly shown in the above expression, indicating that evaluation of the first order term is the crucial step in the SAFT-VR approach. The fluctuation term $a_{2}^{i j}$ for square-well fluids is given directly from the first density derivative of $a_{1}^{i j}$, since $a_{1}^{* i j}=a_{1}^{i j}$, giving

$$
\begin{equation*}
a_{2}^{i j}=\frac{1}{2} \epsilon_{i j} K^{H S} \rho_{s} \frac{\partial a_{1}^{i j}}{\partial \rho_{s}} \tag{2.23}
\end{equation*}
$$

### 2.2.3 Chain contribution

The contribution to the free energy due to the formation of chains of monomeric segments is given by

$$
\begin{equation*}
\frac{A^{c h a i n}}{N k T}=-\sum_{i=1}^{n} x_{i}\left(m_{i}-1\right) \ln y_{i i}^{M}\left(\sigma_{i i}\right), \tag{2.24}
\end{equation*}
$$

where $y_{i i}^{M}=\exp \left(-\beta \varepsilon_{i i}\right) g^{M}\left(\sigma_{i i}\right)$ is the background correlation function. Since the Boltzmann factor $\exp \left(-\beta \varepsilon_{i i}\right)$ is not required in the determination of the phase equilibria we can write

$$
\begin{equation*}
\frac{A^{c h a i n}}{N k T}=-\sum_{i=1}^{n} x_{i}\left(m_{i}-1\right) \ln g_{i i}^{S W}\left(\sigma_{i i}\right) \tag{2.25}
\end{equation*}
$$

without loss of generality. An $(n-1)$ th order perturbation theory in a fluid's structure is equivalent to a $n$th order perturbation in the free energy. Since the SAFT-VR approach consists of a second-order perturbation theory in the monomer free energy, the contact value of the radial distribution function for segments of species $\boldsymbol{i}$ and $\boldsymbol{j}$ can be therefore be written as a first-order expansion:

$$
\begin{equation*}
g_{i j}\left(\sigma_{i j}\right)=g_{i j}^{H S}\left(\sigma_{i j}\right)+\beta \epsilon_{i j} g_{1}^{i j}\left(\sigma_{i j}\right) \tag{2.26}
\end{equation*}
$$

The term $g_{1}\left(\sigma_{i j}\right)$ is obtained from a self-consistent calculation of the pressure by equating the expressions obtained form the Clausius virial theorem and from the density derivative of the Helmholtz free energy [44], giving an expression for $g_{1}^{i j}$ which depends on the mean-attractive energy $a_{1}$, so it is hence specific for each
interaction potential. The contact value of the radial distribution function for the reference system of a mixture of hard-spheres at the actual packing fraction $\zeta_{3}$ of the mixture is given by [63]

$$
\begin{equation*}
g_{i j}^{H} S\left(\sigma_{i j} ; \zeta_{3}\right)=\frac{1}{1-\zeta_{3}}+3 \frac{D_{i j} \zeta_{3}}{\left(1-\zeta_{3}\right)^{2}}+2 \frac{\left(D_{i j} \zeta_{3}\right)^{2}}{\left(1-\zeta_{3}\right)^{3}} \tag{2.27}
\end{equation*}
$$

where $D_{i j}$ is defined

$$
\begin{equation*}
D_{i j}=\frac{\sigma_{i i} \sigma_{j j}}{\sigma_{i i}+\sigma_{j j}} \frac{\sum_{i=1}^{n} x_{s, i} \sigma_{i i}^{2}}{\sum_{i=1}^{n} x_{s, i} \sigma_{i i}^{3}} \tag{2.28}
\end{equation*}
$$

It is important to note that the contact value at the effective packing fraction $\zeta_{3}^{e f f}$ is required for the expression of $g_{1}^{i j}$ (second term in Eq. (2.26)) which also depends on $a_{1}^{i j} ; g_{i j}^{H S}\left[\sigma_{i j}, \zeta_{3}^{e f f}\right]$ is obtained from Eq. (2.27) with the appropriate value of the effective packing fraction $\zeta_{3}^{e f f}$. For a mixture of square wells, $g_{1}^{i j}$ is given by [44] (see appendix for a full derivation)

$$
\begin{equation*}
g_{1}^{i j}\left(\sigma_{i j}\right)=\frac{1}{2 \pi \varepsilon_{i j} \sigma_{i j}^{3}}\left[3\left(\frac{\partial a_{1}^{i j}}{\partial \rho_{s}}\right)-\frac{\lambda_{i j}}{\rho_{s}} \frac{\partial a_{1}^{i j}}{\partial \lambda_{i j}}\right] \tag{2.29}
\end{equation*}
$$

so that upon substituting in Eq. (2.26) we have

$$
\begin{align*}
g_{i j}^{S W}\left(\sigma_{i j}, \zeta_{3}\right) & =g_{i i}^{H S}\left(\sigma_{i j}, \zeta_{3}\right)  \tag{2.30}\\
& +\beta \varepsilon_{i i}\left[g_{i j}^{H S}\left[\sigma_{i j}, \zeta_{3}^{e f f}\right]\right. \\
& \left.+\left(\lambda_{i j}^{3}-1\right) \frac{\partial g_{i j}^{H S}\left[\sigma_{i j}, \zeta_{3}^{e f f}\right]}{\partial \zeta_{3}^{e f f}}\left(\frac{\lambda_{i j}}{3} \frac{\partial \zeta_{3}^{e f f}}{\partial \lambda_{i j}}-\zeta_{3} \frac{\partial \zeta_{3}^{e f f}}{\partial \zeta_{3}}\right)\right]
\end{align*}
$$

### 2.2.4 Association contribution

The contribution to the free energy due to association of $s_{i}$ square-well interaction sites on chain molecules of species $i$, is obtained from the theory of Wertheim [66] as:

$$
\begin{equation*}
\frac{A^{A S S O C .}}{N k T}=\sum_{i=1}^{n} x_{i}\left[\sum_{a=1}^{s_{i}}\left(\ln X_{a, i}-\frac{X_{a, i}}{2}\right)+\frac{s_{i}}{2}\right] \tag{2.31}
\end{equation*}
$$

where first sum is over the species $i$, and the second over all $s_{i}$ sites $a$ on a molecule of species $i . X_{a, i}$ is the fraction of molecules of type $i$ not bonded at site $a$, given by the mass action equation as $[8,66]$ :

$$
\begin{equation*}
X_{a, i}=\frac{1}{1+\sum_{j=1}^{n} \sum_{b=1}^{s,} \rho x_{j} X_{b, j} \Delta_{a, b, i, j}} \tag{2.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{a, b, i, j}=K_{a, b, i, j} F_{a, b, i, j} g^{S W}\left(\sigma_{i j}\right) \tag{2.33}
\end{equation*}
$$

$K_{a, b, i, j}$ is the volume available for bonding [8,66], $F_{a, b, i, j}$ is the Mayer $f$-function $F_{a, b, i, j}=\exp \left(-\phi_{a, b, i, j} / k T\right)-1$ of the $a-b$ square-well site-site interaction $\varepsilon_{a, b, i, j}$, and $g^{S W}\left(\sigma_{i j}\right)$ is given by Eq. (2.30)

We have now presented the formal expressions for each contribution to the free energy in the SAFT-VR approach, both in general and for the specific case of the square-well interaction potential. The precise expressions for the perturbation terms $a_{1}$ and $a_{2}$, and for the contact value $g_{i j}^{S W}\left(\sigma_{i j}\right)$ of the monomer reference depend on the type of mixing rule that is used to describe the mixture. A number of possibilities are discussed in the following section.

### 2.3 Mixing rules for conformal fluids

The extension to multicomponent mixtures of any equation of state developed for pure component systems requires the use of appropriate mixing rules for both the thermodynamic variables and the parameters of the equation of state. These mixing rules introduce an implicit composition dependence into the equation of state. In the van der Waals (vdW) n-fluid theories $[62,67]$ the aim is to simplify the complex dependence on composition by assuming simple relationships between the pair correlation functions of the mixture and those for the pure components. The simplest case is the vdW one-fluid approximation, which can be defined in terms of the standard van der Waals mixing rules for the size and energy parameters:

$$
\begin{equation*}
\sigma_{x}^{3}=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \sigma_{i j}^{3} \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{x}^{V D W}=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W}, \tag{2.35}
\end{equation*}
$$

respectively. For monomer-monomer interactions consisting of a repulsive hardsphere plus an arbitrary attractive well, the van der Waals attractive constant $\alpha_{i j}^{V D W}$ has the general form

$$
\begin{equation*}
\alpha_{i j}^{V D W}=\Phi\left(\lambda_{i j}\right) \varepsilon_{i j} \sigma_{i j}^{3}, \tag{2.36}
\end{equation*}
$$

where $\Phi\left(\lambda_{i j}\right)$ is a shape factor that depends only on the range parameter $\lambda_{i j}$ of the potential; from Eq .(2.16) it follows that for square-well interactions $\Phi\left(\lambda_{i j}\right)=$ $2 \pi\left(\lambda_{i j}^{3}-1\right) / 3$.

For mixtures of conformal fluids $\lambda_{i j}$ has the same value for all species since $\lambda_{i j}=\lambda$, and $\Phi$ becomes a constant. The mixing rule given by Eq. (2.35) is then transformed into a definition of a mean-energy parameter:

$$
\begin{equation*}
\varepsilon_{x} \sigma_{x}^{3}=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \varepsilon_{i j} \sigma_{i j}^{3} \tag{2.37}
\end{equation*}
$$

The mixing rule for the effective size parameter $\sigma_{x}$ (Eq. (2.34)) gives a vdW onefluid definition of the packing fraction $\zeta_{x}$ for the mixture as (cf. Eq. (2.11))

$$
\begin{align*}
\zeta_{x} & =\frac{\pi}{6} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \sigma_{i j}^{3}  \tag{2.38}\\
& =\frac{\pi}{6} \rho_{s} \sigma_{x}^{3} .
\end{align*}
$$

In the context of mixtures of conformal fluids, the vdW one-fluid approximation is completed by approximating the pair distribution function for the mixture by the radial distribution function for a single fluid, using the parameters $\sigma_{x}$ and $\varepsilon_{x}$ defined previously in Eqs. (2.34 and 2.35):

$$
\begin{equation*}
g_{i j}\left(r_{i j} / \sigma_{i j} ; \rho, T, x_{i}, x_{j}\right)=g_{0}\left(r_{i j} / \sigma_{x} ; \rho \sigma_{x}^{3}, k T / \varepsilon_{x}\right) \tag{2.39}
\end{equation*}
$$

where $g_{0}$ is the one-fluid radial distribution function.

The van der Waals two- and three-fluid theories use mixing rules with two and three size and energy parameters, respectively, and with $g_{i j}$ still given by the pure component pair correlation function. One of the drawbacks of the higher order $v d W n$-fluid theories, apart from their increased complexity with respect to the one-fluid model, is that they introduce inconsistencies into the determination of coexistence properties and critical behaviour [67]. A closely related approximation to the vdW one-fluid approach is the mean-density approximation (MDA) [62, 68], in which $\sigma_{x}$ is given by the vdW one-fluid approximation Eq. (2.34), but where the temperature scales with the individual energy parameters $\varepsilon_{i j}$ :

$$
\begin{equation*}
g_{i j}\left(r_{i j} / \sigma_{i j} ; \rho, T, x_{i}, x_{j}\right)=g_{0}\left(r_{i j} / \sigma_{x}, \rho \sigma_{x}^{3}, k T / \varepsilon_{i j}\right) \tag{2.40}
\end{equation*}
$$

Although the one-fluid approximation can be used at all levels in the equation of state [29], it is desirable to maintain the accuracy of the description of the structure of the reference system given by Eq. (2.27). In order to achieve this, we only need to introduce the mixing rules at the level of the perturbative terms of the monomer free energy. Since the mean-attractive energy $a_{1}$ is the basic quantity which is used for the evaluation of all the other perturbative terms in the SAFT-VR approach,
we focus our discussion on the approximations obtained for $a_{1}$.

In both the vdW one-fluid and mean-density approaches the mean-attractive energy is given by (cf. Eq. (2.15))

$$
\begin{align*}
a_{1} & =-\rho_{s} \sum_{i} \sum_{j} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}(\lambda)\right] \\
& =-\rho_{s} \alpha_{x}^{V D W} g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}(\lambda)\right] . \tag{2.41}
\end{align*}
$$

The contact value of $g_{0}$ is obtained from the Carnahan and Starling expression for pure fluids $[69,62]$ as

$$
\begin{equation*}
g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}(\lambda)\right]=\frac{1-\zeta_{x}^{e f f} / 2}{\left(1-\zeta_{x}^{e f f}\right)^{3}} . \tag{2.42}
\end{equation*}
$$

The effective packing fraction $\zeta_{x}^{e f f}$ within the vdW one-fluid approximation is obtained from the corresponding packing fraction of the pure component (see Ref. [44] for the pure square-well system):

$$
\begin{equation*}
\zeta_{x}^{e f f}\left(\zeta_{x}, \lambda\right)=c_{1}(\lambda) \zeta_{x}+c_{2}(\lambda) \zeta_{x}^{2}+c_{3}(\lambda) \zeta_{x}^{3} \tag{2.43}
\end{equation*}
$$

where the coefficients $c_{1}, c_{2}$ and $c_{3}$ are approximated by those of the pure fluid [44]:

$$
\left(\begin{array}{l}
c_{1}  \tag{2.44}\\
c_{2} \\
c_{3}
\end{array}\right)=\left(\begin{array}{ccc}
2.25855 & -1.50349 & 0.249434 \\
-0.669270 & 1.40049 & -0.827739 \\
10.1576 & -15.0427 & 5.30827
\end{array}\right)\left(\begin{array}{c}
1 \\
\lambda \\
\lambda^{2}
\end{array}\right) .
$$

One should note that in this case the range is the same for all components, and thus enters the expressions in a trivial manner.

A step beyond the vdW $n$-fluid and the MDA approaches is to calculate $a_{1}$ with the hard-sphere contact value $g_{i j}^{H S}$ of the mixture given by Eq. (2.27), rather than that of the one-fluid expression, Eq. (2.42):

$$
\begin{equation*}
a_{1}=-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}(\lambda)\right] . \tag{2.45}
\end{equation*}
$$

An advantage of such an approach is that Eq. (2.27) explicitly accounts for the different sizes of the spherical segments. We obtain the contact value of the pair distribution function for the mixture at the effective packing fraction $\zeta_{3}^{e f f}$ from Eq. (2.27), with $\zeta_{3}^{\text {eff }}$ replacing $\zeta_{3}$ :

$$
\begin{equation*}
g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}(\lambda)\right]=\frac{1}{1-\zeta_{3}^{e f f}}+3 \frac{D_{i j} \zeta_{3}^{e f f}}{\left(1-\zeta_{3}^{e f f}\right)^{2}}+2 \frac{\left(D_{i j} \zeta_{3}^{e f f}\right)^{2}}{\left(1-\zeta_{3}^{e f f}\right)^{3}} \tag{2.46}
\end{equation*}
$$

Note that $g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}(\lambda)\right]$ is a functional of the function $\zeta_{3}^{e f f}(\lambda)$.

There are three obvious ways of calculating the effective packing fraction $\zeta_{3}^{\text {eff }}$. The first involves the use of the vdW one-fluid value, where (from Eq. (2.43))

$$
\begin{equation*}
\zeta_{3}^{e f f}\left(\zeta_{x}, \lambda\right)=\zeta_{x}^{e f f}\left(\zeta_{x}, \lambda\right) \tag{2.47}
\end{equation*}
$$

The second involves the use of the individual packing fractions for each species, and the total packing fraction of the mixture is then obtained from the sum

$$
\begin{equation*}
\zeta_{3}^{e f f}\left(\zeta_{3, i}, \lambda\right)=\sum_{i=1}^{n} \zeta_{3, i}^{e f f}\left(\zeta_{3, i}, \lambda\right) \tag{2.48}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{3, i}^{e f f}\left(\zeta_{3, i}, \lambda\right)=c_{1}(\lambda) \zeta_{3, i}+c_{2}(\lambda) \zeta_{3, i}^{2}+c_{3}(\lambda) \zeta_{3, i}^{3}, \tag{2.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta_{3, i}=\frac{\pi}{6} x_{s, i} \rho_{s} \sigma_{i i}^{3} . \tag{2.50}
\end{equation*}
$$

The dependence of the coefficients $c_{1}, c_{2}$ and $c_{3}$ on the range $\lambda$ is again obtained from the pure square-well fluid (cf. Eq. (2.44)). Finally, we can use the total packing fraction $\zeta_{3}$ together with an expression similar to Eq. (2.43):

$$
\begin{equation*}
\zeta_{3}^{e f f}\left(\zeta_{3}, \lambda\right)=c_{1}(\lambda) \zeta_{3}+c_{2}(\lambda) \zeta_{3}^{2}+c_{3}(\lambda) \zeta_{3}^{3} \tag{2.51}
\end{equation*}
$$

We end this section by reviewing the mixing rules (MXC) that we propose for conformal fluids within the SAFT-VR approach; note that this is essentially an exercise since SAFT-VR explicitly takes into account the range of the potential and hence the fluid's non-conformal nature. The possibilities discussed earlier are summarised in Table 2.1.

Table 2.1: The mixing rules (MXC) for the conformal mixtures within the SAFTVR approach. The precise equations for $a_{1}, g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)$ and $\zeta_{3}^{\text {eff }}$ are given for each mixing rule; the rest of the SAFT-VR expressions can be obtained from these expressions. The numbers refer to the equations given in the text.

| Mixing Rule | $a_{1}$ | $g_{i j}^{H S}\left(\sigma_{i j}\right)$ | $\zeta_{3}^{e f f}$ |
| :--- | :--- | :--- | :--- |
| MXC1 | $(2.41)$ | $(2.42)$ | $(2.43)$ |
| MXC2 | $(2.45)$ | $(2.46)$ | $(2.48)$ |
| MXC3 | $(2.45)$ | $(2.46)$ | $(2.51)$ |

The numbering of the mixing rule (MXC) refers to the representation of the effective packing fraction: MXC1 for Eq. (2.43), MXC2 Eq. (2.48), or MXC3 for Eq. (2.51). The MXCl rule is basically the van der Waals one-fluid representation of the perturbation term for the monomer mixture. One should note that due to
the use of the mean-value theorem in the expression for $a_{1}$, the separate energy contributions for each pair interaction factorise out of the integral giving the van der Waals constant. Furthermore, the total free energy for the reference monomer mixture also includes each pair interaction $g_{i j}^{H S}\left(\sigma_{i j}\right)$ and $g_{i j}^{S W}\left(\sigma_{i j}\right)$. This means that MXC1 as used in our theory is similar to the MDA approach. The prescriptions given by MXC2 and MXC3 for the partial and total packing fractions both go beyond the VDW one-fluid level. The simplest and probably the most accurate mixing rule is MXC3 although, as will be discussed later, there are some problems associated with the critical region of the phase diagram when this mixing rule is used in practice. In all of these MXC expressions the range $\lambda$ plays a trivial role, since for conformal fluids the range is the same for all species. This is not the case for the non-conformal fluids which we discuss next.

### 2.4 Mixing rules for non-conformal fluids

A central feature of the SAFT-VR approach is that it incorporates the nonconformal properties of the fluid by using different values of the range $\lambda_{i j}$ for each species. The factorisation of the radial distribution function $g_{i j}^{H S}$ in the expression for the mean-attractive energy (using the mean-value theorem) Eq. (2.14)together with the contact value of $g_{i j}^{H S}$, allows a straightforward description of the mixture.

The vdW one-fluid mixing rules, Eqs. (2.34) and (2.35) are still valid for nonconformal fluids. We can derive two mixing rules from Eq. (2.35), one for the energy,

$$
\begin{equation*}
\varepsilon_{x}=\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \varepsilon_{i j} \lambda_{i j}^{3} \sigma_{i j}^{3}}{\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \lambda_{i j}^{3} \sigma_{i j}^{3}}, \tag{2.52}
\end{equation*}
$$

and another for the range of the potential,

$$
\begin{equation*}
\lambda_{x}^{3}=\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \varepsilon_{i j} \lambda_{i j}^{3} \sigma_{i j}^{3}}{\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \varepsilon_{i j} \sigma_{i j}^{3}} . \tag{2.53}
\end{equation*}
$$

As for the conformal fluid described in the previous section, the corresponding mixing rules (MX) for the non-conformal systems can be obtained via the three possibilities which exist for the determination of the effective packing fraction (which we will denote as MX1, MX2, or MX3), but now using one of two possibilities for the range of the interaction potential of the mixture: a) as the simplest option one can use the vdW one-fluid rule for $\lambda_{x}$ given by Eq. (2.53); b) alternatively, a more accurate representation can be obtained by using the individual
range $\lambda_{i j}$ for each pair interaction. The $v d W$ one-fluid mixing rule for $a_{1}$ in the case of our non-conformal square-well mixture (MX1a) is

$$
\begin{align*}
a_{1} & =-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}\left(\lambda_{x}\right)\right] \\
& =-\rho_{s} \alpha_{x}^{V D W} g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}\left(\lambda_{x}\right)\right] \tag{2.54}
\end{align*}
$$

where $g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}\left(\lambda_{x}\right)\right]$ is obtained from the pure-fluid Carnahan and Starling expression (Eq. (2.42)). The effective packing fraction is obtained from the onefluid expressions for the packing fraction $\zeta_{x}$ (Eq. (2.43)) and range $\lambda_{x}$ (Eq. (2.53)):

$$
\begin{equation*}
\zeta_{x}^{e f f}\left(\zeta_{x}, \lambda_{x}\right)=c_{1}\left(\lambda_{x}\right) \zeta_{x}+c_{2}\left(\lambda_{x}\right) \zeta_{x}^{2}+c_{3}\left(\lambda_{x}\right) \zeta_{x}^{3} \tag{2.55}
\end{equation*}
$$

When the individual ranges $\lambda_{i j}$ are used one can no longer factorise the pair distribution function out of the sum, and the corresponding mixing rule MX1b is given by

$$
\begin{equation*}
a_{1}=-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}\left(\lambda_{i j}\right)\right] \tag{2.56}
\end{equation*}
$$

where now $g_{0}^{H S}\left[\sigma_{x} ; \zeta_{x}^{e f f}\left(\lambda_{i j}\right)\right]$ depends explicitly on the range of the pair interaction via the expression for the effective packing fraction:

$$
\begin{equation*}
\zeta_{x}^{e f f}\left(\zeta_{x}, \lambda_{i j}\right)=c_{1}\left(\lambda_{i j}\right) \zeta_{x}+c_{2}\left(\lambda_{i j}\right) \zeta_{x}^{2}+c_{3}\left(\lambda_{i j}\right) \zeta_{x}^{3} \tag{2.57}
\end{equation*}
$$

Note that as for the conformal mixture we approximate the coefficients $c_{1}, c_{2}$, and $c_{3}$ by the values obtained for the pure fluid Eq. (2.44) (see Ref. [44]).

In the second class of mixing rule we use the packing fraction obtained from the individual species (cf. Eqs. (2.48) and (2.49)) but with the two distinct treatments of its dependence on the range of the potential. When we use the value of $\lambda_{x}$ given by Eq. (2.53) we obtain the mixing rule MX2a, where
with

$$
\begin{equation*}
\zeta_{3}^{e f f}\left(\zeta_{3, i}, \lambda_{x}\right)=\sum_{i=1}^{n} \zeta_{3, i}^{e f f}\left(\zeta_{3, i}, \lambda_{x}\right) \tag{2.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta_{3, i}^{e f f}\left(\zeta_{3, i}, \lambda_{x}\right)=c_{1}\left(\lambda_{x}\right) \zeta_{3, i}+c_{2}\left(\lambda_{x}\right) \zeta_{3, i}^{2}+c_{3}\left(\lambda_{x}\right) \zeta_{3, i}^{3} \tag{2.60}
\end{equation*}
$$

The mixing rule $M X 2 b$ is given in terms of the range of each pair interaction as

$$
\begin{equation*}
a_{1}=-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\left(\lambda_{i j}\right)\right] \tag{2.01}
\end{equation*}
$$

where the effective packing fraction is now

$$
\begin{equation*}
\zeta_{3}^{e f f}\left(\zeta_{3, i}, \lambda_{i j}\right)=\sum_{i=1}^{n} \zeta_{3, i}^{e f f}\left(\zeta_{3, i}, \lambda_{i j}\right) \tag{2.62}
\end{equation*}
$$

with

$$
\begin{equation*}
\zeta_{3, i}^{e f f}\left(\zeta_{3, i}, \lambda_{i j}\right)=c_{1}\left(\lambda_{i j}\right) \zeta_{3, i}+c_{2}\left(\lambda_{i j}\right) \zeta_{3, i}^{2}+c_{3}\left(\lambda_{i j}\right) \zeta_{3, i}^{3} . \tag{2.63}
\end{equation*}
$$

The third class of mixing rule MX3 uses a direct mapping of the packing fraction of the mixture with that of the pure fluid to give an expression for the effective packing fraction, as in the MXC3 rule for conformal fluids. When $\lambda_{x}$ is given by Eq. (2.53), the mixing rule MX3a is obtained as

$$
\begin{equation*}
a_{1}=-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\left(\lambda_{x}\right)\right], \tag{2.64}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{3}^{e f f}\left(\zeta_{3}, \lambda_{x}\right)=c_{1}\left(\lambda_{x}\right) \zeta_{3}+c_{2}\left(\lambda_{x}\right) \zeta_{3}^{2}+c_{3}\left(\lambda_{x}\right) \zeta_{3}^{3} . \tag{2.65}
\end{equation*}
$$

Finally, using the individual values of the interaction potential range, we obtain the mixing rule MX3b as

$$
\begin{equation*}
a_{1}=-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} \alpha_{i j}^{V D W} g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\left(\lambda_{i j}\right)\right], \tag{2.66}
\end{equation*}
$$

with

$$
\begin{equation*}
\zeta_{3}^{e f f}\left(\zeta_{3}, \lambda_{i j}\right)=c_{1}\left(\lambda_{i j}\right) \zeta_{3}+c_{2}\left(\lambda_{i j}\right) \zeta_{3}^{2}+c_{3}\left(\lambda_{i j}\right) \zeta_{3}^{3} \tag{2.67}
\end{equation*}
$$

The mixing rules for non-conformal fluid are summarised in Table 2.2. The simplest rule MX1a is similar to that of MXC1 for conformal fluids and essentially represents a vdW one-fluid treatment. The most rigorous is probably the full MX3b representation; this prescription was first suggested in the original SAFTVR paper Ref. ([44]). Its simplicity is a particularly attractive feature of the approach.

### 2.5 Combining rules

In order to evaluate the parameters for the unlike interactions (the so-called cross parameters) for the mixtures one can use the standard Lorentz-Berthelot (LB)

Table 2.2: The mixing rules (MX) for the non-conformal mixtures within the SAFT-VR approach. The precise representation for $a_{1}, g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]$ and $\zeta_{3}^{\text {eff }}$ are given for each mixing rule; the rest of the SAFT-VR expressions can be obtained from these expressions The numbers refer to the equations given in the text.

| Mixing Rule | $a_{1}$ | $g_{i j}^{H S}\left(\sigma_{i j}\right)$ | $\zeta_{3}^{e / f}$ |
| :--- | :--- | :--- | :--- |
| MX1a | $(2.54)$ | $(2.42)$ | $(2.55)$ |
| MX1b | $(2.56)$ | $(2.42)$ | $(2.57)$ |
| MX2a | $(2.58)$ | $(2.46)$ | $(2.59)$ |
| MX2b | $(2.61)$ | $(2.46)$ | $(2.62)$ |
| MX3a | $(2.64)$ | $(2.46)$ | $(2.65)$ |
| MX3b | $(2.66)$ | $(2.46)$ | $(2.67)$ |

combining rules, which are derived for conformal fluids [67]:

$$
\begin{align*}
\sigma_{i j} & =\frac{\sigma_{i i}+\sigma_{j j}}{2}  \tag{2.68}\\
\varepsilon_{i j} & =\sqrt{\varepsilon_{i i} \varepsilon_{j j}} . \tag{2.69}
\end{align*}
$$

Equation (2.69) is a particular case of the more general combining rule [67]:

$$
\begin{equation*}
\varepsilon_{i j}=\xi_{i j} \sqrt{\varepsilon_{i i} \varepsilon_{j j}} . \tag{2.70}
\end{equation*}
$$

It is well known [67] that real substances depart from the LB rules to varying degrees depending on the particular interactions involved; in many cases mixtures are characterised by values of $\xi_{i j}<1$. The value of $\varepsilon_{i j}$ for real fluid mixtures is usually obtained by an appropriate fit to the experimental properties of the specific mixture.

A combining rule for the van der Waals attractive constant $\alpha_{i j}^{V W}$ follows from the LB rule for the energy, Eq. (2.69),

$$
\begin{equation*}
\alpha_{i j}^{V D W}=\Gamma_{i j} \sqrt{\alpha_{i i}^{V D W} \alpha_{j j}^{V D W}}, \tag{2.71}
\end{equation*}
$$

where $\Gamma_{i j}$ depends on the form of the potential. For square-well mixtures $\Gamma_{i j}$ is given by

$$
\begin{equation*}
\Gamma_{i j}=\frac{\left(\lambda_{i j}^{3}-1\right) \sigma_{i j}^{3}}{\sqrt{\left(\lambda_{i i}^{3}-1\right)\left(\lambda_{j j}^{3}-1\right) \sigma_{i j}^{3} \sigma_{j j}^{3}}} \tag{2.72}
\end{equation*}
$$

An alternative combining rule to $\mathrm{Eq} .(2.69)$ corresponds to the geometric mean for $\alpha_{i j}^{V D W}$ :

$$
\begin{equation*}
\alpha_{i j}^{V D W}=\sqrt{\alpha_{i i}^{V D W} \alpha_{j j}^{V D W}} . \tag{2.73}
\end{equation*}
$$

This is equivalent to the general rule given by Eq. (2.70) with $\xi_{i j}=1 / \Gamma_{i j}$. It is
clear that, for conformal fluids, the three rules given by Eqs. (2.68), (2.69) and (2.73) are inconsistent unless the particles in the mixture are of the equal size.

However, for non-conformal fluids, the three combining rules, Eqs. (2.68), (2.69) and (2.73), can be used if $\lambda_{i j}$ is chosen in such a way so that they are self-consistent, i.e. by assuming $\Gamma_{i j}=1$ in Eq. (2.72). This leads to an expression for $\lambda_{i j}$ of the form

$$
\begin{equation*}
\lambda_{i j}^{3}=1+\frac{1}{\sigma_{i j}^{3}} \sqrt{\left(\lambda_{i i}^{3}-1\right)\left(\lambda_{j j}^{3}-1\right) \sigma_{i i}^{3} \sigma_{j j}^{3}} \tag{2.74}
\end{equation*}
$$

It is possible to relax this criterion for $\lambda_{i j}$ and to use either Eq. (2.69) or Eq. (2.73), together with a specific combining rule for $\lambda_{i j}$. A simple arithmetic-mean combining rule may be used, analogous to that for the particle diameters (cf. Eq. (2.68)):

$$
\begin{equation*}
\lambda_{i j}=\frac{\lambda_{i i} \sigma_{i i}+\lambda_{j j} \sigma_{j j}}{\sigma_{i i}+\sigma_{j j}} \tag{2.75}
\end{equation*}
$$

Another option for the evaluation of $\lambda_{i j}$ is by optimising its value from a fit to experimental data for the mixture.

In the case of the association contribution to the SAFT-VR free energy similar combining rules can be used for the energy of the site-site interaction $\varepsilon_{a, b, i, j}$ in the mixture and the bonding volume $K_{a, b, i, j}$ in Eq. (2.33). The Berthelot rule for the unlike site-site interaction is

$$
\begin{equation*}
\varepsilon_{a, b, i, j}=\sqrt{\left(\varepsilon_{a, b, i, i} \varepsilon_{a, b, j, j}\right)} \tag{2.76}
\end{equation*}
$$

and the combining rule for the bonding volume is

$$
\begin{equation*}
K_{a, b, i, j}=\left[\frac{K_{a, b, i, i}^{1 / 3}+K_{a, b, j, j}^{-1 / 3}}{2}\right] . \tag{2.77}
\end{equation*}
$$

This completes our description of the combining rules. One should, of course, note that the combining rules are a convenient first representation of the unlike interactions, but real substances show large deviations in practice, especially when the components of the mixture are chemically very different. It is usually necessary to fit the cross parameters to experimental data. In most cases the phase equilibria of real mixtures is most sensitive to the variation in the energy parameters.

### 2.6 Conclusions

In this chapter we provide a detailed analysis of the SAFT-VR approach to mixtures of fluids consisting of chain molecules with attractive interactions of variable range. The resulting SAFT-VR equation of state has a van der Waals form where the monomer properties are evaluated using a standard high-temperature perturbation expansion. The mean-value theorem is used to give a compact expression for the the mean-attractive energy $a_{1}$, and the contact value of the radial distribution function is given by a self-consistent method, which combines two routes for the evaluation of the pressure of the fluid [44]. This simple representation of $a_{1}$ allows us to propose a number of straightforward mixing rules which range from the simplest van der Waals one-fluid expressions to the full second-order description. It is important to mention that although the SAFT-VR expressions and the corresponding mixing rules have been presented here in the context of square-well mixtures, this is solely for convenience and the analysis can be easily applied to other types of hard-core attractive potential (see Ref. [44]). To our knowledge, we present the first in-depth analysis of mixing rules for non-conformal fluids.

The main motivation of the SAFT-VR approach is to obtain a description of the phase behaviour of real fluid mixtures. The implicit dependence on the variable range of the intermolecular potential makes the equation of state extremely versatile, and allows for an accurate representation of the thermodynamics of fluid systems [44]. The approach is currently being used to examine the vapour-liquid and liquid-liquid equilibria of a number of mixtures. Use of the SAFT-VR methodology with the full MX3b mixing rule is seen to provide an excellent description of the vapour-liquid equilibria for mixtures of n-alkanes [50], and for mixtures of replacement refrigerants [52]. However, further studies of mixtures which exhibit large regions of liquid-liquid immiscibility, such as mixtures of alkanes and perfluoroalkanes [51], have shown that there are large inconsistencies in the description of the UCST when the MX3b mixing rule is used. This inability to describe mixture properties is not surprising, and is common in 'two-fluid' equations of state for mixtures which use parameters defined for pure fluids [67, 70]; in the SAFT-VR approach the range dependence of the effective density for the mixture is obtained from the pure fluid system. The use of the vdw one-fluid packing fraction $\zeta_{x}^{e f f}$ together with the MX3b mixing rule does not remove the inconsistency, and one has to resort to using the vdW one-fluid MX1 mixing rules in order to obtain an adequate description. The MX1b mixing rule has been found to give an excellent representation of both the vapour-liquid and the liquid-liquid critical behaviour in binary mixtures of perfluoromethane with a series of $n$-alkanes [51].

### 2.7 Appendix: Contact value of the radial distribution function

Here we illustrate how a closed expression for the radial distribution function at contact for a square-well fluid is derived within the SAFT-VR approach. The method involves the use of two independent routes to evaluate the compressibility factor (or pressure) of the fluid. The Clausius virial for the compressibility factor can be written as

$$
\begin{equation*}
Z^{V}=1-\frac{2 \pi \beta}{3} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \int_{0}^{\infty} r^{2} r\left(\frac{\partial U_{i j}}{\partial r}\right) g_{i j}(r) d r \tag{2.78}
\end{equation*}
$$

where $r\left(\partial U_{i j} / \partial r\right)$ is the virial contribution. An equivalent expression can be obtained from the density derivative of the Helmoltz free energy as

$$
\begin{equation*}
Z^{T}=\rho_{s} \frac{\partial a}{\partial \rho_{s}} \tag{2.79}
\end{equation*}
$$

which upon application of a high temperature expansion gives

$$
\begin{equation*}
Z^{T}=Z^{H S}+\beta \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} Z_{i j} \tag{2.80}
\end{equation*}
$$

We first focus on the virial route to the compressibility factor of Eq. (2.78). For discontinuous potentials such as the hard-core square-well of Eq. (2.4), it is advantageous to examine the behaviour of the background correlation function $y_{i j}(r)=\exp \left(\beta U_{i j}\right) g_{i j}(r)$ in Eq. (2.78) rather than $g_{i j}(r)$ itself, since $y_{i j}(r)$ it is a continuous function of $r$. In order to be able to express the compressibility factor of Eq. (2.78) in terms of $y_{i j}(r)$, we must first obtain the derivative

$$
\begin{equation*}
\frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r}=-\beta \frac{\partial U_{i j}}{\partial r} \exp \left(-\beta U_{i j}\right), \tag{2.81}
\end{equation*}
$$

which can be re-arranged to give

$$
\begin{equation*}
\frac{\partial U_{i j}}{\partial r}=-\frac{1}{\beta} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} \exp \left(\beta U_{i j}\right) . \tag{2.82}
\end{equation*}
$$

Substituting this expression into the integral of Eq. (2.78) gives

$$
\begin{align*}
\int_{0}^{\infty} r^{3} \frac{\partial U_{i j}}{\partial r} g_{i j}(r) d r & =-\int_{0}^{\infty} r^{3} \frac{1}{\beta} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} \exp \left(\beta U_{i j}\right) g_{i j}(r) d r \\
& =-\frac{1}{\beta} \int_{0}^{\infty} r^{3} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} y_{i j}(r) d r \tag{2.83}
\end{align*}
$$

so that Eq. (2.78) becomes

$$
\begin{equation*}
Z^{V}=1+\frac{2 \pi}{3} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \int_{0}^{\infty} r^{3} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} y_{i j}(r) d r \tag{2.84}
\end{equation*}
$$

In order to simplify this integral the properties of the Heaviside function inside the integral of Eq. (2.84) must be examined; these are summarised by

$$
\frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r}= \begin{cases}0 & \text { if } r<\sigma_{i j}  \tag{2.85}\\ A \delta\left(r-\sigma_{i j}\right) & \text { if } r=\sigma_{i j} \\ 0 & \text { if } \sigma_{i j}<r<\lambda_{i j} \sigma_{i j} \\ -B \delta\left(r-\lambda_{i j} \sigma_{i j}\right) & \text { if } r=\lambda_{i j} \sigma_{i j} \\ 0 & \text { if } r>\lambda_{i j} \sigma_{i j}\end{cases}
$$

where $\delta$ is the Dirac delta function, and $A$ and $B$ are constants which have to be evaluated. The properties of the Dirac delta function can be written as

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta(x) d x=1 \tag{2.86}
\end{equation*}
$$

where

$$
\int_{a}^{b} f(x) \delta\left(x-x_{0}\right)= \begin{cases}f\left(x_{0}\right) & \text { if } x_{0} \in[a, b]  \tag{2.87}\\ 0 & \text { if } x_{0} \notin[a, b]\end{cases}
$$

The integral of Eq. (2.84) can be split as follows

$$
\begin{align*}
\int_{0}^{\infty} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r & =\int_{0}^{\sigma_{i j}^{-}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r+\int_{\sigma_{i j}^{-}}^{\sigma_{1 j}^{+}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r \\
& +\int_{\sigma_{i j}^{+}}^{\lambda_{i j} \sigma_{i j}^{-}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r+\int_{\lambda_{i j} \sigma_{i j}^{-}}^{\lambda_{i j} \sigma_{i j}^{+}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r \\
& +\int_{\lambda_{i j} \sigma_{i j}^{+}}^{\infty} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r . \tag{2.88}
\end{align*}
$$

For the square-well potential this reduces to

$$
\begin{align*}
\int_{0}^{\infty} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r & =\int_{\sigma_{i j}^{-}}^{\sigma_{i j}^{+}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r \\
& +\int_{\lambda_{i}, \sigma_{i j}^{-}}^{\lambda_{i}, \sigma_{i j}^{+}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r \tag{2.89}
\end{align*}
$$

which upon substitution of Eq. (2.85) becomes

$$
\begin{align*}
\int_{0}^{\infty} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r & =\int_{\sigma_{i j}^{-}}^{\sigma_{i j}^{+}} A \delta\left(r-\sigma_{i j}\right) d r \\
& -\int_{\lambda_{i j} \sigma_{i j}^{-}}^{\lambda_{i j} \sigma_{j}^{+}} B \delta\left(r-\lambda_{i j} \sigma_{i j}\right) d r \tag{2.90}
\end{align*}
$$

From Eq. (2.87), we know that the properties of the Dirac delta function can result in an expression of the form

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r=A-B \tag{2.91}
\end{equation*}
$$

The LHS of the above expression can also be evaluated in full by integrating over the full range of the interaction potential

$$
\begin{align*}
\int_{0}^{\infty} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r & =\left[\exp \left(-\beta U_{i j}\right)\right]_{0}^{\infty} \\
& =1 \tag{2.92}
\end{align*}
$$

so that we can write

$$
\begin{equation*}
1=A-B . \tag{2.93}
\end{equation*}
$$

In order to evaluate the constants $A$ and $B$ we examine the second integral in Eq. (2.88)

$$
\begin{align*}
\int_{\sigma_{i j}^{-}}^{\sigma_{i j}^{+}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r & =\left[\exp \left(-\beta U_{i j}\right)\right]_{\sigma_{i j}^{-}}^{\sigma_{i j}^{+}} \\
& =\exp \left(-\beta U_{i j}\left(\sigma_{i j}^{+}\right)\right)-\exp \left(-\beta U_{i j}\left(\sigma_{i j}^{-}\right)\right) \\
& =\exp \left(-\beta \varepsilon_{i j}\right)-0, \tag{2.94}
\end{align*}
$$

we also know that from Eq. (2.90) that

$$
\begin{equation*}
\int_{\sigma_{i j}^{-}}^{\sigma_{i j}^{+}} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} d r=\int_{\sigma_{i j}^{-}}^{\sigma_{i j}^{+}} A \delta\left(r-\sigma_{i j}\right) d r, \tag{2.95}
\end{equation*}
$$

enabling us to write

$$
\begin{equation*}
A=\exp \left(-\beta \varepsilon_{i j}\right) \tag{2.96}
\end{equation*}
$$

and

$$
\begin{equation*}
B=\exp \left(-\beta \varepsilon_{i j}\right)-1 \tag{2.97}
\end{equation*}
$$

Substituting these values of $A$ and $B$ into Eq. (2.85) we can obtain an expression for the integral in the virial compressibility factor of Eq. (2.78) of the form

$$
\begin{align*}
\int_{0}^{\infty} r^{3} \frac{\partial \exp \left(-\beta U_{i j}\right)}{\partial r} y_{i j}(r) d r & =\int_{\sigma_{i j}^{-}}^{\sigma_{i j}^{+}} r^{3} \exp \left(\beta \varepsilon_{i j} \delta\left(r-\sigma_{i j}\right) y_{i j}(r) d r\right.  \tag{2.98}\\
& -\int_{\lambda_{i j} \sigma_{i j}^{--}}^{\lambda_{i j} \sigma_{j}^{+}} r^{3}\left[\exp \left(\beta \varepsilon_{i j}\right)-1\right] \delta\left(r-\lambda_{i j} \sigma_{i j}\right) y_{i j}(r) d r
\end{align*}
$$

Using the property of the Dirac delta given in Eq. (2.87) we can re-write the Clausius virial Eq. (2.78) as

$$
\begin{align*}
Z^{V} & =1+\frac{2 \pi}{3} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j}\left\{\exp \left(\beta \varepsilon_{i j}\right) \sigma_{i j}^{3} y_{i j}\left(\sigma_{i j}\right)\right. \\
& \left.-\left[\exp \left(\beta \varepsilon_{i j}\right)-1\right] \lambda_{i j}^{3} \sigma_{i j}^{3} y_{i j}\left(\lambda_{i j} \sigma_{i j}\right)\right\} \tag{2.99}
\end{align*}
$$

which simplifies further to

$$
\begin{equation*}
Z^{V}=1+\frac{2 \pi}{3} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j}\left\{\sigma_{i j}^{3} g_{i j}\left(\sigma_{i j}\right)-\left[\exp \left(\beta \varepsilon_{i j}\right)-1\right] \lambda_{i j}^{3} \sigma_{i j}^{3} y_{i j}\left(\lambda_{i j} \sigma_{i j}\right)\right\} \tag{2.100}
\end{equation*}
$$

In order to express the compressibility factor as a series in $\beta$, so that it is consistent with the perturbation expansion used for the mean-attractive energy in the SAFTVR methodology, we utilise a property of the exponential series, which gives

$$
\begin{equation*}
\exp \left(\beta \varepsilon_{i j}\right) \simeq 1+\beta \varepsilon_{i j} \tag{2.101}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\exp \left(\beta \varepsilon_{i j}\right)-1 \simeq \beta \varepsilon_{i j} \tag{2.102}
\end{equation*}
$$

The compressibility factor of Eq. (2.100) then becomes

$$
\begin{equation*}
Z^{V}=1+\frac{2 \pi}{3} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \sigma_{i j}^{3}\left\{g_{i j}\left(\sigma_{i j}\right)-\exp \left(\beta \varepsilon_{i j}\right) \lambda_{i j}^{3} \sigma_{i j}^{3} y_{i j}\left(\lambda_{i j} \sigma_{i j}\right)\right\} \tag{2.103}
\end{equation*}
$$

Recalling that within the SAFT-VR perturbation expansions we can truncate the high-temperature expansion for the radial distribution function at first order

$$
\begin{equation*}
g_{i j}(r)=g_{i j}^{H S}(r)+\beta \varepsilon_{i j} g_{i j}^{1}(r) \tag{2.104}
\end{equation*}
$$

so that the expression for the background correlation function becomes

$$
\begin{equation*}
y_{i j}\left(\lambda_{i j} \sigma_{i j}\right)=\exp \left(-\beta \varepsilon_{i j}\right)\left[g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right)+\beta \varepsilon_{i j} g_{i j}^{1}\left(\lambda_{i j} \sigma_{i j}\right)\right] . \tag{2.105}
\end{equation*}
$$

Expansion of the exponential function in the above expression gives

$$
\begin{equation*}
y_{i j}\left(\lambda_{i j} \sigma_{i j}\right) \simeq\left(1-\beta \varepsilon_{i j}\right)\left[g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right)+\beta \varepsilon_{i j} g_{i j}^{1}\left(\lambda_{i j} \sigma_{i j}\right)\right] \tag{2.106}
\end{equation*}
$$

which can be simplified to

$$
\begin{equation*}
y_{i j}\left(\lambda_{i j} \sigma_{i j}\right) \simeq g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right)+\beta \varepsilon_{i j} g_{i j}^{1}\left(\lambda_{i j} \sigma_{i j}\right)-\beta \varepsilon_{i j} g_{i j}^{H} S^{\left(\lambda_{i j} \sigma_{i j}\right) .} \tag{2.107}
\end{equation*}
$$

Substituting this expression for $y_{i j}\left(\lambda_{i j} \sigma_{i j}\right)$ into Eq. (2.103) gives an expression for the virial compressibility of the form

$$
\begin{align*}
Z^{V} & =1+\frac{2 \pi}{3} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \sigma_{i j}^{3}\left\{g_{i j}^{H S}\left(\sigma_{i j}\right)+\beta \varepsilon_{i j} g_{i j}^{1}\left(\sigma_{i j}\right)\right\} \\
& -\frac{2 \pi}{3} \rho_{s} \beta \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \sigma_{i j}^{3} \varepsilon_{i j} \lambda_{i j}^{3} g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right) \tag{2.108}
\end{align*}
$$

Since we know that

$$
\begin{equation*}
Z^{H S}=1+\frac{2 \pi}{3} \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \sigma_{i j}^{3} g_{i j}^{H S}\left(\sigma_{i j}\right) \tag{2.109}
\end{equation*}
$$

we can re-write Eq. (2.108) for the compressibility factor as

$$
\begin{equation*}
Z^{V}=Z^{H S}+\frac{2 \pi}{3} \rho_{\mathrm{s}} \beta \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \sigma_{i j}^{3} \varepsilon_{i j}\left[g_{i j}^{1}\left(\sigma_{i j}\right)-\lambda_{i j}^{3} g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right)\right] . \tag{2.110}
\end{equation*}
$$

We can obtain a similar expression for the compressibility factor from the Ilelmholtz free energy, Eq. (2.79) as

$$
\begin{equation*}
Z^{T}=Z^{H S}+\beta \rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \frac{\partial a_{1}^{i j}}{\partial \rho_{s}} \tag{2.111}
\end{equation*}
$$

Equating these two expressions for the compressibility factor we obtain

$$
\begin{equation*}
\frac{\partial a_{1}^{i j}}{\partial \rho_{s}}=\frac{2 \pi}{3} \sigma_{i j}^{3} \varepsilon_{i j}\left[g_{i j}^{1}\left(\sigma_{i j}\right)-\lambda_{i j}^{3} g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right)\right] \tag{2.112}
\end{equation*}
$$

which can be re-arranged to give an expression for $g_{i j}^{1}$

$$
\begin{equation*}
g_{i j}^{1}\left(\sigma_{i j}\right)=\frac{3}{2 \pi \sigma_{i j}^{3} \varepsilon_{i j}} \frac{\partial a_{1}^{i j}}{\partial \rho_{s}}+\lambda_{i j}^{3} g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right) \tag{2.113}
\end{equation*}
$$

In order to evaluate $g_{i j}^{H} S\left(\lambda_{i j} \sigma_{i j}\right)$ we examine the definition of the mean-attractive energy for the square-well potential within the SAFT-VR framework (Eq. 2.13), over a particular region of the potential, so that

$$
\begin{equation*}
a_{1}^{i j}=-2 \pi \rho_{s} \varepsilon_{i j} \int_{\sigma_{i j}}^{\lambda_{i j} \sigma_{i j}} r_{i j}^{2} g_{i j}^{H} S\left(r_{i j}\right) d r_{i j} \tag{2.114}
\end{equation*}
$$

The Leibniz rule [71] states that

$$
\begin{equation*}
\frac{d}{d \lambda} \int_{a(\lambda)}^{b(\lambda)} f(\lambda, x) d x=\int_{a(\lambda)}^{b(\lambda)} \frac{\partial f}{\partial \lambda} d x+f(\lambda, b) \frac{d b}{d \lambda}-f(\lambda, a) \frac{d a}{d \lambda} \tag{2.115}
\end{equation*}
$$

in our case, $a=\sigma_{i j}$ and $f=r_{i j}^{2} g_{i j}^{H S}\left(r_{i j}\right)$ are independent of $\lambda_{i j} \sigma_{i j}$, so that the rule reduces to

$$
\begin{equation*}
\int_{\sigma_{i j}}^{\lambda_{i j} \sigma_{i j}}=r_{i j}^{2} g_{i j}^{H S}\left(r_{i j}\right) d r_{i j}=\left(\lambda_{i j} \sigma_{i j}\right)^{2} g_{i j}^{H}{ }^{S}\left(\lambda_{i j} \sigma_{i j}\right) \tag{2.116}
\end{equation*}
$$

Hence the the derivative in the expression for the mean-attractive energy, Eq. (2.114) becomes

$$
\begin{equation*}
\frac{\partial a_{1}^{i j}}{\partial\left(\lambda_{i j} \sigma_{i j}\right)}=-2 \pi \rho_{s} \varepsilon_{i j} \lambda_{i j}^{2} \sigma_{i j}^{2} g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right) \tag{2.117}
\end{equation*}
$$

This simplifies to

$$
\begin{equation*}
\frac{1}{\sigma_{i j}} \frac{\partial a_{1}^{i j}}{\partial \lambda_{i j}}=-2 \pi \rho_{s} \varepsilon_{i j} \lambda_{i j}^{2} \sigma_{i j}^{2} g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right) \tag{2.118}
\end{equation*}
$$

which rearranges to give

$$
\begin{equation*}
g_{i j}^{H S}\left(\lambda_{i j} \sigma_{i j}\right)=-\frac{1}{2 \pi \rho_{s} \varepsilon_{i j} \lambda_{i j}^{2} \sigma_{i j}^{3}} \frac{\partial a_{1}^{i j}}{\partial \lambda_{i j}} . \tag{2.119}
\end{equation*}
$$

Substituting into Eq. (2.113) we obtain

$$
\begin{equation*}
g_{i j}^{1}\left(\sigma_{i j}\right)=\frac{3}{2 \pi \sigma_{i j}^{3} \varepsilon_{i j}} \frac{\partial a_{1}^{i j}}{\partial \rho_{s}}-\frac{\lambda_{i j}}{2 \pi \rho_{s} \varepsilon_{i j} \sigma_{i j}^{3}} \frac{\partial a_{1}^{i j}}{\partial \lambda_{i j}} \tag{2.120}
\end{equation*}
$$

which can be used in the expansion for the radial distribution function of Eq. (2.104) to give

$$
\begin{equation*}
g_{i j}\left(\sigma_{i j}\right)=g_{i j}^{H} S\left(\sigma_{i j}\right)+\frac{\beta}{2 \pi \sigma_{i j}^{3}}\left[3 \frac{\partial a_{1}^{i j}}{\partial \rho_{s}}-\frac{\lambda_{i j}}{\rho_{s}} \frac{\partial a_{1}^{i j}}{\partial \lambda_{i j}}\right] . \tag{2.121}
\end{equation*}
$$

The derivatives of the mean-attractive energy required in the above expression for the square-well potential can be obtained from the SAFT-VR expressions for $a_{1}^{i j}$

$$
\begin{equation*}
a_{1}^{i j}=-\alpha_{i j}^{V D W} \rho_{s} g_{i j}^{H S}\left(\sigma_{i j} \zeta_{3}^{e f f}\right) \tag{2.122}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i j}^{V D W}=\frac{2 \pi}{3} \varepsilon_{i j} \sigma_{i j}^{3}\left(\lambda_{i j}^{3}-1\right) \tag{2.123}
\end{equation*}
$$

and $\zeta_{3}^{\text {eff }}$ is the effective packing fraction, which depends on the overall system packing fraction $\zeta_{3}$ and on the range of the interaction potential $\lambda_{i j}$.

The derivative of $a_{1}^{i j}$ with respect to $\rho_{\mathrm{a}}$ is given by

$$
\begin{equation*}
\frac{\partial a_{1}^{i j}}{\partial \rho_{s}}=-\alpha_{i j}^{V D W} g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)-\alpha_{i j}^{V D W} \rho_{s} \frac{\partial g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)}{\partial \rho_{\mathrm{a}}} \tag{2.124}
\end{equation*}
$$

which can be re-written in terms of the packing fraction $\zeta_{3}$ as

$$
\begin{equation*}
\frac{\partial a_{1}^{i j}}{\partial \rho_{s}}=-\alpha_{i j}^{V D W} g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)-\alpha_{i j}^{V D W} \zeta_{3} \frac{\partial g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)}{\partial \zeta_{3}} \tag{2.125}
\end{equation*}
$$

The derivative of $g_{i j}^{H S}$ with respect to $\zeta_{3}$ is given by

$$
\begin{equation*}
\frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}}=\frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}^{e f f}} \frac{\partial \zeta_{3}^{e f f}}{\partial \zeta_{3}} \tag{2.126}
\end{equation*}
$$

Both the partial derivatives on the RIIS of this equation can be easily evaluated since the dependency of the hard-sphere radial distribution function on the overall packing fraction and the dependency of the effective packing fraction on the overall packing fraction are both known in the SAFT-VR approach. This gives a final expression for Eq. (2.125) of the form

$$
\begin{equation*}
\frac{\partial a_{1}^{i j}}{\partial \rho_{s}}=-\alpha_{i j}^{V D W} g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)-\alpha_{i j}^{V D W} \zeta_{3} \frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}^{e f f}} \frac{\partial \zeta_{3}^{e f f}}{\partial \zeta_{3}} . \tag{2.127}
\end{equation*}
$$

The derivative of the mean-attractive energy $a_{1}^{i j}$ with respect to the potential range $\lambda_{i j}$ is obtained through

$$
\begin{equation*}
\frac{\partial a_{1}^{i j}}{\partial \lambda_{i j}}=-\frac{\partial \alpha_{i j}^{V D W}}{\partial \lambda_{i j}} \rho_{s} g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)-\alpha_{i j}^{V D W} \rho_{s} \frac{\partial g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)}{\partial \lambda_{i j}} \tag{2.128}
\end{equation*}
$$

where the derivative of $\alpha_{i j}^{V D W}$ is given by

$$
\begin{equation*}
\frac{\partial \alpha_{i j}^{V D W}}{\partial \lambda_{i j}}=2 \pi \varepsilon_{i j} \sigma_{i j}^{3} \lambda_{i j}^{2} \tag{2.129}
\end{equation*}
$$

The derivative of $g_{i j}^{H S}$ can be written

$$
\begin{equation*}
\frac{\partial g_{i j}^{H S}}{\partial \lambda_{i j}}=\frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}^{\text {ff }}} \frac{\partial \zeta_{3}^{e f f}}{\partial \lambda_{i j}} \tag{2.130}
\end{equation*}
$$

where the dependency of the effective packing fraction on the range of the potential is known. Hence Eq. (2.128) becomes

$$
\begin{equation*}
\frac{\partial a_{1}^{i j}}{\partial \lambda_{i j}}=-2 \pi \varepsilon_{i j} \sigma_{i j}^{3} \lambda_{i j}^{2} \rho_{s} g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)-\alpha_{i j}^{V D W} \rho_{s} \frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}^{\text {ff }}} \frac{\partial \zeta_{3}^{e f f}}{\partial \lambda_{i j}} \tag{2.131}
\end{equation*}
$$

Substituting the expressions for the density and range derivatives (Eqs. 2.127 and 2.131) of the mean-attractive energy into Eq. (2.121) we obtain the radial distribution function within the SAFT-VR approach in terms of known parameters for the square-well potential, as

$$
\begin{align*}
g_{i j}\left(\sigma_{i j}\right) & =g_{i j}^{H S}\left(\sigma_{i j}\right)  \tag{2.132}\\
& +\frac{\beta}{2 \pi \sigma_{i j}^{3}}\left[3\left(-\alpha_{i j}^{V D W} g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)-\alpha_{i j}^{V D W} \zeta_{3} \frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}^{e / f}} \frac{\partial \zeta_{3}^{e f f}}{\partial \zeta_{3}}\right)\right.
\end{align*}
$$

$$
-\frac{\lambda_{i j}}{\rho_{s}}\left(-2 \pi \varepsilon_{i j} \sigma_{i j}^{3} \lambda_{i j}^{2} \rho_{s} g_{i j}^{H S}\left(\sigma_{i j} \zeta_{3}^{e f f}\right)-\alpha_{i j}^{V D W} \rho_{s} \frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}^{e f f}} \frac{\partial \zeta_{3}^{e f f}}{\partial \lambda_{i j}}\right] .
$$

This simplifies to give a final expression for the radial distribution function for chains of molecules interacting via the square-well potential, which can be incorporated into the contributions to the SAFT-VR Helmholtz free energy due to chain formation and association of molecules,

$$
\begin{align*}
g_{i j}\left(\sigma_{i j}\right) & =g_{i j}^{H S}\left(\sigma_{i j}\right)  \tag{2.133}\\
& +\beta \varepsilon_{i j}\left[g_{i j}^{H S}\left(\sigma_{i j} ; \zeta_{3}^{e f f}\right)+\left(\lambda_{i j}^{3}-1\right) \frac{\partial g_{i j}^{H S}}{\partial \zeta_{3}^{e f f}}\left(\frac{\lambda_{i j}}{3} \frac{\partial \zeta_{3}^{e f f}}{\partial \lambda_{i j}}-\zeta_{3} \frac{\partial \zeta_{3}^{e f f}}{\partial \zeta_{3}}\right)\right] .
\end{align*}
$$
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## Chapter 3

## Molecular Simulation

### 3.1 Introduction

Molecular simulation techniques provide an alternative approach to the theoretical study of fluids. The results obtained can be used firstly to formulate a direct comparison with experimental data and secondly to complement other theoretical studies by providing means of testing the postulates used in these procedures. The main advantage of molecular simulation techniques over theory in the prediction of the thermodynamic and transport properties of fluids, is that no approximations other than the initial assumptions about the intermolecular interactions have to be made. This allows a highly accurate study of the thermodynamics of fluid systems to be performed. In order to be able to compare computer simulation results with those obtained experimentally, simulations of complex model interactions are required, which mimic the behaviour of real systems as accurately as possible. However, the use of simulation techniques to examine the nature of particular phenomena only requires that the essential physics of the system is contained within the model studied, thus eliminating the need for a complex model system. In this work we exploit this feature of computer simulation where the phase behaviour of simple model systems, obtained by simulation methods is used to determine the adequacy of a molecular based equation of state.

Computer simulation methods can be sulb-divided into two general classes; Monte Carlo (MC) [1], where a random sampling technique is used as a basis to describe
the fluid's properties; and molecular dynamics (MD) $[2,3]$, where the fluid is analysed by solving Newton's equations of motion. Additionally, a number of recently developed simulation techniques exist which use a combination of both MC and MD methods, such as Brownian dynamics. We will be interested only in MC techniques, and more specifically in particular ensembles, the Gibbs ensemble and the semigrand canonical ensemble, which will be discussed in some detail in the following sections. As a direct consequence of the ability of computer simulation to yield 'exact' microscopic properties which can be used to give a macroscopic description of the fluid, the technique has become an integral part of the modern study of fluids and their mixtures, for theoreticians and industrialists alike. In the next sections we will introduce the statistical thermodynamics which forms the basis of Monte Carlo simulations, and also illustrate the underlying concepts of the technique.

### 3.2 Statistical thermodynamics

The basic assumption made in statistical mechanics is that the ensemble average of a mechanical property, such as the pressure $P$, the energy $E$, the volume $V$ or the number of particles $N$, is equivalent to the value of that property at the macroscopic (or thermodynamic) level. A statistical ensemble is defined as the assembly of all possible microstates, or configurations, of a system. A particular microstate can be considered as an exact replica of the overall system at a thermodynamic level which differs from other microstates at a molecular level. Such microstates exist since a particular system can occupy several different energy levels whilst remaining in the same thermodynamic state. By calculating the ensemble average of a thermodynamic property we obtain an average over all the microstates of the system. Each of these configurations is assumed to occur with equal probability in an isolated system with fixed total energy and of a fixed size at thermodynamic equilibrium. Each microstate is thus assumed to have an equal weight within the distribution of configurations, so that the macroscopic system can evolve by sampling from any combination of the available microstates, i.e., the microstates are said to be ergodic. The probability that a macroscopic system lies in a state $\nu$ with N particles, a volume V , and energy E , is given by

$$
\begin{equation*}
\Gamma_{\nu}=\frac{1}{\Omega_{N V E}}, \tag{3.1}
\end{equation*}
$$

where $\Omega_{N V E}$ is the number of microscopic states with N particles, a volume V and an energy of between $E$ and $E-\Delta E . \Delta E$ represents the finite uncertainty which exists in the specification of the actual value of the energy for a given energy level;
it arises as a consequence of the Heisenberg uncertainty principle [4, 5]. For a finite value of $\Delta \mathrm{E}, \Omega_{N V E}$ is a finite function upon which standard mathematical analysis can be performed. The link to thermodynamics within this ensemble is made via the entropy $S$, which is related to $\Omega_{N V E}$ by the equation

$$
\begin{equation*}
S=k \ln \Omega_{N V E}, \tag{3.2}
\end{equation*}
$$

where $k$ is Boltzmann's constant. The conditions of fixed number of particles, system volume and energy define a system in the microcanonical ensemble, which can be considered as a closed isolated system. Other ensembles exist which are defined by the fixed thermodynamic conditions particular to that ensemble.

The canonical ensemble is an important example of an alternative ensemble, where the individual microstates have fixed number of particles and volume, but their energy is permitted to fluctuate, and the system is kept at a fixed temperature $T$ in order to maintain thermal equilibrium. The canonical ensemble can hence be visualised in the same manner as the microcanonical ensemble, as a closed system which is in contact with a heat bath of temperature $T$. Within the canonical ensemble the probability that the macroscopic system is in a state $\nu$ with fixed N , V and T can be shown to be given by [ 6 ]

$$
\begin{equation*}
P_{\nu}=\frac{1}{Q_{N V T}} \exp \left(-E_{\nu} / k T\right) \tag{3.3}
\end{equation*}
$$

where the Boltzmann factor is introduced from the definition of entropy $S$ in the microcanonical ensemble Eq. (3.2). $Q_{N V T}$ is the canonical partition function which is defined as a discrete sum over all the possible microstates $\nu$ of a system

$$
\begin{equation*}
Q_{N V T}=\sum_{\nu} \exp \left(-E_{\nu} / k T\right) \tag{3.4}
\end{equation*}
$$

The partition function is the key quantity used for obtaining macroscopic properties from microscopic averages, since it appears in the expression for the configurational (or ensemble) average of a thermodynamic function. For a given function $\mathcal{A}$ the configurational average is given by

$$
\begin{align*}
\langle\mathcal{A}\rangle_{N V T} & =\left\langle\mathcal{A}_{\nu}\right\rangle=\sum_{\nu} P_{\nu} \mathcal{A}_{\nu} \\
& =\frac{\sum_{\nu} \mathcal{A}_{\nu} \exp \left(-E_{\nu} / k T\right)}{Q_{N V T}} \\
& =\frac{\sum_{\nu} \mathcal{A}_{\nu} \exp \left(-E_{\nu} / k T\right)}{\sum_{\nu} \exp \left(-E_{\nu} / k T\right)} . \tag{3.5}
\end{align*}
$$

Within the canonical ensemble the Ifelmholtz free energy is related to the partition
function by

$$
\begin{equation*}
A=-k T \ln Q_{N V T} \tag{3.6}
\end{equation*}
$$

where $A$ is the thermodynamic potential with independent variables equal to those of the canonical ensemble, which is equivalent to the role of entropy in the microcanonical ensemble. The other thermodynamic properties of a system in the canonical ensemble are given by standard relations, for example, the pressure as

$$
\begin{equation*}
P=-\left(\frac{\partial A}{\partial V}\right)_{T, N}=k T\left(\frac{\partial \ln Q_{N V T}}{\partial V}\right)_{T, N}, \tag{3.7}
\end{equation*}
$$

the average energy as

$$
\begin{equation*}
E=-T^{2}\left(\frac{\partial A / T}{\partial T}\right)_{V, N}=k T^{2}\left(\frac{\partial \ln Q_{N V T}}{\partial T}\right)_{V, N} \tag{3.8}
\end{equation*}
$$

and the chemical potential of species $i$ as

$$
\begin{equation*}
\mu_{i}=\left(\frac{\partial A}{\partial N_{i}}\right)_{T, V, N_{j \neq i}}=-k T\left(\frac{\partial \ln Q_{N V T}}{\partial N_{i}}\right)_{T, V, N_{j \neq i}} \tag{3.9}
\end{equation*}
$$

The partition function in other common ensembles, such as the isothermal-isobaric ensemble (constant NPT) and the grand canonical ensemble (constant $\mu \mathrm{VT}$ ) can be written in terms of the partition function for the canonical ensemble. For example, in the NPT ensemble the partition function is given by

$$
\begin{align*}
Q_{N P T} & =\sum_{\nu} \int_{V=0}^{\infty} \exp \left(-\left[E_{\nu}+P V\right] / k T\right) \\
& =\sum_{V} \exp (-\Gamma V / k T) Q_{N V T} \tag{3.10}
\end{align*}
$$

and in the $\mu \mathrm{VT}$ ensemble by,

$$
\begin{align*}
Q_{\mu V T} & =\sum_{\nu} \sum_{N} \exp \left(-\left[E_{\nu}-\mu N\right] / k T\right) \\
& =\sum_{N} \exp (\mu N / k T) Q_{N V T} \tag{3.11}
\end{align*}
$$

In the thermodynamic limit, when $N \rightarrow \infty$, away from the critical region, the averages obtained using the common statistical ensembles are equivalent [7, 8].

The aim of Monte Carlo simulation is to provide a means of obtaining configurational averages of thermodynamic properties by performing virtual experiments in which a series of microstates are generated, over which averages are taken. Thus the concept of an ensemble average is approximated by performing a large number of computer generated states, or trials $\tau$. It is possible to write the configurational
average of Eq. (3.5) as

$$
\begin{equation*}
<\mathcal{A}>_{N V T} \approx \frac{\sum_{T=1}^{\tau_{\max }} \mathcal{A}(\tau) \exp (-E(\tau) / k T)}{\sum_{\tau=1}^{\tau_{\max }} \exp (-E(\tau) / k T)} \tag{3.12}
\end{equation*}
$$

where $\tau_{m a x}$ is the total number of trials performed. The number of trials $\tau$ can be increased until a suitably accurate value of $\mathcal{A}$ is obtained by means of a simple mean sample method, which involves sampling from all the permitted values of $\mathcal{A}$. However, a large proportion of the trials performed in such a process would only give a negligible contribution to the ensemble average in Eq. (3.12), so that in order for even a crude estimate of the property $\mathcal{A}$ to be obtained, the number of trials required is prohibitively large.

The Metropolis method permits configurational averages to be obtained in a much more efficient manner, via the use of importance sampling techniques. Here random numbers are selected from a given distribution (or density) of states $\rho$ which allows the average to be calculated only in regions where it gives a significant contribution to the numerator of $\mathrm{E}(\mathrm{l} .(3.5)$.

Sampling configurations from a random distribution, leads to an expression for the configurational average of the form

$$
\begin{equation*}
\langle\mathcal{A}\rangle_{N V T}=\left\langle\mathcal{A} \rho_{N V T} / \rho\right\rangle_{\text {trials }} \tag{3.13}
\end{equation*}
$$

where $\rho_{N V T}$ is the density of states in the canonical ensemble which is given by

$$
\begin{equation*}
\rho_{N V T}=\frac{1}{Q_{N V T}} \exp \left(-E_{\nu} / k T\right) \tag{3.14}
\end{equation*}
$$

which differs from Eq. (3.3) in that here we are considering a continuous distribution of states, and the partition function is now written as an integral over all states. For most thermodynamic functions (the free energy being the most notable exception), the contribution to the ensemble average will be significant when the distribution of states in the NVT ensemble $\rho_{N V T}$ is significant. Hence an estimate of the average of $\mathcal{A}$ can be obtained by setting $\rho=\rho_{N V T}$, so that

$$
\begin{equation*}
\langle\mathcal{A}\rangle_{N V T}=\langle\mathcal{A}\rangle_{\text {trials }} \tag{3.15}
\end{equation*}
$$

The generation of such a sequence of states during a simulation, where all states occur with equal probability, which also has to be equal to the probability of microstates in the canonical ensemble, is the basis of the Monte Carlo method. The Metropolis algorithm provides a solution to this problem by the construction of a Markov chain for the fluid which has a limiting distribution equal to $\rho_{N V T}$.

A Markov chain is a sequence of trials where the outcome of each trial belongs to a finite set of possible outcomes, and depends only on the result of the previous trial. Two states $m$ and $n$ in the chain are linked loy a transition probability $\mathcal{P}_{m n}$, which is the probability that the system moves from state $m$ to state $n$. The limiting distribution of a Markov chain, the vector $\rho$, must satisfy the condition

$$
\begin{equation*}
\rho \mathcal{P}=\rho \tag{3.16}
\end{equation*}
$$

where the transition matrix $\mathcal{P}$ is made up of the elements $\mathcal{P}_{m n}$ such that

$$
\begin{equation*}
\sum_{m} \rho_{m} \mathcal{P}_{m n}=\rho_{n} \tag{3.17}
\end{equation*}
$$

and is stochastic, since all its rows add to one

$$
\begin{equation*}
\sum_{n} \mathcal{P}_{n n}=1 \tag{3.18}
\end{equation*}
$$

For fluids in the NVT Metropolis scheme the transition matrix must be both stochastic and ergodic, that is each of the individual states is equally likely to be 'visited' by the overall system during the simulation. The elements of the matrix must be generated from a knowledge of the limiting distribution of a Markov chain which has elements $\rho_{m}=\rho_{N V T}\left(\Gamma_{m}\right)$, for each $\Gamma_{m}$ point in phase space. A further constraint on the transition matrix of a fluid is that its elements should be independent of the corresponding partition function, in this case the canonical partition function $Q_{N V T}$. Application of the condition of microscopic reversibility

$$
\begin{equation*}
\rho_{m} \mathcal{P}_{m n}=\rho_{n} \mathcal{F}_{n m} \tag{3.19}
\end{equation*}
$$

so that the probability of moving from $m$ to $n$ is equal to the probability of moving in the reverse direction, i.e. from $n$ to $m$, is sufficient to ensure that the transition matrix for the generation of liquid configurations obeys all the required criteria. Hence, providing that the different configurations in a given simulation ensemble are microscopically reversible they call be considered as being elements of a Markov chain of configurations, equivalent to those used in the original Metropolis Monte Carlo formalism [1]. An additional advantage of the use of the Markov chain in the simulation is that configurations can be generated without having to evaluate the normalisation factor of the distribution of microstates, i.e. the canonical ensemble partition function.

The transition between neighbouring states $m$ and $n$ in the MC method is governed by the difference in energy $\Delta U_{m n}$ of the two states, $\Delta U_{m n}$. If the new configuration has a lower (or equal) energy to that of the initial configuration, the transition is accepted, if the energy of the new configuration is greater than that of the old
state, the transition is not necessarily rejected. Such moves are accepted with a probability proportional to

$$
\begin{equation*}
\exp \left(-\Delta U_{m n} / k T\right) \tag{3.20}
\end{equation*}
$$

This selective acceptance of Monte Carlo moves which are 'uphill' in energy prevents the simulation from becoming trapped in local energy minima on the phase space, hence ensuring that the thermodynamic properties obtained from the simulation take the correct value for the system studied. In order to accept a Monte Carlo move with a probability given by Eq. (3.20) the ratio of probabilities of neighbouring states is compared with a random number between zero and unity. If the ratio in Eq. (3.20) is greater than the random number the move from $m$ to $n$ is accepted (see [8] for full details).

The scope of the Monte Carlo technique has expanded dramatically since its introduction in 1953, becoming "the most powerful and commonly used technique for analysing complex problems" [9]. The first Monte Carlo studies resulted in the mechanical and structural properties of simple hard-sphere fluids. However, the nature of the model systems to which the MC method can be applied has rapidly progressed via the use of different inter-molecular interactions; for example the Lennard-Jones potential was first used in a MC simulation in 1957 [10]. Further sophistication of the models used has led to the study of realistic systems using the Monte Carlo method, a particularly relevant example being that of water, which has been extensively studied using the TIP4P model [11, 12], the TIPS2 model [ 13,14 ] and the SPC model [ 15,16$]$. Other systems which have been studied using MC techniques range from $n$-alkanes [17]-[19], methanol [20], complex fluids such as surfactants [21], [22] to the examination of the swelling of clay systems with the addition of aqueous solutions [23].

The nature of the information which can be obtained from MC simulation studies has also advanced from the early work of Metropolis $\boldsymbol{c t}$ al.. New techniques such as the grand canonical ensemble [24] and the Widom test particle method [25, 26] have been developed which permit the evaluation of properties such as the the free energy and entropy. These quantities are difficult to obtain from standard MC methods since the Metropolis algorithm is designed so that it samples configurations with small or negative energies, which have a small effect on the configurational average in Eq. (3.12). Such technifues, together with the development of realistic models for fluids, allow the evaluation of the full phase behaviour of a complex model system using computer simulation.

We focus on the use of Monte Carlo mothods in the study of plase coexistence of simple model fluids, which can be achieved by using either direct or indirect simu-
lation techniques. Direct simulations yield phase equilibria data by simultaneously examining the two coexisting phases. Indirect MC methods involve the calculation of the chemical potential or free energy within a simulation for a series of state points; the region of phase coexistence is determined by the location of ponts in the phase space with equal temperature, pressure and chemical potential. A range of special techniques have been developed in order to obtain thermal properties, such as the free energy and entropy, some of which will be briefly disussed here (see Refs. [8] and [27] for a review).

Use of the grand canonical ensemble [24], in which chemical potential, volume and temperature are fixed during the simulation, is a direct simulation method which has been widely used. Density is allowed to fluctuate over the course of the simulation, and the average density is calculated as an ensemble average. Within the grand canonical ensemble two Monte Carlo moves are performed in order to generate states, particle displacements and particle insertions/deletions (see Ref. [8]). The disadvantage of such an approach is that it relies upon successful insertions in order to obtain an adequate sampling of the density fluctuations, which become less likely as the density of the system increases. A related ensemble which does not rely upon particle insertions is the semigrand canonical ensemble which is discussed later.

An alternative route to the determination of chemical potential in standard simulation ensembles is the use of the test particle method [25, 26], which consists of the introduction of a virtual or test particle into the simulation. This molecule measures the intermolecular interactions at that point, but it does not influence the other molecules in the system in any way. This method and variations of it have been used extensively to obtain chemical potentials in both MC and MD simulations (see Ref. [28] for a review). The approach as adapted for the Gibbs ensemble (see later) is given in the appendix. Application of the test particle method in the $N P T$ ensemble is particularly useful, since the density is permitted to fluctuate, which is useful in studies close to the critical region, as will be shown in Chapter 6.

A range of modified sampling techniques which facilitate the insertion of particles have been developed (see Ref. [28] and references therein), an example of which is the so-called 'umbrella' sampling method $[29,30,8]$ which samples configurations which are important in the determination of the chemical potential. A nother such technique is density scaling Monte Carlo [20, 30], where simulations are performed on a non-Boltzmann distribution in order to evaluate the Ilelmholtz free energy between two states of different density along an isotherm. The position variables are scaled by density so that the generated configurations are also density depen-
dent; the simulation results in the free energy difference between any two given densities. It is also important to note that it is possible to exploit the standard thermodynamic identities between the free energy or the chemical potential and the internal energy or pressure of a system in order to obtain values for such quantities. Such a route is termed thermodynamic integration, and has seen a wide range of applications (see Ref. [28]). One of the most applicable of such approaches is the Gibbs-Duhem integration method proposed by Kofke [31]-[33]. The method consists of the numerical integration of the Clausius-Clapeyron equation, and its main advantage lies in the fact that it is not limited to systems with coexistence curves in the pressure-temperature plane. For example, it can be used to locate phase transitions as a function of the interaction potential of a system (see Ref. [34] for a recent review).

A more intuitive route to the simulation of phase behaviour is the use of direct techniques, where the coexistence between two phases is simulated 'directly'. Interfacial techniques, where two phases are simulated within a single subsystem separated by an interface, are an example of such methods These studies lead to the description of the interfacial properties of the two fluids but can also yield bulk system properties. The common problems of direct MC simulation methods include long equilibration times and that the stability of the two phase region is very sensitive to the density difference of the two fluids. Additionally, confining the two fluids between parallel walls leads to the simulation of a confined fluid rather than that of coexisting phases. These limitations and the possible means by which their effect can be minimised are discussed in Refs. [35, 27] and [28]. Accurate evaluation of phase coexistence by MC simulation thus appears only to be possible by means of indirect techniques coupled with a bias sampling scheme, or by using a direct method with long simulation runs, taking care with the method used to confine the fluid. An alternative direct simulation technique is the Cibbs ensemble Monte Carlo (GEMC) method, where the phase equilibria of model systems can be readliy obtained without any of the problems associated with the two-phase interface. Within the Gibbs ensemble the coexisting phases are simulated in two separate subsystems which are in thermodynamic equilibrium but not in physical contact.

### 3.3 Gibbs ensemble Monte Carlo simulations of mixtures

Since its introduction 10 years ago by Panagiotopoulos [36], the GEMC simulation technique has become one of the most widely used simulation methods for the determination of phase equilibria. The technique and its advantages and limitations, together with its applications has been extensively reviewed in Refs. [27, 37]-[39]. As a simulation method it is particularly well suited to the study of coexisting phases since it consists of two separate subsystems, or boxes, each of which can be assigned to one of the individual phases. These two boxes are examined simultaneously and are not in physical contact, but can be imagined to be embedded within the bulk of each phase. Hence the thermodynamic properties which are evolved have no interfacial contributions associated with them. However, these two subsystems, are not completely isolated from one another, at least in the thermodynamic sense, since they are maintained in such a way that they are in equilibrium with one another. This requires that equality of pressure, temperature and chemical potential exists between the two boxes, and hence between the two phases. This equilibrium is sustained via three kinds of Monte Carlo move, particle displacement to maintain thermal equilibrium, volume changes, to maintain mechanical equilibrium, and interchange between the two boxes, to maintain chemical equilibrium. The GEMC technique was first proposed for the study of pure fluids at a constant number of particles, volume and temperature, that is constant $N V T$ overall, so that a coupled volume change of $+\Delta V$ in one box and $-\Delta V$ in the other maintains the overall volume. This form of the Ciblss ensemble has seen many applications, a few examples being the simulation of the LemnardJones fluid both for monomers [36, 40] and higher chain molecules [41, 42], the square-well fluid [43]-[45], the Stockmayer fluid [46], the Yukawa fluid [47, 48], the Gay-Berne fluid [49], and of the Buckingham exp-6 fluid [50].

The Gibbs ensemble technique can also be applied to studies of coexisting mixtures [51], and it is this aspect of the method which is of interest here. In this case the method can be implemented at constant $N P T$ overall, since by increasing the number of components of the system the number of variables which can be specified in the simulation also increases. Hence, for a two component system, the temperature and pressure of the two coexisting phases can be specified, whilst for the case of the pure component, only the temperature can be specified. Use of the constant $N P T$ Giblss ensemble also results in smaller uncertainties in the coexisting densities (or compositions) than for the constant NVT case. As one would expect, many different mixtures have been examined using the Gibbs ensemble technique, some examples are Lennard-Jones mixtures [51, 52], square-well
mixtures [53, 54], Stockmayer mixtures [55], alkane mixtures [12, 56, 57], associating mixtures [58], water/methanol/salt mixtures [59], polydisperse fluids [60], and surfactant solutions [61].

The GEMC techiqique has recently been extended to simulate multiphase equilibria [62], where the original GEMC two box partition function is written in terms of two canonical ensemble partition functions. For simulation of an $n$-phase system, $n$ canonical partition functions are used in the overall Gibbs ensemble partition function. Results are presented in Ref. [62] for mixtures of Lennard-Jones atoms, including binary mixtures exhibiting two and three phase coexistence, and ternary mixtures exhibiting three and four phase coexistence. The ability to perform direct simulations of multiphase, multicomponent mixtures using the Gibbs ensemble is likely to become one of the fundamental advantages of the technique over other simulation methods in the near future.

In this work we are interested only in the application of the Gibbs ensemble simulation method as a means of obtaining the phase coexistence of simple model systems. The GEMC simulation results for a binary mixture of square-well monomers and dimers are presented in Chapter 4 and the simulation of a symmetrical square-well associating mixture is discussed in Chapter 6. We present the general expressions of the GEMC partition function for a binary mixture at constant $N P T$, together with the other related functions which are used in the estimation of the thermodynamic properties of the fluid. The means by which the chemical potential can be obtained within a Gibbs ensemble is detailed in the appendix. We also discuss three possible algorithms for the particle transfer step in terms of their significance in the expression for the acceptance criterion of the move.

Within the Gibbs ensemble a binary mixture of $N=N_{1}+N_{2}$ particles, $N_{1}$ of type 1 and $N_{2}$ of type 2 , at a constant temperature $T$ and a constant pressure $P$ is divided into two subsystems, labelled $a$ and $b$, with volumes $V^{a}$ and $V^{b}$, and numbers of particles $N^{a}=N_{1}^{a}+N_{2}^{a}$ and $N^{b}=N_{1}^{b}+N_{2}^{b}$, respectively, where $N_{i}^{j}$ is the number of particles of type $i$ in subsystem $j$. The partition function for such a mixture is

$$
\begin{aligned}
Q_{N^{\prime} T}^{\text {Gibbs }} & =\frac{1}{N_{1}!\Lambda_{1}^{3 N_{1}} V_{0}} \frac{1}{N_{2}!\Lambda_{2}^{3 N_{2}} V_{0}} \sum_{N_{1}^{a}=0}^{N_{1}} \frac{N_{1}!}{N_{1}^{a}!N_{1}^{b!}} \sum_{N_{2}^{a}=0}^{N_{2}} \frac{N_{2}!}{N_{2}^{a!}!N_{2}^{b!}} \\
& \times \int_{0}^{\infty} \mathrm{d} V^{a} \exp \left(-\frac{P V^{a}}{k T}\right) \int_{0}^{\infty} \mathrm{d} V^{b} \exp \left(-\frac{P V^{b}}{k T}\right) \\
& \times \int \mathrm{d}\left(\mathbf{r}_{1}^{a}\right)^{N_{1}^{a}} \int \mathrm{~d}\left(\mathbf{r}_{2}^{a}\right)^{N_{2}^{a}} \exp \left(-\frac{U^{a}\left(N^{a}\right)}{k T}\right)
\end{aligned}
$$

$$
\begin{equation*}
\times \int \mathrm{d}\left(\mathbf{r}_{1}^{b}\right)^{N_{1}^{b}} \int \mathrm{~d}\left(\mathbf{r}_{2}^{b}\right)^{N_{2}^{b}} \exp \left(-\frac{U^{b}\left(N^{b}\right)}{k T}\right) \tag{3.21}
\end{equation*}
$$

where $\Lambda_{i}$ is the thermal de Broglie wavelength of particle $i, V_{0}$ is a basic unit of volume chosen to render the partition function dimensionless [63], $\left(\mathrm{r}_{i}^{j}\right)^{N_{i}^{j}}$ represents the positions of particles of type $i$ in subsystem $j$, and $U^{j}\left(N^{j}\right)$ is the energy of subsystem $j$. Note that in the case of non-spherical particles the orientations of particles also have to be specified. After introducing the re-scaled co-ordinates $\xi_{i}^{j}=r_{i}^{j} / L^{j}$, where $L^{j}$ is the box length of the simulated subsystem $j$, the partition function can be written as

$$
\begin{align*}
Q_{N P T}^{\text {Gibbs }} & =\frac{1}{N_{1}!\Lambda_{1}^{3 N_{1}} V_{0}} \frac{1}{N_{2}!\Lambda_{2}^{3 N_{2}} V_{0}} \sum_{N_{1}^{a}=0}^{N_{1}} \frac{N_{1}!}{N_{1}^{a}!N_{1}^{b!}} \sum_{N_{2}^{a}=0}^{N_{2}} \frac{N_{2}!}{N_{2}^{a!}!N_{2}^{b!}} \\
& \times \int_{0}^{\infty} \mathrm{d} V^{a} \exp \left(-\frac{P V^{a}}{k T}\right)\left(V^{a}\right)^{N^{a}} \int_{0}^{\infty} \mathrm{d} V^{b} \exp \left(-\frac{P V^{b}}{k T}\right)\left(V^{b}\right)^{N^{b}} \\
& \times \int \mathrm{d}\left(\xi_{1}^{a}\right)^{N_{1}^{a}} \int \mathrm{~d}\left(\xi_{2}^{a}\right)^{N_{2}^{a}} \exp \left(-\frac{U^{a}\left(N^{a}\right)}{k T}\right) \\
& \times \int \mathrm{d}\left(\xi_{1}^{b}\right)^{N_{1}^{b}} \int \mathrm{~d}\left(\xi_{2}^{b}\right)^{N_{2}^{b}} \exp \left(-\frac{U^{b}\left(N^{b}\right)}{k T}\right) \tag{3.22}
\end{align*}
$$

Hence, the configurational average of a function $\mathcal{A}$ in the $N P T$ version of the Gibbs ensemble is given by (cf. Eq. (3.5),

$$
\begin{align*}
\langle\mathcal{A}\rangle_{N P T}^{G i b b s} & =\frac{1}{Q_{N_{P} T T b a}^{\text {sind }}} \frac{1}{N_{1}!\Lambda_{1}^{3 N_{1}} V_{0}} \frac{1}{N_{2}!\Lambda_{2}^{3 N_{2}} V_{0}} \sum_{N_{1}^{a}=0}^{N_{1}} \frac{N_{1}!}{N_{1}^{a}!N_{1}^{b!}} \sum_{N_{2}^{a}=0}^{N_{2}} \frac{N_{2}!}{N_{2}^{a}!N_{2}^{b!}} \\
& \times \int_{0}^{\infty} \mathrm{d} V^{a} \exp \left(-\frac{P V^{a}}{k T}\right)\left(V^{a}\right)^{N^{a}} \int_{0}^{\infty} \mathrm{d} V^{b} \exp \left(-\frac{P V^{b}}{k T}\right)\left(V^{b}\right)^{N^{b}} \\
& \times \int \mathrm{d}\left(\xi_{1}^{a}\right)^{N_{1}^{a}} \int \mathrm{~d}\left(\xi_{2}^{a}\right)^{N_{2}^{a}} \exp \left(-\frac{U^{a}\left(N^{a}\right)}{k T}\right) \\
& \times \int \mathrm{d}\left(\xi_{1}^{b}\right)^{N_{1}^{b}} \int \mathrm{~d}\left(\xi_{2}^{b}\right)^{N_{2}^{b}} \exp \left(-\frac{U^{b}\left(N^{b}\right)}{k T}\right) \mathcal{A} . \tag{3.23}
\end{align*}
$$

An inspection of Eq . (3.23) indicates that it represents an ensemble average with a probability distribution proportional to a pseudo-Boltzmann factor

$$
\begin{align*}
\mathcal{P}^{\text {aibbs }} & =\exp \left[\ln \left(\frac{N_{1}!}{N_{1}^{a!} N_{1}^{b!}}\right)+\ln \left(\frac{N_{2}!}{N_{2}^{a}!N_{2}^{b!}}\right)+N^{a} \ln V^{a}+N^{b} \ln V^{b}\right. \\
& \left.-\frac{P V^{a}}{k T}-\frac{P V^{b}}{k T}-\frac{U^{a}\left(N^{a}\right)}{k T}-\frac{U^{b}\left(N^{b}\right)}{k T}\right] . \tag{3.24}
\end{align*}
$$

The acceptance criterion for each of the individual MC steps performed in the Gibbs ensemble can be derived from Eq. (3.24).

For a particle displacement in subsystem $j$, new configurations are accepted with a probability proportional to

$$
\begin{equation*}
\mathcal{P}^{\mathrm{d}^{j}}=\exp \left(-\frac{\Delta U^{j}}{k T}\right) \tag{3.25}
\end{equation*}
$$

which is equivalent to the original canonical $N V T$ Metropolis scheme of Eq. (3.20) [1].

A volume change at constant pressure generates new configurations which are accepted with a probability proportional to

$$
\begin{align*}
\mathcal{P}^{v} & =\exp \left[N^{a} \ln \left(\frac{V^{a}+\Delta V^{a}}{V^{a}}\right)+N^{b} \ln \left(\frac{V^{b}+\Delta V^{b}}{V^{b}}\right)\right. \\
& \left.-\frac{P \Delta V^{a}}{k T}-\frac{P \Delta V^{b}}{k T}-\frac{\Delta U^{a}}{k T}-\frac{\Delta U^{b}}{k T}\right] . \tag{3.26}
\end{align*}
$$

This is identical to the original isothermal-isobaric, $N P T$, Monte Carlo prescription, proposed by Wood [64], written for a volume clange in two identical subsystems. Overall convergence in the $N P T$ Gibbs ensemble is found to be faster if the volume of only one subsystem is changed per simulation cycle (defined later) [51]. Selection of which subsystem is to undergo a volume change is carried out at random, so that the acceptance criterion given in Eq. (3.26), only depends on the terms which involve the chosen subsystem, for example, for a volume change of $\Delta V^{a}$ in $a$, the pseudo-Boltzmann factor is given by

$$
\begin{equation*}
\mathcal{P}^{\mathbf{v}}=\exp \left[N^{a} \ln \left(\frac{V^{a}+\Delta V^{a}}{V^{a}}\right)-\frac{P \Delta V^{a}}{k T}-\frac{\Delta V^{a}}{k T}\right] \tag{3.27}
\end{equation*}
$$

Interchange of particles between the two subsystems has an acceptance probability, for transfer of a particle of type $i$ from subsystem $a$ to subsystem $b$, proportional to

$$
\begin{equation*}
\mathcal{P}^{\mathrm{t}_{i}}=\exp \left[\ln \left(\frac{N_{i}^{a} V^{b}}{\left(N_{i}^{b}+1\right) V^{a}}\right)-\frac{\Delta U^{a}}{k T}-\frac{\Delta U^{b}}{k \cdot T}\right] . \tag{3.28}
\end{equation*}
$$

In the thermodynamic limit, each subsystem thus corresponds to the generalised $\mu V T$ canonical ensemble [65]. It is important to note that the method employed to select the transferred particle affects the expressions involved in the above acceptance criterion. We now illustrate, for three transfer step algorithms, why this is the case, and also explain why the three algorithms are equivalent by means of their microscopic reversibility.

The condition of microscopic reversibility is an essential feature of all Monte Carlo simulation methods, it requires that the probability of transforming a configu-
ration $m$ into a configuration $n$ must be equal to the probability of performing the reverse step. The roots of such a requirement lie in the fundamentals of the Metropolis Monte Carlo technique [1] as shown earlier. The Cibbs ensemble (and all the other MC ensembles) use the Metropolis algorithm, which requires that the Gibbs ensemble transition matrix must satisfy the same conditions as those for the Metropolis case. The microscopic reversibility of the individual steps in the Gibbs ensemble, for the case of the particle displacement and volume change steps, is easily recognised [8], since they correspond to the usual canonical and isothermalisobaric ensembles, and hence are known to be microscopically reversible. However, in the case of the particle transfer step, the reversibility of the process is not so apparent. Here, we outline the route involved in establishing the reversibility of the transfer step, by using three different particle transfer algorithms. We borrow heavily from the language of Rull ct al. in Ref. [66] where the condition of microscopic reversibility in the Gibbs ensemble was first discussed in any detail.

We examine the same binary mixture as earlier, consisting of $N^{a}=N_{1}^{a}+N_{2}^{a}$ and $N^{b}=N_{1}^{b}+N_{2}^{b}$ particles, where $N_{i}^{j}$ is the number of particles of type $i$ in subsystem $j$. The probability of moving from an overall state $m$ to an overall state $n$ by transferring a particle of type 1 from subsystem $a$ to subsystem $b$ is proportional to

$$
\begin{align*}
\mathcal{P}_{m n} & =N_{1}^{a!}!N_{1}^{b}!N_{2}^{a}!N_{2}^{b}!\times \mathcal{P} \text { subayctem } a \times \mathcal{P}{ }^{\text {type } 1} \times \mathcal{P}_{m}{ }^{\text {patticte } 1, a} \\
& \times \mathcal{P}{ }^{\text {position } b} \times \mathcal{P}_{m}{ }^{\text {Gibbe }} \times \mathcal{F}_{m n}^{\text {criterion }}, \tag{3.29}
\end{align*}
$$

where each of the terms in the above equation will be considered in turn. The factor $N_{1}^{a}!N_{1}^{b}!N_{2}^{a!}!N_{2}^{b}!$ corresponds to the number of permutations of the labels used to describe the configuration $m . \mathcal{P}$ eubsystema is the probability of chosing subsystem $a$ as the donor subsystem for the transfer, $\mathcal{P}$ 'ype ${ }^{1}$ is the probability of chosing a given particle of type 1 to be transferred, and $\mathcal{P}_{m}{ }^{\text {particte } 1, a}$ is the probability of chosing a particle of type 1 in subsystem $a . \mathcal{P}$ position $b$ is the probability of selecting a particular position for insertion in subsystem $b, \mathcal{P}_{m}{ }^{\text {gibbs }}$ is the probability that the overall system is in the configuration $n$ given in Eq. (3.24), and $\mathcal{P}_{m n}{ }^{\text {criterion }}$ is the acceptance criterion for the particle transfer step in the Gibbs ensemble, given in Eq. (3.28). The probabilities of choosing either a particle of type 1 or of type 2 to be transferred are equal, $\mathcal{P}{ }^{\text {type }}{ }^{2}=\mathcal{P}{ }^{\text {type } 2}=1 / 2$, similarly, the probability of chosing subsystem $a$ or $b$ as the donor subsystem are equal, so that $\mathcal{P}$ enbystema $=\mathcal{P}$ subaytemb $=1 / 2$. The probabilities for selecting a particular position for insertion in subsystem $a$ and $l$ are also equal, $\mathcal{P}$ position $a=\mathcal{P}$ position $b$, so that these three terms will not appear in the overall acceptance criteria, which is a ratio of the probability of transfers from state $m$ to $n$ and from $n$ to $m$. The probability of chosing a given particle of type 1 in subsystem $a, \mathcal{P}_{m}^{\text {particte } 1, a}$ depends on the algorithm used in the particle transfer step.

In order that a particular transfer algorithm yields microscopically reversible configurations, and hence be considered as a true Metropolis algorithm, the probabilities of the forward and reverse transfers must be equal, that is

$$
\begin{equation*}
\mathcal{P}_{m n}=\mathcal{P}_{n m} . \tag{3.30}
\end{equation*}
$$

The first transfer step algorithm (1) proposed in the original prescription of the Gibbs ensemble technique for mixtures [51], follows the methodology:

- random selection of the recipient sulssystem
- random selection of particle type $i$
- random selection of a particle of that type in the donor subsystem
- transfer of the selected particle to a random position in the recipient subsystem

The probability that a particle of type 1 is transferred from $a$ to $b$ is given by Eq. (3.29), where the probability of chosing a particle of type 1 in subsystem $a$ in configuration $m$ is

$$
\begin{equation*}
\mathcal{P}_{m}^{\text {particle } 1, a}=\frac{1}{N_{1}^{a}}, \tag{3.31}
\end{equation*}
$$

and $\mathcal{P}_{m}{ }^{\text {Gibbs }}$ is given by Eq. (3.24). The probability of the reverse step, the transfer of a particle of type 1 from subsystem $b$ to subsystem $a$ is proportional to

$$
\begin{align*}
\mathcal{P}_{n m} & =\left(N_{1}^{a}-1\right)!\left(N_{1}^{b}+1\right)!N_{2}^{a}!N_{2}^{b!}!\times \mathcal{P}{ }^{\text {abbeystemb }} \times \mathcal{P}{ }^{\text {type } ~} \times \mathcal{P}_{n}^{\text {particle } 1, b} \\
& \times \mathcal{P}{ }^{\text {position } a} \times \mathcal{P}_{n}{ }^{\text {Gibbs }} \times \mathcal{P}_{n m}^{\text {criterion }} . \tag{3.32}
\end{align*}
$$

For the configuration $n$, the factor $\left(N_{1}^{a}-1\right)!\left(N_{1}^{b}+1\right)!N_{2}^{n}!N_{2}^{b}$ ! corresponds to the number of permutations of the labels, $\mathcal{P}_{n}$ particte $1, b$ is the probability of choosing a particle of type 1 in subsystem $b$, given by

$$
\begin{equation*}
\mathcal{P}_{n}^{\text {particle } 1, b}=\frac{1}{N_{1}^{b}+1} . \tag{3.33}
\end{equation*}
$$

The probability that the overall system is in configuration $n$ is, of. Eq. (3.24),

$$
\begin{align*}
\mathcal{P}_{n}^{\text {Gibb }} & =\exp \left[\ln \left(\frac{N_{1}!}{\left(N_{1}^{a}-1\right)!\left(N_{1}^{b}+1\right)!}\right)+\ln \left(\frac{N_{2}!}{N_{2}^{a!} N_{2}^{b!}}\right)\right. \\
& +\left(N^{a}-1\right) \ln V^{a}+\left(N^{b}+1\right) \ln V^{b} \\
& \left.-\frac{P V^{a}}{k T}-\frac{P V^{b}}{k T}-\frac{U^{a}\left(N^{a}-1\right)}{k T}-\frac{U^{b}\left(N^{b}+1\right)}{k T}\right] \tag{3.34}
\end{align*}
$$

Equating the forward and reverse probabilities for this transfer step algorithm, Eqs. (3.29) and (3.32), gives

$$
\begin{aligned}
& \mathcal{P}_{1}^{\mathrm{t}}=\frac{\mathcal{P}_{\text {m }}^{\text {miterion }}}{\mathcal{P}_{n n \mathrm{n}}^{\text {criterion }}}
\end{aligned}
$$

$$
\begin{align*}
& \times \frac{\mathcal{P}{ }^{\text {position } a}}{\mathcal{P} \text { position } b} \times \frac{\mathcal{P}_{m}{ }^{\text {Gibbs }}}{\mathcal{P}_{n}{ }^{\text {Gibbs }}} \\
& =\exp \left[\ln \left(\frac{N_{1}^{a} V^{b}}{\left(N_{1}^{b}+1\right) V^{a}}\right)-\frac{\Delta U^{a}}{k T}-\frac{\Delta U^{b}}{k T}\right] . \tag{3.35}
\end{align*}
$$

This is identical to the general particle transfer step acceptance criterion given by Eq. (3.28). An identical expression can be obtained for component 2 in terms of $N_{2}^{a}$ and $N_{2}^{b}$.

The second transfer step algorithm (2) [5:3] is less specific in its method of particle selection, it proceeds by:

- random selection of the recipient subsystem
- random selection of a particle in the donor subsystem, regardless of type
- transfer of the selected particle to a random position in the recipient subsystem.

Here, the particle to be transferred is selected from the total $N^{i}$ particles in the selected subsystem $i$, so that $\mathcal{P}$ ype 1 is not included in the transfer step probability. The species subscripts are dropped from the expressions for the probabilities of selecting a particle of a given type in a specific subsystem, $\mathcal{P}_{n}{ }^{\text {particle, } a}$ and $\mathcal{P}_{m}{ }^{\text {particle, } b}$, so that they become $1 / N^{a}$ and $1 /\left(N^{b}+1\right)$, respectively. The reversible transfer criterion for this algorithm can hence be written

$$
\begin{aligned}
& \mathcal{P}_{2}^{\mathfrak{t}}=\frac{\mathcal{P}_{m n}{ }^{\text {criterion }}}{\mathcal{P}_{n m_{n}}^{\text {criterion }}}
\end{aligned}
$$

$$
\begin{align*}
& =\left(\frac{N_{1}^{b}+1}{N_{1}^{a}}\right)\left(\frac{N^{a}}{N^{b}+1}\right) \exp \left[\ln \left(\frac{N_{1}^{a} V^{b}}{\left(N_{1}^{b}+1\right) V^{a}}\right)-\frac{\Delta U^{a}}{k T}-\frac{\Delta U^{b}}{k T}\right], \\
& =\exp \left[\ln \left(\frac{N^{a} V^{b}}{\left(N^{b}+1\right) V^{a}}\right)-\frac{\Delta U^{a}}{k T}-\frac{\Delta U^{b}}{k T}\right] \text {. } \tag{3.36}
\end{align*}
$$

In this case the acceptance criterion is identical to that for the pure component NVT Giibbs ensemble simulation [36].

The third transfer step algorithm (3) [66] is the most general of the three algorithms examined here, it proceeds by:

- random selection of a particle from the total $N$ particles, regardless of subsystem and type
- transfer of that selected particle to a random position in the other subsystem.

The particle which is to be transferred is hence selected from the total $N$ particles, so that $\mathcal{P}{ }^{\text {tubsystema }}, \mathcal{P}{ }^{\text {subsystem } b}$ and $\mathcal{P}$ type 1 are not included in the expressions for $\mathcal{P}_{m n}{ }^{\text {criterion }}$ and $\mathcal{P}_{n}{ }_{n}{ }^{\text {criterion. }}$. The probability of choosing a particle of a particular type in a given subsystem, for both the forward and reverse steps, $\mathcal{P}_{m}{ }^{\text {particle }}$ and $\mathcal{F}_{n}{ }^{\text {particle }}$ are now equal, and given by $1 / N$, and hence cancel from the transfer step criterion, which is now given by

$$
\begin{align*}
\mathcal{P}_{3}^{\mathrm{t}} & =\frac{\mathcal{P}_{m n}{ }^{\text {criterion }}}{\mathcal{P}_{n} \text { criterion }} \\
& =\frac{\left(N_{1}^{a}-1\right)!\left(N_{1}^{b}+1\right)!N_{2}^{a!}!N_{2}^{b}!}{N_{1}^{a!N_{1}^{b}!N_{2}^{a}!N_{2}^{b}!} \times \frac{\mathcal{P}_{m}^{\text {particle }}}{\mathcal{F}_{n}{ }^{\text {particice }}} \times \frac{\mathcal{P}{ }^{\text {position } a}}{\mathcal{P}}{ }^{\text {position } b}} \times \frac{\mathcal{P}_{n}{ }^{\text {Gibbs }}}{\mathcal{P}_{m}{ }^{\text {cibbs }}} \\
& =\left(\frac{N_{1}^{b}+1}{N_{1}^{a}}\right) \exp \left[\ln \left(\frac{N_{1}^{a} V^{b}}{\left(N_{1}^{b}+1\right) V^{a}}\right)-\frac{\Delta U^{a}}{k T}-\frac{\Delta U^{b}}{k T}\right] \\
& =\exp \left[\ln \left(\frac{V^{b}}{V^{a}}\right)-\frac{\Delta U^{a}}{k T}-\frac{\Delta U^{b}}{k T}\right] . \tag{3.37}
\end{align*}
$$

This is identical to the criterion obtained when the equivalent algorithm is applied to pure systems in the Gibbs ensemble [GiG].

In order to compare these three algorithms a NPT Gibbs ensemble Monte Carlo simulation of a binary mixture consisting of equal sized spheres, $\sigma_{11}=\sigma_{12}=\sigma_{22}$, interacting via a square-well potential of fixed range $\lambda=\lambda_{11}=\lambda_{22}=1.5$, and $\lambda_{12}=1$ is performed. The attractive interactions are given the values $\varepsilon_{11}=$ $\varepsilon_{22}>0$ and $\varepsilon_{12}=0$. This mixture has been studied previously via the GEMC technique [53], the particular choice of intermolecular interaction parameters result in a phase diagram for the mixture which is dominated by regions of liquid-liquid immiscibility. Results obtained using the different transfer step algorithms are summarised in Table 3.1. All three algorithms are seen to give very similar results for the phase coexistence of the mixture, but the first algorithm (1), is found to require the fewest particle interchanges per simulation cycle, so that it is the most computationally efficient.

Table 3.1: Liquid-liquid coexistence data obtained from $N P T$ Gibbs ensemble Monte Carlo simulations for a symmetrical mixture of square wells with a range $\lambda=1.5$, performed using the various algorithms in the particle transfer step. The fixed variables during the simulation are the number of particles $N=512$, the reduced pressure $P^{*}=P \sigma^{3} / \varepsilon=1.08$ and the reduced temperature $T^{*}=$ $k T / \varepsilon=1.829$. The reduced densities $\rho^{*}=N \sigma^{3} / V$ and compositions $x_{2}$, in the two coexisting licuid phases are labeled $l_{1}$ and $l_{2}$, respectively; the uncertainties correspond to one standard deviation. The time corresponds to the cpu time required (in hours) to perform 100,000 simulation cycles on a 150 MHz , IP22 processor R4400 Silicon Graphics workstation. One simulation cycle consists of $N$ MC displacements, one volume change and a fixed number of particle insertions ( $N_{\text {inser }}$ ). The number of insertions is controlled so that $1 \%$ of the $N$ particles are interchanged per cycle. Data marked with a $\dagger$ correspond to the equivalent data for the symmetrical square-well mixture of Ref. [53].

| algorithm | $\rho_{l 1}^{*}$ | $\rho_{l_{2}}^{*}$ | $x_{2, l_{1}}$ | $x_{2, l_{2}}$ | time | $N_{\text {inser }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  | $0.474 \pm 0.016$ | $0.474 \pm 0.017$ | $0.945 \pm 0.020$ | $0.055 \pm 0.020$ | 7.14 | 200 |
| 2 | $0.482 \pm 0.020$ | $0.466 \pm 0.017$ | $0.953 \pm 0.020$ | $0.066 \pm 0.023$ | 9.39 | 1200 |
| 3 | $0.469 \pm 0.024$ | $0.465 \pm 0.021$ | $0.940 \pm 0.026$ | $0.06 .5 \pm 0.028$ | 9.41 | 1200 |
| $2^{\dagger}$ | $0.481 \pm 0.014$ | $0.478 \pm 0.013$ | $0.9 .48 \pm 0.016$ | $0.049 \pm 0.017$ | - | - |

### 3.4 The semigrand canonical ensemble for mixtures

Another Monte Carlo simulation ensemble used in this work is the semigrand canonical ensemble (SGC) [67,68], which is an analogue of the grand canonical ensemble. Within the grand canonical ensemble simulations are performed at constant chemical potential $\mu$, volume and temperature ( $\mu V T$ ) using MC displacements and particle insertions/deletions to maintain the equality of the thermodynamic variables. The main difference between the the grand canonical (and the semigrand canonical) ensemble and the Gibbs ensemble is that the simulation is performed in a single subsystem. In the semigrand canonical ensemble particle identity changes are performed rather than the particle insertions of the grand canonical ensemble [69]. The total number of particles, $N$ is kept constant in the SGC ensemble, but the concentration of the individual species is allowed to fluctuate by enforcing that the difference in chemical potentials $\Delta \mu=\mu_{1}-\mu_{2}$ is kept constant in addition to the number of particles, the volume and the temperature.

In order to obtain the partition function for a binary mixture in the semigrand canonical ensemble, it is first necessary to present the expressions for the grand canonical ensemble. The partition function for a binary mixture of $N=N_{1}+N_{2}$ particles, $N_{1}$ of type 1 and $N_{2}$ of type 2 , at a constant volume $V$ and a constant temperature $T$ in the grand canonical ensemble is given by

$$
\begin{align*}
Q_{\mu_{1}, \mu_{2}, V, T} & =\sum_{N_{1}, N_{2}}^{\infty} \frac{1}{N_{1}!\Lambda_{1}^{3 N_{1}}} \frac{1}{N_{2}!\Lambda_{2}^{3 N_{2}}} \\
& \times \exp \left(\frac{N_{1} \mu_{1}}{k T}\right) \exp \left(\frac{N_{2} \mu_{2}}{k T}\right) V^{N_{1}+N_{2}} \\
& \times \int d \zeta^{N_{1}+N_{2}} \exp \left[-\frac{U\left(N_{1}+N_{2}\right)}{k T}\right] \tag{3.38}
\end{align*}
$$

where $\mu_{i}$ is the chemical potential of particle $i . U\left(N_{1}+N_{2}\right)$ is the configurational energy of the system of $N_{1}+N_{2}$ particles which have scaled coordinates $\zeta_{i}=\mathbf{r}_{i} / L$, where $r_{i}$ corresponds to the positions and momenta of species $i$, and $L$ is the linear simulation box length. It is common to re-write the partition function in terms of its configurational contribution, $Z_{N_{1}, N_{2}, V, T}$

$$
\begin{align*}
Q_{\mu_{1}, \mu_{2}, V, T} & =\sum_{N_{1}, N_{2}}^{\infty} \frac{1}{N_{1}!\Lambda_{1}^{3 N_{1}}} \frac{1}{N_{2}!\Lambda_{2}^{3 N_{2}}} \\
& \times \exp \left(\frac{N_{1} \mu_{1}}{k T}\right) \exp \left(\frac{N_{2} \mu_{2}}{k T}\right) Z_{N_{1}, N_{2}, V, T} \tag{3.39}
\end{align*}
$$

where $Z_{N_{1}, N_{2}, V, T}$ is defined

$$
\begin{equation*}
Z_{N_{1}, N_{2}, V, T}=V^{N_{1}+N_{2}} \int d \zeta^{N_{1}+N_{2}} \exp \left[-\frac{U\left(N_{1}+N_{2}\right)}{k T}\right] \tag{3.40}
\end{equation*}
$$

In order to arrive at the partition function for the semigrand ensemble, we re-write Eq. (3.39) by fixing the chemical potential of one component ( $\mu_{2}$ for example) and defining the difference in chemical potential $\Delta \mu=\mu_{2}-\mu_{1}$. This confines us to only allowing $\mu_{1}$ and $N_{2}$ to vary, whilst $\mu_{2}$ and $N_{1}$ are fixed. Eq. (3.39) thus becomes

$$
\begin{align*}
Q_{\mu_{1}, \Delta \mu, V, T} & =\sum_{N=0}^{\infty} \frac{1}{\Lambda_{1}^{3 N}} \exp \left(\frac{N \mu_{1}}{k T}\right)\left[\sum_{N_{2}=0}^{N} \frac{1}{N_{2}!\left(N-N_{2}\right)!}\right. \\
& \times\left(\frac{\Lambda_{1}}{\Lambda_{2}}\right)^{3 N_{2}} \exp \left(\frac{N_{2} \Delta \mu}{k T}\right) \\
& \times Z_{\left.N-N_{2}, N_{2}, V, T\right]} \\
& =\sum_{N=0}^{\infty} \frac{1}{\Lambda_{1}^{3 N}} \exp \left(\frac{N \mu_{1}}{k T}\right) Y_{N, V, T, \Delta \mu}, \tag{3.41}
\end{align*}
$$

where $Y_{N, V, T, \Delta \mu}$ is defined

$$
\begin{align*}
Y_{N, V, T, \Delta \mu} & =\sum_{N_{2}=0}^{N} \frac{1}{N_{2}!\left(N-N_{2}\right)!}\left(\frac{\Lambda_{1}}{\Lambda_{2}}\right)^{3 N_{2}} \\
& \times \exp \left(\frac{N_{2} \Delta \mu}{k T}\right) Z_{N-N_{2}, N_{2}, V, T} \tag{3.42}
\end{align*}
$$

Note the similarities between the semigrand canonical partition function Eq. (3.41) and the grand canonical partition function Eq. (3.39), particularly in the way in which they can both be written as an exponential factor multiplied by a configurational part. The configurational average of a function $\mathcal{A}$ in the semigrand canonical ensemble can be written

$$
\begin{align*}
\langle\mathcal{A}\rangle_{N, V, T, \Delta \mu} & =\frac{1}{Y_{N, V, T, \Delta \mu}} \\
& \times \sum_{N_{2}=0}^{N} \frac{1}{N_{2}!\left(N-N_{2}\right)!}\left(\frac{\Lambda_{1}}{\Lambda_{2}}\right)^{3 N_{2}} \\
& \times \exp \left(\frac{N_{2} \Delta \mu}{k \cdot T}\right) Z_{N-N_{2}, N_{2}, V, T} \mathcal{A} . \tag{3.43}
\end{align*}
$$

The above expression corresponds to an ensemble average which lias a probability distribution, which is proportional to

$$
\begin{equation*}
\mathcal{P}^{\text {semigrand }}=\exp \left\{\ln \left[\frac{1}{N_{2}!\left(N-N_{2}\right)!}\right]+\left(\frac{N_{2} \Delta \mu^{0}}{k T}\right)+N \ln V-\left(\frac{U(N)}{k T}\right)\right\} \tag{3.44}
\end{equation*}
$$

where $\Delta \mu^{0}=\mu_{2}^{0}-\mu_{1}^{0}$ and $\mu_{i}^{0}=\mu_{i}-\ln \Lambda_{i}^{3}$. New configurations in the semigrand canonical ensemble are generated by performing both particle displacements and
particle identity changes. Random displacement of particles leads to configurations which are generated with a probability proportional to

$$
\begin{equation*}
\mathcal{P}^{d}=\exp \left(-\frac{\Delta U}{k T}\right) \tag{3.45}
\end{equation*}
$$

The identity change step is implemented by first selecting a species at random, then selecting a particle of that type from the total $N$ particles and changing its identity. For the identity change of a particle of type 1 to a particle of type 2 configurations are generated with a probability proportional to

$$
\begin{equation*}
\mathcal{P}^{i d}=\exp \left[\ln \left(\frac{N_{1}}{N_{2}+1}\right)+\left(\frac{\Delta \mu^{0}}{k T}\right)-\left(\frac{\Delta U}{k T}\right)\right] \tag{3.46}
\end{equation*}
$$

For the reverse process, when a particle of type 2 is changed into a particle of type 1 , we find

$$
\begin{equation*}
\mathcal{P}^{i d}=\exp \left[\ln \left(\frac{N_{2}}{N_{1}+1}\right)-\left(\frac{\Delta \mu^{0}}{k \cdot T}\right)-\left(\frac{\Delta U}{k T T}\right)\right] \tag{3.47}
\end{equation*}
$$

An alternative algorithm for the particle identity change step exists [ 67 ], where a particle is chosen at random from the total $N$ particles and its identity subsequently changed. In this case the new configurations are generated with a probability proportional to

$$
\begin{equation*}
\mathcal{P}^{i d}=\exp \left[\left(\frac{\Delta \mu^{0}}{k T}\right)-\left(\frac{\Delta U}{k T}\right)\right], \tag{3.48}
\end{equation*}
$$

in the case when type $1 \rightarrow$ type 2 , and

$$
\begin{equation*}
\mathcal{P}^{i d}=\exp \left[-\left(\frac{\Delta \mu^{0}}{k T^{\top}}\right)-\left(\frac{\Delta U}{k T}\right)\right] \tag{3.49}
\end{equation*}
$$

in the case when type $2 \rightarrow$ type 1.

The advantage of the semigrand ensemble over other simulation ensembles such as the Gibbs or the grand canonical ensembles is that it does not rely on particle insertions to achieve equilibrium. The convergence of the simulation is not limited by the density of the the system studied, so that it direct simulation of solid-liquid equilibria is theoretically possible [68]. The semigrand ensemble can also be applied to multicomponent systems where the chemical potential of only one species at a given state has to be evaluated regardless of the number of components present in the simulation. The phase behaviour of the symmetrical square-well mixture of Ref. [53] has recently been examined within the SGC ensemble [70]. The symmetry of the system examined in Ref. [70] permits the direct simulation of two-phase coexistence as in the Gibbs ensemble, but the simulation is performed in a single subsystem. The similarity between the SGC and the grand canonical ensembles is also exploited in Rcf. [70], where a finite-size scaling (FSS) analysis of the crit-
ical region for the system is presented. In FSS studies the infinite system size critical properties are obtained from a series of finite-system simulations, usually performed in the GC ensemble, due to the density and energy fluctuations. The greater efficiency of semigrand canonical simulations than the corresponding grand canonical simulations hence make it a favourable ensemble for use in finite-size scaling studies. In this work, we follow an approach similar to that of Ref. [70] where the critical region of a specific model system is examined using FSS techniques in the SGC ensemble.

### 3.5 Concluding remarks

In this chapter we have introduced the concept of molecular simulation as a means of obtaining phase coexistence data for simple model systems. In particular, we show how simulations can be performed in the Gibbs and semigrand canonical ensembles. The Gibbs ensemble technigue is the most widely used direct simulation technique currently available for the study of fluid mixtures. It consists of simulations which are performed in two subsystems which are in thermodynamic equilibrium but not in physical contact. The advantage of this approach is that it eliminates the problems associated with the interface, which is the main disadvantage of two-phase simulation methods. The GEMC simulation results presented in this work are used as a means of testing the adequacy of the theoretical representation of model fluids obtained using the SAFT.VR equation of state. Additionally, we perform Gibls ensemble simulations as a means of testing the effect of including specific features in the model on the phase behaviour exhibited by the system.

The semigrand canonical ensemble is an indirect simulation technique, where the difference in chemical potential of the component species is fixed. Since particle identity changes are performed rather than insertions, the technique is applicable to high density fluids and even solids. In this work we use the semigrand ensemble to examine a specific model, which due to its symmetry can be simulated in a single subsystem. The critical region of this model is also examined using a finite size scaling analysis of the simulation results.

### 3.6 Appendix: Determination of chemical potential in the Gibbs ensemble

A feature of the Ciibbs ensemble technique is that the chemical potential of the individual species does not have to be calculated during the simulation, since the particle interchange step maintains equality of chemical potential between the two phases. A disadvantage of the Metropolis algorithm is its difficultly in obtaining non-mechanical properties such as the free energy, the entropy and the chemical potential during the simulation. It is however a useful test of the GEMC algorithm to actually determine the chemical potentials of the individual species present in the simulation. This can be achieved, within the GEMC transfer step, following Widom's particle insertion method [25]. Here, a virtual or test particle is inserted into the simulation box, and its energy with respect to all the other particles is calculated, enabling the excess chemical potential of the system to be obtained from

$$
\begin{equation*}
\mu^{\text {ex }}=-k T \ln \left(\left\langle\exp \left[-\frac{U \text { test }}{k T}\right]\right\rangle_{N V T}\right), \tag{3.50}
\end{equation*}
$$

where $U$ test is the interaction energy of the test particle with the other $N$ particles, and the angular brackets represent an average in the canonical ensemble. The full chemical potential is thus given by

$$
\begin{equation*}
\mu=\mu^{0}+k T \ln \rho-k T \ln \left(\left\langle\exp \left[-\frac{U^{\operatorname{test}}}{k T}\right]\right\rangle_{N V T}\right) \tag{3.51}
\end{equation*}
$$

where $\mu^{0}=k T \ln \Lambda^{-3}$.

However, it has been noted [71] that this test insertion technique is strictly only valid for the NVT ensemble, as derived in the original Metropolis scheme [1]. In order to use the same technique in the (iibls ensemble it is important to account for the fluctuations in the number of particles and in the volume of the subsystems, which arise in the Cibbs ensemble, both at constant $N V T$ and at constant $N P T$. These fluctuations only become important close to the critical point, and when the number of particles is small. At temperatures away from the critical temperature, when the particle number is stable, the chemical potential of a species $i$ in subsystem $s$ in the $N P T$ Gibbs ensemble is given by

$$
\begin{equation*}
\mu_{i}^{j}=\mu_{i}^{0}-k T \ln \left(\left\langle\frac{V^{j}}{N_{i}^{j}+1} \exp \left[-\frac{U_{i}^{\text {test }, j}}{h^{\prime} T}\right]\right\rangle_{N F T}^{\text {Gibhe }}\right) \tag{3.52}
\end{equation*}
$$

The chemical potentials obtained by Eq. (3.51) and by Eq. (3.52) are found to differ by less than the simulation uncertainties for pure component species, except
when the number of particles in one of the subsystems is very small [71]. In order to prevent poor sampling in the case of GEMC simulations of mixtures, where one subsystem can conceivably have a very small number of particles of a given component, the chemical potential of the mixture is evaluated both during the particle transfer step and in a separate subroutine using the Widom insertion technique, as governed by Eq. (3.52).
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## Chapter 4

## Prediction of phase equilibria of mixtures using the SAFT-VR approach

### 4.1 Introduction

An important advantage of molecular based theories such as SAFT-VR [1, 2], is that each of the individual contributions to the IIclmholtz free energy can be compared directly with computer simulation data. Here we examine three binary mixtures using the SAFT-VR equation of state (as described in Chapter 2). A mixture of hard-sphere and square-well monomers, a mixture consisting of only square-well monomers, and a square-well monomer-dimer mixture. The adequacy of the SAFT-VR expressions in describing phase behaviour of mixtures in general can be established via a study of these three important prototype systems. All the particles which are examined here have the same segment diameter and square-well interaction range. The dimers of the third mixture are formed from two tangentially bonded square-well monomers, so that the monomer and dimer segments have the same range and strength of square-well interaction. This simplifies the actual expressions involved in the equation of state.

The two monomer mixtures can be used to determine the adequacy of the con-
tribution to the SAFT-VR free energy due to monomers via an examination of their vapour-liquid equilibria, in the case of the hard-sphere and square-well mixture and of the liquid-liquid phase equilibria of the binary square-well mixture. The coexistence region for both these mixtures has been examined previously by Gibbs ensemble Monte Carlo simulation [3]-[5]. Thus it is possible to formulate a direct comparison between the SAFT-VR prediction and the simulation data of the mixtures.

The square-well monomer-dimer mixture is perhaps the most interesting of the three mixtures studied here, since it allows one to quantify the effect of chain length on fluid phase equilibria. Although the phase equilibria of systems with increasing chain length have been studied experimentally (e.g., mixtures of homologous series such as alkanes, perfluoroalkanes, dimethysiloxanes etc.), the complexity of real intermolecular interactions makes it difficult to establish the precise effect of molecular extension. Computer simulation methods are ideally suited to the study of such systems, since the nature of the intermolecular interactions can be controlled within a simulation, and the results obtained can be considered as exact, particularly in the context of comparisons with equations of state. Simulation studies have been previously performed on both the pure component square-well monomer $[6,7,5]$ and dimer $[8]$, but no simulation data has been reported for the binary monomer-dimer mixture. In this chapter we present Giblbs ensemble Monte Carlo simulation data for this mixture, which are used to examine the accuracy of the SAFT-VR equation of state in predicting the phase equilibria of chain molecules.

The SAFT-VR formalism is described in Chapter 2 , so that here we will only briefly present the main elements of the theory as applied to the three binary mixtures of interest; the hard-sphere and square-well monomer mixture; the binary squarewell monomer mixture; the spuare-well monomer-dimer mixture. Comparisons between the SAFT-VR predictions and computer simulation data are made for each of these mixtures in turn. For the monomer-dimer mixture we also report new GEMC simulation data and illustrate how this can be used to obtain the phase diagram of the pure components.

### 4.2 SAFT-VR equation of state

The SAFT-VR equation of state for a mixture of associating chain molecules is written in terms of four separate contributions to the Ilelmholtz free energy, $A[1,2]$

$$
\begin{equation*}
\frac{A}{N k T}=\frac{A^{I D E A L}}{N k T}+\frac{A^{M O N O} .}{N k T}+\frac{A^{C H A I N}}{N k T}+\frac{A^{A S S O C} .}{N k T} \tag{4.1}
\end{equation*}
$$

where $N$ is the number of chain molecules in the mixture, $k$ is Boltzmann's constant, and $T$ is the temperature. In this equation $A^{I D E A L}$ is the ideal free energy, $A^{M O N O}$. is the residual free energy due to the monomer segments, $A^{C H A I N}$ is the contribution due to the formation of clains of monomers, and $A^{A S S O C}$. is the term that describes the contribution to the free cnergy due to intermolecular association. Here, we focus on systems interacting with a square-well potential:

$$
u_{i j}\left(r_{i j}\right)=\left\{\begin{array}{cl}
+\infty & \text { if } r_{i j}<\sigma_{i j}  \tag{4.2}\\
-\varepsilon_{i j} & \text { if } \sigma_{i j} \leq r_{i j}<\lambda_{i j} \sigma_{i j} \\
0 & \text { if } r_{i j} \geq \lambda_{i j} \sigma_{i j}
\end{array}\right.
$$

where $r_{i j}$ is the distance between two particles $i$ and $j$. The contact distance is $\sigma_{i j}$ and the parameters $\lambda_{i j}$ and $\varepsilon_{i j}$ are the range and depth of the potential well for the $i-j$ interaction, respectively. For all three mixtures, the molecular diameters and the range of the square-well interaction are equal for each component, so that $\sigma=\sigma_{11}=\sigma_{12}=\sigma_{22}$, and $\lambda=\lambda_{11}=\lambda_{12}=\lambda_{22}$. The nature of the $i-j$ interaction, $\varepsilon_{i j}$ must be defined individually for the three mixtures. For the hard-sphere and square-well mixture, with the hard sphere as component 1 , the mixture interactions are given by $\varepsilon_{11}=\varepsilon_{12}=0$ and $\varepsilon_{22}=\varepsilon$. For the binary square-well mixture both components have equal like interactions, so that $\varepsilon_{11}=\varepsilon_{22}=\varepsilon$, but we specify that there is no attraction between unlike components, so $\varepsilon_{12}=0$. In the case of the monomer-dimer square-well mixture, all the interactions between unlike and like components are equal, so that here $\varepsilon_{11}=\varepsilon_{12}=\varepsilon_{22}=\varepsilon$. We present the general SAFT-VR expressions for each contribution to the frec energy in Eq. (4.1) together with those which are specific for each of the three binary mixtures examined here here.

The free energy of the ideal $n$-component mixture is given by [9]

$$
\begin{equation*}
\frac{A^{I D E A L}}{N k T}=\sum_{i=1}^{n} x_{i} \ln \rho_{i} \Lambda_{i}-1 \tag{4.3}
\end{equation*}
$$

where $x_{i}=N_{i} / N$ is the mole fraction, $\rho_{i}=N_{i} / V$ is the number density and $\Lambda_{i}$ is the thermal de Broglie wavelength of species $i$, for a binary mixture this reduces
to

$$
\begin{equation*}
\frac{A^{I D E A L}}{N k T}=x_{1} \ln \rho_{1} \Lambda_{1}^{3}+x_{2} \ln \rho_{2} \Lambda_{2}^{3}-1 . \tag{4.4}
\end{equation*}
$$

The monomer free energy is

$$
\begin{align*}
\frac{A^{M O N O}}{N k T} & =\left(\sum_{i=1}^{n} x_{i} m_{i}\right) \frac{A^{M}}{N_{s} k T} \\
& =\left(\sum_{i=1}^{n} x_{i} m_{i}\right) a^{M} \tag{4.5}
\end{align*}
$$

where $m_{i}$ is the number of spherical segments in each chain $i$. For a binary mixture consisting of only monomers, where $m_{i}=1$, we have

$$
\begin{equation*}
\frac{A^{M O N O}}{N K T}=a^{M} \tag{4.6}
\end{equation*}
$$

and for a binary mixture of monomers (component 1) and dimers (component 2) with $m_{2}=2$ we have

$$
\begin{equation*}
\frac{A^{M O N O}}{N k T}=\left(x_{1}+2 x_{2}\right) a^{M} \tag{4.7}
\end{equation*}
$$

The monomer free energy per segment of the mixture $a^{M}=A /\left(N_{s} k T\right)$ is obtained from the Barker and Jenderson ligh-temperature expansion up to second order [10]- [12]:

$$
\begin{equation*}
a^{M}=a^{H I S}+\beta a_{1}+\beta^{2} a_{2}, \tag{4.8}
\end{equation*}
$$

where $a_{H S}$ is the free energy for a mixture of hard-spheres, $\beta=1 / k T, a_{1}$ and $a_{2}$ are the first two perturbation terms assoriated with the attractive energy.

The free energy of the reference hard-sphere mixture is obtained from the expression of Boublik [13] and Mansoori ct al. [14]:

$$
\begin{equation*}
a^{H S}=\frac{6}{\pi \rho_{s}}\left[\left(\frac{\zeta_{2}^{3}}{\zeta_{3}^{2}}-\zeta_{0}\right) \ln \left(1-\zeta_{3}\right)+\frac{3 \zeta_{1} \zeta_{2}}{1-\zeta_{3}}+\frac{\zeta_{2}^{3}}{\zeta_{3}\left(1-\zeta_{3}\right)^{2}}\right] \tag{4.9}
\end{equation*}
$$

In this expression $\rho_{s}=N_{s} / V$ is the number density of the mixture in terms of the number of spherical segments. Note that $\rho_{s}=\rho\left(\sum_{i} x_{i} m_{i}\right)$, where $\rho$ is the total number density of the mixture. The redured densities $\zeta_{1}$ are defined as

$$
\begin{equation*}
\zeta_{1}=\frac{\pi}{6} \rho_{s}\left[\sum_{i=1}^{n} x_{s, i}\left(\sigma_{i}\right)^{\prime}\right], \tag{4.10}
\end{equation*}
$$

where $\sigma_{i}$ the diameter of spherical segments of chain $i$, and $x_{s, i}$ is the mole fraction
of segments of type $i$ in the mixture, given by

$$
\begin{equation*}
x_{s, i}=\frac{m_{i} x_{i}}{\sum_{k=1}^{n} m_{k} x_{k}} . \tag{4.11}
\end{equation*}
$$

When $m_{i}=1$ for both components, $x_{s, i}=x_{i}$, but for monomers in a monomerdimer mixture we have

$$
\begin{equation*}
x_{s, 1}=\frac{x_{1}}{x_{1}+2 x_{2}} \tag{4.12}
\end{equation*}
$$

and for dimers in the same mixture,

$$
\begin{equation*}
x_{s, 2}=\frac{2 \cdot x_{2}}{x_{1}+2 x_{2}} \tag{4.13}
\end{equation*}
$$

The overall packing fraction of the mixture is given by $\zeta_{3}$, which is equivalent to $\eta=\pi \rho \sigma^{3} / 6$ for the pure component. In all of the binary mixtures of interest here, since $\sigma=\sigma_{11}=\sigma_{22}$, the free energy of the reference hard-sphere mixture reduces to the Carnahan and Starling expression [15, 9]

$$
\begin{equation*}
a^{H S}=\frac{1 \eta-3 \eta^{2}}{(1-\eta)^{2}} . \tag{4.14}
\end{equation*}
$$

The mean-attractive energy $a_{1}$ in the perturbation expansion is given by

$$
\begin{equation*}
a_{1}=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} a_{1}^{i j} \tag{4.15}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1}^{i j}=-2 \pi \rho_{s} \varepsilon_{i j} \int_{\sigma_{i j}}^{\infty} r_{i j}^{2} g_{i j}^{H s}\left(r_{i j} ; \zeta_{3}\right) d r_{i j}, \tag{4.16}
\end{equation*}
$$

and $g_{i j}^{H S}$ is the radial distribution function for a mixture of hard spheres. The integral is transformed by applying the mean-value theorem [1] which gives an expression for $a_{1}$ in terms of the contact value of $y_{i j}^{I / s}$ :

$$
\begin{equation*}
a_{i}^{S W}=-\rho_{s} \sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} i r_{s, j} r_{i j}^{V D W}{g_{i j}^{H s}}^{H}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right] \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i j}^{V D W}=2 \pi \varepsilon_{i j} \sigma_{i j}^{3}\left(\lambda_{i j}^{3}-1\right) / 3 \tag{4.18}
\end{equation*}
$$

is the van der Waals attractive constant for the $i-j$ square-well interaction. The contact value of the radial distribution function for the hard-sphere reference system, $g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{f f f}\right]$ is evaluated at an eflective packing fraction $\zeta^{e f f}$, given by the expression of Boublík [13] and Mansoori ct al. [14]

$$
\begin{equation*}
g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]=\frac{1}{1-\zeta_{3}^{e / f}}+3 \frac{\sigma_{i i} \sigma_{j j}}{\sigma_{i i}+\sigma_{j j}} \frac{\zeta_{2}^{e f f}}{\left(1-\zeta_{3}^{e f f}\right)^{2}} \tag{4.19}
\end{equation*}
$$

$$
+2\left(\frac{\sigma_{i i} \sigma_{j j}}{\sigma_{i i}+\sigma_{j j}}\right)^{2} \frac{\zeta_{2}^{e f f^{2}}}{\left(1-\zeta_{3}^{e f f}\right)^{3}}
$$

For the three systems of interest here the nature of the interactions and the fact that all the segments are of equal diameter leads to the simplification of the meanattractive energy expressions for these mixtures. For the hard-sphere and squarewell mixture, Eq. (4.15) becomes

$$
\begin{align*}
a_{1} & =x_{2}^{2} a_{1}^{22}  \tag{4.20}\\
& =x_{2}^{2} a_{1}^{S W},
\end{align*}
$$

since $a_{1}^{11}=a_{1}^{12}=0$. Similarly for the binary square-well mixture the expression for $a_{1}$ is given by

$$
\begin{align*}
a_{1} & =x_{1}^{2} a_{1}^{11}+x_{2}^{2} a_{1}^{22}  \tag{4.21}\\
& =\left(x_{1}^{2}+x_{2}^{2}\right) a_{1}^{S W},
\end{align*}
$$

since $a_{1}^{12}=0$. For the monomer-dimer square-well mixture all the interactions are non-zero, so we obtain an expression for the mean-attractive energy of the form

$$
\begin{align*}
a_{1} & =x_{1}^{2} a_{1}^{11}+x_{1} x_{2} a_{1}^{12}+x_{2}^{2} a_{1}^{22}  \tag{4.22}\\
& =\left(x_{1}+x_{2}\right)^{2} a_{1}^{S W} \\
& =a_{1}^{S W} .
\end{align*}
$$

In each of these cases $a_{1}^{S W}$ is given by

$$
\begin{equation*}
a_{1}^{S W}=-\rho_{a} \alpha^{V D W} g^{H S}\left[\sigma ; \eta^{f f}\right] \tag{4.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{V D W}=2 \pi \varepsilon \sigma^{3}\left(\lambda^{3}-1\right) / 3 \tag{4.24}
\end{equation*}
$$

and the contact value of the radial distribution function is given by the Carnalian and Starling expression [15, 9]

$$
\begin{equation*}
g^{H S}\left[\sigma ; \eta^{e f f}\right]=\frac{1-\eta^{f f} / 2}{\left(1-\eta^{f f f}\right)^{3}}, \tag{4.25}
\end{equation*}
$$

with $\eta^{\text {eff }}=\zeta_{3}^{\text {eff }}$. The parameterisation for $\eta^{e f f}$ obtained for the pure square-well fluid in Ref. [1] is used, where

$$
\begin{equation*}
\eta^{e f f}(\eta, \lambda)=c_{1}(\lambda) \eta+c_{2}(\lambda) \eta^{2}+c_{3}(\lambda) \eta^{3} \tag{4.26}
\end{equation*}
$$

the coefficients $c_{1}, c_{2}$ and $c_{3}$ are given by:

$$
\left(\begin{array}{l}
c_{1}  \tag{4.27}\\
c_{2} \\
c_{3}
\end{array}\right)=\left(\begin{array}{ccc}
2.25855 & -1.503419 & 0.249434 \\
-0.669270 & 1.40049 & -0.827739 \\
10.1576 & -15.0 .127 & 5.30827
\end{array}\right)\left(\begin{array}{c}
1 \\
\lambda \\
\lambda^{2}
\end{array}\right) .
$$

This corresponds to the MX1 or MX3 mixing rule of Chapter 2 and Ref. [2].

The fluctuation term of the free energy is given by

$$
\begin{equation*}
a_{2}=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{s, i} x_{s, j} a_{2}^{i j} \tag{4.28}
\end{equation*}
$$

where each of the terms $a_{2}^{i j}$ are obtained with the local compressibility approximation (LCA) $[10,11]$ as

$$
\begin{equation*}
a_{2}^{i j}=\frac{1}{2} \kappa^{H / s_{\varepsilon_{i j}} p_{s}} \frac{\partial a_{1}^{i j}}{\partial \rho_{s}} \tag{4.29}
\end{equation*}
$$

where $K^{H S}$ is the isothermal compressibility for a mixture of hard-spheres, given by the Percus-Yevick expression [16]

$$
\begin{equation*}
K^{H S}=\frac{\zeta_{0}\left(1-\zeta_{3}\right)^{4}}{\zeta_{0}\left(1-\zeta_{3}\right)^{2}+\sigma \zeta_{1} \zeta_{2}\left(1-\zeta_{3}\right)+9 \zeta_{2}^{3}} . \tag{4.30}
\end{equation*}
$$

Since all segments liave equal diameter we have

$$
\begin{equation*}
a_{2}=\frac{1}{2} h^{\prime \| s^{2}} \varepsilon \rho_{s} \frac{\partial a_{1}}{\partial \rho_{s}} \tag{4.31}
\end{equation*}
$$

where $K^{H S}$ is now the pure component expression given by

$$
\begin{align*}
\mu^{H S} & =\frac{(1-\eta)^{4}}{(1-\eta)^{2}+6 \eta(1-\eta)+9 \eta^{2}}  \tag{4.32}\\
& =\frac{(1-\eta)^{4}}{(1+2 \eta)}
\end{align*}
$$

The contribution to the SAFT-VR IIelmholtz free cuergy due to the formation of chains is given by

$$
\begin{equation*}
\frac{A^{c h a i n}}{N k T}=-\sum_{i=1}^{n} x_{i}\left(m_{i}-1\right) \ln y^{s W}\left(\sigma_{i i}\right) \tag{4.33}
\end{equation*}
$$

where $y^{S W}\left(\sigma_{i i}\right)=\exp \left(-\beta \varepsilon_{i i}\right) g^{S W}\left(\sigma_{i i}\right)$ is the background correlation function, and $g^{S W}\left(\sigma_{i i}\right)$ is the radial distribution function for the square well system, both evaluated at contact. The term corresponding to the Boltzmann factor $\exp \left(-\beta \varepsilon_{i i}\right)$ is
not required in the phase equilibria calculations, which permits us to write:

$$
\begin{equation*}
\frac{A^{c h a i n}}{N k T}=-\sum_{i=1}^{n} x_{i}\left(m_{i}-1\right) \ln g_{i i}^{S W}\left(\sigma_{i i}\right) . \tag{4.34}
\end{equation*}
$$

The contact value of the radial distribution function between segments $i$ and $j$ is obtained in the SAFT-VR approach from a first order perturbation expansion

$$
\begin{equation*}
g_{i j}^{S W}\left(\sigma_{i j}\right)=g_{i j}^{H S}\left(\sigma_{i j}\right)+\beta \epsilon_{i j} g_{1}\left(\sigma_{i j}\right), \tag{4.35}
\end{equation*}
$$

where $g_{1}\left(\sigma_{i j}\right)$ is obtained from a self-consistent calculation of the pressure using the Clausius virial theorem [1], as was explained in Chapter 2.:

$$
\begin{align*}
g_{i j}^{S W}\left[\sigma_{i j} ; \zeta_{3}\right] & =g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}\right]  \tag{4.36}\\
& +\beta \varepsilon_{i j}\left[g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]\right. \\
& \left.+\left(\lambda_{i j}^{3}-1\right)\left(\frac{\lambda_{i j}}{3} \frac{\partial g_{i j}^{\prime \prime S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]}{\partial \lambda_{i j}}-\rho_{3} \frac{\partial g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]}{\partial \rho_{s}}\right)\right]
\end{align*}
$$

Since both the hard-sphere and square-well mixture and the binary square-well mixture consist only of monomeric segments, the contribution due to the formation of chains in $E q$. (4.1) is only present in the monomer-dimer mixture, where

$$
\begin{equation*}
\frac{A^{c h a i n}}{N k T}=x_{2} \ln g^{s W}(\sigma) \tag{4.37}
\end{equation*}
$$

Additionally, since all of the square-well segments have equal diameter the contact value of the square-well radial distribution function of Eq. (4.36) reduces to

$$
\begin{align*}
g^{S W}[\sigma ; \eta] & =g^{H S S}[\sigma ; \eta]  \tag{4.38}\\
& +\beta \varepsilon\left[g^{H S}\left[\sigma ; \eta^{e f f}\right]+\left(\lambda^{3}-1\right) \frac{\partial g^{H S}\left[\sigma ; \eta^{e f f}\right]}{\partial \eta^{e S f}}\left(\frac{\lambda}{3} \frac{\partial \eta^{e f f}}{\partial \lambda}-\eta \frac{\partial \eta^{f f f}}{\partial \eta}\right)\right] .
\end{align*}
$$

None of the three binary mixtures examined here are permitted to associate, so that the contribution to Eq. (4.1) due to association is zero, hence we now have a complete description of the SAFT-VR equations of state for the three mixtures.

For all mixtures, in order to determine the conditions of phase equilibria for two coexisting phases $a$ and $b$ the temperature, pressure and chemical potential are required to satisfy the equations

$$
\begin{equation*}
T^{a}=T^{b}, l^{\prime \prime}=l^{b}, \mu_{i}^{a}=\mu_{i}^{b} . \tag{4.30}
\end{equation*}
$$

The chemical potential, $\mu_{i}$, of species $i$ can be oltained from the Melmholtz free
energy of the SAFT-VR equation of state using the standard relation:

$$
\begin{equation*}
\frac{\mu_{i}}{k T}=\left(\frac{\partial A / k T}{\partial N_{i}}\right)_{T, V, N \neq i} \tag{4.40}
\end{equation*}
$$

where $N_{i}$ is the number of chain molecules of species $i$. The overall pressure $P$ may be calculated through the compressibility factor $Z$ as:

$$
\begin{align*}
Z & =\frac{P V}{N k T} \\
& =\sum_{i=1}^{n} x_{i} \frac{\mu_{i}}{k T}+\frac{A}{N k T} \tag{4.41}
\end{align*}
$$

where $n$ is the total number of components in the mixture and $x_{i}=N_{i} / N$ is the mole fraction of component $i$. These functions are used in the numerical determination of the phase behaviour of the mixture, using a simplex method [17].

### 4.3 Comparisons with simulation data

In the previous section we have discussed details of the application of the SAFTVR equation of state to three different mixtures consisting of hard-sphere and square-well molecules (in both monomer and dimer forms). The principal motivation of the SAFT-VR approach lies in the description of the phase equilibria of real mixtures, it is important to first cexamine the adequary of the equation of state used by comparing the theoretical predictions with exact data obtained by computer simulation. Here, we present appropriate comparisons with Gibbs Ensemble Monte Carlo (GEMC) [18, 19] data for the vapour-liquid and liquid-liquid phase equilibria of specifically chosen square-well mixtures. We initially study mixtures of monomeric segments of the same size, with attractive interactions of equal range but with extreme values of the attractive energies, which essentially is a test of the Barker and llenderson perturbation theory used to describe the monomer contribution in the SAFT-VR free energy. These comparisons allow us to assess the adequacy of the pure-fluid range dependener which is used to determine the effective packing fraction of the mixture. Simulation data for the vapour-liquid and liquid-liquid equilibria of these mixtures have already been reported [3].

By specifying that the segments of the mixture are of equal size and that the square-well interaction is of equal strength and range for both components, the phase equilibria of the monomer-dimer mixture examined here is governed by the difference in length of the two components. Comparison of the SAFT.VR pre-
diction with GEMC data for this mixture allows us to test the adeguacy of the term which describes the contribution to the IIelmholtz free energy due to chain formation. Since the mixtures examined here all consist of square-well segments of equal diameter and interaction range, we are unable to present a stringent test of the mixing rules described in Chapter 2 and in Ref. [2], however further GEMC simulations are currently being performed for mixtures with components of different size and with energy parameters so that a more detailed analysis of the mixing rules can be obtained.

### 4.3.1 The hard-sphere and square-well mixture

The vapour-liquid phase equilibria of a linary mixture consisting of hard-sphere (1) and square-well (2) monomers is examined. Both components are of equal diameter with $\sigma=\sigma_{11}=\sigma_{12}=\sigma_{22}$, and the mixture interactions are characterised $\varepsilon_{11}=\varepsilon_{12}=0, \varepsilon=\varepsilon_{22}>0, \lambda_{11}=\lambda_{12}=1$ and $\lambda=\lambda_{22}=1.5$. Constant pressure slices of the vapour-liquid phase diagrams for the mixture are shown in Figures 4.1 and 4.2.

The SAFT-VR predictions for the vapour-liguid rquilibria are compared with the GEMC data of Ref. [3] for both the temperature-drnsity ( $T \rho$ ) and temperaturecomposition ( $T x$ ) coexistence curves. The phase behaviour of this mixture has been examined before $[20,21,3]$ : the critical temperature and pressure of the square-well fluid is seen to increase upon the addition of the hard spheres, and as expected the vapour phase is richer in lard spheres than the cocxisting liquid phase which is composed almost entirely of syuare-well monomers. The phase diagrams given in Fig. 4.1 are at a constant reducel pressure of $I^{* *}=P \sigma^{3} / \varepsilon=0.1$ which is very close to the critical pressure of the pure sfuare well: where the reduced critical temperature, pressure and density for the pure square-well fluid with a range of $\lambda=1.5$ are give in Ref. [7] as $T_{c}^{*}=k T_{c} / \varepsilon=1.219, l_{c}^{\prime *}=I_{c}^{P} \sigma^{3} / \varepsilon=0.108$, and $\rho_{c}^{*}=\rho_{c} \sigma^{3}=0.299$, respectively. Results are presented for the SAFT-VR theory including only the $a_{1}$ term in the contribution to the free energy due to monomers, and for the theory including both $a_{1}$ and $a_{2}$. These first- and second-order versions of the SAFT-VR expressions are both found to give an excellent description of the vapour-liquid phase equilibria for the coexisting densities (Fig. 4.1 (a)) and the compositions (Fig. 4.1 (b)). Inclusion of the second-order term $a_{2}$ leads to a better description of the liquid densities and of the vapour compositions. The vapourliquid coexistence curves for a superritical pressure slice of $l^{\prime} *=P \sigma^{3} / \varepsilon=1.0$ are shown in Fig. 4.2; this state corresponds to about ten times the critical pressure of the pure square-well fluid. The first- and second-order predictions obtained with


Figure 4.1: (a) Tomperature-density and (b) temperature-composition slices of the vapour-liquid coexistence for the mixture of hard spheres (1) and square wells (2) with $\lambda=1.5$ at a reduced pressure of $l^{\prime \prime}=l^{\prime} \sigma^{3} / \varepsilon=0.1$; the reduced temperature is defined as $T^{*}=k^{\prime} T / \varepsilon$, the reduced density as $\rho^{*}=\rho \sigma^{3}$, and $x_{2}$ refers to the mole fraction of square wells. The dotted and solid curves correspond to the first-order ( $a_{1}$ term) and second-order ( $a_{1}$ and $a_{2}$ Lerms) SAFT-VR predictions, respectively. The data points represent the results of the (EEMC simulations [3]; the diamond in (b) corresponds to the critical point [ $\overline{7}$ ].



Figure 4.2: (a) Temperature-density and (b) temperature-composition slices of the vapour-liquid coexistence for the mixture of hard spheres (1) and square wells (2) with $\lambda=1.5$ at a reduced prossure of $r^{-}=\Gamma \sigma^{3} / \varepsilon=1.0$. See Fig. 4.1 for details. The dashed curves represents the rescaled second-order SAFT.VR coexistence curves.
the SAFT-VR approach are again compared with the corresponding GEMC data. The SAFT-VR expressions provide an excollent representation of the coexisting densities and compositions for temperatures bolow the critical point. However, the theory leads to an overestimate of the critical temperature, a feature that it has in common with other analytical equations of state which possess classical critical exponents [23]. The SAFT-VR equation of state also leads to an overestimate of the vapour-liquid critical point of the pure component square-well fluid with $\lambda=1.5$ [1]. In order to illustrate that the overestimate in the critical point of the mixture can be attributed almost cutirely to that of the pure component, we rescale the second-order coexistence curves with the critical temperature of the pure fluid obtained from GEMC data ( as $T_{c}^{*}=1.219$ in Ref. [7]). From Figs. 4.2 (a) and (b) it is clear that this leads to a much improved representation of the critical region for the mixture at the deriment of the prediction of the coexistence curve at lower temperatures.

### 4.3.2 The binary square-well mixture

The liquid-liquid phase equilibria of a symmetrical binary mixture of square-well monomers is also examined. The segments are of equal diameter, $\sigma=\sigma_{11}=\sigma_{12}=$ $\sigma_{22}$, the square-well interaction is of egual strougth and range for both components, and no unlike interactions exist; $\varepsilon=\varepsilon_{11}=\varepsilon_{22}>0, \varepsilon_{12}=0, \lambda=\lambda_{11}=\lambda_{22}=1.5$, and $\lambda_{12}=1$. The phase behaviour of such a system las already been characterised $[22,4,3,5]$ : the principal feature of the phase behaviour is the large extent of liquid-liquid immiscibility at high pressures due to the absence of any unlike attractive interactions; at low pressures the phase equilibria is complicated by vapour-liquid-liquid three-phase coexistrome. A trmperature-composition $T x$ slice of the mixture at a pressure of $J^{* *}=I^{\prime} \sigma^{3} / \varepsilon=1.0 \mathrm{~S}$ is shown in Fig. 4.3; at this high pressure this system only exhibits liguid-liquid phase separation. The theoretical predictions obtained using thr SAR"T-VR approach with both the first- and second-order representation are compared with the corresponding GEMC simulation data [3]. The theory is seen to provide a good representation of the coexisting compositions for the liquid-liquid phase muilibria below the upper critical solution temperature (UCST). As with the vipour-liquid equilibria of the mixture of hard spheres and square wells, the SAFT-VR approach overestimates the critical point of the system due to the classical representation of the coexistence curve (quadratic rather than the flatter cubic deprodence). We observe that by rescaling the second-order coexistence curve with renpect to the pure component vapourliquid critical point, a much better representation of the critical region is obtained. This again indicates that the principal inaderpuacy of our theoretical approach lies is in the description of the critical point of the pure component rather than by any


Figure 4.3: Temperature-composition slice of the liquid-liquid coexistence for the symmetrical mixture of square wells with $\lambda=1.5$ at a reduced pressure of $P^{* *}=$ $P \sigma^{3} / \varepsilon=1.08$. See Fig. 4.1 for details. The dashed curve represents the rescaled second-order SAFT.VR coexistence curve.
incorrect representation of the mixture within the equation of state.

### 4.3.3 The square-well monomer-diner mixture

The vapour-liquid equilibria of a binary stuare-well mixture of monomers (1) and dimers (2) with equal spherical diameters $\sigma=\sigma_{11}=\sigma_{12}=\sigma_{22}$ is the third system studied. The square-well interactions are defined, $\lambda=\lambda_{11}=\lambda_{12}=\lambda_{22}=1.5$ and $\varepsilon=\varepsilon_{11}=\varepsilon_{12}=\varepsilon_{22}$. We use the same reduced variables as in the previous mixtures, $T^{*}=k T / \varepsilon$ for the temperature and $J^{* *}=P \sigma^{3} / \varepsilon$ for the pressure. The mole fraction of monomers is $x_{1}=N_{1} / N$ and of dimers is $x_{2}=N_{2} / N$. No simulation data has been previonsly reported for the monomer-dimer mixture, so that it was necessary to undertake isullormal-isobaric $N I^{\prime} T$ Gibbs ensemble Monte Carlo simulations [18, 19] in order to have data with which to compare the theoretical prediction.

The GEMC method is described in Chaptar 3, so only brief details are presented here. Simulations are performed in culic hoses, the particles in the vapour subsystem are initially arranged on a face-contred-cubic (fcc) lattice, while the higher density liquid configurations are obtained by compressing a single subsystem with a standard NPT Monte Carlo technigur [21, 25]. The usual periodic boundary conditions and minimum image convention are used [25]. Initial guesses for the coexisting densities and compositions at cach pressure and temperature state point are made by using the corresponding SAFT-VR solutions; one must always ensure that the overall composition of the system lies somewhere between the compositions of the two coexisting phases. The chemical potential was determined with the Widom test particle technique [20] as adapted to the GEMC approach [27], in order to ensure that phase equilibria is achiowed during the simulation. The use of the $N P T$ version of the Cibbs ensemble terlinique yields constant pressure slices of the phase diagram of the mixture by performing a series of simulation cycles. One cycle consists of $N$ displacements/roorimuations of a randomly selected particle in each subsystem (see Ref. [28]), one volume change for either subsystem, and a specific number of particle interchanges betwern subsystems (using the transfer algorithm of Ref. [18]). The maximum displacoment and volume change are adjusted to give an acceptance ratio of betwern 30 and $40 \%$, and the number of insertions is controlled so that between 1 and $3 \%$ of particles are interchanged each cycle. The majority of the simulations are performed with systems of $N=512$ particles, but it is necessary to use $N=1728$ particles in order to get closer to the critical line of the mixture. An initial simulation of 50,000 cycles is performed to equilibrate the subsystems, before avrraging for between 100,000 and 250,000
cycles.

The phase behaviour of the mixture is smmmarised in Figs. 4.4 and 4.5, and the corresponding Gibbs ensemble data are reported in Tables 4.1 to 4.8

As will become clear later the simulation data obtained for the mixture can be used to estimate the vapour-liquid equilibria of each pure component fluid: the phase diagram of the square-well monomor is slown in Fig. 4.6 and that of the square-well dimer in Fig. 4.7, with the corresponding data given in Tables 4.9 and 4.10. A pressure-temperature projection of the full phase behaviour, including the pure component data is given in Fig. 4.8.

Table 4.1: Vapour-liguid coexistence data obtained from NTT Giblus ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers with a range $\lambda=1.5$. The fixed variables during the simulation are the number of particles $N=512$, the reduced pressure $J^{\prime *}=\Gamma^{\prime} \sigma^{3} / s$ and the reduced temperature $T^{*}=$ $k T / \varepsilon=1.00$. The packing fractions $\eta$, dimer mole fractions $x_{2}$, and the reduced energies per segment $E^{*}=E / \varepsilon N_{\varepsilon}$ in the coexisting vapour and liquid phases are labeled $v$ and $l$, respectively; the uncortainties correspond to one standard deviation.

| $P^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $r_{2, v}$ | $x_{2, l}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 0.004 | $0.003 \pm 0.0002$ | $0.39 .5 \pm 0.004$ | $0.31: 1 \pm 0.015$ | $0.873 \pm 0.015$ | $-0.10 \pm 0.03$ | $-5.29 \pm 0.06$ |  |
| 0.007 | $0.004 \pm 0.0004$ | $0.389 \pm 0.004$ | $0.112 \pm 0.020$ | $0.708 \pm 0.017$ | $-0.13 \pm 0.03$ | $-5.27 \pm 0.07$ |  |
| 0.011 | $0.006 \pm 0.001$ | $0.38 .3 \pm 0.004$ | $0.051 \pm 0.019$ | $0.544 \pm 0.012$ | $-0.09 \pm 0.04$ | $-5.26 \pm 0.07$ |  |
| 0.013 | $0.008 \pm 0.001$ | $0.379 \pm 0.004$ | $0.017 \pm 0.016$ | $0.476 \pm 0.012$ | $-0.14 \pm 0.0 .4$ | $-5.25 \pm 0.07$ |  |
| 0.019 | $0.012 \pm 0.001$ | $0.376 \pm 0.006$ | $0.0: 32 \pm 0.012$ | $0.339 \pm 0.017$ | $-0.30 \pm 0.06$ | $-5.29 \pm 0.08$ |  |
| 0.027 | $0.015 \pm 0.002$ | $0.374 \pm 0.008$ | $0.007 \pm 0.009$ | $0.132 \pm 0.007$ | $-0.19 \pm 0.06$ | $-5.44 \pm 0.11$ |  |
| 0.031 | $0.021 \pm 0.002$ | $0.366 \pm 0.008$ | $0.007 \pm 0.006$ | $0.090 \pm 0.00 .5$ | $-0.44 \pm 0.09$ | $-5.36 \pm 0.12$ |  |
|  |  |  |  |  |  |  |  |

Pressure-composition (Pr) constant temporature slices of the vapour-liquid phase diagram for the monomer-dimer mixture are shown in Figs. 4.4 and 4.5. The square-well dimer is the less volatile of the two components, and a slight negative deviation from Raoult's law can be detected. As the temperature is increased above the critical point of the pure monomor square-well fluid, vapour-liquid critical points are observed for the mixture. The SAFT-VR predictions are compared with the GEMC simulation data for a serios of temperatures: four sub-critical with respect to the pure monomer fluid, onc at the estimated vapour-liquid critical temperature of the monomer $\left(T_{c, 1}^{m}=1.22\right.$ and $\left.\Gamma_{c, 1}^{m}=0.108\right)$ [ 7 ]; and three temperatures above the monomer critical point. Very good agreement between the


Figure 4.4: Pressure-composition slices of the vapour-liquid coexistence for the square-well mixture of monomers (1) and dimmers (2) with $\lambda=1.5$ for temperatures below the critical point of the pure monomer system. The reduced pressure $P_{r}=$ $P^{*} / P_{c, 1}^{*}$ is defined in terms of the critical point of the monomer, and $x_{2}$ is the mole fraction of dimers. The curves are labelled with their corresponding values of the reduced temperature $T_{r}=T^{*} / T_{c, 1}^{*}$. The data points represent the results of the GEMC simulations for systems of $N=512$ particles, and the continuous curves correspond to the SAFT-VR prediction.


Figure 4.5: Pressure-composition slices of the vapour-liquid coexistence for the square-well mixture of monomers (1) and dimers (2) with $\lambda=1.5$ for temperatures above the critical point of the pure monomer system. monomer. See Fig. 4.4 for details. The squares correspond to GEMC data for a system of $N=1728$ particles.

Table 4.2: Vapour-liquid coexistence data obtained from NPT Gibls ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers at a reduced temperature of $T^{*}=1.05$. See Table 4.1 for details.

| $P^{*}$ | $\eta_{v}$ | $\eta_{t}$ | $x_{2, v}$ | $x_{2, l}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.005 | $0.004 \pm 0.0003$ | $0.388 \pm 0.004$ | $0.366 \pm 0.020$ | $0.892 \pm 0.015$ | $-0.12 \pm 0.03$ | $-5.17 \pm 0.06$ |
| 0.006 | $0.004 \pm 0.0003$ | $0.390 \pm 0.005$ | $0.371 \pm 0.017$ | $0.880 \pm 0.017$ | $-0.15 \pm 0.03$ | $-5.19 \pm 0.08$ |
| $\mathbf{0 . 0 1 1}$ | $0.007 \pm 0.001$ | $0.384 \pm 0.004$ | $0.159 \pm 0.020$ | $0.719 \pm 0.017$ | $-0.20 \pm 0.04$ | $-5.17 \pm 0.07$ |
| 0.017 | $0.010 \pm 0.001$ | $0.376 \pm 0.004$ | $0.083 \pm 0.017$ | $0.539 \pm 0.012$ | $-0.23 \pm 0.05$ | $-5.14 \pm 0.07$ |
| $\mathbf{0 . 0 2 0}$ | $0.012 \pm 0.001$ | $0.371 \pm 0.005$ | $0.067 \pm 0.017$ | $0.464 \pm 0.017$ | $-0.30 \pm 0.05$ | $-5.12 \pm 0.08$ |
| $\mathbf{0 . 0 2 7}$ | $0.018 \pm 0.002$ | $0.370 \pm 0.004$ | $0.057 \pm 0.020$ | $0.380 \pm 0.010$ | $-0.47 \pm 0.10$ | $-5.17 \pm 0.07$ |
| $\mathbf{0 . 0 3 1}$ | $0.020 \pm 0.002$ | $0.360 \pm 0.006$ | $0.032 \pm 0.013$ | $0.255 \pm 0.014$ | $-0.47 \pm 0.08$ | $-5.12 \pm 0.09$ |
| $\mathbf{0 . 0 3 4}$ | $0.022 \pm 0.002$ | $0.355 \pm 0.006$ | $0.018 \pm 0.010$ | $0.172 \pm 0.011$ | $-0.54 \pm 0.09$ | $-5.11 \pm 0.09$ |
|  |  |  |  |  |  |  |

Table 4.3: Vapour-liquid coexistence data obtained from N PT (iibls ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers at a reduced temperature of $T^{*}=1.10$. See Table 4.1 for details.

| $p^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2, l}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.009 | $0.006 \pm 0.001$ | $0.377 \pm 0.004$ | $0.322 \pm 0.023$ | $0.834 \pm 0.017$ | $-0.19 \pm 0.04$ | $-5.00 \pm 0.08$ |
| 0.017 | $0.010 \pm 0.001$ | $0.366 \pm 0.005$ | $0.117 \pm 0.021$ | $0.596 \pm 0.015$ | $-0.25 \pm 0.05$ | $-4.94 \pm 0.07$ |
| 0.026 | $0.016 \pm 0.002$ | $0.355 \pm 0.006$ | $0.069 \pm 0.017$ | $0.419 \pm 0.013$ | $-0.40 \pm 0.07$ | $-4.91 \pm 0.09$ |
| 0.033 | $0.022 \pm 0.002$ | $0.359 \pm 0.006$ | $0.067 \pm 0.015$ | $0.378 \pm 0.013$ | $-0.55 \pm 0.09$ | $-4.99 \pm 0.09$ |
| 0.038 | $0.021 \pm 0.002$ | $0.357 \pm 0.006$ | $0.045 \pm 0.018$ | $0.312 \pm 0.010$ | $-0.23 \pm 0.07$ | $-5.00 \pm 0.09$ |
| 0.047 | $0.038 \pm 0.008$ | $0.345 \pm 0.007$ | $0.030 \pm 0.018$ | $0.160 \pm 0.009$ | $-0.95 \pm 0.26$ | $-4.96 \pm 0.11$ |
| 0.052 | $0.050 \pm 0.009$ | $0.342 \pm 0.006$ | $0.040 \pm 0.013$ | $0.156 \pm 0.008$ | $-1.33 \pm 0.28$ | $-4.93 \pm 0.09$ |
| 0.058 | $0.051 \pm 0.007$ | $0.341 \pm 0.013$ | $0.007 \pm 0.007$ | $0.035 \pm 0.003$ | $-1.26 \pm 0.22$ | $-5.02 \pm 0.18$ |
|  |  |  |  |  |  |  |

Table 4.4: Vapour-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers at a reduced temperature of $T^{*}=1.18$. See Table 4.1 for details.

| $P^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2, l}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.008 | $0.007 \pm 0.001$ | $0.368 \pm 0.005$ | $0.790 \pm 0.015$ | $0.966 \pm 0.008$ | $-0.24 \pm 0.05$ | $-4.80 \pm 0.07$ |
| 0.013 | $0.011 \pm 0.001$ | $0.370 \pm 0.005$ | $0.547 \pm 0.017$ | $0.900 \pm 0.015$ | $-0.32 \pm 0.06$ | $-4.89 \pm 0.08$ |
| 0.018 | $0.012 \pm 0.001$ | $0.361 \pm 0.005$ | $0.317 \pm 0.024$ | $0.778 \pm 0.017$ | $-0.24 \pm 0.05$ | $-4.77 \pm 0.08$ |
| 0.032 | $0.019 \pm 0.002$ | $0.368 \pm 0.006$ | $0.139 \pm 0.022$ | $0.539 \pm 0.017$ | $-0.29 \pm 0.06$ | $-4.71 \pm 0.09$ |
| 0.036 | $0.022 \pm 0.002$ | $0.348 \pm 0.007$ | $0.124 \pm 0.018$ | $0.491 \pm 0.016$ | $-0.51 \pm 0.07$ | $-4.66 \pm 0.10$ |
| 0.045 | $0.032 \pm 0.004$ | $0.343 \pm 0.007$ | $0.131 \pm 0.019$ | $0.429 \pm 0.018$ | $-0.80 \pm 0.13$ | $-4.70 \pm 0.11$ |
| 0.060 | $0.047 \pm 0.005$ | $0.328 \pm 0.010$ | $0.072 \pm 0.013$ | $0.258 \pm 0.020$ | $-1.11 \pm 0.15$ | $-4.61 \pm 0.14$ |
| 0.076 | $0.077 \pm 0.012$ | $0.306 \pm 0.010$ | $0.039 \pm 0.014$ | $0.108 \pm 0.008$ | $-1.68 \pm 0.27$ | $-4.45 \pm 0.14$ |

Table 4.5: Vapour-liquid coexistence data obtained from $N$ IT Ciibbs ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers at a reduced temperature of $T^{* *}=1.22$. See Table 4.1 for details.

| $P^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2,1}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.016 | $0.013 \pm 0.001$ | $0.357 \pm 0.006$ | $0.513 \pm 0.044$ | $0.827 \pm 0.018$ | $-0.35 \pm 0.07$ | $-4.67 \pm 0.08$ |
| 0.022 | $0.015 \pm 0.002$ | $0.354 \pm 0.006$ | $0.368 \pm 0.028$ | $0.788 \pm 0.017$ | $-0.39 \pm 0.08$ | $-4.65 \pm 0.08$ |
| 0.027 | $0.016 \pm 0.002$ | $0.336 \pm 0.007$ | $0.209 \pm 0.028$ | $0.644 \pm 0.018$ | $-0.36 \pm 0.07$ | $-4.48 \pm 0.09$ |
| 0.032 | $0.022 \pm 0.002$ | $0.345 \pm 0.007$ | $0.236 \pm 0.029$ | $0.642 \pm 0.022$ | $-0.54 \pm 0.10$ | $-4.59 \pm 0.10$ |
| 0.043 | $0.029 \pm 0.004$ | $0.333 \pm 0.008$ | $0.155 \pm 0.023$ | $0.488 \pm 0.023$ | $-0.69 \pm 0.12$ | $-4.51 \pm 0.11$ |
| 0.054 | $0.036 \pm 0.005$ | $0.316 \pm 0.010$ | $0.099 \pm 0.022$ | $0.345 \pm 0.021$ | $-0.82 \pm 0.14$ | $-4.38 \pm 0.13$ |
| 0.065 | $0.052 \pm 0.007$ | $0.314 \pm 0.009$ | $0.091 \pm 0.019$ | $0.274 \pm 0.016$ | $-1.15 \pm 0.19$ | $-4.40 \pm 0.13$ |
| 0.076 | $0.067 \pm 0.018$ | $0.299 \pm 0.010$ | $0.066 \pm 0.022$ | $0.183 \pm 0.010$ | $-1.41 \pm 0.35$ | $-4.26 \pm 0.13$ |
| 0.081 | $0.071 \pm 0.010$ | $0.285 \pm 0.014$ | $0.046 \pm 0.018$ | $0.125 \pm 0.010$ | $-1.48 \pm 0.32$ | $-4.14 \pm 0.17$ |

Table 4.6: Vapour-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers at a reduced temperature of $T^{*}=1.28$. See Table 4.1 for details.

| $P^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2,1}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.022 | $0.023 \pm 0.005$ | $0.353 \pm 0.005$ | $0.753 \pm 0.050$ | $0.931 \pm 0.011$ | $-0.65 \pm 0.19$ | $-4.56 \pm 0.07$ |
| 0.027 | $0.023 \pm 0.003$ | $0.346 \pm 0.006$ | $0.561 \pm 0.032$ | $0.850 \pm 0.016$ | $-0.62 \pm 0.11$ | $-4.50 \pm 0.09$ |
| 0.032 | $0.023 \pm 0.002$ | $0.331 \pm 0.008$ | $0.336 \pm 0.029$ | $0.715 \pm 0.019$ | $-0.55 \pm 0.10$ | $-4.36 \pm 0.10$ |
| 0.043 | $0.031 \pm 0.003$ | $0.327 \pm 0.009$ | $0.266 \pm 0.032$ | $0.619 \pm 0.018$ | $-0.71 \pm 0.12$ | $-4.35 \pm 0.12$ |
| 0.054 | $0.041 \pm 0.005$ | $0.320 \pm 0.009$ | $0.230 \pm 0.025$ | $0.523 \pm 0.023$ | $-0.94 \pm 0.14$ | $-4.30 \pm 0.12$ |
| 0.065 | $0.046 \pm 0.005$ | $0.304 \pm 0.011$ | $0.159 \pm 0.022$ | $0.407 \pm 0.019$ | $-1.00 \pm 0.13$ | $-4.15 \pm 0.14$ |
| 0.076 | $0.062 \pm 0.011$ | $0.29 .4 \pm 0.012$ | $0.136 \pm 0.026$ | $0.322 \pm 0.018$ | $-1.30 \pm 0.24$ | $-4.08 \pm 0.15$ |
| 0.085 | $0.080 \pm 0.020$ | $0.277 \pm 0.015$ | $0.114 \pm 0.030$ | $0.241 \pm 0.014$ | $-1.60 \pm 0.36$ | $-4.93 \pm 0.18$ |
|  |  |  |  |  |  |  |

Table 4.7: Vapour-liquid coexistence data obtained from NIT (iiblbs ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers at a reduced temperature of $T^{* *}=1.34$. See Table 4.1 for details.

| $P^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2,1}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.027 | $0.025 \pm 0.003$ | $0.329 \pm 0.008$ | $0.713 \pm 0.028$ | $0.907 \pm 0.012$ | $-0.64 \pm 0.12$ | $-4.23 \pm 0.10$ |
| 0.032 | $0.028 \pm 0.003$ | $0.32 .5 \pm 0.008$ | $0.577 \pm 0.030$ | $0.842 \pm 0.016$ | $-0.69 \pm 0.12$ | $-4.21 \pm 0.10$ |
| 0.038 | $0.033 \pm 0.005$ | $0.324 \pm 0.007$ | $0.514 \pm 0.034$ | $0.703 \pm 0.017$ | $-0.79 \pm 0.15$ | $-4.21 \pm 0.10$ |
| 0.043 | $0.035 \pm 0.004$ | $0.316 \pm 0.009$ | $0.420 \pm 0.027$ | $0.723 \pm 0.020$ | $-0.79 \pm 0.13$ | $-4.13 \pm 0.11$ |
| 0.054 | $0.040 \pm 0.006$ | $0.296 \pm 0.010$ | $0.294 \pm 0.036$ | $0.590 \pm 0.018$ | $-0.85 \pm 0.15$ | $-3.95 \pm 0.12$ |
| 0.065 | $0.051 \pm 0.006$ | $0.299 \pm 0.012$ | $0.292 \pm 0.028$ | $0.555 \pm 0.020$ | $-1.08 \pm 0.16$ | $-3.99 \pm 0.14$ |
| 0.076 | $0.066 \pm 0.011$ | $0.280 \pm 0.015$ | $0.221 \pm 0.033$ | $0.426 \pm 0.019$ | $-1.34 \pm 0.23$ | $-3.83 \pm 0.17$ |
| 0.086 | $0.077 \pm 0.012$ | $0.266 \pm 0.018$ | $0.201 \pm 0.030$ | $0.364 \pm 0.018$ | $-1.51 \pm 0.24$ | $-3.71 \pm 0.20$ |
| 0.097 | $0.088 \pm 0.025$ | $0.235 \pm 0.039$ | $0.177 \pm 0.034$ | $0.297 \pm 0.003$ | $-1.69 \pm 0.40$ | $-3.43 \pm 0.41$ |
|  |  |  |  |  |  |  |

Table 4.8: Vapour-liquid coexistence data obtained from NPT (iibbs ensemble Monte Carlo simulations for a mixture of square-well monomers and dimers at a reduced temperature of $T^{*}=1.46$. See Table 4.1 for details. Results labeled with a $\dagger$ are obtained using $N=1728$ particles.

| $P^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2, l}$ | $E_{v}^{*}$ | $E_{l}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| 0.043 | $0.056 \pm 0.012$ | $0.293 \pm 0.011$ | $0.914 \pm 0.020$ | $0.962 \pm 0.007$ | $-1.17 \pm 0.26$ | $-3.73 \pm 0.13$ |
| 0.049 | $0.071 \pm 0.009$ | $0.292 \pm 0.012$ | $0.861 \pm 0.015$ | $0.928 \pm 0.012$ | $-1.47 \pm 0.17$ | $-3.72 \pm 0.14$ |
| 0.054 | $0.056 \pm 0.010$ | $0.274 \pm 0.012$ | $0.681 \pm 0.042$ | $0.837 \pm 0.013$ | $-1.12 \pm 0.22$ | $-3.56 \pm 0.13$ |
| 0.065 | $0.060 \pm 0.013$ | $0.240 \pm 0.016$ | $0.563 \pm 0.052$ | $0.738 \pm 0.014$ | $-1.17 \pm 0.26$ | $-3.25 \pm 0.16$ |
|  |  |  |  |  |  |  |
| $0.065^{\dagger}$ | $0.070 \pm 0.004$ | $0.250 \pm 0.013$ | $0.575 \pm 0.015$ | $0.731 \pm 0.013$ | $-1.40 \pm 0.08$ | $-3.35 \pm 0.13$ |
| $0.076^{\dagger}$ | $0.077 \pm 0.004$ | $0.254 \pm 0.010$ | $0.573 \pm 0.013$ | $0.723 \pm 0.011$ | $-1.51 \pm 0.08$ | $-3.39 \pm 0.10$ |
| $0.081^{\dagger}$ | $0.101 \pm 0.012$ | $0.235 \pm 0.019$ | $0.537 \pm 0.024$ | $0.651 \pm 0.015$ | $-1.80 \pm 0.20$ | $-3.23 \pm 0.18$ |
| $0.086^{\dagger}$ | $0.122 \pm 0.017$ | $0.197 \pm 0.034$ | $0.519 \pm 0.024$ | $0.583 \pm 0.027$ | $-2.13 \pm 0.22$ | $-2.90 \pm 0.32$ |
| $0.092^{\dagger}$ | $0.113 \pm 0.011$ | $0.212 \pm 0.024$ | $0.508 \pm 0.020$ | $0.595 \pm 0.017$ | $-2.01 \pm 0.15$ | $-3.04 \pm 0.22$ |
|  |  |  |  |  |  |  |

Table 4.9: Values of the reduced temperature $T^{*}=k T / \varepsilon$, the reduced vapour pressure $P^{*}=P \sigma^{3} / \varepsilon$ and the packing fractions $\eta$ for the vapour-liquid coexistence of the pure square-well monomer fluid with a range $\lambda=1.5$. The results are obtained by extrapolating the monomer-dimer mixture simulation data (see text for details). The vapour and liquid densities are denoted by $v$ and $l$, respectively.

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $T^{*}$ | $P^{*}$ | $\eta_{v}$ | $\eta_{1}$ |
|  |  |  |  |
| 1.18 | 0.086 | 0.055 | 0.283 |
| 1.10 | 0.061 | 0.046 | 0.306 |
| 1.05 | 0.040 | 0.220 | 0.318 |
| 1.00 | 0.034 | 0.016 | 0.332 |



Figure 4.6: (a) Vapour-liquid coexistence densities for the monomer square-well system with $\lambda=1.5$, where $T^{*}=k T / \varepsilon$, and $\eta=\pi \rho_{s} \sigma^{3} / 6$ is the packing fraction. The triangles correspond to the results obtained by extrapolating the mixture GEMC data, the crosses correspond to the GEMC data of Ref. [7], and the asterisks to the molecular dyuamics data of Ref. [6]. The continuous curve represents the SAFT.VR prediction and the dashed curve to the Wegner expansion used in Ref. [7]. (b) Clausius-Clapeyron representation of the vapour pressures for the monomer fluid. The reduced pressure is defined as $P^{*}=P \sigma^{3} / \varepsilon$. The continuous line is the SAFT.VR prediction and the dashed line corresponds to the fit obtained in Ref. [7].


Figure 4.7: (a) Vapour-lifuid coexistence densities for the dimer square-well system with $\lambda=1.5$ (see Fig. 4.6 for details). The crosses correspond to the Monte Carlo simulation data of Ref. [8]. The dashed curve is obtained by fitting a Wegner expansion to the simulation data of Ref. [8]. (b) Clausius-Clapeyron representation of the vapour pressures for the dimer fluid. The continuous line is the SAFT-VR prediction and the dashed line corresponds to a linear fit of the simulation data.


Figure 4.8: Pressure-temperature projection for the binary mixture of square-well monomers and dimers. The reduced pressure $P_{r}=P^{*} / P_{c, 1}^{*}$ and temperature $T_{r}=$ $T^{*} / T_{c, 1}^{*}$ are defined in terms of the critical point of the monomers. The triangles are the vapour pressures obtained by extrapolating the mixture GEMC data, the crosses are the GEMC data of Ref. [7], the circles correspond to the estimated vapour-liquid critical points, and the filled circles are the pure component critical points. The continuous and dashed curves represent the SAFT.VR prediction for the pure component vapour pressures and the critical line of the mixture, respectively.

Table 4.10: Values of the reduced temperature $T^{*}=k T / \varepsilon$, the reduced vapour pressure $P^{*}=P \sigma^{3} / \varepsilon$ and the packing fractions $\eta$ for the vapour-liquid coexistence of the pure square-well dimer fluid with a range $\lambda=1.5$. The results are obtained by extrapolating the monomer-dimer mixture simulation data (see text for details). The vapour and liquid densities are denoted by $v$ and $l$, respectively.

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $T^{*}$ | $P^{*}$ | $\eta_{v}$ | $\eta_{i}$ |
|  |  |  |  |
| 1.46 | 0.040 | 0.060 | 0.304 |
| 1.34 | 0.020 | 0.019 | 0.342 |
| 1.28 | 0.017 | 0.023 | 0.361 |
| 1.22 | 0.011 | 0.003 | 0.368 |
| 1.18 | 0.006 | $\leq 0.001$ | 0.379 |
| 1.10 | 0.002 | $\leq 0.001$ | 0.384 |
| 1.05 | 0.002 | $\leq 0.001$ | 0.395 |
| 1.00 | 0.001 | $\leq 0.001$ | 0.398 |

theoretical predictions and the exact simulation data are observed for all temperatures studied. The comparisons have been made in terms of the reduced pressure and temperature with respect to the pure square-well monomer, $P_{r}=J^{\prime \prime} / P_{c, 1}^{m}$ and $T_{r}=T^{*} / T_{c, 1}^{*}$. As has been mentioned previously for the other mixtures studied, the vapour-liquid critical point of the pure monomer square-well fluid is overestimated by the theory. By viewing the phase behaviour of the monomer-dimer mixture in terms of reduced variables, we can again focus on the adequacy of the theoretical prediction for the mixture, without including the poor description of the pure component critical point.

Our monomer-dimer simulation data can be used to estimate the vapour-liquid coexistence of the individual components. We extrapolate the mixture $P x$ data, using a linear Raoult's law dependence close to the $x_{2}=0$ and $x_{2}=1$ axes, to estimate values of the pure component vapour pressures for the monomer and dimer, respectively. An extrapolation of the temperature-density data for the mixture is used to estimate the coexisting densities of the pure components. The large curvature of the data close to the pure monomer axes ( $x_{2}=0$ ) made a linear extrapolation unsuitable; the SAFT-VR theory for the mixture was used to guide the extrapolation in this case. The resulting estimates of the vapour-liquid equilibria for the pure component monomer and dimer systems are reported in Tables 4.9 and 4.10 , respectively. The coexisting densities and vapour pressures (represented as Clausius-Clapeyron plots) are compared with the previous results in Figs. 4.6 and 4.7. It is gratifying to see that the extrapolation of the mixture data leads to values which are in close agreement with the previous data. As an
added bonus we can estimate the coexistence curve of the square-well dimer to much lower temperatures, and provide values for the vapour pressures which were not determined in the earlier work of Ref. [8]. Also shown on these figures are the SAFT-VR predictions of the vapour-liquid phase equilibria for both the pure components and the mixture. It has already been demonstrated that the SAFT-VR approach provides a good description of the phase envelope of the pure component monomer and dimer square-well systems [1], which is again apparent from an inspection of Figs. 4.6 and 4.7. In addition we show a comparison of the SAFT. VR predictions for the vapour pressures of the pure components with the simulated values: good agreement is again observed, although a slight underestimate is found. The SAFT-VR approach is known to overpredict the coexistence curve in the critical region, so that both the critical temperature and pressure of the model system occur at lower values than predicted by the SAFT-VR approach. The usual methodology for the determination of the critical parameters from Gibbs ensemble simulation data is from an appropriate critical expansion (e.g., see Refs. [7, 3] and Chapter 6). The coexistence curves obtained from a fit to the data using a Wegner expansion with a fixed critical exponent of $\beta=0.325$, and the fit of the vapourpressure curves using a Clausius-Clapeyron plot are also shown in Figs. 4.6 and 4.7. The corresponding estimates for the critical parameters are $T_{c, 1}^{m}=1.22$, $P_{c, 1}^{*}=0.108$, and $\eta_{c, 1}=0.157$ for the monomer of Ref. $[7]$, and $T_{c, 2}^{*}=1.58$, $P_{c, 1}^{*}=0.085$, and $\eta_{c, 1}=0.147$ for the dimer; the latter are in good agreement with the estimates of $T_{c, 2}^{*}=1.59$ and $\eta_{c, 2}=0.14$ of Yethiraj and Ilall in Ref. [8], but $P_{c, 2}^{*}=0.085$ is a new estimate for the critical pressure of the square-well dimer.

The critical points of mixtures can also be obtained by analysing the simulation data using a Wegner expansion (see Ref. [3] for details). In our case all expansion including the first extension to scaling term was used to estimate the critical points at constant temperature; and a simple extrapolation was used to obtain the critical temperature from the constant pressure slices. Due to the limited amount of simulation data close to the critical region only crude estimates of the vapourliquid critical points could be made. The resulting vapour-liquid critical line of the monomer-dimer mixture is presented as a pressure-temperature $P T$ projection in Fig. 4.8, together with the vapour-pressure curves of the two pure components. The vapour-liquid critical line is continuous and extends from the critical point of the pure component monomer to that of the dimer. There is no liquid-liquid immiscibility in this system due to the similarity in the attractive interactions. This type of vapour-liquid equilibria corresponds to type I in the classification of Scott and van Konynenburg [29, 30]. The vapour-liquid critical line of our monomer-dimer mixture obtained by extrapolation of the simulation data for the mixture also exhibits a maximum in pressure, a feature which is reproduced by the SAFT-VR predictions. As was mentioned earlier, the SAFT-VIt theory is
seen to provide an excellent description of the vapour-pressure curves for both the monomers and dimers. The critical points estimated from the GEMC coexistence data are seen to deviate from the predicted critical line, although a large amount of scatter is evident.

### 4.4 Conclusions

The SAFT-VR equation of state is shown to be successful in its application to three mixtures of square-well monomers and dimers of equal diameter but with extreme values of the attractive interactions. The vapour-liquid equilibria of mixture of hard spheres and square wells, the liquid-liquid equilibria of a symmetrical mixture of square wells, and the vapour-liquid equilibria of a monomer-dimer square-well mixture predicted with the SAFT-VR equation of state are all shown to compare favourably with computer simulation data away from the critical region. The inadequacy of the SAFT-VR theory in describing the critical behaviour is a feature common to equations of state which are based on analytical expressions for the free energy, and near-critical corrections are possible although rather complex [31]. This work is essentially a test of the fundamental description of the rangedependence of the mixture expressions in terms of their pure-fluid counterparts, and of the adequacy of the SAFT-VR approach to describe the thermodynamics of model mixtures which consist of chain molecules. The pressure-composition slices of the phase diagram of the square-well monomer-dimer mixture obtained using the Gibbs ensemble technique indicate that there exists a small negative deviation from Raoult's law in this system. This non-ideality can be attributed entirely to the difference in chain length in this mixture since all the other intermolecular parameters such as the diameter and the range and depth of the square-well, are equal for both components. It is also shown that reasonable estimates of the pure component phase equilibria can be obtained by extrapolating the simulation data for the mixture.
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## Chapter 5

# Examination of the the phase behaviour of Yukawa and soft-core fluids using the SAFT-VR approach 

### 5.1 Introduction

In the previous chapter we have shown that a version of the statistical associating fluid theory for spheres interacting via attractive wells of variable range (SAFTVR) [1, 2], gives an accurate prediction of the thermodynamic properties of model fluid mixtures. More sperifically, we have examined mixtures consisting of hardspheres, square-well monomers, and square-well dimers. Within the SAFT-VR framework, the range of the interaction potential is a useful quantity in the description of experimental systems since it accounts for the non-conformal behaviour present in liquids and their mixtures [3]. In addition, the SAFT. VR theory comprises a compact representation of the monomer properties, in the framework of the Barker and Ilenderson perturbation theory for simple liquids [1]-[0]. Two major advantages of the SAFT approach are: that the equation of state is obtained from the properties of the constituent monomeric segments, and that each one of the terms can be directly compared with, and tested against, molecular simulation
results.

In this chapter we describe the application of the SAFT-VR methodology to the Yukawa and Sutherland potentials and also present a further extension of the SAFT-VR approach to describe the properties of chain molecules which are formed from soft-core segments with variable repulsive and attractive ranges. We illustrate the effectiveness of the SAFT-VR equation of state in the description of the properties of the Yukawa fluid via a comparison with integral equation theories. We demonstrate that the analytical expressions developed previously for the Sutherland potential [1] together with a Barker and Henderson effective hardsphere diameter [ 6 ] can be used to account for potentials of variable attractive and repulsive ranges in the SAFT-VR framework. As specific applications, we present equations of state for Lennard-Jones chain (LJC) molecules. These system has been studied extensively in the past, and a number of accurate equations of state have been reported [7]-[11]. Our main goal is to show that the SAFT-VR methodology provides a simple and compact equation of state for systems interacting via more realistic potentials such as the Lennard-Jones model which is valid for ranges of density and temperature of practical interest.

We will first summarise the SAFT-VR equation of state for pure hard-core systems interacting with the Yukawa and the Sutherland- $\lambda$ potentials. The Yukawa fluid is of particular theoretical interest since the nature of the potential allows for the exact solution of certain integral equations, such as the mean spherical approximation (MSA) of the model. These solutions can be readily used in a comparison of the adequacy of any other theoretical approach for the description of the Yukawa fluid properties. The SAFT-VR equation of state for the Sutherland potential is used as a model to obtain a general equation of state for the Mie $m-n$ family of potentials [12,13], of which the Lennard-Jones potential is a specific case ( $m=6$ and $n=12$ ). We also present a simple recipe for the calculation of the free energy due to chain formation, and the prediction of LJC properties are compared with simulation results.

### 5.2 SAFT-VR for pure fluids

As has been shown previously, the Helmholtz free energy of associating chain molecules is described in the SAFT-VR approach as

$$
\begin{equation*}
\frac{A}{N k T}=\frac{A^{I D E A L}}{N k T}+\frac{A^{M O N O} .}{N k T}+\frac{A^{C H A I N}}{N k T}+\frac{A^{\text {ASSOC. }}}{N k i T} \tag{5.1}
\end{equation*}
$$

where the different terms in this equation correspond to the contributions to the free energy due to the ideal fluid, the monomer segments, chain formation and intermolecular association, respectively. In this chapter will only present the SAFTVR expressions for the pure fluid.

The free energy of an ideal gas is given by [14]

$$
\begin{equation*}
\frac{A^{I D E A L}}{N k T}=\ln \left(\rho \Lambda^{3}\right)-1 \tag{5.2}
\end{equation*}
$$

where $\rho=N / V$ is the number density of chain molecules and not of monomer segments. A separate treatment of this term renders all the other terms residual free energies.

The general form of the monomer-monomer interaction is given by a hard-sphere repulsive term plus an attractive well:

$$
u^{M}(r ; \sigma, \varepsilon, \lambda)=\left\{\begin{array}{cl}
\infty & \text { if } r<\sigma  \tag{5.3}\\
-\varepsilon \phi(r ; \lambda) & \text { if } r>\sigma
\end{array}\right.
$$

where $\sigma$ is the spherical hard-core diameter, while $\varepsilon, \phi$ and $\lambda$ are, the depth, the shape and the range parameter of the attractive well, respectively.

The contribution to the free energy due to the monomers ( $m$ of which make up each chain molecule) interacting with a potential of the form given in $\mathrm{E}_{\mathrm{q}}$. (5.3) is

$$
\begin{align*}
\frac{A^{M O N O} .}{N k T} & =m_{s} \frac{A^{M}}{N_{s} k T} \\
& =m_{s} a^{M} \tag{5.4}
\end{align*}
$$

where $N_{0}$ is the total number of spherical monomers, and $\boldsymbol{a}^{M}=A^{M} /\left(N_{0} k T\right)$ is the excess Ilelmholtz free energy per monomer segment. An accurate description of $a^{M}$ is obtained from the high-temperature expansion given by the barker and Henderson perturbation theory for hard-core systems [4,5,6],

$$
\begin{equation*}
a^{M}=a^{H S}+\beta a_{1}+\beta^{2} a_{2}, \tag{5.5}
\end{equation*}
$$

where $\beta=1 / k T$, and $a_{1}$ and $a_{2}$ are the first two perturbation terms assoriated with the attractive well. The mean-attractive energy $a_{1}$ is given by [ $\sigma$ ]

$$
\begin{equation*}
a_{1}=-2 \pi \rho_{s} \varepsilon \int_{\sigma}^{\infty} r^{2} \phi(r) g^{H S}(r) d r \tag{5.6}
\end{equation*}
$$

where $\rho_{\mathrm{s}}=N_{s} / V$ is the density of monomers (segments) and $g^{l / s}(r)$ is the radial distribution function of the hard-sphere reference system. By using the mean-value
theorem, $g^{H S}(r)$ can be factorised from the integral and written in terms of its contact value $g^{H S}\left(1 ; \eta_{e f f}\right)$, at an effective packing fraction $\eta_{e f f}$, and the van der Waals mean-field term $a_{1}^{V D W}$ [1]:

$$
\begin{equation*}
a_{1}=a_{1}^{V D W} g^{H S}\left(1 ; \eta_{e f f}\right) \tag{5.7}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{H S}\left(1 ; \eta_{e f f}\right)=\frac{1-\eta_{e f f} / 2}{\left(1-\eta_{e f f}\right)^{3}}, \tag{5.8}
\end{equation*}
$$

is obtained from the Carnahan and Starling expression [15]. The second-order term can be calculated in the local compressibility approximation [6],

$$
\begin{equation*}
a_{2}=\frac{1}{2} \varepsilon K^{H S} \rho_{\mathrm{s}} \frac{\partial a_{1}^{*}}{\partial \rho_{\mathrm{s}}}, \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i}^{*}=-3 \rho_{b} b^{V D W} \varepsilon \int_{1}^{\infty} x^{2}[\phi(x)]^{2} g^{H S}(x) d x \tag{5.10}
\end{equation*}
$$

and $K^{H S}$ is the Percus-Yevick hard-sphere isothermal compressibility [G]

$$
\begin{equation*}
K^{H S}=\frac{(1-\eta)^{4}}{1+4 \eta+4 \eta^{2}} \tag{5.11}
\end{equation*}
$$

The Yukawa potential is given by

$$
\begin{equation*}
\phi^{Y}(r ; \lambda)=\frac{e^{-\lambda(r / \sigma-1)}}{r / \sigma} . \tag{5.12}
\end{equation*}
$$

By convention the range of the attractive forces in this model is characterised by $\lambda^{-1}$. The Yukawa model finds a particular use in the description of screened Coulombic interactions found in electrolytes and colloids. The van der Waals mean-field term for the Yukawa potential is given by

$$
\begin{equation*}
a_{1}^{V D W}=-12 \eta \varepsilon\left(\lambda^{-1}+\lambda^{-2}\right), \tag{5.13}
\end{equation*}
$$

and the parameterisation for $\eta_{e f f}(\eta, \lambda)$ is obtained by using accurate values of $a_{1}$ obtained from the IIINC integral equation [1], as

$$
\begin{equation*}
\eta_{e f f}(\eta, \lambda)=c_{1} \eta+c_{2} \eta^{2} \tag{5.14}
\end{equation*}
$$

with

$$
\binom{c_{1}}{c_{2}}=\left(\begin{array}{ccc}
0.900678 & -1.50051 & 0.776577  \tag{5.15}\\
-0.314300 & 0.257101 & -0.0431566
\end{array}\right)\left(\begin{array}{c}
1 \\
\lambda^{-1} \\
\lambda^{-2}
\end{array}\right) .
$$

The fluctuation term for the Yukawa fluid is obtained from

$$
\begin{equation*}
a_{1}^{*}(\lambda)=a_{1}^{V D W *} g^{H S}\left(1, \eta^{*}\right), \tag{5.16}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1}^{V D W *}=-6 \eta \varepsilon \lambda^{-1}, \tag{5.17}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{H S}\left(1, \eta^{*}\right)=\frac{1-\eta^{*} / 2}{\left(1-\eta^{*}\right)^{3}}, \tag{5.18}
\end{equation*}
$$

with the parameterisation

$$
\begin{equation*}
\eta^{*}(\eta, \lambda)=d_{1} \eta+d_{2} \eta^{2}, \tag{5.19}
\end{equation*}
$$

where

$$
\binom{d_{1}}{d_{2}}=\left(\begin{array}{ccccc}
0.989601 & -0.872203 & 0.320808 & 0.0 & 0.0  \tag{5.20}\\
-0.0119152 & -1.24029 & 2.41636 & -2.01922 & 0.0 .475665
\end{array}\right)\left(\begin{array}{c}
1 \\
\lambda^{-1} \\
\lambda^{-2} \\
\lambda^{-3} \\
\lambda^{-4}
\end{array}\right)
$$

The final expression for $a_{2}$ is

$$
\begin{equation*}
a_{2}^{Y}(\lambda)=\frac{1}{2} \kappa^{H S} \eta \frac{\partial a_{1}^{*}(\lambda)}{\partial \eta} . \tag{5.21}
\end{equation*}
$$

Thus for Yukawa fluids of variable range, the SAFT-VR EOS is obtained by substituting the expressions for $a_{1}^{Y}$ and $a_{2}^{Y}$ in Eq. (5.5) and then in Eq. (5.4). Although independent parameterisations are used for $a_{1}$ and $a_{1}^{*}$ the thermodynamics of the Yukawa fluid can be recasted in terms of $a_{1}^{*}$ only. By using the properties of Laplace transforms, it follows that

$$
\begin{equation*}
a_{1}=\frac{\partial a_{1}^{*}}{\partial \lambda}-a_{i}^{*} . \tag{5.22}
\end{equation*}
$$

This way of obtaining $a_{1}$, however, makes the application of the Yukawa model to mixtures more complex.

We also examine systems interacting via the Sutherland potential which is given by

$$
\begin{equation*}
\phi^{S}(r ; \lambda)=(\sigma / r)^{\lambda} . \tag{5.23}
\end{equation*}
$$

The range parameter $\lambda$ controls the decay of the interaction. By varying $\lambda$, different angle-averaged multipolar-like forces, such as the Mie $m-n$ potentials can be modelled with this potential. For the Sutherland potential the vall der Waals
mean-field term is given by

$$
\begin{equation*}
a_{1}^{V D W}=-4 \eta \varepsilon\left(\frac{3}{\lambda-3}\right), \tag{5.24}
\end{equation*}
$$

where $\eta=\pi \sigma^{3} \rho_{s} / 6$ is the packing fraction of the system, and

$$
\begin{equation*}
\eta_{e f f}(\eta, \lambda)=c_{1} \eta+c_{2} \eta^{2} \tag{5.25}
\end{equation*}
$$

with

$$
\binom{c_{1}}{c_{2}}=\left(\begin{array}{cccc}
-0.943973 & 0.422543 & -0.0371763 & 0.00116901  \tag{5.26}\\
0.370942 & -0.173333 & 0.0175599 & -0.000572729
\end{array}\right)\left(\begin{array}{c}
1 \\
\lambda \\
\lambda^{2} \\
\lambda^{3}
\end{array}\right)
$$

The fluctuation term $a_{2}$ for the Sutherland potential is given simply in terms of the mean-attractive energy of a Sutherland potential of inverse range $2 \lambda$

$$
\begin{equation*}
a_{2}^{S}(\lambda)=\frac{1}{2} \varepsilon K^{H S} \eta \frac{\partial a_{1}^{S}(2 \lambda)}{\partial \eta} \tag{5.27}
\end{equation*}
$$

The contribution to the free energy due to the formation of a chain of $m$ monomers is [7]

$$
\begin{equation*}
\frac{A^{C H A I N}}{N k T}=-\left(m_{s}-1\right) \ln y^{M}(\sigma), \tag{5.28}
\end{equation*}
$$

where $y^{M}(\sigma)$ is the monomer-monomer background correlation function evaluated at hard-core contact; if $g^{M}(r)$ is the monomer-monomer radial distribution function, then $y^{M}(r)=\exp \left[u^{M}(r) / k T\right] g^{M}(r)$. In the SAFT.VR approach a perturbation expansion is used for the monomer-monomer contact value of the radial distribution function [6],

$$
\begin{equation*}
g^{M}\left(\sigma^{+}\right)=g^{H S}\left(\sigma^{+}\right)+\beta \varepsilon g_{1}\left(\sigma^{+}\right), \tag{5.29}
\end{equation*}
$$

and $g_{1}\left(\sigma^{+}\right)$is obtained from a self-consistent calculation of the pressure, using the virial theorem of Clausius and the derivative of the free energy with respect to density. The contact value for the radial distribution function for Yukawa fluids can be expressed in terms of $a_{1}$ using the properties of Laplace transforms, giving a final expression for the contact value as,

$$
\begin{equation*}
g^{Y}\left(\sigma^{+}\right)=g^{H s}\left(\sigma^{+}\right)+\frac{1}{4} \beta\left[\frac{\partial a_{1}^{Y}}{\partial \eta}+\frac{\lambda}{3 \eta} \frac{\partial a_{1}^{Y}}{\partial \lambda}-\frac{(1+\lambda)}{3 \eta} a_{1}^{Y}\right] . \tag{5.30}
\end{equation*}
$$

For the Sutherland potential we obtain an expression for the contact value of the
radial distribution function as [1]

$$
\begin{equation*}
g^{S}\left(\sigma^{+}\right)=g^{H S}\left(\sigma^{+}\right)+\frac{1}{4} \beta\left[\frac{\partial a_{1}^{S}}{\partial \eta}-\frac{\lambda}{3 \eta} a_{1}^{S}\right] . \tag{5.31}
\end{equation*}
$$

The value of $g^{M}\left(\sigma^{+}\right)$is also required for the calculation of the contribution to the free energy due to association. It is important to stress that in order to obtain the complete equation of state all that is required is a hard-sphere equation of state together with the mean attractive energy $a_{1}$, which is given in terms of the hard-sphere contact value of $g$.

The contribution to the Ilelmholtz free energy due to association for $s$ sites on the chain molecules is obtained from the theory of Wertheim as [16]

$$
\begin{equation*}
\frac{A^{A S S O C .}}{N K T}=\left[\sum_{a=1}^{\dot{1}}\left(\ln X_{a}-\frac{X_{a}}{2}\right)+\frac{s}{2}\right], \tag{5.32}
\end{equation*}
$$

where the sum is over all $s$ sites $a$ on a molecule, and $X_{a}$ is the fraction of molecules not bonded at site $a$. The latter quantity is obtained by a solution of the following mass action equation:

$$
\begin{equation*}
X_{a}=\frac{1}{1+\sum_{b=1}^{b} \rho X_{b} \Delta_{a, b}} . \tag{5.33}
\end{equation*}
$$

The function $\Delta_{a, b}$ characterises the association between site $a$ and site $b$ on different molecules. It can be written in terms of the contact value $g^{M}(\sigma)$ of the monomermonomer radial distribution function, the Mayer function $f_{a, b}=\exp \left(-\phi_{a, b} / k T\right)-1$ of the $a-b$ site-site bonding interaction $\varepsilon_{a, b}$, and the volume $\kappa_{a, b}$ available for bonding as [17]

$$
\begin{equation*}
\Delta_{a, b}=K_{a, b} f_{a, b} g^{M}(\sigma) . \tag{5.34}
\end{equation*}
$$

The bonding volume $\boldsymbol{K}_{a, b}$ can be determined from the parameters of the bonding site such as its position and range [17]. As for the chain contribution, $g^{N}(\sigma)$ is approximated by $g^{M}\left(\sigma^{+}\right)$.

### 5.3 Yukawa fluids

Interest in the Yukawa fluid arises due to the nature of the potential shown in Eq. (5.12), since it has the same form as the potential experienced by shielded ions in electrolyte solutions. Additionally, the exponential term in the attractive part of the potential allows for an exact solution of the mean-splierical approximation for this hard-core model. The MSA is an integral equation approach used to obtain the correlation functions and thermodynamic functions for a fluid, based on the

Ornstein-Zernike (OZ) relation:

$$
\begin{equation*}
h\left(\mathbf{r}_{12}\right)=c\left(\mathbf{r}_{12}\right)+\rho \int h\left(\mathbf{r}_{13}\right) c\left(\mathbf{r}_{23}\right) d \mathbf{r}_{3} \tag{5.35}
\end{equation*}
$$

Here, $h\left(\mathbf{r}_{i j}\right)$ is the total correlation function between two particles with centres at $\mathbf{r}_{\boldsymbol{i}}$ and $\mathbf{r}_{j}$, at a distance $\mathbf{r}_{i j}=\mathbf{r}_{\boldsymbol{i}}-\mathbf{r}_{\boldsymbol{j}}$ apart apart, and $c\left(\mathbf{r}_{i j}\right)$ is the corresponding direct correlation function. Given the general pair potential of Eq. (5.3) which is independent of the relative orientations of the particles, the correlation functions only depend on $r$ which is the magnitude of the vector $r_{i j}, r=\left|r_{i j}\right|=\left|r_{i}-r_{j}\right|$. We know that the radial distribution function must obey the condition

$$
\begin{equation*}
g(r)=0 \text { if } \mathrm{r} \leq \sigma \tag{5.36}
\end{equation*}
$$

Within the mean-sphrical approximation the assumption is made that for all $r>\sigma$ we have

$$
\begin{equation*}
c(r) \simeq-\beta \varepsilon \phi(r) \tag{5.37}
\end{equation*}
$$

which simply indicates that the direct correlation between a pair of molecules is given by the pair interaction potential. Combining this approximation with the OZ relation between $c(r)$ and $h(r)$ of Eq. (5.35) allows for the determination of the radial distribution function $g(r)$ outside the hard core since

$$
\begin{equation*}
g(r)=h(r)-1 \tag{5.38}
\end{equation*}
$$

and also of the direct correlation function inside the core. Substitution of the Yukawa attractive well of inverse range $\lambda$ given in Eq. (5.12) into the general expression of Eq. (5.37) yields the MSA exactly solvable [18].

The analytical solution of the MSA for the hard-core Yukawa fluid [18]-[20] consists of six nonlinear equations in six unknowns. However, this solution does not give explicit expressions for the free energy and other related functions of the system and several studies have been reported [21]-[32] which present versions of the MSA solution which can be written directly in term of the useful thermodynamic properties of the Yukawa fluid. One such route is the work of Ref. [32] following the work of Ginoza [29]-[31], where a high temperature expansion (IITE) is used within the original MSA to give expressions which depend explicitly on temperature, density and the range of the potential. The free energy of the Yukawa fluid is written as a first order expansion

$$
\begin{equation*}
a^{Y}=a^{H S}+\beta a_{1}^{Y}, \tag{5.39}
\end{equation*}
$$

where $a^{H S}$ is the free energy of the hard-sphere reference system, given by the Carnahan and Starling expression [15], and $a_{1}^{Y}$ is the mean-attractive energy of
the Yukawa fluid, which is given by [32]

$$
\begin{equation*}
a_{1}^{Y}=-\frac{2 \lambda L(\lambda)}{\exp (-\lambda) L(\lambda) S(\lambda)} . \tag{5.40}
\end{equation*}
$$

The polynomials $L(\lambda)$ and $S(\lambda)$ are given by

$$
\begin{equation*}
L(\lambda)=12 \eta[(1+\eta / 2) \lambda+1+2 \eta] \tag{5.41}
\end{equation*}
$$

and

$$
\begin{equation*}
S(\lambda)=(1-\eta)^{2} \lambda^{3}+6 \eta(1-\eta) \lambda^{2}+18 \eta^{2} \lambda-12 \eta(1+2 \eta) . \tag{5.42}
\end{equation*}
$$

The contact value of the radial distribution function for the Yukawa fluid is also written as a first order expansion in Ref. [32]

$$
\begin{equation*}
g^{Y}\left(\sigma^{+}\right)=g_{0}\left(\sigma^{+}\right)+\beta g_{1}^{Y}\left(\sigma^{+}\right) \tag{5.43}
\end{equation*}
$$

where $g_{0}$ is given by the Percus Yevick approximation for hard splieres [33]

$$
\begin{equation*}
g_{0}\left(\sigma^{+}\right)=\frac{1+\eta / 2}{(1-\eta)^{2}} \tag{5.44}
\end{equation*}
$$

The first order terin $g_{1}^{Y}\left(\sigma^{+}\right)$is given by [32]

$$
\begin{equation*}
g_{1}^{Y}=\frac{1}{\Phi_{0}^{2}}, \tag{5.45}
\end{equation*}
$$

where $\boldsymbol{\Phi}_{0}$ is defined

$$
\begin{equation*}
\Phi_{0}=\frac{\exp (-\lambda) L(\lambda)+S(\lambda)}{\lambda^{3}(1-\eta)^{2}} . \tag{5.46}
\end{equation*}
$$

We can use these expressions as a means of testing the consistency of the SAFT. VR methodology for the thermodynamic properties of the Yukawa lluid. Previous results reported for this system include a Monte Carlo (MC) simulation study [34], which can be treated as 'exact' results, together with a full analytical solution of the mean-spherical approximation [34], and a more recent study using the truncated temperature expansions given above (Eqs. (5.40and 5.43) within the MSA [32].

The values of the mean-attractive energy and the first fluctuation in energy for the Yukawa fluid with $\lambda=1.8$ obtained with the SAFT-VR methodology are compared in Table 5.1 with those obtained with the MSA results of Ref. [34], for a series of reduced deusities. No significant difference exists between the values for the mean-attractive puergy obtained by either method, but the first fluctuation term $a_{2}$ is larger in the case of the SAFT.VR equation of state, indicating that the use of the local compressibility approximation results in a higher value of $a_{2}$ than the MSA. Comparing the values of $a_{2}$ obtained using the SAFT.VR equation of state with the perturbation theory results of Ref. [34], which are calculated

Table 5.1: Values of the mean-attractive energy $a_{1}$ and the first fluctuation term $a_{2}$ for the Yukawa fluid with $\lambda=1.8$ obtained using the MSA [34] and SAFT-VR [1] approaches for a series of reduced densities $\rho^{*}=\rho \sigma^{3}$.

| $\rho^{*}$ | MSA | $\begin{aligned} & a_{1} \\ & \text { SAFT-VR } \end{aligned}$ | MSA | $\begin{aligned} & a_{2} \\ & \text { SAFT-VR } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | -0.566 | -0.565 | -0.0.54 | -0.067 |
| 0.2 | -1.175 | -1.172 | -0.065 | -0.104 |
| 0.3 | -1.824 | -1.822 | -0.057 | -0.119 |
| 0.4 | -2.513 | -2.511 | -0.044 | -0.120 |
| 0.5 | -3.237 | -3.237 | -0.030 | -0.112 |
| 0.6 | -3.995 | -3.996 | -0.019 | -0.009 |
| 0.7 | -4.784 | -4.785 | -0.011 | -0.083 |
| 0.8 | .5.602 | -5.599 | -0.006 | -0.066 |
| 0.9 | -6.446 | -6.432 | -0.003 | -0.0.51 |
| 1.0 | -7.314 | -7.278 | -0.001 | -0.030 |

using MC techniques from exact expressions, also indicates that the fluctuation term is overestimated by the SAFT-VR approach. However, the fact that the values of $a_{2}$ obtained using the local compressibility approximation in the SAFTVR methodology is less accurate than those obtained in the MSA does not have a significant influence on the accuracy of the overall SAFT-VR equation of state for the Yukawa fluid since for values of $\beta \varepsilon \leq 1$ the second-order contribution to the free energy is negligible with respect to $a_{1}$.

The values of the Helmholtz free energies for the Yukawa fluid wilh $\lambda=1.8$, obtained using the SAFT-VR equation of state up to first order, and including the second-order perturbation, are compared with the equivalent MSA expressions, for a series of reduced densities and temperatures in Table 5.2. Good agreement is observed between both theoretical approaches, and the contribution to the free energy from fluctuations is seen to be much smaller, in both cases, than that of the mean-attractive energy $a_{1}$.

Values of the compressibility factor for the Yukawa fluid with $\lambda=1.8$ obtained using the SAFT-VR equation of state are compared with the values obtained using the MSA of Ref. [34] and with the Monte Carlo results of Ref. [34] in Table 5.3, and in Figure 5.1. Results are presented for a series of reduced densities and temperatures and good agreement can be observed between both theoretical approaches and the simulation results, with neither theory giving results which are consis-

$\rho^{*}$

Figure 5.1: The compressibility factor $Z=P V / N k T$ for the Yukawa fluid with $\lambda=1.8$ obtained from the SAFT-VR equation of state [1] (curves) compared with values obtained using the MSA (crosses) approach and from MC simulation (open circles) [34]. The reduced density is defined $\rho^{*}=\rho \sigma^{3}$, and the curves are labelled with the corresponding values of the reduced temperatures $T^{*}=k T / \varepsilon$.

Table 5.2: Values of the Melmholtz free energy $A / N k T$ for the Yukawa fluid with $\lambda=1.8$ obtained using the MSA [34] and SAFT-VR [1] approaches to first and second order, for a series of reduced densities $\rho^{*}=\rho \sigma^{3}$ and temperatures $T^{*}=$ $k T / \varepsilon$.

| $\rho^{*}$ | $T^{*}$ | 1st order |  | 2nd order |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MSA | SAFT-VR | MSA | SAFT-VR |
| 0.4 | 2.0 | -0.137 | -0.125 | -0.139 | -0.15.5 |
|  | 1.5 | -0.565 | -0.549 | -0.569 | -0.597 |
|  | 1.0 | -1.426 | -1.381 | -1.443 | -1.501 |
| 0.6 | 2.0 | 0.040 | 0.044 | 0.039 | 0.019 |
|  | 1.5 | -0.630 | -0.622 | -0.631 | -0.6ic |
|  | 1.0 | -1.972 | -1.954 | -1.976 | -2.0.5.3 |
| 0.8 | 2.0 | 0.601 | 0.603 | 0.600 | 0.587 |
|  | 1.5 | -0.334 | -0.330 | -0.334 | -0.359 |
|  | 1.0 | -2.205 | -2.200 | -2.206 | -2.262 |
|  | 0.7 | -4.611 | -4.595 | -4.164 | -4.731 |

tently the most accurate. The negative values of pressure at low temperatures correspond to metastable states within the coexistence region of the system.

An additional means of testing the adequacy of the MSA and SAFT. VR methods in their prediction of the properties of the Yukawa fluid is to compare the values of the radial distribution function evaluated at contact, obtained using both approaches. Within the MSA it is possible to obtain values of $g\left(\sigma^{+}\right)$both from the full analytical solution of Ref. [34] and by using the truncated high temperature expansions of Ref. [32]. The contact value of the radial distribution function in the SAFT-VR approach is obtained using Eq. (5.30), where the mean-attractive energy is given by Eq. (5.7). It is interesting to note that a combination of both the SAFT.VR and the MSA approaches can be used to give an expression for the contact value of the radial distribution function of the Yukawa fluid, since the mean-attractive energy $a_{1}$ of the MSA methodology given by Eq. (5.40) can be used in the SAFT. VR expression for the radial distribution function Eq. (5.30). The values for the contact value of the radial distribution function obtained by each of these routes are compared directly with one another, and with the MC simulation results of Ref. [34], for a series of reduced densities and temperatures in Table 5.4. The values of $g\left(\sigma^{+}\right)$obtained using the SAFT.VR equation of state are seen to be in better agreement with the simulation results than those obtained using either the full MSA of Ref. [34], or the truncated MSA of Ref. [32] (there is little difference

Table 5.3: Values of the compressibility factor $Z=P V / N k T$ for the Yukawa fluid with $\lambda=1.8$ obtained using MC simulation [34] and both the MSA [34] and SAFTVR [1] approaches, for a series of reduced densities $\rho^{*}=\rho \sigma^{3}$ and temperatures $T^{*}=k T / \varepsilon$.

| $\rho^{*}$ | $T^{*}$ | MC | MSA | SAFT-VR |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 0.4 | 2.0 | 1.08 | 1.119 | 1.106 |
|  | 1.5 | 0.69 | 0.659 | 0.637 |
|  | 1.0 | -0.21 | -0.251 | -0.298 |
| 0.6 | 2.0 | 2.04 | 1.976 | 1.981 |
|  | 1.5 | 1.21 | 1.213 | 1.223 |
|  | 1.0 | -0.27 | -0.303 | -0.277 |
| 0.8 | 2.0 | 4.27 | 4.432 | 4.486 |
|  | 1.5 | 3.31 | 3.330 | 3.412 |
|  | 1.0 | 1.29 | 1.131 | 1.287 |
|  | 0.7 | -1.63 | -1.687 | -1.401 |

between the values obtained using either MSA approach). However, the contact value of the radial distribution function obtained using the combination of the expression for $a_{1}$ from the MSA Eq. (5.40), and the expression for $g\left(\sigma^{+}\right)$from the SAFT-VR approach Eq. (5.30) is seen to give values for $g\left(\sigma^{+}\right)$which are in closest agreement with the simulation results. This indicates that use of the self-consistent route to obtain the radial distribution function, as given in the SAFT-VR approach by Eq. (5.30), results in a more accurate version of the MSA. The closed nature of the expression for $g\left(\sigma^{+}\right)$enables it to be incorporated into the algobra of the analytical solution of the MSA, so that it can be evaluated exactly by an alternative and more accurate route.

It is clear that the SAFT-VR approach gives suitably accurate values for the contact value of the radial distribution function when compared with MC results and with the full analytical solution of the MSA for the Yukawa fluid.

The vapour-liquid plase equilibria of Yukawa chains of length $m_{s}=2,4$ and 10 obtained using the SAFT-VR equation of state for inverse ranges of $\lambda=1.0,1.8$ and 4.0 are shown in Figures 5.2, 5.3 and 5.4, respectively. The region of vapour liquid coexistence is seen to move to higher temperatures as the chain length increases, and extends as the range of the potential increases. In the case of the monomer Yukawa fluid with inverse range of $\lambda=1.8$ (Fig. 5.4) the SAFT.VR prediction is seen to compare favourably with the Gibbs ensemble simulation results of Ref. [35].

Table 5.4: Values of the contact value of the radial distribution function $g\left(\sigma^{+}\right)$ for the Yukawa fluid with $\lambda=1.8$ obtained using MC simulation [34], the MSA equation of state, both analytically [34] and using a first order expansion [32], the SAFT-VR [1] approaches, and a combination of the MSA and SAFT-VR approaches, for a series of reduced densities $\rho^{*}=\rho \sigma^{3}$ and temperatures $T^{*}=k T / \varepsilon$.

| $\rho^{*}$ | $T^{*}$ | MC | MSA | HTE-MSA | SAFT-VR | SAFT-VR+MSA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| 0.4 | 2.0 | 2.128 | 1.963 | 1.944 | 2.106 | 2.124 |
|  | 1.5 | 2.378 | 2.040 | 2.003 | 2.204 | 2.228 |
|  | 1.0 | 2.943 | 2.222 | 2.121 | 2.401 | 2.439 |
| 0.6 | 2.0 | 2.921 | 2.561 | 2.555 | 2.821 | 2.8 .16 |
|  | 1.5 | 2.966 | 2.598 | 2.586 | 2.891 | 2.92 .3 |
|  | 1.0 | 3.205 | 2.681 | 2.649 | 3.029 | 3.079 |
| 0.8 | 2.0 | 4.109 | 3.629 | 3.628 | 4.177 | 4.19 .1 |
|  | 1.5 | 4.257 | 3.646 | 3.643 | 4.226 | 4.2 .19 |
|  | 1.0 | 4.490 | 3.681 | 3.674 | 4.325 | 4.359 |
|  | 0.7 | 4.622 | 3.720 | 3.713 | 4.452 | 4.500 |

However, no simulation data currently exist for Yukawa chains so that we cannot make a direct comparison of the results obtained using the SAFT-VR approach for these systems.

### 5.4 Lennard-Jones chains

The expressions presented in the previous section can be used to develop an equation of state for chain molecules interacting via the Mie $m-n$ potentials [12], of which the Lennard-Jones ( $m=6$ and $n=12$ ) is the most common example. The Mie $m-n$ potentials are given by

$$
\begin{equation*}
u^{M}=\mathcal{C} \varepsilon\left[\left(\frac{\sigma}{r}\right)^{n}-\left(\frac{\sigma}{r}\right)^{m}\right] \tag{5.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}=\frac{n}{n-m}\left(\frac{n}{m}\right)^{\frac{m}{n-m}} . \tag{5.48}
\end{equation*}
$$

Systems interacting with binary potentials with soft repulsive interactions like Eq. (5.47) can be described within the Barker and Ilenderson perturbation theory,


Figure 5.2: The vapour-liquid coexistence densities for Yukawa chains of length $m_{s}=2,4$ and 16 with inverse range of $\lambda=1.0$. The curves are labelled with the values of the chain length $m_{s}$. The reduced parameters used are $T^{*}=k T / \varepsilon$ and $\rho_{g}^{*}=\rho_{s} \sigma^{3}$.


Figure 5.3: The vapour-liquid coexistence densities for Yukawa chains of length $m_{s}=1,2,4$ and 10 with inverse range of $\lambda=1.8$. The curves are labelled with the values of the chain length $m_{\rho}$. The reduced parameters used are $T^{*}=k \cdot T / \varepsilon$ and $\rho_{a}^{*}=\rho_{s} \sigma^{3}$. The data points correspond to the Gibbs ensemble simulation data for Yukawa monomers of Lomba and Almarza [35].


Figure 5.4: The vapour-liquid coexistence densities for Yukawa chains of length $m_{s}=1,2,4$ and 16 with inverse range of $\lambda=4.0$. The curves are labelled with the values of the chain length $m_{s}$. The reduced parameters used are $T^{* *}=k T / \varepsilon$ and $\rho_{s}^{*}=\rho_{s} \sigma^{3}$. The data points correspond to the Gibbs ensemble simulation data for Yukawa monomers of Lomba and Almarza [35].
by considering an equivalent potential with a hard-core temperature dependent diameter,

$$
u_{B H}^{M}=\left\{\begin{array}{cl}
\infty & \text { if } r<\sigma_{B H}(T)  \tag{5.49}\\
u^{M} & \text { if } r>\sigma_{B H}(T),
\end{array}\right.
$$

where

$$
\begin{equation*}
\sigma_{B H}(T)=\int_{0}^{\sigma}\left(1-\exp \left(-\beta u^{M}\right)\right) d r \tag{5.50}
\end{equation*}
$$

and $\sigma$ defines the position where $u^{M}$ changes sign. The free energy is then calculated with the expansion of Eq. (5.5) using the packing fraction

$$
\begin{equation*}
\eta_{B H}(T)=\eta\left(\sigma_{B H} / \sigma\right)^{3} \tag{5.51}
\end{equation*}
$$

The expressions for $a_{1}, a_{2}$ and $g\left(\sigma^{+}\right)$for the Sutherland potential (Eqs. (5.7), (5.27) and (5.31)), can be used directly in the expressions for the soft-core systems. Since the family of Mie potentials can be represented by a sum of all attractive and of a repulsive Sutherland potential, the mean-attractive energy for such systems can be similarly expressed as the sum of two Sutherland $a_{1}$ terms,

$$
\begin{equation*}
a_{1}^{M I E}=\mathcal{C}\left[-a_{1}^{S}\left(\eta_{B H} ; \lambda=n\right)+a_{1}^{S}\left(\eta_{B} H ; \lambda=m\right)\right], \tag{5.52}
\end{equation*}
$$

where $a_{1}^{S}$ corresponds to the mean-attractive energy for a Sutherland system with exponent $\lambda$. The second order term $a_{2}$ is given in terms of the attractive contribution only as

$$
\begin{equation*}
a_{2}^{M I E}=\mathcal{C} a_{2}^{S}\left(\eta_{B H} ; \lambda=m\right) . \tag{5.53}
\end{equation*}
$$

For the LJ fluid we can apply this recipe with the following parametrisation for $\sigma_{B H}$ [1]:

$$
\begin{equation*}
\sigma_{B H} / \sigma=0.995 \cdot 438-0.02 .59917 T^{*}+0.00392254 T^{* 2}-0.0002 \times 9398 T^{* 3}, \tag{5.54}
\end{equation*}
$$

where $T^{*}=k T / \varepsilon$. In order to calculate the contribution to the free energy due to chain formation, we reguire the monomer cavity function at the bonding distance, $y_{b}^{M}$. For systems interacting with soft repulsive interactions, the bond distance is $\sigma$, i.e., where the potential is zero. Since in the SAFT-VR approach the molecules are formed from effective lard-core segments with diameter $\sigma_{B H}$, the bond length is $\sigma_{B H}$ and $y_{b}^{M}$ can be calculated according to

$$
\begin{equation*}
y_{b}^{M}=y^{L J}\left(\sigma_{B H}\right), \tag{5.5.5}
\end{equation*}
$$

where $y^{L J}$ is the cavity function of the hard-core potential defined in the Barker and Henderson perturbation theory, which is given in Eq. (5.49). We have found
that a more accurate prediction of the properties of the Lennard-Jones chains is obtained with the approximation

$$
\begin{equation*}
y_{b}^{M}=y^{S 6}\left(\sigma_{B H}\right) \tag{5.56}
\end{equation*}
$$

where $y^{S 6}$ is the Sutherland-6 potential contact value, obtained directly from Eq. (5.31). With this approximation, the final expression for the chain free energy is

$$
\begin{equation*}
\frac{A^{C H A I N}}{N k T}=-\left(m_{B}-1\right) \ln y^{S 6}\left(\sigma_{B H}\right) . \tag{5.57}
\end{equation*}
$$

Here we only consider chains formed from segments with no association sites, hence there is no contribution to the Helmholtz free energy due to association, $A^{A S S O C}=0$.

The vapour-liquid phase equilibria of Lennard-Jones chains of length $m_{s}=2,4$ and 8 obtained using the SAFT-VR approach outlined in the previous section are compared with existing (iibbs ensemble Monte Carlo (GEMC) simulation results [11] in Figure 5.5. The SAFT-VR description for monomers ( $m_{s}=1$ ) given previously [1] and the corresponding (iEMC simulation results [30] are also shown.

The SAFT-VR theory gives a good overall description of the coexistence region, and reproduces the effect of increasing the chain length. The theory's adequacy is, however, seen to decrease as the chain length increases, which can be rationalised in terms of an inaccurate description of molecular structure, such as foldiug, which occurs as the chain length increases [10]. It is well known that the SAFT approach accurately describes the behaviour of long-chain molecules up to $m_{0}=8$ [37]. Versions of SAFT which account for higher body interactions have been proposed [ 37,38 ], in order to be able to give a more accurate prediction of systems consisting of long chain molecules. Various super-critical isotherms calculated using the SAFT-VR approach for LJC' with $m_{s}=2,4$ and 8 are presented in Figures 5.6, 5.7 and 5.8 , respectively

The SAFT-VR expressions are seen to compare favourably with results obtained with the equation of state proposed by Johnson et al. [10]; these authors used an accurate empirical representation for $g^{L J}(\sigma)$. The approximation used in Eq. (5.57) gives an accurate prediction of the vapour-liquid envelope, as well as the pressure for the whole range of monomer densities $\rho_{0}^{*}$. The residual internal energy at a series of temperatures for LJC with $m_{s}=2,4$ and 8 are presented in Figures 5.9, 5.10 and 5.11 , respectively. Our equation of state overpredicts the residual internal energy for densities $\rho_{s}^{*}>0.7$.


Figure 5.5: The vapour-liguid coexistence densities for Lennard-Jones clains of length $m$, compared with the Gibbs ensemble simulation data of Panagiotopoulos [36] ( $m,=1$ ), and of Escobedo and de Pablo [11] ( $m_{s}=2,4$ and 8 ). The continuous curves correspond to the SAFT.VR approach, and each is labelled with the values of the chain length $m_{s}$. The reduced parameters used are $T^{*}=k T / \varepsilon$ and $\rho_{0}^{*}=$ $\rho, \sigma^{3}$.


Figure 5.6: The reduced pressure $P^{*}=P \sigma^{3} / \varepsilon$ of Lennard-Jones chains with $m_{s}=$ 2 (diatomics) as a function of the reduced monomer density $\rho_{s}^{*}=\rho_{s} \sigma^{3}$. The squares, diamonds, circles and triangles are the molecular dynamics simulation results of Johnson et al. [10] for the reduced temperatures of $T^{\prime \prime}=k T / \varepsilon=5$, 4,3 and 2 , respectively. The continuous curves correspond to the SAFT-VR predictions.


Figure 5.7: The redured pressure $P^{*}=\Gamma \sigma^{3} / \varepsilon$ of Lemard-. oness chains with $m_{s}=4$ as a function of the reduced monomer density $\rho_{s}^{s}=\rho_{s} \sigma^{3}$. The diamonds, circles and triangles are the molecular dynamics simulation results of Johnson at al. [10] for the reduced lemperatures of $T^{*}=k T / \varepsilon=4,3$ and 2 , respertively. The continuous curves correspond to the SAFT.VR predictions.


Figure 5.8: The reduced pressure $P^{*}=P \sigma^{3} / \varepsilon$ of Lennard-Jones chains with $m_{s}=8$ as a function of the reduced monomer density $\rho_{s}^{*}=\rho_{s} \sigma^{3}$. The diamonds, circles and triangles are the molecular dynamics simulation results of Johnson $\boldsymbol{e}$ al. [10] for the reduced temperatures of $T^{*}=k T / \varepsilon=4,3$ and 2 , respectively. The continuous curves correspond to the SAFT-VR predictions.


Figure 5.9: The residual internal energy $u^{*}=u / N \varepsilon$ of Lennard-Jones chains with $m_{s}=2$ (diatomics) and inverse range of $\lambda=1.8$ as a function of the reduced monomer density $\rho_{s}^{*}=\rho_{s} \sigma^{3}$. The squares, diamonds, circles and triangles are the molecular dynamics simulation results of Johnson et al. [10] for the reduced temperatures of $T^{*}=k T / \varepsilon=5,4,3$ and 2 , respectively. The continuous curves correspond to the SAFT-VR predictions.


Figure 5.10: The residual internal energy $u^{*}=u / N \varepsilon$ of Lemnard-Jones chains with $m_{s}=4$ and inverse range of $\lambda=1.8$ as a function of the reduced monomer density $\rho_{s}^{*}=\rho_{s} \sigma^{3}$. The diamonds, circles and triangles are the molecular dynamics simulation results of Johnson et al. [10] for the reduced temperatures of $T^{*}=$ $k T / \varepsilon=4,3$ and 2 , respectively. The continuous curves correspond to the SAFT. VR predictions.


Figure 5.11: The residual internal energy $u^{*}=u / N \varepsilon$ of Lenuard-Jones chains with $m_{s}=8$ and inverse range of $\lambda=1.8$ as a function of the reduced monomer density $\rho_{s}^{*}=\rho_{s} \sigma^{3}$. The diamonds, circles and triangles are the molecular dynamics simulation results of Johnson et al. [10] for the reduced temperatures of $T^{*}=$ $k T / \varepsilon=4,3$ and 2 , respectively. The continuous curves correspond to the SAFTVR predictions.

### 5.5 Conclusions

We have presented the SAFT.VR equations of state for the Yukawa and Sutherland potentials, and have illustrated how the expressions obtained for the Sutherland potential can be used to give a general equation of state for associating chain molecules interacting via potentials with soft-core repulsive interactions. In the case of Lennard-Jones chains, an accurate description is obtained for vapour-liquid coexistence properties using this approach.

The SAFT-VR expressions for the Yukawa fluid are seen to compare favourably with those obtained using the analytical solution of the mean spherical approximation. In the case of the contact value of the radial distribution function of the Yukawa fluid we oltain a recipe which combines both the MSA and the SAFT.VR approaches, which is sern to give results which are in closer agrement with simulation data than those obtained using either the individual MSA or SAFT-VR methods. As a result of the correspondence between the form of the Yukawa potential and the potential experienced by ions in solution, the expressions presented here can be used to describe the phase behaviour of fluids of industrial interest such as electrolytes. In addition, the extension of the SAFT-VR equation of state to systems interacting with potentials of variable repulsive range, leads to the possibility of the study of systems with interaction potentials which are more complex than those which can be modeled by hard-core potentials such as the square well. Furthermore, since the SAFT-VR methodology is easily applied to mixtures [1, 2] the expressions presented here for the pure fluid ran find many applications in the prediction of the thermodynamics and phase beliaviour of mixtures with specific intermolecular interactions.
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## Chapter 6

## Case Study: Closed-Loop Immiscibility in Fluids

### 6.1 Introduction

In this final chapter we present a detailed study of a specific class of plase behaviour, using a combination of the methods discussed previonsly. The experimentally observed phenomenon of closed-loop liguid-liquid immiscibility is examined; such behaviour is characterised by a closed region of two-phase immiscibility over a specific temperature range on the phase diagram of a system. A simple model system which incorporates the important features of mixtures which exhibit this re-entrant miscibility experimentally is examined with the SAFT-VR equation of state introduced in Chapter 2, and with the computer simulation technigues of Chapter 3. Particular attention is paid to the critical behaviour of this model, both at the high and low temperatures which bound the regions of immiscibility. The nature of the interactions which govern immiscibility in fluids are discussed as a means of introducing the energetic and thermodynamic concepts which lead to the existence of such closed-loop beliaviour.

It is common for binary liquid mixtures with weak unlike intercations to have phase diagrams dominated by regions of immiscibility, as represented by the temperaturecomposition phase diagram shown in Figure 6.1. The two-phase coexistence re-


Figure 6.1: Schematic temperature composition phase diagram for a binary liquid mixture with weak unlike interactions.
gion is bounded at high temperatures by an upper critical solution temperature (USCT), the temperature at which the compositions of the two coexisting phases become identical, so that at temperatures above the UCST the system is completely miscible. The immiscibility of the fluid system at temperatures below the UCST is a result of the unfavourable energy which exists between unlike components in the mixture, so that like components have a high affinity for one another. This leads to clustering of particles of the same species, resulting in phase separation into an energetically favourable configuration, with one phase rich in one component and one plase rich in the other component. Preciscly at the UCST the entropy of the system has increased sufficiently so that it is the dominant contribution to the Ielmholtz free energy of the system. The free energy $d$ is governed by the interplay between the internal energy $U$ and the entropy $S$ :

$$
\begin{equation*}
\Delta A=\Delta U-T \Delta S \tag{0.1}
\end{equation*}
$$

The temperature dependence in the above equation is responsible for the increase in the importance of the entropic contribution to the free ellergy with respect to the contribution due to the internal energy as temperature increases. At temperatures above the UCST the system no longer consists of regions which are rich in a particular component since the molecules are randomly distributed and the system is miscible. Specific examples of systems which exhilit such behaviour are methane+tetrafluoromethane, hexane + preflnorocychohexatie and mothanol + cyclohexane [1].

A specific class of binary mixture which exhibits liquid-liquid immiscibility at temperatures below an UCST has a temperature-composition phase diagran similar to that shown in Figure 6.2. In this case, the region of immiscibility is also scen to decrease in size as temperature is decreased, and is bounded at lower temperatures by a lower critical solution temperature (LCST). Consequently the two phase region in such a system only exists over a specific temperature range between the LCST and the UCST. The system is hence said to posses a closed-loop of immiscibility. Within the classification of binary liquid mixtures proposed by Scott and van Konynenburg $[2,3]$ this type of phase behaviour is exhibited by type VI mixtures.

An understanding of the thermodynamics responsible for the existence of this LCST is, at first glance, difficult to obtain since the low temperature miscible phase appears to be more disordered and thus have a greater entropy than the immiscible phase. An examination of the common features of systems which exhibit such behaviour does however lead to a logical explanation for this re-entrant miscibility.


Figure 6.2: Schematic temperature composition phase diagram for a binary liquid mixture with weak unlike interactions and a strong association energy between unlike species which is dominant at low temperatures.

The first experimentally observed closed-loop of immiscibility was reported by Hudson in 1904 [4]. Whilst trying to crystallise nicotine from its aqueous solution in order to prove the existence of the hypothetical nicotine hydrate Iludson discovered the existence of a closed region of immiscibility for the nicotine+water system. Early studies which also report closed-loop behaviour are those of 2 -butanol+water [5], 3-methylpyridine+heavy water [6] and guiacol+glycerine [7]. The existence of re-entrance in the guiacol+glycerine mixture is questioned in a second study [8] which reports that anhydrous guiacol+glycorine are completely miscible at all temperatures. It is only in the presence of a small amount of water that the closed-loop of immiscibility appears, as the amount of water in the system is increased the loop also increases in size. Conversoly, addition of water to the 3methylpyridine+heavy water system leads to a decrease in the extent of the region of immiscibility. Considerable interest in the phase behaviour of these two ternary systems exists as a result of the critical role of the third component $[6,9]$, see Ref. [10] for a review.

The existence of the LCST in these systems was at first considered to be a result of the decomposition of one of the components in the mixture, or by the formation of new chemical compounds [11]. This is reflected in a comment by lludson [.1] with respect to his findings for the nicotine+water system: "It may be assumed that the presence of the hydrate is the cause for the miscibility of the otherwise insoluble liquids-more or less the same way as the addition of alcolol brings about the mixing of water and ether. The hydrate decomposes with increasing temperature and the two liquids, nicotine and water, separate because the quantity of their mutual solvent, namely the hydrate, is greatly reduced". However, no experimental evidence exists to confirm the existence of a different chemical species in these systems, so an alternative explanation must be sought.

A wide range of liquid mixtures are currently known to exhibit this re-entrant behaviour, including mixtures of aliphatic or aromatic alcohols, amines, ethers or ketones with water or alcohols. The common frature of all these systems which can be used to give an explanation of their unusual behaviour, is their ability to form hydrogen bonds. Mydrogen bonds can form betwern any electronegative atom, such as oxygen, nitrogen or fluorine, and a hydrogen atom via donation of lone pairs of electrons onto the electropositive hydrogen. Due to the short-ranged, directional nature of hydrogen bonds they can only form betwern two species when they approach one another closely and are in a specific orientation with respect to one another. The angular spread of a hydrogen bond is typically $10^{\circ}$, so that a small displacement of either species ran lrad to the destruction of the bond. Consequently hydrogen bonding is only observed in low-temperature configurations where molecules have a low mobility and hence remain in specific orientations for
relatively long timescales. However, in order to obtain a complete understanding of why hydrogen bonds are energetically favoured at low temperatures, one must consider the entropic consequences of the bonding process itself. The directional nature of the bond hinders the number of vilrational and rotational degrees of freedom available to a molecule when it is part of a hydrogen-bonded structure. This orientational constraint leads to a decrease in the randomness of the system upon the formation of such bonds, and hence a decrease in the orientational entropy, which is greater than the compositional entropy gained on mixing [12]. At low temperatures we know from Eq. (6.1) that entropic effects do not have a profound effect on the free energy of the system, but the combination of lowering the internal energy and an increase in the compositional entropy due to mixing leads to a favourable free energy for the overall system, despite the decrease in orientational entropy. Hence, for a mixture of two components which are both able to form hydrogen bonds, it is energetically favourable for such bonds to form. This results in the low temperature miscibility of the system since the bonds can orcur between both the unlike and like compournts in the mixture. The unfavourable low orientational entropy of the hydrogen bond gives a more significant contribution to the free energy of the system as temperature increases, so that other configurations, such as those involving the clustrring of like speries become more energetically attractive. At higher tempratures the system hence moves from a miscible hydrogen-bonded phase to a two-pliase system above a particular temperature (the LCST). This is the temperature at which the hydrugen bonded configuration becomes energetically unfeasible. Above this temprature the froe energy of the system is dominated by the unfavourable internal energy contribution between unlike species, resulting in the clustering of like speries. Ifence, the compositional entropy is lowered with respert to that of the hydrogen bonded structure. This decrease, together with the increase in orientational entropy, favours the phase separation of the system for moderately high temperatures. This two-phase region is again bounded at high temperatures by an UCST, the temperature at which the entropic contribution to the free energy becomes greater than that of the internal energy in Eq. (6.1). At this temperature a random distribution of the species within the system is energetically favoured so that the system becomes miscible.

Having obtained a description of the thermodynamiss involved in the phenomenon of closed-loop immiscibility it is also important to note that the strength of the hydrogen-bonding interaction plays a critical role in the determination of the extent of the immiscibility in a particular system. A 3 -dimensional representation of the effect of a variation in strength of the hydrogen bond between unlike components on the temperature-composition phase digram of a binary liguid mixture in shown in Figure 6.3. For a bonding strength of zero no LCST' is observed and the system is immiscible at all temperatures below the UCST, which is the case shown in Fig.


Figure 6.3: A three-dimensional representation of the effect of a variation in the strength of the hydrogen bond which can form between unlike components on the temperature composition phase diagran of the mixture. Each vertical 'slice' corresponds to the phase diagram for the system at that specific bonding strength.
6.1. As the strength of the bonding interaction is increased a LCST appears and a closed-loop of immiscibility is observed, corresponding to the phase diagram shown in Fig. 6.2. The extent of this region of immiscibility decreases as the bonding strength is increased further, until it vanishes completely at the point where the UCST and the LCST occur at the same temperature. Here the system becomes immiscible exactly at the point where it becomes miscible again, which corresponds to a double critical point (DCP) for the system. The effect of varying the strength of the hydrogen bonding interaction on the phase diagram of a system is equivalent to scaling the temperature of that system, and can be examined experimentally by several different routes:

- altering one of the components in the mixture, since different substances have different hydrogen bonding strengths.
- changing the pressure of the system. As the pressure fincreases the molecules are forced closer together, which leads to an effective increase in the bonding, so that the extent of the close-loop region decreases, vanishing completely at high enough pressures.
- adding a small guantity of a third component which is miscible in the binary mixture. The system continues to have all the essential fratures of a binary mixture, but (as for the guiacol+glyerrine system) the third component has a significant effect on the phase behaviour of the mixture. In the case of guiacol+glycerine, addition of water leads to guiacol forming hydrogen bonds with water, rather than with glycerine, hence decreasing the average bonding interaction between guiacol and glycerine, which allows the appearance of the immiscible phase.

When hydrogen bonding is able to occur betwern like species, in addition to unlike, the system will tend to phase separate at temperatures below the LCST. In such cases, the sum of the directional and the non-directional interactions for a pair of like species is greater than for a pair of unlike molecules. The hydrogen bonding of like species to one another results in a decrease in both the compositional and orientational entropy of the mixture, resulting in phase separation at low temperatures. This effect is not generally sern experinuentally since systems tend to freeze before the low-temperature miscibility can be observed. The 2-butanol+water mixture is an exception, where at high pressures (or on addition of $t$-butanol) two regions of immiscibility exist, the liquid-liquid immiscible phase bounded by the LCST and the UCST and a low-temperature immiscible phase, bounded by a UCST [13]. At atmospheric pressure the closed-loop merges with the low-temperature two-phase region, resulting in a so-called 'hour-glass' phase
diagram. The point at which the UCST of the low-temperature miscible region occurs at exactly the same temperature as the LCST of the closed-loop corresponds to a double critical point (DCP) for this system. The effect of varying the strength of the hydrogen-bonding interaction betwern unlike components on the phase diagram where bonding can occur between both unlike and like species, is shown in Figure 6.4. When the hydrogen bonds betwenn unlike components are weak the system has a phase diagram with the form of Fig. C.1. As the bonding strength increases the immiscible region splits into two separate regions, the closed-loop at higher temperatures and a second immiscille region bounded by an UCST at low temperatures.

Closed-loop behaviour is not only exhibited by simple liquid mixtures, a wide variety of other systems are known to undergo re-entrant phase transitions experimentally. The closed-loop behaviour of complex lluid systems such as micrormulsions and polymer solutions [14, 15] and non-ionic surfactants [16, 17], can be discussed within the thermodynamic framework given previonsly; where the hydrogen bonds which are formed betwern unlike components are responsible for the low temperature miscibility. Furthrmore, the phemomenon of re-entrance is not confined to liquid mixtures; it can be observed in a range of other systems, examples of which are given in Table 6.1.

Table 6.1: Examples of systems which exhibit remerant phase transitions together with the reappearing phases in earli system (from lief. [10]).

| System | Example | Form of re-entrance |
| :---: | :---: | :---: |
| Binary gases | Ne-Kir [1x] | I'artial immiscibility |
| Liquid crystals | Octyloxycyanoliphingl (80ClB)+ hexalixycyanobiphonyl (60CB) [19]-[21] | Nematic phase |
| Ferroelectrics | Rochelle salt $\left(\mathrm{NaKC}_{4} \mathrm{H}_{4} \mathrm{O}_{6} .4 \mathrm{H}_{2} 0\right)[2 \cdot 2]$ | num-polar phase |
| Superconductors | $\mathrm{BaP}^{\prime} \mathrm{b}_{0.75} \mathrm{lim}_{0.25} \mathrm{O}_{3}[2: 3]$ | Normal state (non-supercondurting) |
| Gels | $N, N$-dimethyacrlyamide or N -isopropyl acrylamide gels in (water+dimethyl sulphoxide) [2.1] | Swollenstate |
| Aqueous electrolytes | Tetra-n-butylammonium <br> thiocyanate ( $\mathrm{Bu}, \mathrm{NSS} \mathrm{N}$ ) + water [25] | Miscibility |

It is obviously impossible to obtain an explanation of the physics of such diverse


Figure 6.4: A three-dimensional representiation of the effect of a variation in the strength of the hydrogen boud which can form both betwen unlike and like components on the temperature composition phase diagram of the mixture. The strength of the hydrogen bond betworn like compmonts is constant.
systems using the same thermodynamic ideas as those used to rationalise closedloop behaviour in liquid mixtures. However, it is possible to identify the competition between the entropy and the internal energy at low temperatures in the free energy expression of Eq. (6.1) as the driving force for the existence of reentrance in all such systems. In this chapter we will concentrate on the study of the phenomenon of closed-loop immiscibility in binary liquid mixtures, and more specifically in a model mixture which is chosen due to its simplicity. The SAFTVR equation of state and computer simulation techniques are used to provide a description of the phase behaviour of the model mixture in order to obtain an understanding of the interactions involved. Before describing the methods employed in this study in detail we review the other theoretical studies which have been performed previously for fluid systems which exhibit closed-loop immiscibility.

### 6.2 Theory of closed-loop behaviour

As a result of the novel nature of this re-entrant behaviour, together with its appearance in a wide variety of systems, theoretical studies of this type of phase behaviour are numerous. A detailed description of all the approaches is beyond the scope of this work. We give a brief review of the early studies and their findings but we are most interested in the use of continuum fluid theories to describe closed-loop immiscibility in mixtures. Early theoretical studies are based on the ideas proposed by Hirschfelder et al. [26], in the first study which appears in the literature where hydrogen bonds are cited as being the forces responsible for the existence of a LCST in binary liquid mixtures. Here the low temperature miscibility is explained in terms of the hindering of free rotation of molecules due to directional interactions between unlike components in the mixture. This description of the interactions can be incorporated into lattice model studies, the first of which to actually report a closed-loop of immiscibility for a specific model is the work by Barker and Fock [27]. Their model of a binary liquid mixture consists of a $z$ co-ordinated lattice made up of two types of molecule, each of which has $z$ contact points capable of interacting with the $z$ contact points of the neighbouring molecules. One of the contact points on each molecule is specified as being distinct from all the others. Interactions between like molecules are taken to be zero, whilst interactions between unlike molecules are all considered to be repulsive, unless they exist between the distinct contact point on one molecule and the equivalent distinct contact point on the other molecule, in which case the interaction is considered to be attractive. The conditions of phase equilibria are solved for this model using Bethe-Guggenheim quasichemical approximation [28]. The resulting phase diagrams show both an upper and a lower critical solution temper-
ature, but the overall shape of the coexistence curves are very much narrower than those observed experimentally, and are parabolic at the critical point, whereas the experimental curves are cubic. These apparent failures of the Barker and Fock model can be rationalised in terms of the inadequacy of the quasichemical approximation, rather than as a consequence of the lattice model or the interaction potential used. The quasichemical approximation is a mean-field theory, so it will always predict parabolic behaviour at the critical point. Use of a higher order approximation for the same model [29], where the anisotropic interactions in the model are better accounted for gives results which are in closer agreement with the experimental findings.

After this initial breakthrough, a series of lattice studies were performed on more complex model systems. The first of these is the study by Whecler [30] which introduces a decorated lattice model, which can be exactly mapped onto a spin $\frac{1}{2}$ Ising model, for which exact solutions are known, and which also predicts the correct cubic (universal) critical behaviour. The known solutions for the Ising magnet are used to predict the phase behaviour of a model system with highly anisotropic interactions, yielding closed-loop regions for a specific choice of interaction parameters. Despite a reasonable agreement between the results obtained from these lattice model studies and their experimentally observed counterparts [31], further studies have been undertaken in order to obtain closer agreement. One of the shortcomings of the use of such lattice models is that they yield inherently symmetrical results, which is obviously not mirrored by real systems. $\Lambda$ number of studies have been performed which produce asymmetrical coexistence curves [32]-[34] by including interactions between unlike species. Another series of investigations using the Potts model report closed-loop regions for appropriate interaction parameters [35]-[38], where the interaction potential has a directional component and the system is examined using the Migdal-Kadanoff approximation via renormalisation group theory (known as the Walker and Vause model).

The underlying feature common to all of these lattice-based approaches which is thought to be responsible for the re-entrant behaviour observed is that the interaction potential used in the description of the model fluid is always anisotropic. Despite the basic oversimplification involved in using a lattice to represent the structure of a liquid such studies give a useful qualitative description of the shape of the closed-loop and also illustrate which features of the interaction potential are responsible for the existence of closed-loop immiscibility.

An alternative approach for the description of closed-loop behaviour in mixtures is the use of continuum fluid theories, which account for the structure of the liquid in a more complete manner than lattice models. Such theories consist of the
proposal of an equation of state for a model system which is used to predict the phase behaviour and thermodynamics of the fluid. The large number of continuum studies which currently exist in the literature indicate the importance of such predictive work to theoreticians and experimentalists alike. The most significant early work in this field is that of van Konynenburg and Scott [2,3], where the van der Waals equation of state [39] is used to obtain the phase diagrams of binary mixtures. The systems examined by van Konynenburg and Scott are assumed to obey the van der Waals mixing rules and the phase behaviour of all but one of the types of phase equilibria are successfully predicted by varying the intermolecular parameters. The failure of this approach to predict the phase behaviour of type VI binary mixtures which posses the closed regions of immiscibility can be understood by examining the nature of the intermolecular interactions described by the van der Waals equation of state. Since re-entrant miscibility is only observed in lattice models which contain short-ranged, directional interactions, one expects that the equivalent criterion should hold in the case of continuum theories. The van der Waals equation has no provision for such temperature dependent interactions, so that its failure to predict the re-entrant behaviour of the type VI mixture is not unexpected. Numerous studies have subsequently been performed in order to obtain an equation of state which can predict the low-temperature miscibility of such systems. The SAFT equation of state has been used successfully in this context.

A simplified version of the SAFT-VR equation of state is known to predict the closed-loop phase behaviour of a model system [40]. The model examined in Ref. [40] consists of a binary mixture of equal sized-spheres with one off-centre association site per sphere, these sites are included to account for the directional nature of the hydrogen-bond. The version of SAFT used in Ref. [40] differs from the SAFT-VR equation of state given in Chapter 2 in the nature of the dispersive interactions, in the simplified SAFT.IIS approach they are given by the van der Waals equation. The SAFT-IIS equation of state is also used in a global study of model binary mixtures of watertalkanols [41]. The effect of chain length and association on the phase equilibria are presented in Ref. [41], where closed-loop regions are observed for intermediate chain lengths and bonding energies. $\Lambda$ recent application of this simplified SAFT approach is in the prediction of the closed-loop phase behaviour of of binary aqueous solution of 1-butanol, $n$-butoxyethanol and $n$-decylpentoxyethylenether $\left(\mathrm{C}_{10} \mathrm{E}_{3}\right)$ [42]. The extent of the immiscibility in real mixtures is seen to be accurately predicted using the SAFT.HS equation of state, via the fitting of a specific number of interaction parameters. In this work we re-examine the phase behaviour of the symmetrical binary mixture introduced in Ref. [40] using the SAFT-VR equation of state.

Before presenting the specific SAFT-VR expressions for the model system it is important to discuss other recent continuum theory studies which also examine the phenomenon of closed-loop immiscibility. By combining the results obtained from lattice studies and the knowledge that the van der Waals equation of state is unable to predict closed-loop behaviour, it is not over-presumptuous to state that a short-ranged directional interaction must be included in the potential model, in order for a given model system to exhibit re-entrant miscibility. It is also widely believed that the appearance of the LCST experimentally in systems is a direct result of hydrogen-bonding between the two components in the mixture, so that the directional nature and the temperature dependence of such bonding must be accounted for in any theoretical studies of such associating fluids. However, certain continuum fluid studies present results which contradict the above statements, that is, they predict closed-loop immiscibility for systems with isotropic potentials. We will discuss the findings of each of these studies in turn.

The global study of the phase diagram of a model mixture interacting via the Lennard-Jones potential by Boshkovet al. [43]-[45] is one such study. A closedloop of immiscibility is reported for a system with only spherically symmetrical interactions, where the model does not account for low temperature directional interactions. By taking a closer look at the methods by which they arrive at their results one can uncover possible sources of error. The configurational part of the free energy is calculated in the work of Refs. [43]-[45] using a solution for the pure component Lennard-Jones fluid obtained using the Ree equation of state [46]. This equation of state is obtained by performing a fitting to computer simulation data points over a temperature range of $0.54<T / T_{c}<1.93$. The closed-loop of immiscibility presented in the work by Boshkov et al. has a temperature range of $0.45<T / T_{c}<0.50[40]$, indicating that the Ree equation of state has been used outside its range of validity. Another important observation, mentioned in the original Ree paper (Ref. [46]) is that the equation should not be used below the triple point of the system, which for the Lennard-Jones fluid occurs at $T / T_{c}=0.49$ [46]. This indicates that the results presented by Boshkovet al. should be viewed with caution.

A series of studies by van Pelt ct al. [47]-[49] also predicts closed-loop immiscibility for an isotropic potential model, in this case for the simplified perturbed hard chain theory (SPIICT) [50]. Within the SPIICT equation the attractive part of the partition function is written in terms of the temperature and density dependence of the co-ordination number, which is a function of the Boltzmann factor of the the interaction potential. The results obtained using this attractive term compare favourably with computer simulation results in the one-phase region of the phase diagram, but the agreement decreases rapidly in the gas-liquid, two-phase region.

This indicates that such an attractive term within the SPIICT equation should not be relied upon to give accurate predictions below the gas-liquid critical point. However, the work van Pelt ct al. reports the existence of closed-loop regions in the temperature range $T / T_{c} \leq 1.0$, which is exactly the region in which the attractive term is considered to be invalid. The occurrence of closed-loop regions for the SPIICT equation at these low temperatures is believed to be a result of the inverse exponential temperature dependence in the expression for the co-ordination number [41], rather than a consequence of the true phase behaviour of the system.

A recent study of the topology of the type VI phase diagram attempts to illustrate which features of an equation of state are important in order for it to be able to predict the existence of closed-loop regions on the global phase diagram for a model system [51]. A version of the SAFT equation of state where the repulsive interactions are given by a van der Waals description is used in Ref. [51]. The occurrence of critical saddle points in the binary liquid-gas critical line are reported to be responsible for the appearance of both an upper and a lower critical pont on the phase diagram. The investigation presented in Ref. [52] concludes that type VI behaviour can be rationalised for simple, non-directional equations of state, but that these theoretical findings cannot be considered as being experimentally observable since they occur for highly un-physical models with un-realistic interactions.

The confusion which currently exists in the literature with respect to the nature of the interaction potential of an equation of state which is either able or unable to predict closed-loop immiscibility for a model system provides the motivation for the work presented in this chapter. Within theoretical descriptions of systems the most 'exact' results are those obtained from computer simulation studies. We undertake a (iibbs ensemble Monte Carlo (CEMC) simulation study of a model mixture. The system examined consists of monomeric segments with short-ranged directional interaction sites, and is shown to exhibit closed-loop immiscibility for a specific choice of interaction parameters using the SAFT-VR equation of state. The results obtained from a computer simulation study of this model system can be presented as substantial evidence that anisotropic interactions are required in order for a model system to exhibit a closed region of immiscibility. To date no simulation results have been reported for a specific potential model where both an upper and a lower critical solution temperature can be observed on the phase diagram.

In the following section we briefly summarise the SAFT-VR equation of state for the binary mixture of interest, illustrating the prediction of phase behaviour. The GEMC simulation technique used to give comparable results is subsequently presented. Additionally, simulations performed in the semigrand canonical ensemble
are used to estimate both the upper and lower critical temperatures of the system using finite-size scaling (FSS) methods.

### 6.3 SAFT-VR prediction

The phase behaviour of a two-component model mixture consisting of square-well monomer segments with equal diameter $\sigma=\sigma_{11}=\sigma_{12}=\sigma_{22}$, no unlike interactions $\varepsilon_{12}=0$, and $\varepsilon=\varepsilon_{11}=\varepsilon_{22}$ with fixed interaction range $\lambda=\lambda_{11}=\lambda_{22}=1.5$, has been examined previously using the SAFT-VR equation of state in Chapter 4. By specifying that there is no attraction between unlike components, we induce the system to phase separate leading to the existence of a large region of liquidliquid immiscibility, which is bounded at high temperature by an UCST. Gibbs ensemble computer simulations for this system have also been reported [53, 54], where the phase diagrams presented confirm the SAFT-VR prediction in showing no regions of low-temperature miscibility and no LCST. In order for such a model to be able to associate at low temperatures a short-ranged square-well interaction site is placed at an off-centred position on each sphere. In order for bonding to occur between two sites on adjacent particles in the mixture the sites must be in a specific orientation with respect to one another and are also required to be within a distance shorter than the range of the site-site interaction. Such constraints mimic the physical constraints of hydrogen bonding within an experimental system. This model system has been examined previously [40].

As discussed in Chapter 2 the Ilelmholtz free energy for a mixture of chain molecules within the general SAFT.VR approach can be written as a sum of individual contributions [5.5, 50]

$$
\begin{equation*}
\frac{A}{N k \cdot T}=\frac{A^{I D E A L}}{N k T}+\frac{A^{\text {MONO. }}}{N k T}+\frac{A^{C H A I N}}{N k T}+\frac{A^{A S S O C}}{N k T} \tag{6.2}
\end{equation*}
$$

The SAFT.VR expressions for the ideal and monomeric contributions to the IIelmholtz free energy for the associating mixture are identical to those presented for the symmetrical mixture of square-well monomers in Chapter 4. Since the mixture examined here also only consists of monomer segments, there is no contribution to the Helmholtz free energy due to chain formation, so that $A^{C H A I N}=0$.

The contribution to the free energy due to the association mediated by the $s_{i}$ sites on molecules of species $i$ can be described within the framework of the theory of

Wertheim as [57]

$$
\begin{equation*}
\frac{A^{A S S O C .}}{N k T}=\sum_{i=1}^{n} x_{i}\left[\sum_{a=1}^{s_{i}}\left(\ln X_{a, i}-\frac{X_{a, i}}{2}\right)+\frac{s_{i}}{2}\right] . \tag{6.3}
\end{equation*}
$$

The first sum is over the number of species $i$ in the mixture and the second sum is over all sites $a$ on a molecule of type $i$. The fractions of molecules of species $i$ not bonded at a particular site $a, X_{a, i}$, is given by solution of the simultaneous equations:

$$
\begin{equation*}
X_{a, i}=\frac{1}{1+\sum_{j=1}^{n} \sum_{b=1}^{j_{j}} \rho x_{j} X_{b, j} \Delta_{a, b, i, j}} \tag{6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{a, b, i, j}=K_{a, b, i, j} f_{a, b, i, j} g_{i j}^{S W}\left(\sigma_{i j}\right) \tag{6.5}
\end{equation*}
$$

is specific for each $a-b$ site-site interaction, and incorporates the volume available for bonding $K_{a, b, i, j}$, and the strength of the association via the Mayer function $f_{a, b, i, j}=\exp \left(\varepsilon_{i j} / k T\right)-1$ of the square-well potential. The contact value of the radial distribution function for the square-well interaction, $g_{i j}^{S W}\left(\sigma_{i j}\right)$ is evaluated within the SAFT.VR approach for mixtures $[55,50]$ using a first order perturbation expansion

$$
\begin{equation*}
g_{i j}^{S W}\left(\sigma_{i j}\right)=g_{i j}^{H S}\left(\sigma_{i j}\right)+\beta \epsilon_{i j} g_{1}\left(\sigma_{i j}\right) . \tag{6.6}
\end{equation*}
$$

The contact value of the radial distribution function for the hard-sphere reference system $g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]$ is evaluated at an effective packing fraction $\zeta^{e f f}$, using the expression of Boublík [58] and Mansoori ct al. [59]

$$
\begin{align*}
g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right] & =\frac{1}{1-\zeta_{3}^{e / j}}  \tag{6.7}\\
& +3 \frac{\sigma_{i i} \sigma_{j j}}{\sigma_{i i}+\sigma_{j j}} \frac{\zeta_{2}^{e f /}}{\left(1-\zeta_{3}^{e / f}\right)^{2}}+2\left(\frac{\sigma_{i i} \sigma_{j j}}{\sigma_{i i}+\sigma_{j j}}\right)^{2} \frac{\zeta_{2}^{e / \rho^{2}}}{\left(1-\zeta_{3}^{e / f}\right)^{3}} \tag{6.8}
\end{align*}
$$

The first order perturbation term, $g_{1}\left(\sigma_{i j}\right)$ is obtained from a self-consistent calculation of the pressure using the Clausius virial theorem, as explained in Chapter 2.:

$$
\begin{align*}
g_{i j}^{S W}\left[\sigma_{i j} ; \zeta_{3}\right] & =g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}\right]+\beta \varepsilon_{i j}\left[g_{1 j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]\right.  \tag{6.9}\\
& \left.+\left(\lambda_{i j}^{3}-1\right)\left(\frac{\lambda_{i j}}{3} \frac{\partial g_{i j}^{H S}\left[\sigma_{i j i} ; \xi_{3}^{f /}\right]}{\partial \lambda_{i j}}-\rho_{4} \frac{\partial g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{f / f}\right]}{\partial \rho_{i}}\right)\right]
\end{align*}
$$

The components in the mixture are of equal diameter and each sphere only has one interaction site. Bonding is only permitted between unlike components in the mixture, i.e., between site $a$ on component 1 and site $b$ on component 2 when the two sites are within a distance $r_{c}$. The expression for the contribution to the

Helmholtz free energy due to association of Eq. (6.3) thus simplifies to

$$
\begin{equation*}
\frac{A^{A S S O C .}}{N K T}=x_{1}\left(\ln X_{a}-\frac{X_{a}}{2}+\frac{1}{2}\right)+x_{2}\left(\ln X_{b}-\frac{X_{b}}{2}+\frac{1}{2}\right) \tag{6.10}
\end{equation*}
$$

The fractions $X_{a}$ and $X_{b}$ of molecules of species 1 and 2 not bonded at sites $a$ and $b$, respectively, are given by

$$
\begin{equation*}
X_{a}=\frac{1}{1+\rho x_{2} X_{b} \Delta_{a, b}} \tag{6.11}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{b}=\frac{1}{1+\rho x_{1} X_{a} \Delta_{a, b}} \tag{6.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{a, b}=K_{a, b} f_{a, b} S W^{S}(a) \tag{6.13}
\end{equation*}
$$

The volume available for bonding between two sites $a$ and $b$ which are positioned at a distance $r_{d}$ from the centre of spheres with diameter $\sigma$ and have an interaction range $r_{c}$ is given by [40]

$$
\begin{align*}
K_{a, b} & =4 \pi^{2} \sigma\left\{\ln \left[\left(r_{c}+2 r_{d}\right) / \sigma\right]\left(6 r_{c}^{3}+18 r_{c}^{2} r_{d}-24 r_{d}^{3}\right)\right.  \tag{6.14}\\
& \left.+\left(r_{c}+2 r_{d}-\sigma\right)\left(22 r_{d}^{2}-5 r_{c} r_{d}-7 r_{d} \sigma-8 r_{c}^{2}+r_{c} \sigma+\sigma^{2}\right)\right\} /\left(72 r_{d}^{2}\right) \tag{6.15}
\end{align*}
$$

The contact value of the square-well distribution function simplifies to

$$
\begin{align*}
g^{S W}[\sigma ; \eta] & =g^{H S}[\sigma ; \eta]  \tag{6.16}\\
& +\beta \varepsilon\left[g^{H S}\left[\sigma ; \eta^{f / f}\right]+\left(\lambda^{3}-1\right) \frac{\partial g^{H S}\left[\sigma ; \eta^{\rho f \rho}\right]}{\partial \eta^{f /}}\left(\frac{\lambda}{3} \frac{\partial \eta^{f / \rho}}{\partial \lambda}-\eta \frac{\partial \eta^{\rho / f}}{\partial \eta}\right)\right]
\end{align*}
$$

where $g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}\right]$ and $g_{i j}^{H S}\left[\sigma_{i j} ; \zeta_{3}^{e f f}\right]$ become the Carnahan and Starling equation [ 60,61$]$ with the total and effective packing fractions, respectively

$$
\begin{equation*}
g^{H s}[\sigma ; \eta]=\frac{1-\eta / 2}{(1-\eta)^{3}}, \tag{6.17}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{H S}\left[\sigma ; \eta^{e f f}\right]=\frac{1-\eta^{e f f} / 2}{\left(1-\eta^{e f f}\right)^{3}}, \tag{6.18}
\end{equation*}
$$

with $\eta^{e f f}=\zeta_{3}^{e f f}$. The parameterisation for $\eta^{e f f}$ obtained for the pure square-well fluid in Ref. [55] is used.

The thermodynamic properties of this mixture used in the determination of phase equilibria are obtained from the expressions for the Ilelmholtz free energy using the standard thermodynamic relations given earlier. In the discussion of the pre-
diction of phase behaviour obtained using the SAFT-VR equation of state for this associating system a number of reduced variables are used. The strength of the site square-well interaction is reduced with respect to the magnitude of the square-well interaction of the monomeric segments $\varepsilon_{a, b}^{*}=\varepsilon_{a, b} / \varepsilon$. The reduced temperatures and pressures are defined in terms of the van der Waals parameters $\alpha$, which is given for the square-well potential by $\alpha=-4 \varepsilon\left(\lambda^{3}-1\right)$ and $b=2 / 3 \pi \sigma^{3}$. The pressure is given by $P^{*}=p b^{2} / \alpha=p b / \varepsilon$ and the temperature by $T^{*}=k T b / \alpha$. These values for the pressure and temperature are also reduced with respect to the critical pressure and temperatures of the pure component square-well monomer, so that $P_{r}=P^{*} / P_{c}^{*}$ and $T_{r}=T^{*} / T_{c}^{*}$. Where the critical values are $P_{c}^{*}=0.00792563199$ and $T_{c}^{*}=0.139942105$.

The PT projection for the binary square-well mixture with a site-site interaction energy of $\varepsilon_{A B}^{*}=15$ obtained using the SAFT.VR equation of state is shown in Figure 6.5. The vapour pressure curves of the pure components are represented by the solid curve, both curves lic on the same line due to the symmetry of the mixture studied here. The dashed curve which originates at the vapour-liquid critical point of the pure component and moves to higher pressures and temperatures represents the gas-liquid critical line. The distinction between gas and liquid phases is arbitrary at high pressures and temperatures. In this discussion we use the term gas to describe a phase which has its origins in the vapour phase of the pure component. This gas-liquid critical line goes through a minimum in temperature close to the critical point of the pure component. This critical line then moves to higher pressures, reaching a maximum before ending at a double critical point DCP, where it connects with the three-phase line. The bold curve which originates at high pressures is the three-phase line for the mixture, along which two liquid phases and one gas phase coexist. The three-phase line ends at the double critical point, which corresponds to the point at which three phases simultaneously vanish. The dashed curve which extends from the DCP to higher temperatures going through a minimum in pressure, is the liquid-liquid critical line. This line forms the boundary of the closed-loop region for this mixture, for pressures between that of the DCP and of the minimum in the liquid-liquid critical line. In this region the system is seen to posses two liquid-liquid critical points, the LCST at lower temperatures and the UCST at higher temperatures. A third critical point is observed at lower temperatures, where the gas-liquid critical line is crossed.

The effect of varying the strength of the site-site interaction on the phase behaviour of this model system is shown in Figure 6.6. Decreasing the association strength from $\varepsilon_{a, b}^{*}=15$ to $\varepsilon_{a, b}^{*}=14$ shrinks the the minimum in the liquid-liquid critical line, and hence the extent of closed-loop immiscibility exhibited by the system. A further decrease of the magnitude of the interaction energy to $\varepsilon_{a, b}^{*}=13$ leads to the


Figure 6.5: Pressure-temperature projection for the binary associating squarewell mixture with a bonding strength of $\varepsilon_{a, b}^{*}=15$ obtained using the SAFT.VR equation of state. The reduced pressure $P_{r}=P^{*} / P_{c}^{*}$ and reduced temperature $T_{r}=T^{*} / T_{c}^{*}$ are defined in terms of the pure component values, given in the text. The solid curve at low pressures and temperatures corresponds to the vapour-liquid curve of the pure component, whilst the solid curve at high pressures and temperatures corresponds to the three-phase line of the mixture. The dashed curves correspond to the critical lines, gas-liquid at low pressures and temperatures, and liquid-liquid at high pressures and temperatures.


Figure 6.6: Pressure-temperature projection for the binary associating square-well mixture with a range of bonding strengths of $\varepsilon_{a, b}^{*}=13,14$ and 15 obtained using the SAFT-VR equation of state, see Figure 6.5 for details. The curves are labelled with the corresponding value of the site-site interaction energy. Also shown (labelled vdw ) is the equivalent prediction obtained using the SAFT-IIS equation of state given in Ref. [40].
disappearance of the minimum in the liquid-liquid critical line, so that the threephase line meets the gas-liquid and the liquid-liquid critical lines before either go through a maximum or minimum in pressure. In this case the system only possesses a single critical point at any given pressure or temperature. Decreasing the strength of the bonding interaction further, eventually to zero, leads to the gasliquid and liquid-liquid critical lines becoming one continuous curve originating from the vapour-liquid critical point of the pure component. Additionally the three-phase line curves so that its origins are moved to low temperatures and pressures. This corresponds to the situation observed for a binary mixture with no bonding sites in Ref. [40]. Conversely, increasing the strength of the site-site interaction beyond $\varepsilon_{a, b}^{*}=15$, leads to the displacement of the DCP and hence the end of the three-phase line and the origin of the liquid-liquid critical line, to higher temperatures and pressures, so that the system only exhibits a single critical point, corresponding to the gas-liquid critical line. The PT projection obtained using the SAFT-IIS equation of state as given in Ref. [40] is also shown in Fig. 6.6, with a corresponding reduced site-site interaction energy of $\varepsilon_{a, b}^{*}=13$. It is hence possible to conclude that use of the SAFT-VR approach to evaluate the mean-attractive energy and its derivatives, as opposed to treating the attractive interactions at the van der Waals level, decreases the relative strength of the reduced site-site interaction $\varepsilon_{a, b}^{*}$.

The effect of a variation in pressure on the extent of the closed-loop region of the binary square-well mixture is illustrated in Figure 6.7, via a series of constant pressure slices of the $I T$ projection for a system with $\varepsilon_{a, b}^{*}=15$. The symmetry of the phase diagram about $x_{2}=0.5$ is a result of the symmetry of the model system. For a reduced pressure of $P_{\mathrm{r}}=6.8$ the system is seen to be miscible at all temperatures above $T_{r}=1.1$, indicating that we are well below the minimum in pressure of the liquid-liquid critical line. The closed-loop region appears when the pressure of the system is increased above that of the minimum of the liquid-liquid critical line to $P_{r}=8.2$, and a further increase in pressure to $P_{r}=9.3$ gives rise to the appearance of the gas+liquid+liquid three-phase line. At higher pressures of $P_{r}=10.4$ the three-phase line merges with the low temperature gas-liquid critical lines, so that the system only possesses a single critical point at these pressures.

The SAFT-VR equation of state can also be used to give information about the degree of association present in the system at any given temperature, via $X_{a}$, the fraction of molecules of component 1 not bonded at site $a$. An understanding of the mechanism of closed-loop immiscibility can be hence obtained by considering the intermolecular association exhibited by the system. The total fraction of not-bonded molecules are shown as a function of temperature in Figure 6.8, this corresponds to the temperature-composition slice at pressure $P_{\mathrm{r}}=10.9$ of Fig. 6.7.


Figure 6.7: Temperature-composition slices of the coexistence region for the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=15$ at a series of reduced pressures $P_{r}=6.8$, 8.2, 9.3 and 10.4, obtained using the SAFT.VR equation of state. The pressure of the slices increases from left to right and from top to bottom. See Figure 6.5 for details.

The degree of association is the same in both components so that $X_{a}=X_{b}$, since bonding is only permitted between unlike species. Hence, the total fraction of molecules bonded in the coexisting liquid phases is represented by a single solid line. The extent of association increases rapidly as the temperature of the system approaches that of the LCST. This confirms that the low temperature miscibility of the system is observed due to the formation of bonds between unlike components in the mixture. The total fraction of molecules bonded at low temperatures corresponds to the association in the coexisting gas-liquid regions, each of which have the same fraction of molecules bonded. The degree of association is greater in the gas phase then in the liquid phase since the composition of the two components in the gas phase are more similar than those in the liquid phase, which favours bonding between unlike species.

In summary, the extent of closed-loop immiscibility as predicted by the SAFT-VR equation of state for a model system of a binary mixture of square-well monomers with no unlike interactions and with a single bonding site per sphere is governed by the interplay of several factors. Most importantly, the ability of the system to associate at low temperatures via directional interaction sites is found to be responsible for the existence of the closed-loop of immiscibility. An increase in the relative strength of the site-site interaction initially leads to an increase in the temperature range of the closed-loop region. A very large site-site interaction results in the system becoming miscible at all temperatures, at the expense of the loss of the closed-loop of immiscibility. An increase in pressure similarly leads to the initial appearance of the closed-loop region, but a large increase in pressure increases the temperature difference between the LCST and the UCST, until the LCST merges with the three-phase line, upon which the closed-loop region is lost.

### 6.4 Gibbs ensemble Monte Carlo simulation results

As has been discussed previously, the Gibbs ensemble Monte Carlo technique was first introduced in 1987 by Panagiotopoulos [62, 63], and is a highly effective direct simulation technique used for the determination of phase equilibria in fluid systems. The method discussed in detail in Chapter 3, consists of a simulation performed in two distinct regions which are in thermodynamic equilibrium, but not in physical contact. Three distinct Monte Carlo moves are performed in order to satisfy the conditions of equilibrium: particle displacements within either subsystem, to maintain equality of temperature; volume changes of either subsystem, to maintain equality of pressure; and particle interchanges between the two subsystems, to maintain equality of chemical potential. As a consequence, the energy $E^{j}$, volume


Figure 6.8: Total fraction of molecules bonded in the coexisting phases for the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=15$ at a constant reduced pressure of $P_{r}=8.2$ as a function of reduced temperature. The dashed curve corresponds to the temperature-composition phase diagram for this system at this pressure (shown in Fig. 6.7).
$V^{j}$, and composition $x_{i}^{j}=N_{i}^{j} / N^{j}$ of particles of type $i$ in subsystem $j$ vary during the course of the simulation.

We perform GEMC simulations at constant number of particles, pressure and temperature ( $N P T$ ) for the symmetrical square-well mixture with a single offcentre bonding site per sphere, with interactions defined in the previous section. We aim to confirm the theoretical results obtained using the SAFT-VR equation of state, where the addition of a bonding site onto the monomer segments is sufficient to lead to the appearance of a LCST for the system. Simulations are performed in cubic boxes, the particles are initially arranged on a face-centred-cubic (fcc) lattice. The usual periodic boundary conditions and minimum image convention are used [64]. Initial guesses for the coexisting densities and compositions at each pressure and temperature state point are made by using the corresponding SAFTVR solutions. The chemical potential is evaluated using the Widom test-particle method as adapted for the Gibbs ensemble [65, 66]. One simulation cycle consists of $N$ displacements in each box, one volume change for either box, and a specific number of particle interchanges. The maximum displacement and the maximum volume change are controlled in order to give corresponding acceptance ratios of between 30 and $40 \%$, the number of insertions is adjusted so that between 1 and $3 \%$ of particles are interchanged each cycle. We use the particle transfer algorithm originally proposed for mixtures by Panagiotopoulos et al. [63]. Simulations consisting of systems with $\mathrm{N}=512, \mathrm{~N}=1000$ and $\mathrm{N}=1728$ particles are performed at a series of different coexisting pressures, for different strength of the site-site interaction energy. An initial equilibration simulation of 50,000 cycles is performed before averaging for between 150,000 and 250,000 cycles.

The reduced thermodynamic variables, temperature, $T^{*}=k T / \varepsilon$, pressure $P^{*}=$ $P \sigma^{3} / \varepsilon$, and site-site interaction energy $\varepsilon_{a, b}^{*}=\varepsilon_{a, b} / \varepsilon$ are used in the following discussion. It is convenient to reduce the pressure and temperature with respect to the critical point of one of the components, such that $T_{r}=T^{*} / T_{c}^{*}$ and $P_{r}=P^{*} / P_{c}^{*}$, where the subscript $c$ denotes the critical value of a variable. We use the critical values of $T_{c}^{*}=1.219 \pm 0.008$ and $P_{c}^{*}=0.108 \pm 0.016$ as estimated in Ref. [73] for the pure-component square-well system with range $\lambda=1.5$.

The GEMC results obtained for the mixture of square wells are presented in Ta bles 6.2 to 6.12 and the corresponding constant pressure temperature-composition $T x$ slices of the coexistence regions are shown in Figures 6.9 to 6.12 and 6.14. The pressure of $P^{*}=0.756$ of Figure 6.9 is approximately seven times the critical pressure of the pure square-well system with $\lambda=1.5$. The Gibbs ensemble simulation data with $\varepsilon_{a, b}^{*}=13$ for three system sizes are shown, with a negligible system size effect. The region of liquid-liquid immiscibility bound by an UCST at


Figure 6.9: Temperature-composition slice of the coexistence region for the symmetrical square-well mixture at a reduced pressure of $P^{* *}=P \sigma^{3} / \varepsilon=0.756$ with a bonding interaction of $\varepsilon_{a, b}^{*}=13$. The triangles correspond to the GEMC data for a system of $N=512$ particles, the circles to a system of $N=1000$ particles, and the squares to a system of $N=1728$ particles. The continuous, dotted and dashed curves correspond to the SAFT-VR prediction for the same model with bonding strengths of $\varepsilon_{a, b}^{*}=12,13$ and 14 , respectively.
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Figure 6.10: Temperature-composition slice of the coexistence region for the symmetrical square-well mixture at a reduced pressure of $P^{* *}=P \sigma^{3} / \varepsilon=1.08$ with a bonding interaction of $\varepsilon_{a, b}^{*}=13$. The triangles correspond to the GEMC data for a system of $N=512$ particles, the circles to a system of $N=1000$ particles, and the squares to a system of $\mathrm{N}=1728$ particles. The continuous, dotted and dashed curves correspond to the SAFT-VR prediction for the same model with bonding strengths of $\varepsilon_{a, b}^{*}=13,14$ and 15 , respectively.
high temperatures is clearly shown, together with low temperature regions of gasliquid immiscibility below a three-phase line. The curves represent the SAFT-VR prediction for the equivalent model, with three different strengths of the site-site interaction energy. For a value of $\varepsilon_{a, b}^{*}=12$ the theory predicts immiscibility of the system at all temperatures below an USCT, as the site-site interaction is increased in to $\varepsilon_{a, b}^{*}=13$ the prediction includes regions of low temperature gas-liquid immiscibility, and the three-phase line can be observed at a temperature close to the critical temperature of the pure component. Increasing the strength of the bonding interaction further to $\varepsilon_{a, b}^{*}=14$, leads to a complete change in the nature of the $T x$ slice, now the theory predicts a large region of miscibility above two low temperature regions of gas-liquid immiscibility, indicating that increasing the site-site interaction energy from $\varepsilon_{a, b}^{*}=13$ to $\varepsilon_{a, b}^{*}=14$ has resulted in both the formation and the loss of a region of closed-loop immiscibility at this pressure. The lowtemperature regions of gas-liquid immiscibility obtained from simulation appear at slightly higher temperatures than those predicted by the SAFT-VR equation of state for $\varepsilon_{a, b}^{*}=13$.

The equivalent temperature-composition $T x$ slice for a higher pressure of $P^{*}=$ 1.08, which is approximately ten times the critical pressure of the pure component, is given in Figure 6.10. The simulation results again show a region of liquid-liquid immiscibility bounded at high temperatures by an UCST, and low temperature regions of gas-liquid immiscibility. The region of liquid-liquid immiscibility is seen to be larger than in the lower pressure case of Fig. 6.9, but no closed-loop of immiscibility is observed. For a site-site interaction energy of $\varepsilon_{a, b}^{*}=13$ the SAFTVR approach predicts a region of liquid-liquid immiscibility bounded by an UCST and small regions of low temperature gas-liquid immiscibility below the three phase line. The SAFT-VR prediction for a site-site interaction energy of $\varepsilon_{a, b}^{*}=14$, the low temperature, gas-liquid immiscible regions are larger than in the $\varepsilon_{a, b}^{*}=13$ case, so that the onset of a closed-loop region can be observed. For an association energy of $\varepsilon_{a, b}^{*}=15$ the SAFT-VR equation of state predicts the existence of a small closedloop of immiscibility at temperatures between $T_{r}=1.35$ and $T_{r}=1.45$, together with low-temperature regions of gas-liquid immiscibility.

At this stage, one can conclude that increasing the pressure from $P^{*}=0.756$ to $P^{*}=1.08$ for a system with an interaction energy of $\varepsilon_{a, b}^{*}=13$, does not bring about a sufficient change in the phase diagram of the system, in order for a closed-loop of immiscibility to be observed by GEMC simulation. An increase in strength of the bonding interaction, together with a slight increase in pressure, is shown to give more pleasing results. The temperature-composition slice for a pressure of $P^{*}=$ 1.28 is shown in Figure 6.11. Here, the Gibbs ensemble simulation data is obtained for a mixture with a site-site interaction energy of $\varepsilon_{a, b}^{*}=14.5$, for two system
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Figure 6.11: Temperature-composition slice of the coexistence region for the symmetrical square-well mixture at a reduced pressure of $P^{* *}=P \sigma^{3} / \varepsilon=1.28$ with a bonding interaction of $\varepsilon_{a, b}^{*}=14.5$. The circles correspond to the GEMC data for a system of $N=1000$ particles, and the squares to a system of $N=1728$ particles. The continuous curve corresponds to the Wegner expansion of Eq. (6.30) which is fitted to the simulation data and includes a first correction to scaling.
sizes. The region of closed-loop immiscibility can be clearly observed, bounded at $T^{*} \approx 1.56$ by a LCST and at $T^{*} \approx 1.92$ by an UCST. No low-temperature regions of gas-liquid immiscibility were observed for this system. The curve fitted through the GEMC results is obtained using a Wegner expansion, using a method which is described later. As a means of monitoring the association present in the system, the fraction of molecules bonded is calculated during the simulation. The extent of association as a function of temperature for the system at a pressure of $P^{*}=1.28$ with $\varepsilon_{a, b}^{*}=14.5$ is shown in Fig. 6.12. The association is again seen to increase dramatically as the temperature of the system approaches that of the LCST (cf. Fig. 6.8), indicating that association of the system is responsible for the low-temperature miscibility. The SAFT-VR predictions at a pressure of $P^{*}=1.28$ with site-site interactions of $\varepsilon_{a, b}^{*}=14.5$ and $\varepsilon_{a, b}^{*}=15$ are shown in Fig 6.13. For $\varepsilon_{a, b}^{*}=14.5$ the theory predicts a region of liquid-liquid immiscibility bounded by an UCST and regions of low-temperature gas-liquid immiscibility for certain compositions at temperatures below the three-phase line. Increasing the strength of the site-site interaction to $\varepsilon_{a, b}^{*}=15$ leads to the prediction of a closedloop of immiscibility, which has upper and lower boundaries which are similar to those obtained using Gibbs ensemble simulation. It is encouraging to observe the existence of a closed-loop of immiscibility for this system with a single association site, both by simulation and by using the SAFT-VR equation of state.

A temperature-composition slice obtained at a higher pressure of $P^{*}=1.48$ by Gibbs ensemble simulation is shown in Figure 6.14. As for the case of the $P^{*}=1.28$ slice, the strength of the site-site interaction is fixed at $\varepsilon_{a, b}^{*}=14.5$, and the region of closed-loop immiscibility is clearly observed, with no low-temperature immiscible regions. For this higher pressure case the closed loop is bounded at higher temperatures by an UCST at $T^{*} \approx 2.07$ and at low temperatures by a LCST at $T^{*} \approx 1.47$. This indicates that the extent of the closed-loop region has increased from that of the $P^{*}=1.28$ state, which is in line with the theoretical prediction of the effect of pressure on the closed-loop. The degree of association at this higher pressure is shown, as a function of temperature in Figure 6.15, the extent of association is again seen to increase rapidly at temperatures close to the LCST. The prediction of SAFT-VR for two different interaction energies $\varepsilon_{a, b}^{*}=14.5$ and $\varepsilon_{a, b}^{*}=15$ is shown in Figure 6.16, where the simulation and theoretical results both predict regions of miscibility for temperatures below the LCST.

These GEMC simulation results confirm the theoretical predictions that the extent of closed-loop behaviour has a critical dependency on the pressure, temperature, composition and the strength of the site-site interaction of the model system. The existence of closed regions of immiscibility for simulations performed for the model with a specific choice of interaction energy confirms that the existence of


Figure 6.12: Total fraction of molecules bonded in the symmetrical binary mixture as a function of temperature, obtained using GEMC simulation at a reduced pressure of $P^{*}=P \sigma^{3} / \varepsilon=1.28$ with a bonding interaction of $\varepsilon_{a, b}^{*}=14.5$. The dashed curve corresponds to the Wegner expansion of Eq. (6.30) which is fitted to the simulation data and includes a first correction to scaling.


Figure 6.13: Temperature-composition slice of the coexistence region for the symmetrical square-well mixture at a reduced pressure of $P^{*}=P \sigma^{3} / \varepsilon=1.28$ with a bonding interaction of $\varepsilon_{a, b}^{*}=14.5$. The data points correspond to the GEMC data. The bold and dashed curves correspond to the SAFT-VR prediction for the same model with bonding strengths of $\varepsilon_{a, b}^{*}=14.5$ and 15 , respectively. See Figure 6.11 for details.
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Figure 6.14: Temperature-composition slice of the coexistence region for the symmetrical square-well mixture at a reduced pressure of $P^{* *}=P \sigma^{3} / \varepsilon=1.48$ with a bonding interaction of $\varepsilon_{a, b}^{*}=14.5$. The squares correspond to the GEMC data for a system of $\mathrm{N}=1728$ particles. The continuous curve corresponds to the Wegner expansion of Eq. (6.30) which is fitted to the simulation data and includes a first correction to scaling.


Figure 6.15: Total fraction of molecules bonded in the symmetrical binary mixture as a function of temperature, obtained using GEMC simulation at a reduced pressure of $P^{*}=P \sigma^{3} / \varepsilon=1.48$ with a bonding interaction of $\varepsilon_{a, b}^{*}=14.5$. The dashed curve corresponds to the Wegner expansion of Eq. (6.30) which is fitted to the simulation data and includes a first correction to scaling.


Figure 6.16: Temperature-composition slice of the coexistence region for the symmetrical square-well mixture at a reduced pressure of $P^{*}=P \sigma^{3} / \varepsilon=1.48$ with a bonding interaction of $\varepsilon_{a, b}^{*}=14.5$. The data points correspond to the GEMC data. The bold and dashed curves correspond to the SAFT-VR prediction for the same model with bonding strengths of $\varepsilon_{a, b}^{m}=14.5$ and 15 , respectively. See Figure 6.14 for details.
a low temperature region of miscibility is a direct result of the inclusion of the association sites in the potential model of the system. It is gratifying to observe the parallels which exist between the results obtained using the SAFT.VR approach and the Gibbs ensemble simulation technique, especially in their ability to predict the extent of the region of immiscibility for the model examined. By monitoring the effect of association in the model system, both using the SAFT-VR approach and by computer simulation methods the low-temperature miscibility of the system is confirmed to be a direct result of the formation of directional bonds between unlike species. Such bonds can be considered to be representative of the hydrogen bonds which form between components in a real fluid mixture.

Table 6.2: Vapour-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a range $\lambda=$ 1.5 , and a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=13$. The fixed variables during the simulation are the number of particles $N$, the reduced pressure $P^{*}=$ $P \sigma^{3} / \varepsilon=0.756$ and the reduced temperature $T^{*}=k T / \varepsilon$. The packing fractions $\eta$ and mole fractions $x_{2}$ in the coexisting vapour and liquid phases are labeled $v$ and $l$, respectively; the uncertainties correspond to one standard deviation.

| $T^{*}$ | N | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2, l}$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| 1.20 | 1000 | $0.335 \pm 0.006$ | $0.316 \pm 0.005$ | $0.932 \pm 0.030$ | $0.615 \pm 0.031$ |
| 1.25 | 1000 | $0.331 \pm 0.006$ | $0.313 \pm 0.005$ | $0.932 \pm 0.025$ | $0.643 \pm 0.024$ |
| 1.30 | 1000 | $0.316 \pm 0.010$ | $0.295 \pm 0.005$ | $0.912 \pm 0.047$ | $0.658 \pm 0.047$ |
| 1.36 | 1000 | $0.299 \pm 0.006$ | $0.272 \pm 0.007$ | $0.928 \pm 0.022$ | $0.611 \pm 0.028$ |
| 1.332 | 1728 | $0.308 \pm 0.006$ | $0.283 \pm 0.005$ | $0.929 \pm 0.022$ | $0.617 \pm 0.026$ |
| 1.34 | 1728 | $0.308 \pm 0.005$ | $0.283 \pm 0.005$ | $0.941 \pm 0.016$ | $0.598 \pm 0.021$ |
| 1.35 | 1728 | $0.307 \pm 0.005$ | $0.281 \pm 0.008$ | $0.950 \pm 0.014$ | $0.592 \pm 0.015$ |
| 1.29 | 512 | $0.317 \pm 0.008$ | $0.287 \pm 0.011$ | $0.929 \pm 0.037$ | $0.607 \pm 0.051$ |
| 1.27 | 512 | $0.323 \pm 0.008$ | $0.296 \pm 0.009$ | $0.938 \pm 0.031$ | $0.612 \pm 0.035$ |
| 1.25 | 512 | $0.322 \pm 0.008$ | $0.295 \pm 0.009$ | $0.939 \pm 0.023$ | $0.631 \pm 0.027$ |

### 6.5 Critical behaviour and finite-size effects

The existence of both an upper and a lower critical solution temperature in this particular system allows the study of the differences or the similarities between the two critical regions. The inadequacy of mean-field equations of state such as the SAFT-VR approach in the description of the critical region has been discussed previously. A means of obtaining critical point parameters from computer simulation data is an alternative approach which gives more satisfactory results. However,

Table 6.3: Liquid-liquid coexistence data obtained from $N P T$ Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=13$, at a reduced pressure of $P^{*}=$ $P \sigma^{3} / \varepsilon=0.756$ for $N=1728$ particles. The packing fractions $\eta$ and mole fractions $x_{2}$ in the coexisting liquid phases are labeled $l_{1}$ and $l_{2}$. See Table 6.2 for details.

|  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $T^{*}$ | $\eta_{l_{1}}$ | $\eta_{l_{2}}$ | $x_{2, l_{1}}$ | $x_{2, l_{2}}$ |
|  |  |  |  |  |
| 1.37 | $0.276 \pm 0.009$ | $0.271 \pm 0.007$ | $0.875 \pm 0.035$ | $0.139 \pm 0.028$ |
| 1.375 | $0.272 \pm 0.008$ | $0.273 \pm 0.009$ | $0.849 \pm 0.045$ | $0.146 \pm 0.048$ |
| 1.38 | $0.263 \pm 0.005$ | $0.265 \pm 0.006$ | $0.831 \pm 0.016$ | $0.146 \pm 0.021$ |
| 1.39 | $0.278 \pm 0.009$ | $0.272 \pm 0.006$ | $0.915 \pm 0.022$ | $0.111 \pm 0.017$ |
| 1.40 | $0.269 \pm 0.008$ | $0.271 \pm 0.008$ | $0.872 \pm 0.033$ | $0.119 \pm 0.033$ |
| 1.42 | $0.274 \pm 0.005$ | $0.275 \pm 0.006$ | $0.911 \pm 0.014$ | $0.093 \pm 0.014$ |
| 1.44 | $0.268 \pm 0.005$ | $0.270 \pm 0.007$ | $0.895 \pm 0.021$ | $0.097 \pm 0.021$ |
| 1.46 | $0.275 \pm 0.004$ | $0.276 \pm 0.005$ | $0.925 \pm 0.014$ | $0.071 \pm 0.013$ |
| 1.48 | $0.264 \pm 0.006$ | $0.262 \pm 0.005$ | $0.916 \pm 0.016$ | $0.093 \pm 0.014$ |
| 1.50 | $0.270 \pm 0.005$ | $0.262 \pm 0.004$ | $0.931 \pm 0.015$ | $0.092 \pm 0.014$ |
| 1.52 | $0.267 \pm 0.004$ | $0.267 \pm 0.004$ | $0.928 \pm 0.011$ | $0.073 \pm 0.011$ |
| 1.54 | $0.262 \pm 0.003$ | $0.260 \pm 0.004$ | $0.919 \pm 0.014$ | $0.090 \pm 0.016$ |
| 1.56 | $0.250 \pm 0.004$ | $0.248 \pm 0.004$ | $0.905 \pm 0.017$ | $0.103 \pm 0.018$ |
| 1.58 | $0.246 \pm 0.003$ | $0.241 \pm 0.003$ | $0.900 \pm 0.014$ | $0.123 \pm 0.014$ |
| 1.60 | $0.238 \pm 0.004$ | $0.235 \pm 0.004$ | $0.880 \pm 0.019$ | $0.133 \pm 0.019$ |
| 1.61 | $0.246 \pm 0.003$ | $0.241 \pm 0.003$ | $0.906 \pm 0.013$ | $0.120 \pm 0.014$ |
|  |  |  |  |  |

Table 6.4: Vapour-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=13$, at a reduced pressure of $P^{*}=$ $P \sigma^{3} / \varepsilon=1.08$ for $N=1000$ particles. See Table 6.2 for details.

| $T^{*}$ | $\eta_{v}$ | $\eta_{l}$ | $x_{2, v}$ | $x_{2, l}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 1.465 | $0.313 \pm 0.005$ | $0.284 \pm 0.006$ | $0.965 \pm 0.011$ | $0.573 \pm 0.016$ |
| 1.425 | $0.320 \pm 0.005$ | $0.291 \pm 0.006$ | $0.970 \pm 0.009$ | $0.564 \pm 0.015$ |
| 1.400 | $0.319 \pm 0.005$ | $0.290 \pm 0.007$ | $0.964 \pm 0.014$ | $0.570 \pm 0.023$ |
| 1.360 | $0.326 \pm 0.005$ | $0.303 \pm 0.005$ | $0.964 \pm 0.015$ | $0.581 \pm 0.019$ |
| 1.332 | $0.335 \pm 0.005$ | $0.307 \pm 0.006$ | $0.972 \pm 0.012$ | $0.589 \pm 0.019$ |
| 1.300 | $0.335 \pm 0.006$ | $0.313 \pm 0.008$ | $0.965 \pm 0.012$ | $0.589 \pm 0.016$ |
| 1.250 | $0.339 \pm 0.005$ | $0.318 \pm 0.005$ | $0.961 \pm 0.013$ | $0.620 \pm 0.013$ |
| 1.190 | $0.359 \pm 0.004$ | $0.343 \pm 0.005$ | $0.980 \pm 0.006$ | $0.587 \pm 0.009$ |

Table 6.5: Liquid-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=13$, at a reduced pressure of $P^{*}=$ $P \sigma^{3} / \varepsilon=1.08$ for $N=512$ particles. See Table 6.2 for details.

| $T^{*}$ | $\eta_{l_{1}}$ | $\eta_{l_{2}}$ | $x_{2, l_{1}}$ | $x_{2, l_{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.35 | $0.331 \pm 0.009$ | $0.325 \pm 0.008$ | $0.973 \pm 0.013$ | $0.038 \pm 0.017$ |
| 1.40 | $0.311 \pm 0.008$ | $0.326 \pm 0.008$ | $0.938 \pm 0.021$ | $0.022 \pm 0.011$ |
| 1.45 | $0.313 \pm 0.008$ | $0.312 \pm 0.008$ | $0.971 \pm 0.013$ | $0.033 \pm 0.012$ |
| 1.50 | $0.294 \pm 0.007$ | $0.307 \pm 0.009$ | $0.948 \pm 0.015$ | $0.026 \pm 0.013$ |
| 1.55 | $0.303 \pm 0.008$ | $0.295 \pm 0.008$ | $0.973 \pm 0.011$ | $0.045 \pm 0.015$ |
| 1.60 | $0.288 \pm 0.009$ | $0.285 \pm 0.009$ | $0.958 \pm 0.017$ | $0.047 \pm 0.018$ |
| 1.65 | $0.281 \pm 0.010$ | $0.272 \pm 0.011$ | $0.956 \pm 0.019$ | $0.065 \pm 0.030$ |
| 1.70 | $0.258 \pm 0.012$ | $0.269 \pm 0.008$ | $0.906 \pm 0.042$ | $0.054 \pm 0.018$ |
| 1.80 | $0.242 \pm 0.010$ | $0.242 \pm 0.009$ | $0.891 \pm 0.034$ | $0.114 \pm 0.033$ |
| 1.81 | $0.249 \pm 0.011$ | $0.238 \pm 0.008$ | $0.916 \pm 0.031$ | $0.135 \pm 0.030$ |
|  |  |  |  |  |

Table 6.6: Liquid-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=13$, at a reduced pressure of $P^{*}=$ $P \sigma^{3} / \varepsilon=1.08$ for $N=1728$ particles. See Table 6.2 for details.

| $T^{*}$ | $\eta_{1}$ | $\eta_{l_{2}}$ | $x_{2, l_{1}}$ | $x_{2, l_{2}}$ |
| ---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 1.50 | $0.298 \pm 0.011$ | $0.297 \pm 0.008$ | $0.959 \pm 0.015$ | $0.044 \pm 0.012$ |
| 1.75 | $0.257 \pm 0.004$ | $0.251 \pm 0.003$ | $0.926 \pm 0.012$ | $0.094 \pm 0.013$ |
| 1.83 | $0.242 \pm 0.004$ | $0.241 \pm 0.005$ | $0.885 \pm 0.016$ | $0.120 \pm 0.019$ |
| 1.835 | $0.243 \pm 0.005$ | $0.240 \pm 0.004$ | $0.889 \pm 0.019$ | $0.128 \pm 0.019$ |
| 1.84 | $0.238 \pm 0.005$ | $0.242 \pm 0.007$ | $0.862 \pm 0.024$ | $0.114 \pm 0.027$ |
| 1.845 | $0.239 \pm 0.005$ | $0.236 \pm 0.004$ | $0.881 \pm 0.019$ | $0.140 \pm 0.019$ |
| 1.85 | $0.233 \pm 0.005$ | $0.233 \pm 0.005$ | $0.853 \pm 0.029$ | $0.147 \pm 0.025$ |
| 1.855 | $0.231 \pm 0.003$ | $0.232 \pm 0.004$ | $0.840 \pm 0.024$ | $0.152 \pm 0.023$ |
| 1.86 | $0.233 \pm 0.005$ | $0.232 \pm 0.005$ | $0.851 \pm 0.023$ | $0.151 \pm 0.028$ |
|  |  |  |  |  |

Table 6.7: Liquid-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=14.5$, at a reduced pressure of $P^{*}=$ $P \sigma^{3} / \varepsilon=1.28$ for $N=1000$ particles. See Table 6.2 for details.

| $T^{*}$ | $\eta_{l_{1}}$ | $\eta_{l_{2}}$ | $x_{2, l_{1}}$ | $x_{2, l_{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.64 | $0.284 \pm 0.006$ | $0.279 \pm 0.006$ | $0.860 \pm 0.032$ | $0.177 \pm 0.031$ |
| 1.65 | $0.292 \pm 0.007$ | $0.285 \pm 0.007$ | $0.886 \pm 0.026$ | $0.176 \pm 0.036$ |
| 1.68 | $0.282 \pm 0.007$ | $0.277 \pm 0.006$ | $0.864 \pm 0.027$ | $0.166 \pm 0.025$ |
| 1.70 | $0.275 \pm 0.007$ | $0.273 \pm 0.007$ | $0.859 \pm 0.032$ | $0.152 \pm 0.031$ |
| 1.72 | $0.272 \pm 0.007$ | $0.274 \pm 0.010$ | $0.852 \pm 0.032$ | $0.131 \pm 0.041$ |
| 1.74 | $0.271 \pm 0.005$ | $0.267 \pm 0.005$ | $0.878 \pm 0.024$ | $0.150 \pm 0.024$ |
| 1.75 | $0.266 \pm 0.004$ | $0.266 \pm 0.004$ | $0.849 \pm 0.027$ | $0.154 \pm 0.027$ |
| 1.76 | $0.264 \pm 0.006$ | $0.261 \pm 0.005$ | $0.850 \pm 0.033$ | $0.170 \pm 0.029$ |
| 1.78 | $0.262 \pm 0.007$ | $0.257 \pm 0.006$ | $0.854 \pm 0.032$ | $0.193 \pm 0.030$ |
| 1.80 | $0.262 \pm 0.005$ | $0.260 \pm 0.004$ | $0.860 \pm 0.028$ | $0.154 \pm 0.029$ |
|  |  |  |  |  |

Table 6.8: Reduced energies per segment $E^{*}=E / \varepsilon$ and chemical potentials $\mu_{i}^{j}$ of component $i$ in subsystem $j$ obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=14.5$, at a reduced pressure of $P^{*}=P \sigma^{3} / \varepsilon=1.28$ for $N=1000$ particles. See Table 6.7 for details.

| $T^{*}$ | $E_{l_{1}}^{*}$ | $E_{l_{2}}^{*}$ | $\mu_{1}^{a}$ | $\mu_{2}^{a}$ | $\mu_{1}^{b}$ | $\mu_{2}^{b}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.64 | $-4.602 \pm 0.154$ | $-4.649 \pm 0.155$ | -0.869 | -0.833 | -0.867 | -0.850 |
| 1.65 | $-4.621 \pm 0.148$ | $-4.694 \pm 0.148$ | -0.759 | -0.741 | -0.753 | -0.759 |
| 1.68 | $-4.487 \pm 0.173$ | $-4.500 \pm 0.171$ | -0.793 | -0.759 | -0.781 | -0.770 |
| 1.70 | $-4.349 \pm 0.156$ | $-4.347 \pm 0.169$ | -0.811 | -0.787 | -0.827 | -0.803 |
| 1.72 | $-4.267 \pm 0.150$ | $-4.257 \pm 0.149$ | -0.761 | -0.771 | -0.774 | -0.800 |
| 1.74 | $-4.148 \pm 0.135$ | $-4.148 \pm 0.135$ | -0.793 | -0.764 | -0.783 | -0.759 |
| 1.75 | $-4.136 \pm 0.148$ | $-4.146 \pm 0.138$ | -0.787 | -0.783 | -0.770 | -0.770 |
| 1.76 | $-4.063 \pm 0.154$ | $-4.054 \pm 0.151$ | -0.799 | -0.795 | -0.798 | -0.797 |
| 1.78 | $-3.989 \pm 0.151$ | $-3.992 \pm 0.150$ | -0.779 | -0.761 | -0.774 | -0.764 |
| 1.80 | $-3.934 \pm 0.137$ | $-3.926 \pm 0.144$ | -0.713 | -0.718 | -0.718 | -0.729 |
|  |  |  |  |  |  |  |

Table 6.9: Liquid-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=14.5$, at a reduced pressure of $P^{*}=$ $P \sigma^{3} / \varepsilon=1.28$ for $N=1728$ particles. See Table 6.2 for details.

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $T^{*}$ | $\eta_{l_{1}}$ | $\eta_{l_{2}}$ | $x_{2, l_{1}}$ | $x_{2, l_{2}}$ |
|  |  |  |  |  |
| 1.58 | $0.289 \pm 0.004$ | $0.289 \pm 0.004$ | $0.810 \pm 0.021$ | $0.195 \pm 0.020$ |
| 1.59 | $0.289 \pm 0.004$ | $0.290 \pm 0.003$ | $0.814 \pm 0.033$ | $0.185 \pm 0.035$ |
| 1.60 | $0.291 \pm 0.003$ | $0.292 \pm 0.004$ | $0.835 \pm 0.026$ | $0.159 \pm 0.028$ |
| 1.61 | $0.292 \pm 0.003$ | $0.292 \pm 0.003$ | $0.860 \pm 0.017$ | $0.136 \pm 0.017$ |
| 1.62 | $0.289 \pm 0.004$ | $0.290 \pm 0.004$ | $0.862 \pm 0.020$ | $0.140 \pm 0.023$ |
| 1.63 | $0.290 \pm 0.005$ | $0.290 \pm 0.005$ | $0.864 \pm 0.022$ | $0.135 \pm 0.027$ |
| 1.81 | $0.254 \pm 0.004$ | $0.254 \pm 0.004$ | $0.827 \pm 0.029$ | $0.177 \pm 0.029$ |
| 1.82 | $0.256 \pm 0.003$ | $0.255 \pm 0.003$ | $0.833 \pm 0.028$ | $0.178 \pm 0.030$ |
| 1.83 | $0.254 \pm 0.003$ | $0.255 \pm 0.003$ | $0.816 \pm 0.021$ | $0.168 \pm 0.021$ |
| 1.84 | $0.254 \pm 0.003$ | $0.254 \pm 0.003$ | $0.824 \pm 0.020$ | $0.169 \pm 0.021$ |
| 1.85 | $0.251 \pm 0.004$ | $0.249 \pm 0.004$ | $0.813 \pm 0.029$ | $0.202 \pm 0.028$ |
| 1.86 | $0.247 \pm 0.005$ | $0.247 \pm 0.005$ | $0.796 \pm 0.038$ | $0.214 \pm 0.037$ |
|  |  |  |  |  |

Table 6.10: Reduced energies per segment $E^{*}=E / \varepsilon$ and chemical potentials $\mu_{i}^{j}$ of component $i$ in subsystem $j$ obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=14.5$, at a reduced pressure of $P^{*}=P \sigma^{3} / \varepsilon=1.28$ for $N=1000$ particles. See Table 6.9 for details.

| $T^{*}$ | $E_{l_{1}}^{*}$ | $E_{l_{2}}^{*}$ | $\mu_{1}^{a}$ | $\mu_{2}^{a}$ | $\mu_{1}^{b}$ | $\mu_{2}^{b}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Table 6.11: Liquid-liquid coexistence data obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=14.5$, at a reduced pressure of $P^{*}=$ $P \sigma^{3} / \varepsilon=1.48$ for $N=1728$ particles. See Table 6.2 for details.

|  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $T^{*}$ | $\eta_{l_{1}}$ | $\eta_{l_{2}}$ | $x_{2, l_{1}}$ | $x_{2, l_{2}}$ |
|  |  |  |  |  |
| 1.54 | $0.307 \pm 0.003$ | $0.305 \pm 0.003$ | $0.808 \pm 0.027$ | $0.206 \pm 0.025$ |
| 1.555 | $0.312 \pm 0.003$ | $0.310 \pm 0.003$ | $0.870 \pm 0.015$ | $0.143 \pm 0.015$ |
| 1.56 | $0.306 \pm 0.004$ | $0.305 \pm 0.004$ | $0.863 \pm 0.018$ | $0.145 \pm 0.019$ |
| 1.57 | $0.302 \pm 0.003$ | $0.303 \pm 0.004$ | $0.832 \pm 0.021$ | $0.169 \pm 0.019$ |
| 1.58 | $0.299 \pm 0.003$ | $0.300 \pm 0.004$ | $0.851 \pm 0.018$ | $0.146 \pm 0.017$ |
| 1.59 | $0.295 \pm 0.004$ | $0.295 \pm 0.004$ | $0.822 \pm 0.025$ | $0.177 \pm 0.026$ |
| 1.61 | $0.301 \pm 0.005$ | $0.300 \pm 0.004$ | $0.877 \pm 0.020$ | $0.136 \pm 0.020$ |
| 1.63 | $0.295 \pm 0.006$ | $0.295 \pm 0.006$ | $0.878 \pm 0.014$ | $0.124 \pm 0.015$ |
| 1.65 | $0.292 \pm 0.003$ | $0.294 \pm 0.003$ | $0.882 \pm 0.014$ | $0.110 \pm 0.014$ |
| 1.67 | $0.296 \pm 0.007$ | $0.292 \pm 0.005$ | $0.905 \pm 0.016$ | $0.125 \pm 0.015$ |
| 1.70 | $0.292 \pm 0.005$ | $0.289 \pm 0.004$ | $0.911 \pm 0.017$ | $0.122 \pm 0.017$ |
| 1.73 | $0.287 \pm 0.004$ | $0.282 \pm 0.003$ | $0.909 \pm 0.014$ | $0.113 \pm 0.015$ |
| 1.75 | $0.286 \pm 0.004$ | $0.284 \pm 0.004$ | $0.906 \pm 0.014$ | $0.108 \pm 0.016$ |
| 1.77 | $0.282 \pm 0.004$ | $0.279 \pm 0.003$ | $0.901 \pm 0.017$ | $0.119 \pm 0.016$ |
| 1.79 | $0.280 \pm 0.004$ | $0.280 \pm 0.004$ | $0.895 \pm 0.015$ | $0.103 \pm 0.014$ |
| 1.81 | $0.268 \pm 0.004$ | $0.268 \pm 0.004$ | $0.869 \pm 0.018$ | $0.129 \pm 0.019$ |
| 1.83 | $0.264 \pm 0.005$ | $0.265 \pm 0.004$ | $0.856 \pm 0.024$ | $0.137 \pm 0.023$ |
| 1.85 | $0.271 \pm 0.005$ | $0.265 \pm 0.004$ | $0.889 \pm 0.024$ | $0.146 \pm 0.020$ |
| 1.87 | $0.272 \pm 0.004$ | $0.268 \pm 0.004$ | $0.896 \pm 0.016$ | $0.131 \pm 0.016$ |
| 1.88 | $0.269 \pm 0.004$ | $0.264 \pm 0.004$ | $0.891 \pm 0.017$ | $0.145 \pm 0.019$ |
| 1.89 | $0.262 \pm 0.004$ | $0.258 \pm 0.003$ | $0.867 \pm 0.023$ | $0.163 \pm 0.021$ |
| 1.90 | $0.263 \pm 0.003$ | $0.261 \pm 0.003$ | $0.871 \pm 0.019$ | $0.141 \pm 0.020$ |
| 1.91 | $0.260 \pm 0.004$ | $0.259 \pm 0.004$ | $0.865 \pm 0.019$ | $0.145 \pm 0.019$ |
| 1.92 | $0.255 \pm 0.005$ | $0.252 \pm 0.003$ | $0.845 \pm 0.023$ | $0.187 \pm 0.022$ |
| 1.93 | $0.256 \pm 0.004$ | $0.254 \pm 0.004$ | $0.844 \pm 0.025$ | $0.172 \pm 0.022$ |
| 1.94 | $0.250 \pm 0.004$ | $0.249 \pm 0.004$ | $0.818 \pm 0.032$ | $0.193 \pm 0.030$ |
| 1.95 | $0.247 \pm 0.003$ | $0.248 \pm 0.003$ | $0.819 \pm 0.027$ | $0.206 \pm 0.026$ |
| 1.96 | $0.252 \pm 0.003$ | $0.251 \pm 0.004$ | $0.833 \pm 0.023$ | $0.173 \pm 0.024$ |
| 1.97 | $0.250 \pm 0.004$ | $0.248 \pm 0.004$ | $0.819 \pm 0.028$ | $0.202 \pm 0.028$ |
| 1.98 | $0.248 \pm 0.004$ | $0.246 \pm 0.004$ | $0.811 \pm 0.031$ | $0.210 \pm 0.030$ |
|  |  |  |  |  |
|  |  |  |  |  |

Table 6.12: Reduced energies per segment $E^{*}=E / \varepsilon$ and chemical potentials $\mu_{i}^{j}$ of component $i$ in subsystem $j$ obtained from NPT Gibbs ensemble Monte Carlo simulations for a mixture of square-well monomers with a single interaction site of reduced depth $\varepsilon_{a, b}^{*} / \varepsilon=14.5$, at a reduced pressure of $P^{*}=P \sigma^{3} / \varepsilon=1.28$ for $N=1000$ particles. See Table 6.11 for details.

|  | $T^{*}$ | $E_{l_{1}}^{*}$ | $E_{l_{2}}^{*}$ | $\mu_{1}^{a}$ | $\mu_{2}^{a}$ | $\mu_{1}^{b}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\mu_{2}^{b}$ |  |  |  |
|  |  |  |  |  |  |  |
| 1.54 | $-5.363 \pm 0.122$ | $-5.365 \pm 0.142$ | -0.715 | -0.810 | -0.736 | -0.800 |
| 1.555 | $-5.111 \pm 0.101$ | $-5.143 \pm 0.106$ | -0.835 | -0.654 | -0.721 | -0.649 |
| 1.56 | $-5.043 \pm 0.108$ | $-5.076 \pm 0.102$ | -0.799 | -0.758 | -0.801 | -0.750 |
| 1.57 | $-5.112 \pm 0.118$ | $-5.140 \pm 0.122$ | -0.806 | -0.783 | -0.765 | -0.718 |
| 1.58 | $-4.972 \pm 0.117$ | $-4.971 \pm 0.118$ | -0.803 | -0.805 | -0.787 | -0.813 |
| 1.59 | $-5.015 \pm 0.132$ | $-5.014 \pm 0.130$ | -0.821 | -0.794 | -0.830 | -0.819 |
| 1.61 | $-4.841 \pm 0.128$ | $-4.881 \pm 0.122$ | -0.679 | -0.695 | -0.710 | -0.705 |
| 1.63 | $-4.706 \pm 0.107$ | $-4.716 \pm 0.123$ | -0.751 | -0.737 | -0.721 | -0.763 |
| 1.65 | $-4.612 \pm 0.109$ | $-4.637 \pm 0.102$ | -0.721 | -0.734 | -0.694 | -0.704 |
| 1.67 | $-4.556 \pm 0.103$ | $-4.627 \pm 0.094$ | -0.668 | -0.611 | -0.672 | -0.607 |
| 1.70 | $-4.437 \pm 0.101$ | $-4.507 \pm 0.112$ | -0.621 | -0.599 | -0.624 | -0.594 |
| 1.73 | $-4.334 \pm 0.091$ | $-4.300 \pm 0.089$ | -0.675 | -0.609 | -0.633 | -0.631 |
| 1.75 | $-4.297 \pm 0.091$ | $-4.306 \pm 0.101$ | -0.556 | -0.556 | -0.568 | -0.555 |
| 1.77 | $-4.216 \pm 0.101$ | $-4.223 \pm 0.101$ | -0.610 | -0.561 | -0.581 | -0.571 |
| 1.79 | $-4.166 \pm 0.094$ | $-4.156 \pm 0.120$ | -0.595 | -0.548 | -0.550 | -0.559 |
| 1.81 | $-3.989 \pm 0.101$ | $-3.987 \pm 0.106$ | -0.623 | -0.634 | -0.628 | -0.610 |
| 1.83 | $-3.918 \pm 0.097$ | $-3.929 \pm 0.104$ | -0.635 | -0.618 | -0.610 | -0.640 |
| 1.85 | $-3.953 \pm 0.109$ | $-3.870 \pm 0.107$ | -0.560 | -0.536 | -0.578 | -0.545 |
| 1.87 | $-3.925 \pm 0.105$ | $-3.898 \pm 0.100$ | -0.481 | -0.470 | -0.481 | -0.450 |
| 1.88 | $-3.854 \pm 0.096$ | $-3.825 \pm 0.109$ | -0.496 | -0.488 | -0.505 | -0.474 |
| 1.89 | $-3.774 \pm 0.099$ | $-3.731 \pm 0.107$ | -0.531 | -0.528 | -0.559 | -0.533 |
| 1.90 | $-3.743 \pm 0.093$ | $-3.729 \pm 0.102$ | -0.519 | -0.508 | -0.512 | -0.518 |
| 1.91 | $-3.693 \pm 0.102$ | $-3.684 \pm 0.109$ | -0.525 | -0.516 | -0.522 | -0.502 |
| 1.92 | $-3.613 \pm 0.110$ | $-3.574 \pm 0.103$ | -0.565 | -0.548 | -0.550 | -0.556 |
| 1.93 | $-3.622 \pm 0.104$ | $-3.563 \pm 0.104$ | -0.513 | -0.513 | -0.531 | -0.507 |
| 1.94 | $-3.509 \pm 0.120$ | $-3.484 \pm 0.104$ | -0.545 | -0.545 | -0.541 | -0.544 |
| 1.95 | $-3.410 \pm 0.098$ | $-3.393 \pm 0.100$ | -0.565 | -0.563 | -0.560 | -0.573 |
| 1.96 | $-3.467 \pm 0.093$ | $-3.476 \pm 0.112$ | -0.494 | -0.510 | -0.490 | -0.489 |
| 1.97 | $-3.467 \pm 0.104$ | $-3.424 \pm 0.101$ | -0.483 | -0.492 | -0.497 | -0.483 |
| 1.98 | $-3.397 \pm 0.109$ | $-3.366 \pm 0.117$ | -0.504 | -0.491 | -0.496 | -0.499 |
|  |  |  |  |  |  |  |

it is important to understand the differences between the coexistence and critical regions before such an analysis can be performed. In this section we give a detailed description of the nature of the critical region in fluids. Two procedures which can be used to obtain accurate estimates for the critical parameters of model systems using computer simulation are discused in subsequent sections.

It is known from statistical mechanics that a true phase transition, that is, a singularity in the free energy of a system, can only occur in the thermodynamic limit $L \rightarrow \infty$, where $L$ is the linear system size [67]. The free energy surface of a finite-sized system is regular, it has no singularities. Hence a phase transition in a finite system is smeared or rounded over a particular temperature region, the centre of which corresponds to the critical temperature of the finite system, $T_{c}(N)$. This temperature is shifted from the critical temperature of the infinite system, $T_{c}(\infty)$. Various critical exponents such as $\lambda$, the shift exponent and $\theta$, the rounding exponent, control the dependence of the critical region on the system size $N$, whilst other exponents control the the size dependence of critical properties. In finite fluid systems the order parameter $\Delta x$, which can be given in terms of either density or composition, is defined

$$
\begin{equation*}
\Delta x=x_{p h a s e 1}-x_{p h a s e 2} \tag{6.19}
\end{equation*}
$$

In the infinite system limit $\Delta x$ vanishes at the critical point, but for finite system it obeys the scaling relationship [68]

$$
\begin{equation*}
<|\Delta x|>T_{c}, L \sim L^{-\beta / \nu}, \tag{6.20}
\end{equation*}
$$

which is controlled by the critical exponents $\beta$ and $\nu$. Finite-size effects are important in experimental systems, which are homogeneous only for finite-sized regions, and in computer simulation studies, where small system sizes are used to obtain the thermodynamic properties of model systems.

In order to understand the nature of the critical region, we must introduce the correlation length $\zeta_{a}$ of a specific property $a$. This property $a$ is a well defined function of the positions $\mathbf{r}_{i}$ and the momenta $p_{i}$ of all the $i$ particles, such as an energy per particle, and is intensive, that is, does not scale with system size. This correlation length is characteristic of the critical point and is defined [69]

$$
\begin{equation*}
\zeta_{a}=\int_{0}^{\infty} d r \frac{\langle\partial a(0) \partial a(r)\rangle}{\left\langle\partial a^{2}\right\rangle} \tag{6.21}
\end{equation*}
$$

where $<\partial a(0) \partial a(r)>$ is the spatial correlation function of the property $a$. This correlation function becomes $\left\langle\partial a^{2}\right\rangle$ for an infinitesimally small system, i.e. $r=0$. As $r$ increases to infinity the correlation function decays to zero since
$<\partial a(0)>$ and $<\partial a(r)>$ become uncorrelated, so that $<\partial a(0) \partial a(r)>\rightarrow<$ $\partial a(0)><\partial a(r)\rangle$. A way from the critical point the correlation length $\zeta_{a}$ is small (only a few molecular units in magnitude). In order to ensure good statistical sampling, the simulation box size $L$ should be larger than $\zeta_{a}$ for all $a$ properties studied in the simulation. The continuous nature of the phase transition which occurs in fluids can be characterised by the divergence of the correlation length and by the increase of the order parameter to macroscopic dimensions. This divergence can be used as a means of signaling the approach to criticality of a specific fluid system. In the vicinity of the critical point the correlation length may hence exceed the simulation box length, resulting in a shift and a rounding of the singularities and the discontinuities which characterise critical behaviour in the thermodynamic limit [70, 69], which in turn lead to finite-size effects. The shift in the phase transition caused by finite-sized simulation cells is a result of the correlation length $\zeta_{a}$ only having to reach a value of $L$ in finite systems, to reach critical behaviour, rather than its divergent value in infinite systems. The rounding of the phase transition is caused by the partition function of a finite system being analytic, whereas in the limit $L \rightarrow \infty$ it has the singularities which lead to discontinuous or divergent properties [69].

The increase of the correlation length beyond the linear dimensions of the simulation box, leads to the critical point of a finite sized system $T_{c}(N)$ usually being an overestimation of the infinite volume critical point $T_{c}(\infty)$. The difference between $T_{c}(N)$ and $T_{c}(\infty)$ as $N \rightarrow \infty$ is given by [68]

$$
\begin{equation*}
T_{c}(N)-T_{c}(\infty) \propto N^{1 / d \nu} \tag{6.22}
\end{equation*}
$$

where $d$ is the spatial dimensionality of the system and $\nu$ is the correlation length critical exponent.

Much theoretical interest lies in the accurate determination of the infinite systemsize critical point, as a result of the universal nature of fluids precisely at that temperature. The most important of the theoretical studies in this area are finitesize scaling (FSS) techniques [67]. Such techniques have been developed in order to give an understanding of the relationship between properties obtained for finite systems and their counterparts in the thermodynamic limit of $L \rightarrow \infty$. Before presenting the details of such methods we examine the finite-size dependence of simulations performed in the Gibbs ensemble. We also illustrate how the GEMC simulation data for the closed-loop coexistence regions presented in the previous section can be extrapolated to give initial estimates for the critical parameters of the system. The results obtained are subsequently compared with equivalent results obtained using FSS methods.

### 6.6 Finite-size effects in the Gibbs ensemble

The large density fluctuations which appear as the critical point is approached prevent the direct study of the critical region using conventional simulation techniques. Hence, simulations performed in standard ensembles such as the canonical or the isothermal-isobaric ensembles, give estimates for the critical point of a particular system which are an overestimate of the infinite system critical temperature, $T_{c}(\infty)$. Conversely, for the Gibbs ensemble it was initially proposed, via a study of the surface contributions to the free energy in Ref. [71] that values for the critical point could be obtained which would slightly underestimate $T_{c}(\infty)$. The work of Ref. [71] illustrates that close to but below $T_{c}(N)$ no coexistence is observed in the Gibbs ensemble. At temperatures well below $T_{c}(N)$ the densities of the individual phases in the Gibbs ensemble are obtained by sampling the individual subsystem densities at regular intervals. Closer to $T_{c}(N)$, the subsystems may continuously change identity from being rich in one of the coexisting densities (or compositions) to the other. Hence, in order to obtain an estimate for the density in one of the two phases it is necessary to construct a probability distribution for the observed order parameter in a particular subsystem, which samples the density in both subsystems. This distribution function is not affected when the identity of the subsystems is interchanged. At low temperatures the surface tension of the system is high so that the two phases present will not tend to coexist within the same subsystem. This results in a density distribution function for the overall system which has two sharp peaks, representing each of the coexisting phases. As the temperature of the system increases, the surface tension decreases and becomes similar in magnitude to the enthalpy of formation of the interface [72]. This leads to the formation of a third peak on the density distribution function which exists at a density corresponding to the average overall density of the system. A further increase in temperature leads to the dominance of the entropic contribution, so that the central, average density, peak becomes more pronounced. This leads to the disappearance of the two individual phase density peaks in the probability distribution at temperatures close to, but below $T_{c}(N)$. The system hence appears to have undergone a phase transition at a temperature below the critical temperature of the finite system. These theoretical findings are confirmed by simulation studies of the Lennard-Jones fluid [71]. However, the study of finite-size effects in the Gibbs ensemble reported in Ref. [68] indicate that no such third central peak is observed in the probability distribution function for the 2D lattice gas model. In this case, the double peaked structure of the probability distribution function merges directly into a single peak at the average system density as the temperature of the system approaches $T_{c}(N)$. It is shown in Ref. [68] that for any model system, providing that the linear size of the simulation cell, $L$, is greater than the correlation function of the density fluctuations $\zeta_{a}$, the height of the third peak, if
it occurs, is exponentially smaller than the height of the two peaks corresponding to the coexisting phases. Additionally, they indicate that in order to study the density probability distribution function close to the critical temperature, when $L \leq \zeta_{a}$, the finite-size rounding of the interfacial free energy must be accounted for, a fact which was ignored in the analysis of [71]. It is also important to note that finite-size effects in lattice models are significantly greater than those observed for continuum models, such as the Lennard-Jones fluid, hence they may be more difficult to detect in the latter [72].

Numerous studies of the finite-size dependence of the Gibbs ensemble exist which report small or negligible finite-size effects; examples include studies of threedimensional systems interacting via the square-well potential [73,54] and [74] and via the Lennard-Jones potential [62, 71]. Two studies which are a source of particular interest in this area are the examination of the lattice gas model in 2-D presented in Ref. [68] and that of the symmetrical square-well mixture with no association sites given in Ref. [53]. In the work of Ref. [68] a critical temperature for a finite system of a $10 \times 10$ lattice is reported which is $20 \%$ greater then the known infinite system critical temperature. However, the simulations reported in Ref. [68] are performed in the so-called 'restricted' Gibbs ensemble, where no volume exchanges between the two subsystems occur, and the authors concede that use of the 'restricted' Gibbs ensemble for simulation of real fluids could lead to "a behaviour rather different from the full Gibbs ensemble". Large finite size effects for both the two- and the three-dimensional systems are also reported for the square-well mixture in Ref. [53]. In this case simulations are performed in the 'restricted' Gibbs ensemble at constant $N V T$, so that the density of the system remains constant. The estimated critical temperatures of the finite systems studied are all significantly greater than the estimated infinite-volume critical temperature for the square-well system, even for systems of greater than $N=1000$ particles. It is noted in Ref. [54] that the suppression of volume changes (allowed due to the system's symmetry) in the version of the Gibbs ensemble used in the work of Ref. [53] is responsible for this large finite size effect. Since the simulations are performed at constant density, the additional constraint of not performing any volume changes leads to the suppression of both the density and volume fluctuations in the work of Ref. [53]. Such fluctuations are known to influence the properties of a system as the critical point is approached. By means of illustrating that the lack of volume change steps does not affect the results of Ref. [53], a system of $N=3200$ particles in 2-D is simulated in the 'full' Gibbs ensemble and no significant difference is observed between the results and those obtained when no volume changes are performed. This is not surprising due to the large system size studied, the difference between the two sets of results is expected to increase as the system size decreases [54]. A similar system size dependence is observed in the canonical
( $N V T$ ) ensemble where the system volume is kept constant, lending further evidence to support the idea that the absence of volume fluctuations in simulations performed at constant density, leads to a large finite size effect. Other results in Ref. [53], for the pure Lennard-Jones fluid in 3-D, where simulations are performed in the 'full' Gibbs ensemble (where volume changes are performed), show little or no system size dependence, which is in agreement with the studies of Refs. [62] and [71]. However, a recent study [74] indicates that the system-size effect observed in Ref. [53] is merely a result of the means by which the equilibrium compositions are defined. This point will be disussed in greater detail later.

Generally, finite size effects in the Gibbs ensemble are considered to be negligible in regions away from the critical point, so that simulation data from these regions can be used as experimental data and lead to an estimate of $T_{c}(N)$ via extrapolation of a Wegner expansion which includes scaling corrections. This method has been used successfully to predict the critical parameters of the pure Lennard-Jones fluid [75], the pure square-well fluid [73], and also for the square-well mixture of Ref. [54]. Before such a fitting can be performed it is necessary to identify to which universality class [76] the phase transitions occurring at the UCST and the LCST belong in the symmetrical associating mixture of interest here. As the critical point is approached the critical exponent $\beta$ is defined in terms of the critical temperature of the finite system as, [77]

$$
\begin{equation*}
\Delta x(N)=B_{0}(N)\left|1-\frac{T}{T_{c}(N)}\right|^{\beta} \tag{6.23}
\end{equation*}
$$

Here, $B_{0}(N)$ is the leading amplitude term. We assume that the phase transitions occurring at the LCST and at the UCST both belong to the Ising universality class, so that the critical exponent takes the universal value of $\beta=0.325$ in both cases. The coexistence curve thus has a cubic form in the critical region. Providing that the correlation length $\zeta_{n}$ remains less than the linear box length $L$, the value of $\beta=0.325$ can be assumed to be valid over the entire duration of the simulation. The cross-over of the value of the critical exponent from universal to mean-field, where $\beta=0.5$, only occurs when the correlation length becomes greater than $L$ [68]. A value of $\beta=0.5$ results in a quadratic coexistence curve close to the critical point.This type of behaviour has been observed in Gibbs ensemble simulation studies of a 2-D lattice gas [68] and in a 2-D square-well mixture [53]. A plot of the square of the order parameter $\Delta x^{2}$ with temperature in this case, is linear, whereas in the case where $\beta=0.325$, a plot of $\Delta x^{3}$ with temperature is linear. Simulation studies of the the square-well fluid in 3-D [53] and [74], show no sign of this cross-over behaviour. This can be explained by considering the relationship between the dimensionality of the system and the temperature dependence of the
correlation length,

$$
\begin{equation*}
\zeta_{a} \propto\left|1-\frac{T}{T_{c}(N)}\right|^{-\nu} \tag{6.24}
\end{equation*}
$$

The exponent $\nu$ takes a value of unity in 2-D and of 0.63 in 3-D, so that the correlation length grows more rapidly with temperature as $T \rightarrow T_{c}(N)$ in two dimensions than in three [78]. Hence the cross-over from universal to classical (mean-field) exponents occurs further away from $T_{c}(N)$ in 2-D than in 3-D, making it more easily observed in simulations of 2-D systems. It is generally agreed that this type of cross-over behaviour cannot be observed in 3-D systems using regular simulation techniques [79]. The other critical exponents can hence also be attributed their universal values, $\alpha=0.11$ for the heat capacity, $\gamma=1.24$ for the compressibility on the critical isochore, and $\delta=4.8$ for the critical isotherm [80]. Away from the critical region the power law of Eq. (6.23) fails to accurately describe the shape of the coexistence curve. It is hence necessary to include corrections to the renormalisation group (RG) based scaling laws in order to obtain more accurate results. Such corrections can be written as an expansion in $t=1-T / T_{c}(N)$ [80], in a so-called Wegner expansion [81]

$$
\begin{equation*}
\left|x_{1}-x_{2}\right|=B_{0}|t|^{\beta}+B_{1}|t|^{\beta+\Delta_{1}}+B_{2}|t|^{\beta+2 \Delta_{1}}+\ldots \tag{6.25}
\end{equation*}
$$

where $\Delta_{1}$ is a RG gap exponent, equal to 0.5 in the case studied here, and the $B_{i}$ terms are the correction amplitudes. This expansion leads to the estimation of the critical temperature whilst assuming a universal value for the critical exponent. A similar expansion can be written for the diameter of the coexistence curve [80]

$$
\begin{equation*}
\frac{\left(x_{1}+x_{2}\right)}{2}=\zeta_{c}+C_{1}|t|^{\psi}+C_{2}|t|+C_{3}|t|^{\psi+\Delta_{1}}+\ldots \tag{6.26}
\end{equation*}
$$

where $\zeta_{c}$ is the critical composition, the $C_{i}$ terms are the coefficients of the expansion, and $\psi$ is an exponent which characterises the anomaly in the diameter of the curve. These two expansions can be combined to give one expression for the coexisting compositions

$$
\begin{align*}
x_{ \pm}=x_{c} & +C_{1}|t|^{\psi}+C_{2}|t|+C_{3}|t|^{\beta+\Delta_{1}}+\ldots \\
& \pm \frac{1}{2}\left(B_{0}|t|^{\beta}+B_{1}|t|^{\beta+\Delta_{1}}+B_{2}|t|^{\beta+2 \Delta_{1}}+\ldots\right) \tag{6.27}
\end{align*}
$$

where $x_{-}$and $x_{+}$represent the smaller and larger coexistence compositions, respectively. Similar expressions can be written in terms of the coexistence densities.

For the symmetrical square-well mixture studied here this expression can be simplified due to the symmetry of the system. The critical composition is known to be equal to 0.5 , and the non-linear $C_{i}$ coefficients can be disregarded, since the diameter is symmetrical about 0.5 . Additionally, only the first correction to scaling
term $B_{1}$ is required in order to give an adequate description of the liquid-liquid coexistence region. Hence the expression for the compositions of the coexisting phases becomes

$$
\begin{equation*}
x_{ \pm}=0.5+C_{2}|t| \pm \frac{1}{2}\left(B_{0}|t|^{\beta}+B_{1}|t|^{\beta+\Delta_{1}}\right) \tag{6.28}
\end{equation*}
$$

Assuming values of $\beta=0.325$ and $\Delta_{1}=0.5$ the above equation can be fitted to the simulation data using a standard least-squares procedure [82] to give estimates of the critical temperature. Since the coexistence curves obtained by GEMC simulation in Figs. 6.11 and 6.14 have two critical points it is possible to use two such power laws, one to estimate the UCST, and one to estimate the LCST. These two expressions can be combined to give a complete description of the region of closed-loop immiscibility. A hyperbolic tangent function of the form:

$$
\begin{equation*}
\tanh (x)=\frac{\exp (x)-\exp (-x)}{\exp (x)+\exp (-x)} \tag{6.29}
\end{equation*}
$$

is used as a switching function between the expression for the UCST and that for the LCST. Hence, only the expansion fitted to data close to the UCST is used above a certain temperature $T_{\text {switch }}$, and the expansion fitted to data close to the LCST is used at temperatures below this point. The compositions of the coexisting liquid phases in the closed-loop region are obtained as

$$
\begin{equation*}
x_{ \pm}^{\text {loop }}=F(T) x_{ \pm}^{U C S T}+(1-F(T)) x_{ \pm}^{L C S T} \tag{6.30}
\end{equation*}
$$

where $F(T)$ is given by

$$
\begin{equation*}
F(T)=\frac{1}{2}+\frac{1}{2} \tanh (y) \tag{6.31}
\end{equation*}
$$

with

$$
\begin{equation*}
y=\frac{T-T_{s w i t c h}}{2 \lambda_{f i x}} \tag{6.32}
\end{equation*}
$$

The parameter $\lambda_{f i x}$ controls the steepness of the tanh function. In order to describe the coexistence curves in Figs. 6.11 and 6.14 we assume $\lambda_{f i x}=0.1$. This procedure is seen to provide an excellent description of the shape of the closed-loop of immiscibility at the two pressures in question (see Figs. 6.11 and 6.14). The estimated critical temperatures, together with the values of the coefficients $B_{0}, B_{1}$ and $C_{2}$ are given in Table 6.13 for the temperature-composition slice at a reduced pressure of $P^{*}=1.28$ and in Table 6.14 for a pressure of $P^{*}=1.48$.

As with all ensembles, data obtained in close proximity to the critical point has to be treated with care, especially in systems of low dimensionality. This is due to the cross-over from universal to mean-field critical exponents which occurs as the critical temperature is approached. However, the selection of data which can be considered far enough away from the critical region to be included in the ex-

Table 6.13: Estimated critical constants for the symmetrical square-well mixture with $\lambda=1.5$ with a single bonding site of reduced energy $\varepsilon_{a, b}^{*}=14.5$ at a reduced pressure of $P^{*}=1.28$. The errors represent the maximum possible error which is estimated from the reported errors in the compositions obtained from the simulation data.

|  | UCST | LCST |
| :---: | :---: | :---: |
|  |  |  |
| $T_{c}^{*}(N)$ | $1.915 \pm 0.689$ | $1.557 \pm 0.009$ |
| $B_{0}$ | $2.32 \pm 1.85$ | $3.00 \pm 0.21$ |
| $B_{1}$ | $-2.61 \pm 3.20$ | $-4.94 \pm 0.54$ |
| $C_{2}$ | $0.067 \pm 0.095$ | $0.17 \pm 0.42$ |

Table 6.14: Estimated critical constants for the symmetrical square-well mixture with $\lambda=1.5$ with a single bonding site of reduced energy $\varepsilon_{a, b}^{*}=14.5$ at a reduced pressure of $P^{*}=1.48$. The errors represent the maximum possible error which is estimated from the reported errors in the compositions obtained from the simulation data.

|  | UCST | LCST |
| :---: | :---: | :---: |
| $T_{c}^{*}(N)$ |  | $1.466 \pm 0.239$ |
| $B_{0}$ | $2.01 \pm 2.27$ | $2.03 \pm 0.89$ |
| $B_{1}$ | $-1.45 \pm 3.01$ | $-1.51 \pm 1.12$ |
| $C_{2}$ | $0.078 \pm 0.056$ | $0.051 \pm 0.038$ |

trapolation is an arbitrary process. An alternative and more rigorous route to the estimation of critical point parameters is via finite-size scaling methods.

### 6.7 Finite-size scaling theory

It is well-known that finite-size effects can lead to serious errors in computer simulation estimates of critical point parameters, and FSS techniques have been developed in order to overcome such problems [67]. Application of these techniques to finite systems which are close to criticality, allow the infinite system-size quantities to be estimated accurately. The basic FSS hypothesis states that for sufficiently large values of the correlation length $\zeta_{a}$ and of the linear simulation cell $L$, the coarse-grained properties of a specific system close to criticality are universal [76] and only depend on the length scale $L$ and on the appropriate scaling fields. These fields measure deviations from criticality [81] and are quantities which are specific to each universality class. Exactly at the critical point the probability distribution functions of certain observable quantities such as the density or composition, do not vary with system size: they are said to be scale invariant [83]-[85]. Another feature of these critical distribution functions, which is central to the FSS analysis, is that they are all identical for systems which belong to the same universality class, that is, they are universal functions. These concepts of scale invariance and universality provide the basis of the way in which FSS methods are used to estimate the infinite volume critical parameters of specific, finite, systems.

It is well known experimentally [86]-[80], theoretically [88, 89], and from computer simulation studies [90], that simple fluids belong to the Ising universality class. This enables the matching of the (easily measured) critical distribution function for the Ising model with those oltained from simulation studies of fluid systems, due to their universal equivalence. This matching allows the infinite system size critical properties for fluid systems to be estimated.

Here, we will only give a brief outline of the FSS analysis method; more details can be found in Ref. [91] (see also Ref. [92] for a review). For the Ising universality class, the critical point is characterised by two scaling fields: $\tau$ the thermal scaling field, and $h$ the ordering scaling field. For systems which posses the so-called particle-hole symmetry, such as the Ising magnet, $\tau$ is the reduced temperature and $h$ is the reduced magnetic field [67]. Fluid systems have a reduced symmetry with respect to the Ising model, so that the scaling fields $\tau$ and $h$ take a different form [93]; they consist of linear combinations of the potential well-depth $\omega$ and of
the chemical potential $\mu$ [91]:

$$
\begin{equation*}
\tau=\omega_{c}-\omega+s\left(\mu-\mu_{c}\right), \quad h=\mu-\mu_{c}+r\left(\omega_{c}-\omega\right) \tag{6.33}
\end{equation*}
$$

where $s$ and $r$ are system specific quantities which control the degree of field mixing. In the case of the Ising model, $s=0$ and $r=0$. This field mixing does not affect the universal properties of fluids, it only has an observable effect on non-universal properties close to criticality. The most familiar effect of field mixing is that of the failure of the law of rectilinear diameters due to the weak, energy-like singularity in the coexistence diameters at criticality [94]. Conjugate to the the scaling fields $\tau$ and $h$ there are two scaling operators $\mathcal{E}$ and $\mathcal{M}$ [91], which are linear combinations of the particle density $\rho$ and the energy density $u$,

$$
\begin{equation*}
\mathcal{M}=\frac{1}{1-s r}[\rho-s u], \quad \mathcal{E}=\frac{1}{1-s r}[u-r \rho] . \tag{6.34}
\end{equation*}
$$

$\mathcal{M}$ is the ordering operator (conjugate to $h$ ) and $\mathcal{E}$ is the energy-like operator (conjugate to $\tau$ ). For the Ising model $\mathcal{M}$ is simply the magnetisation and $\mathcal{E}$ is the energy density. The symmetry of the square-well system studied here leads to the simplification of these scaling expressions. The fact that the critical composition of this system is fixed at $x_{c}=0.5$ together with the symmetrical nature of the square-well interactions between species, leads to the absence of field mixing, between the thermal and ordering scaling fields $\tau$ and $h$ in Eq. (6.33). Hence, the field mixing parameters $s$ and $r$ are zero, and we are effectively examining the critical behaviour of a system which had an equivalent symmetry to that of the Ising magnet. In this case, the ordering operator $\mathcal{M}$ is equal to the density (or composition) of the individual species, and the energy-like operator $\mathcal{E}$ is equal to the energy density. Hence, a study of the distribution of the order parameter for this system is equivalent to a study of the distribution function of the Ising magnet, which is considered to be a hallmark of this universality class.

Finite-size scaling methods [91] which are based on the renormalisation group theories [83], predict that the concentration distribution of the symmetrical squarewell system of linear dimensions $L$ exactly at criticality scales with system size as

$$
\begin{equation*}
\Gamma_{L}(m) \approx a_{m}^{-1} L^{\beta / \nu} \tilde{P}_{m}\left(L^{\beta / \nu} a_{m}^{-1} \delta m\right) \tag{6.35}
\end{equation*}
$$

where $m=x-x_{c}$ and $\delta m=m-m_{c} . a_{m}$ is a non-universal scale factor which can be assigned a specific value in order to ensure the universality of $\tilde{P}_{m}(y)$, which is a universal function of the scaling variable $y=L^{\beta / \nu} a_{m}^{-1} \delta m$. Performing simulations close to the critical points of the symmetrical square-well mixture at a series of different system sizes should therefore result in universal concentration distributions at two specific temperatures; corresponding to the UCST and the LCST of
the infinite system. The observation of these size-independent distributions enable the accurate estimation of infinite system critical temperatures for this system. An initial estimate for $T_{c}(\infty)$ is obtained from the linear relationship between the critical temperature of the finite system $T_{c}(N)$ and the system size $N$ given in Eq. (6.22). This relies on the prior estimation of critical temperatures for a series of finite-size systems. This is achieved using the relationship given in Eq. (6.23). Such results rely on the successful simulation of the system in regions close enough to the critical point so that Eq. (6.23) is valid. This in turn relies on the choice of a suitable ensemble.

The majority of FSS studies have been implemented in the grand canonical (GC) ensemble with $\mu V T$ fixed. The main advantage of this ensemble over other common ensembles is that it allows the total number of particles to fluctuate during the simulation, via particle insertion steps. This allows the fluctuation in the order parameter (density or composition) to be observed over the full length scale of the system itself, hence minimising corrections to scaling. FSS ideas have also been applied to systems in the canonical ensemble NVT fixed [95, 96]. In this case the simulation box is divided into sub-sections of length $l$, within which the density is allowed to fluctuate. Use of FSS techniques in the canonical ensemble has been found to be less successful than those in the GC ensemble, which is partly due to the introduction of an additional length scale $l$ into the FSS analysis. The magnitude of this length has to be significantly larger than the individual particle diameter $\sigma$, and significantly smaller than the total simulation box length $L$. This leads to the situation where prohibitively large simulations are necessary in order to obtain satisfactory results [92]. A study of the FSS properties of the LennardJones fluid at constant pressure $P$, within the isothermal-isobaric ( $N P T$ fixed) ensemble has also been reported [97]. Here, the number of particles is fixed, as in the canonical ensemble, but the overall density is allowed to fluctuate by means of volume changes of the simulation box. This leads to complications for the application of FSS ideas since these are based on the concept of comparing the correlation length of fluctuations with the linear dimensions ( $L$ ) of the simulation box. In the $N P T$ ensemble $L$ is varied during the simulation, however, it has been shown that the critical scaling distribution functions in the $N P T$ ensemble are equivalent to those in the GC ensemble [97]. This equivalence can be rationalised by considering that either ensemble only has one extensive variable, $N$ in the grand canonical ensemble and $V$ in the isothermal-isobaric ensemble. Other statistical ensembles, such as the microcanonical ( $N V E$ fixed) or the canonical, have different characteristic scaling functions, which are in turn different to those in the GC ensemble, since they have two extensive variables; $N$ and $V$. However, use of the $N P T$ ensemble is not preferred over the GC ensemble, since in the NPT ensemble, the correlation time (the time equivalent of the correlation length) is much longer,
hence making it less efficient. One advantage of the $N P T$ ensemble over the $\mu V T$ ensemble, is that no particle insertions have to be performed, so that the NPT ensemble is favoured in simulations of high density systems.

No method currently exists to implement FSS methods within the Gibbs ensemble, which is mainly due to the fact that the two subsystems in the Gibbs ensemble both undergo volume fluctuations during the simulation, so that there is no length scale which remains constant over the whole course of the simulation. It is only in simulations of symmetrical fluid systems (such as the square-well system studied here) or the Ising lattice gas [98], where volume fluctuations can be excluded due to symmetry, that accurate results can be obtained via a full FSS analysis in the Gibbs ensemble [92]. Use of the Cibbs ensemble to provide estimates of the critical point and its associated phenomena is hence currently restricted to extrapolation of data obtained well away from the critical region itself.

The semigrand canonical ensemble (SGC) [99, 100], described in Chapter 3, is an ensemble which can be used to obtain data which can be analysed using FSS methods. The total number of particles $N$ is kept constant, but the concentration of the individual species is permitted to fluctuate by enforcing that the difference in chemical potentials $\Delta \mu=\mu_{1}-\mu_{2}$ is kept constant, together with the variables $N V T$. The symmetrical square-well mixture with no interaction sites has has recently been examined using FSS ideas in the SGC ensemble [74]. As a result of the symmetry of this binary mixture, the SGC ensemble can be used to simulate two-phase coexistence in a single simulation but by performing the simulation in a single subsystem. Additionally, as mentioned previously, the symmetry of the system results in the simplification of the complex FSS expressions involved in the description of the critical behaviour of the mixture. The combination of a single box simulation and particle identity changes, lead to the efficiency of simulations in the SGC ensemble being much higher than that of simulations performed in either the Gibbs or the GC ensembles. This is advantageous since a full FSS analysis for a specific model system is very time consuming, for example, in the FSS study of Ref. [91] the simulations are performed on 4096 distributed array processors (DAPS) for runs up to $2 \times 10^{6}$ Monte Carlo cycles.

### 6.8 Semigrand canonical ensemble simulation results

The binary mixture of square-well molecules with one off-centre bonding site is examined by simulations performed in the semigrand canonical ensemble at constant $\Delta \mu N V T$, where a simulation cycle consists of $N$ trial displacements and
a fixed number of trial particle identity changes, following the acceptance rules given Chapter 3. Displacements are performed in such a way to give a $30 \%$ to $40 \%$ acceptance rate, and the number of identity changes is controlled so that between $1 \%$ and $3 \%$ of the particles are given a new identity. A smaller number of identity changes are required as the critical point of the system is approached. The strength of the site-site interaction energy is fixed at $\varepsilon_{a, b}^{*}=14.5$ and simulations are performed at a constant packing fraction of $\eta=0.287$ and $\eta=0.247$, which correspond to the packing fractions of the UCST and the LCST, respectively, of the $P^{*}=1.28$ closed-loop GEMC simulations reported in the previous section (cf. Fig 6.11). Simulations are performed for systems with $N=108,256$ and 864 particles, for a range of temperatures at both densities.

For the symmetrical square-well mixture it is possible to guarantee equilibrium between a single liquid phase and its symmetrical counterpart by fixing $\Delta \mu^{0}=0$ [74]. Hence the two coexisting phases need not be simulated individually. The liquidliquid phase equilibria of a system with equivalent symmetry can be therefore be obtained by fixing $\Delta \mu^{0}=0$ at constant $N V T$ in the semigrand canonical ensemble, and allowing composition fluctuations to occur by performing identity changes. For the square-well system studied here, simulation of the region of liquid-liquid coexistence between the upper and the lower critical solution temperatures will yield equilibrium compositions of the individual phases. As a result of the ability of the simulation box to change identity during the simulation, from being rich in component 1 to being rich in component 2 , it is necessary to use histograms to monitor the relative frequency at which specific compositions of either component appear in the distribution function. Away from the critical region, the histograms are singly peaked, since the simulation samples either phase $a$, rich in component 1 , or phase $b$, rich in component 2 . As the critical region is approached the histograms are double peaked, indicating that the system is sampling both coexisting phases. Above the critical temperature, for the UCST, below for the LCST, the histograms display a broad peak centred at the critical composition. This variation in the shape of the concentration distribution functions with temperature is shown in Figure 6.17 for simulations performed at $\eta=0.287$, and in Figure 6.18 for the simulations performed at $\eta=0.247$. The average concentration of species $i$ in each phase is given by an average over the distribution function, $\bar{x}=\sum x P_{N}(x)$. When the histograms exhibit two peaks, the total histogram may be approximated by $P_{N}(x) \approx P_{N}^{a}(x)+P_{N}^{b}(x)$, where $P_{N}^{a}(x)$ is the concentration distribution of a component in phase $a$, and $P_{N}^{b}(x)$ is the distribution in phase $b$. In this case the average concentration of species $i$ in each phase can be written as a sum over the corresponding distribution function,

$$
\begin{equation*}
\bar{x}^{a}=\sum x P_{N}^{a}(x), \quad \bar{x}^{b}=\sum x P_{N}^{b}(x) \tag{6.36}
\end{equation*}
$$



Figure 6.17: Concentration distribution functions $P_{N}(x)$ of a component in the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=14.5$. Simulations are performed in the semigrand ensemble at a constant parking fraction of $\eta=0.287$ with $N=864$ particles. The curves are labelled with the corresponding values of the reduced temperatures $T^{*}=k T / \varepsilon$. The estimated UCST for this finite system is $T_{c}^{*}(N)=2.382$.


Figure 6.18: Concentration distribution functions $P_{\mathbf{V}}(x)$ of a component in the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=14.5$. Simulations are performed in the semigrand ensemble at a constant packing fraction of $\eta=0.247$ with $N=864$ particles. The curves are labelled with the corresponding values of the reduced temperatures $T^{*}=k T / \varepsilon$. The estimated LCST for this finite system is $T_{c}^{*}(N)=1.570$.
where $P_{N}^{a}(x)$ and $P_{N}^{b}(x)$ are normalised to unity. Due to symmetry, $\bar{x}^{a}=1-\bar{x}^{b}$. The importance of correctly identifying the equilibrium value $x_{e q}$ of the concentration of a given species with the average value of $x$ taken over the whole distribution function $\bar{x}$, as in Eq. (6.36), rather than with the most probable value is discussed in Ref. [74]. The assumption that the concentration distribution functions can be approximated by symmetrical Gaussians in regions close to the critical temperature of the system, as used in Ref. [53] is found to be invalid. The large finite-size effect observed in the critical temperatures estimated for the symmetrical square-well system in the work of Ref. [53] are explained in terms of the use of this incorrect assumption in Ref. [74].

The effect of varying the system size on the form of the composition distribution function for the simulations performed at a packing fraction of $\eta=0.287$ is shown in Figure 6.19, at a temperature well below that of the UCST. The curves are seen to become more asymmetric as the system size decreases. A similar comparison is made in Figure 6.20, now at a temperature close to the estimated UCST. Here the distributions are asymmetric for all system sizes and the peak heights are seen to approach the thermodynamic limit of $\bar{x}=0.5$ as the system size increases. The equivalent curves for the system at a packing fraction of $\eta=0.247$, away from the LCST and close to the LCST are given in Figures 6.21 and 6.22, respectively. In this case, the trends exhibited by the curves are not as clear as those for the UCST, nevertheless the shift of the maxima of the distributions to the thermodynamic limit as the system size increases can be observed.

In this work we follow the methodology of Ref. [74], and fit the doubly-peaked concentration distribution functions to two asymmetric Gaussians [82], in order to obtain $\bar{x}$. We assume that the distribution function $P_{N}(x)$ can be written as a $\operatorname{sum} P_{N}(x)=P_{N}^{a}(x)+P_{N}^{b}(x)$, where

$$
P_{N}^{a}(x)= \begin{cases}A_{1}^{a} \exp \left[-A_{2}^{n}\left(x-\bar{x}^{a}\right)^{2}\right], & \text { if } x<\bar{x}^{I},  \tag{6.37}\\ A_{1}^{n} \exp \left[-A_{3}^{a}\left(x-\bar{x}^{a}\right)^{2}\right], & \text { if } x \geq \bar{x}^{a}\end{cases}
$$

$$
P_{N}^{b}(x)= \begin{cases}A_{1}^{b} \exp \left[-A_{2}^{b}\left(x-\bar{x}^{b}\right)^{2}\right], & \text { if } x<\bar{x}^{b}  \tag{6.38}\\ A_{1}^{b} \exp \left[-A_{3}^{b}\left(x-\bar{x}^{b}\right)^{2}\right], & \text { if } x \geq \bar{x}^{b}\end{cases}
$$

For sufficiently large system sizes the asymmetry coefficients $A_{i}^{j}$ become equal in each phase, since the Gaussians become symmetrical as the system size increases, so that $A_{2}^{a}=A_{3}^{a}$ and $A_{2}^{b}=A_{3}^{b}$. A typical fit to one of the doubly-peaked concentration distributions is shown in Figure 6.23. The values obtained for the equilibrium compositions $\bar{x}$ using this fitting procedure are given in Table 6.15, for three system sizes of $N=108,256$ and 864 particles for the simulations performed


Figure 6.19: Effect of a variation in system size on the concentration distribution function $P_{N}(x)$ for a component in the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=$ 14.5 at a a constant packing fraction of $\eta=0.287$, at a reduced temperature of $T^{*}=k T / \varepsilon=1.80$, which is well below the estimated UCST for the system. The dashed curve corresponds to simulations of $N=108$ particles, the dotted curve to simulations of $N=256$ particles and the bold curve to simulations of $N=864$ particles.


Figure 6.20: Effect of a variation in system size on the concentration distribution function $P_{N}(x)$ for a component in the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=$ 14.5 at a a constant packing fraction of $\eta=0.287$, at a reduced temperature of $T^{*}=k T / \varepsilon=2.30$, which is close to the estimated UCST for the finite, $N=864$ system. The dashed curve corresponds to simulations of $N=108$ particles, the dotted curve to simulations of $N=2.56$ particles and the bold curve to simulations of $N=864$ particles.


Figure 6.21: Effect of a variation in system size on the concentration distribution function $P_{N}(x)$ for a component in the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=$ 14.5 at a a constant packing fraction of $\eta=0.247$, at a reduced temperature of $T^{*}=k T / \varepsilon=1.68$, which is well below the estimated LCST for the system. The dashed curve corresponds to simulations of $N=108$ particles, the dotted curve to simulations of $N=256$ particles and the bold curve to simulations of $N=864$ particles.


Figure 6.22: Effect of a variation in system size on the concentration distribution function $P_{N}(x)$ for a component in the symmetrical square-well mixture with $\varepsilon_{a, b}^{*}=$ 14.5 at a a constant packing fraction of $\eta=0.247$, at a reduced temperature of $T^{*}=k T / \varepsilon=1.60$, which is close to the estimated LCST for the finite, $N=864$ system. The dashed curve corresponds to simulations of $N=108$ particles, the dotted curve to simulations of $N=256$ particles and the bold curve to simulations of $N=864$ particles.


Figure 6.23: Typical fit of the composition distribution function $P_{N}(x)$ obtained from simulation (dotted curve) to the sum of two asymmetric Gaussians (bold curve). The simulation is performed at a constant packing fraction of $\eta=0.287$ at a reduced temperature $T^{*}=k T / \varepsilon=2.35$ for a system of $N=256$ particles.
at $\eta=0.287$. The equivalent values for the simulations performed at a packing fraction of $\eta=0.247$ are given in Table 6.16.

Table 6.15: Liquid-liquid coexistence data obtained from semigrand canonical ensemble simulations at constant packing fraction $\eta=0.287$ for the symmetrical square-well system with $\lambda=1.5$ and with a single interaction site of depth $\varepsilon_{a, b}^{*}=14.5$. The data for the concentration of component 1 were obtained as averages over the distribution function for three different system sizes. Due to symmetry the composition of component 2 is given by $1-x$. The reduced temperature is defined as $T^{*}=k T / \varepsilon$.

| $T^{*}$ | $x(N=108)$ | $x(N=256)$ | $x(N=864)$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| 2.35 | 0.314 | 0.282 | 0.234 |
| 2.30 | 0.259 | 0.293 | 0.313 |
| 2.25 | 0.239 | 0.268 | 0.276 |
| 2.20 | 0.230 | 0.238 | 0.253 |
| 2.15 | 0.210 | 0.217 | 0.231 |
| 2.10 | 0.194 | 0.202 | 0.216 |
| 2.00 | 0.183 | 0.188 | 0.203 |
| 1.90 | 0.188 | 0.195 | 0.201 |

Table 6.16: Liquid-liquid coexistence data obtained from semigrand canonical ensemble simulations at constant packing fraction $\eta=0.247$ for the symmetrical square-well system with $\lambda=1.5$ and with a single interaction site of depth $\varepsilon_{a, b}^{*}=14.5$. See Table 6.15 for details.

| $T^{*}$ | $x(N=108)$ | $x(N=256)$ | $x(N=864)$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
|  |  | - | 0.294 |
| 1.60 | 0.199 | 0.218 | 0.211 |
| 1.62 | 0.157 | 0.153 | 0.177 |
| 1.64 | 0.133 | 0.144 | 0.146 |
| 1.66 | 0.120 | 0.126 | 0.140 |
| 1.68 | 0.108 | 0.117 | 0.118 |
| 1.70 | 0.096 | 0.108 | 0.082 |

These values of the equilibrium compositions can be used to give an estimate of the respective critical temperature for each system size at a fixed packing fraction. This is achieved by assuming the linear relationship between temperature and the order parameter given in Eq. (6.23) and fixing $\beta=0.325$. The estimates of $T_{c}(N)$
obtained by this mechanism can, in turn be used to estimate the value of $T_{c}(\infty)$ for both the LCST and UCST of the symmetrical square-well system. In this case, the shift of the infinite system critical point is given by the linear relationship between $T_{c}(N)$ and the size of the system given in Eq. (6.22). The dimensionality of the system is given as $d=3$ and the correlation length critical exponent is assumed to take the value $\boldsymbol{\nu}=0.63$. The estimated critical temperature for each of the system sizes are given in Table 6.17 for both the UCST and the LCST.

Table 6.17: Estimations for the critical temperatures obtained from the semigrand ensemble simulation data at a constant packing fraction of $\eta=0.287$ (for the UCST), and $\eta=0.247$ (for the LCST). $T_{c}(N)$ is the estimated critical temperature of a system of $N$ particles, obtained by extrapolation of Eq. (6.23) assuming a value of $\beta=0.325$, The infinite system-size critical point is obtained by extrapolation of Eq. (6.22), see text for details.

| $N$ | $T_{c}^{*}(N)$ UCST | $T_{c}^{*}(N)$ LCST |
| ---: | :---: | :---: |
| 108 | 2.523 | 1.528 |
| 2.56 | 2.451 | 1.549 |
| 864 | 2.382 | 1.570 |
| $\infty$ | 2.314 | 1.590 |

In order to check the validity of the estimations of $T_{c}(\infty)$ for the upper and lower critical solution temperatures, we turn to the finite-size scaling analysis described earlier. The order parameter distribution function exactly at criticality for a system belonging to the Ising universality class is known not to scale with system size. The form of the distribution function is given in Eq. (6.35). Simulations are therefore also performed for the three system sizes at the estimated infinite system-size critical temperature of $T^{*}=2.31$ with a packing fraction of $\eta=0.287$. The resulting concentration distribution functions are plotted in Figure 6.24 in terms of the scaling variable $y=L^{\beta / \nu} a_{m}^{-1} \delta m$, where the non-universal scaling factor $a_{m}^{-1}$ is chosen so that each of the distribution functions has unit variance. The fact that the individual functions for each system size lie on the same curves is an indication that the estimate of $T_{c}(\infty)$ for the UCST is consistent with the results of a finite-size scaling analysis. This estimate of the critical temperature is significantly greater than that obtained by the Wegner fitting using a first correction to scaling term, where $T_{c}^{*}(N)=1.915$, however the estimate does fall within the error bars of the fitted critical temperature. Similarly, simulations are performed at the estimated infinite system-size critical temperature of $T^{*}=1.59$ for the system with a packing fraction of $\eta=0.247$. The distributions obtained are plotted as a function of the scaling variable $y$ in Figure 6.25, and in this case the universal


Figure 6.24: Scaled composition distribution function $P_{N}(y)$ at the estimated infinite system-size UCST of $T^{*}=2.31$ plotted in terms of the scaling variable $y=a_{M}^{-1} L^{\beta / \nu} \delta m$. The distributions for each system size ( $N=108$-dashed, $N=256$ dotted and $N=864$-bold) are obtained in the semigrand canonical ensemble at a constant packing fraction of $\eta=0.287$.


Figure 6.25: Scaled composition distribution function $P_{N}(y)$ at the estimated infinite system-size LCST of $T^{*}=1.59$ plotted in terms of the scaling variable $y=a_{M}^{-1} L^{\beta / \nu} \delta m$. The distributions for each system size ( $N=108$-dashed, $N=256$ dotted and $N=864$-bold) are obtained in the semigrand canonical ensemble at a constant packing fraction of $\eta=0.247$.
nature of the curves for each system size is not so clear. It is expected that better agreement will be observed after completing longer simulations. However, the agreement between this FSS estimate of the LCST and that obtained using the Wegner expansion with a first correction to scaling, $T_{c}^{*}(N)=1.557$, is much better than that of the UCST.

### 6.9 Conclusions

This chapter has formed a case study of the phenomenon of closed-loop immiscibility in mixtures. A specific model system is examined using both a theoretical equation of state and computer simulation methods. The SAFT.VR approach is seen to predict re-entrant miscibility for a range of pressures and temperatures; the extent of which also depends on the strength of the site-site interaction potential. We present the first simulation results which display a closed-loop region of liquidliquid immiscibility for a specific model system. The Gibbs ensemble simulation results are shown to have a dependency similar to the SAFT-VR prediction on the pressure, temperature and the strength of the association energy of the system. The closed-loop of immiscibility for this system only exists for a narrow range of temperatures at specific pressures and at a relatively large value of the site-site interaction energy. The existence of both an UCST and a LCST for this model system in results obtained by computer simulation confirms that the short-ranged directional interaction site which is responsible for the low-temperature miscibility of the system. Previous GEMC simulation studies of square-well mixture with no association sites [53, 54] and [74], only report regions of liquid-liquid immiscibility below an UCST with no low temperature features on the phase diagram of the system. An examination of the extent of association present in the system, using both the SAFT-VR equation of state and the simulation results, indicates that the amount of inter-molecular association increases dramatically as the temperature of the system approaches that of the LCST. This endorses the idea that the low-temperature miscibility is a direct result of the bonding which occurs at low temperatures between unlike species in the mixture. The experimental observation of closed regions of immiscibility only in systems which have the ability to form hydrogen bonds between unlike components adds to the validity of our findings. As a general conclusion it is possible to state that any theoretical approach which intends to predict closed-loop immiscibility, must include a directional, temperature dependent interaction in order to give physically reasonable results.

Additionally, simulations performed in the semigrand canonical ensemble are used to estimate the finite system critical temperatures at both the UCST and the

LCST. These estimates are found to differ from those obtained by a Wegner expansion which includes corrections to scaling. These finite system values can be used to estimate the infinite system critical temperature. The validity of these estimates are confirmed by the use of finite-size scaling methods. Further work in this area is required in order to obtain a complete description of the critical behaviour of the system in the vicinity of the LCST.
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## Chapter 7

## Concluding Remarks

The ultimate aim of theoretical studies of the liquid state is to obtain an understanding of the interactions which govern the phase behaviour in real systems. In this work we illustrate how the phase behaviour of even simple model mixtures can be made surprisingly complex by varying the size, the chain length and the nature of the intermolecular interactions of the system.

Specifically, we have examined the mixing rules involved in the application of the SAFT-VR equation of state to mixtures. The vapour-liquid and liquid-liquid coexistence regions of a series of model mixtures have been investigated using the SAFT-VR approach. The predictions obtained are seen to compare favourably with corresponding molecular simulation results. The extension of the SAFT. VR methodology to incorporate systems which interact via soft-core potentials is presented. The proposed recipe is shown to give an accurate description of chain molecules interacting with the Lennard-Jones potential.

The effect of the addition of an anisotropic interaction site, which mimics hydrogen bonding in real systems, on the phase diagram of a specific model system is carefully monitored. For a specific association strength the SAFT-VR equation of state predicts that the system exhibits a region of low-temperature miscibility, a finding which is confirmed by a computer simulation study performed for the same model system. This re-entrant phase behaviour is a phenomenon which is exhibited experimentally for a range of aqueous solutions of many organic molecules, such as alcohols and surfactants. It is satisfying that a simple model system, con-
taining the essential physical features of the experimental systems can be used within a theoretical approach to give a qualitative representation of this kind of novel phase behaviour. Accurate results have been reported for mixtures of alkanes, perfluoroalkanes, refrigerants, alcohols and the more complex polyoxyethylene surfactants.

An advantage of a molecular based approach such as the SAFT-VR equation of state is that it can be easily applied to a range of model systems of various diameters, chain length and number of associating sites. Additionally, the non-conformal properties of the model can be accounted for in the approach, since the range of the interaction potential can be used as a variable. Hence, the application of the SAFT-VR methodology to more realistic model systems than those considered is a straightforward process. The phase behaviour of mixtures of real systems using the SAFT-VR approach (and the simpler SAFT-IIS version) is currently a source of interest both theoretically and industrially.

As a closing statement, it is important to note that the work presented here is by no means an exhaustive study of the phase behaviour of these type of model systems. Routes of future research include the study of multicomponent systems, simulation studies of more complex models and the study of systems with longrange interactions such as electrolytes.

