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Abstract

This thesis aims to verify a possible benefit lossless data compression and reduction

techniques can bring to a wearable and wireless biomedical device, which is anticipated

to be system power saving. A wireless transceiver is one of the main contributors to the

system power of a wireless biomedical sensing device, and reducing the data transmitted

by the transceiver with a minimum hardware cost can therefore help to save the power.

This thesis is going to investigate the impact of the data compression and reduction on

the system power of a wearable and wireless biomedical device and trying to find a proper

compression technique that can achieve power saving of the device.

The thesis first examines some widely used lossy and lossless data compression and

reduction techniques for biomedical data, especially EEG data. Then it introduces a

novel lossless biomedical data compression technique designed for this research called

Log2 sub-band encoding. The thesis then moves on to the biomedical data compression

evaluation of the Log2 sub-band encoding and an existing 2-stage technique consisting of

the DPCM and the Huffman encoding. The next part of this thesis explores the signal

classification potential of the Log2 sub-band encoding. It was found that some of the signal

features extracted as a by-product during the Log2 sub-band encoding process could be

used to detect certain signal events like epileptic seizures, with a proper method. The final

section of the thesis focuses on the power analysis of the hardware implementation of two

compression techniques referred to earlier, as well as the system power analysis. The results

show that the Log2 sub-band is comparable and even superior to the 2-stage technique in

terms of data compression and power performance. The system power requirement of an

EEG signal recorder that has the Log2 sub-band implemented is significantly reduced.
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Chapter 1

Introduction

1.1 Motivation

The human biological system generates various biosignals which can be observed as the

electroencephalogram (EEG) electromyogram (EMG) and electrocardiogram (ECG). These

are small electric currents caused by electric potential discrepancies across our body or-

gans or nervous system. It has been a long time since we realized that these signals reflect

some alterations inside our body, like our heart rate and body temperature. These alter-

ations may be caused by diseases, external stimuli or other internal changes, and therefore

the biomedical signal is one of the important keys for us to reveal any secrets of human

physiological processes.

Since recording biomedical signals has been proved as reliable and usually non-invasive,

these signals are now used widely in various applications, For instance, EEG and EMG

signals are used in numerous areas like neurological disorder studies [1] [2], prosthetic

devices design [3], and brain computer interfaces (BCI) [4].

However, the process of collecting the data often takes quite long time and causes

inconvenience to the patients or research subjects as it largely restricts their mobility.

For many years, long-term EEG recordings have had to be taken as an inpatient process

because all the electrodes on a persons scalp have to be wired to a static system. In some

sleep disorder studies, in order to monitor the EEG of a patients sleep stage, the subject

needs to stay in hospital all night, which is impractical and inefficient. The monitoring

time can be even longer in some epilepsy or other neurological disorder studies. As a

result, the idea of a wearable wireless signal recording device that helps to free users from

the inpatient environment and promises better real-time healthcare from caregivers to

1



Chapter 1: Introduction

patients with neurological or other diseases has drawn a lot of attention in the past few

years.

Such a device has some obvious advantages compared with the old-fashion recording

system.

a. Low cost

For instance, a standard EEG test costs around £120 to £450 or up to £1800 if extended

monitoring is required [5]. A 24-hour ambulatory outpatient EEG monitoring is more than

50 per cent cheaper than inpatient monitoring [6]. Besides, maintaining a wearable set

costs less.

b. Portable

To be integrated into a body area network (BAN) application [7], all wearable signal

recorders are designed to be small and light, making them suitable for frequent use. Some

commercialized products like Emotiv (for EEG) [8], Myo (for EMG) [9], Apple Watch [10]

and NAT-1(for multiple purposes) [11] are very well designed and can hardly be seen when

someone is wearing them.

c. Wireless

Wireless connection gives more flexibility and allows researchers to access the data

remotely and in real-time. A wireless-connected signal recorder is clearly perfect for ap-

plications such as BCI and prosthetic devices.

Despite all the benefits a wearable wireless device can bring us, there are still a few

challenges when designing such a device, and power consumption is clearly one of the

critical issues.

To provide an acceptable user experience, miniaturisation and duration are two impor-

tant factors to consider when designing a wearable wireless biomedical signal recorder, but

these factors are difficult to achieve at the same time as smaller size inevitably leads to a

smaller space for a battery. The truth is that many manufacturers choose size over battery

life in order to make their products more appealing to the customers, and the operation

time of these products is sometimes disappointing. Table 1.1 gives some information about

the battery life of three typical wearable devices.

According to this table, these products hardly meet this criterion for any long-term

signal recording mentioned earlier. One obvious way to solve the problem is to increase

the battery capacity, but considering the limits on the size of a wearable device, making

more room for a larger battery does not seem feasible, so we have to find some other means
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Table 1.1: Battery information of wearable products

Product Battery type Battery life

Myo Gesture Control Armband [12] lithium-ion 6h

Emotiv Insight [13] lithium polymer 4h

Google Glass [14] lithium polymer 30min

to extend battery life instead.

A typical wearable wireless biomedical signal recording system has at least two parts,

as shown in Figure 1.3, and communication between the device and the workstation is

via Bluetooth or other wireless transmission schemes. It is known that the transceiver is

always one of the biggest contributors to the overall power consumption on a wearable

signal recorder, so reducing the transmitted data size will be a significant answer to this

power issue.

Figure 1.1: System structure

Data compression and reduction have several benefits.

a. Power saving

Power saving is the most obvious advantage. In addition to the power we can save

from a transceiver, reducing the data size can further help to save power where an onboard

storage medium, such as flash memory, is used, as high read/write rates may be reduced.

b. Time efficient
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Transmitting compressed data between the device and the workstation takes less time

than transmitting raw data. If the time for compressing and reconstructing the data is

shorter than the time saved on transmission, the total time of a signal recording process

will be shortened particularly at low bit-rates.

c. Low storage cost

Although the cost for data storage media decline over time, data compression can still

lower the storage costs if a greater compression gain can be achieved. More space could

be made for other circuit units if less storage is required.

d. Less work on signal analysis

As a spin-off of some data compression algorithms, some key features that are very

helpful for diagnostic uses or other related applications are extracted from the original

signals during the compression process, and this could save time for the scientists.

However, benefits come with costs, and introducing an extra unit that compresses the

data will certainly add its own extra power to the device, and the compression process may

remove some diagnostic information and impair the integrity of the original signal, which

can be a serious problem for medical research. Needless to say, several other trade-offs,

such as the complexity of the design and the time delay after having a compressor, also

need to be taken into account. As a result, finding one of the best trade-offs in this matter

is certainly a fruitful area for research.

This thesis first investigates some of the existing biomedical signals mainly EEG,

compression and reduction methods and gives their pros and cons. Then a novel data

compression technique that not only reduces the biomedical data size but also minimizes

the power consumption of a wearable wireless device is introduced, followed by a biomedi-

cal data compression analysis of this novel compression technique and the 2-stage Huffman

coding technique. Then an introduction to the signal classification potential of the pro-

posed technique is given and analysis presented. Finally, a system power analysis with

various use-case scenarios is given.

1.2 Main contribution

The main contributions of this thesis are summarized below.

1. Survey on biomedical data (mainly EEG) compression and reduction techniques.

2. Proposing a novel lossless compression method called Log2 Sub-band encoding that

can be used for real-time biomedical data compression.
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3. Providing a comprehensive evaluation of compressing the Human EEG data with

the 2-stage Huffman coding and the Log2 sub-band encoding.

4. Analysis and comparison of the proposed data compression method and Huffman

coding.

5. Suggesting a biomedical signal classification method (used for detecting seizure from

the human EEG signal) based on the proposed compression technique.

6. Hardware implementation of the proposed method and Huffman coding in order to

estimate the compressors power consumption accurately.

7. Proposing possible components for building up a simplified wearable and wireless

biomedical device model.

8. Analysis of the data compressors impact on the power consumption of a simplified

wearable and wireless biomedical signal recording system.

9. Examining the benefits of use of the compression method in various hypothetical

use cases.

1.3 Thesis structure

The structure of the rest of this thesis is as follows.

Chapter 2: Background Information and Literature Review

This chapter first gives a background to the use of the biomedical signal and the wear-

able wireless signal recording system. It then examines some emblematic data biomedical

data compression and reduction methods and their pros and cons.

Chapter 3: Hypothesis and Methodology

This chapter introduces the hypothesis of this research. The methodology of this

research is given, and a set of performance metrics for evaluating the performance of

the chosen data compression methods is illustrated at the end. A novel data compression

technique called Log2 sun-band encoding as well as a 2-stage Huffman coding technique are

introduced in this chapter, and a comprehensive introduction to the biomedical datasets

used in experiments in this thesis is given.

Chapter 4: Data Compression Analysis

The data compression performance of both two techniques mentioned in chapter 3

is given in this chapter. Analysis and comparison of these two methods are discussed.

Limitations of both methods are also referred to at the end of this chapter.

Chapter 5: Signal-Classification-Based Data Reduction with Log2 Sub-band

5



Chapter 1: Introduction

This chapter explores the signal classification potential of the Log2 Sub-band encod-

ing. This compression method is used to detect seizure events from epilepsy patients

EEG signals. Its result is analysed with the given performance metrics. Some possible

improvements that can be made in future are given.

Chapter 6: Hardware Implementation

This chapter presents the hardware design of the compression methods mentioned

in chapter 5. Analysis and comparison of the power consumption of both methods are

presented.

Chapter 7: System Power Overview

The power information from the previous chapter is further discussed in this chapter.

The electronic components such as amplifier and transceiver that are suitable for a signal

recording system are examined first, and the overall power saving of the system built with

the chosen component is then analysed. The impact on battery life is also discussed.

Chapter 8: Chip testing of the Log2 sub-band encoding

This chapter gives some testing results of the fabricated chip that the Log2 sub-band

encoding is on. The layout of the hardware design and a picture of the fabricated chip are

given.

Chapter 9: Conclusions

The final chapter reviews and concludes the work that has been carried out for this

thesis, and outlines the main contributions based on the results given in this thesis. Some

potential future work that can build upon this research is also outline at the end.

6



Chapter 2

Background information and

literature review

2.1 Introduction

This chapter introduces the relevant background information and literature that motivate

the research described in this thesis. A brief introduction of two typical biomedical signals

is given first, including their characteristics and diagnostic uses. Then, this chapter reviews

work of other researchers on biomedical data compression and reduction techniques, and

the hardware implementation of some of these techniques. Finally, it gives a fundamental

hardware model that can be applied to most biomedical signal recorders, and a power

model of it is presented as well.

2.2 Biomedical signals

Biomedical signals are usually collected by electrodes that are either implanted under

human skin, or more often, on the skin as a non-invasive process. Using these signals

to monitor the human biological system was first discovered more than a hundred years

ago [15], when people found that electrodes placed on the skin could record small electric

currents and those recordings could then be used to describe graphically the activity or

change of internal organs like the heart or brain. Since then studies on these signals have

never stopped especially in medical fields, and more solid links between various diseases

and related biomedical signals have been found. Two typical biomedical signals that are

used for experiments in this research are discussed in this section.
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2.2.1 EEG

In late nineteenth century, Hans Berger first recorded electrical brain waves from a human.

These waves were collected by the electrodes attached to the subjects scalp, and they

showed a time-varying, oscillating behaviour that varied in shape from location to location

on the scalp [16].

Berger′s discovery formed the foundation of electroencephalography, and now it is an

important non-invasive tool for studying the human brain and diagnosing neurological

disorders. Some other potential uses of EEG have also been explored whilst applications

such as BCI and prosthetic limb control are developed.

The electrical field that we can record on the scalp is the consequence of the joint ac-

tivity of countless cortical neurons, and in general, these electrical signals have amplitudes

ranging from a few microvolts to about 150µV, and with a frequency spectrum ranging

from 0.5 to 60Hz [17]. Based on the frequency spectrum, electroencephalographic rhythms

are usually classified into five different frequency bands, as indicated below [18].

Delta rhythm (<4 Hz) can be mostly observed during deep sleep and has a large

amplitude. Although it is not commonly discovered while awake, it is quite indicative of

cerebral damage.

Theta rhythm (4-7 Hz) is encountered during drowsiness and some certain stages of

sleep.

Alpha rhythm (8-13 Hz) is observed when subjects are awake, especially when they

are relaxed with their eyes closed, and the rhythm gets less prominent when the eyes are

open.

Beta rhythm (14-30 Hz) is a rapidly changing rhythm with relatively low amplitude,

and it can be recorded mainly from the frontal and central regions of the scalp.

Gamma rhythm (>30 Hz) is found to be more active when the cortex is processing

certain information, e.g. during finger movement [19].

The display of these rhythms often changes with the subjects age and state of mind,

and some neurological diseases also have a significant impact on these frequency bands. As

the rhythms reflect all these alternations, they are particularly useful in clinical studies.

EEG signals are normally considered as generated by a nonlinear dynamic system,

and whether they are more deterministic or more stochastic has still not yet been settled

as signals show different characteristics under different conditions. Since neural activities

are often organized in groups with some substantial internal dependence, EEG signals are
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hardly Gaussian, but in some cases, Gaussian probability density function(PDF) is still

valid when processing the signals. The ambiguity of the characteristics of EEG signals

clearly brings some difficulties for researchers.

When collecting EEG signals for clinical use, a standardized International 10/20 sys-

tem, which is a guideline for electrode placement [20] is often used. This system requires

21 electrodes to be attached to the surface of the scalp at certain locations. However, the

number of electrodes with this system is inadequate sometimes, which causes the electrical

activity to be inaccurately represented. Some studies have pointed out that 64, as shown

in Figure 2.1, or even more electrodes should be used in brain mapping applications in

order to acquire the detail required [21].

Figure 2.1: 64-channel system [21]

During EEG acquisition, artifacts and noise are inevitable, and they are either of

physiological origin or of technical origin. The former is the result of activities of any
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other electrical source in human body, which includes electro-oculogram(EOG) from eye

movement and blinks, EMG from muscle activity and ECG from cardiac activity. The

latter is mainly caused by electrodes and recording equipment, and the artifact might

occur when electrodes move or the recording process is conducted in a place with complex

electromagnetic fields.

2.2.2 EMG

Similar to the discovery of the EEG, it has been known for a long time that the electrical

field detected on human skin comes from the muscle, but it was not until the 1960s that the

EMG signal was found to be clinically useful. The EMG signal helps to reveal the secret

of muscles that make our body move as it usually contains information about controller

function of the central and peripheral nervous systems on the muscles [22].

Myoelectric activity is mostly measured in two ways: the invasive way of using a

needle electrode and the non-invasive way of attaching electrodes on the skin overlying

the muscle. The peak-to-peak amplitude of the EMG signal is normally from 0.25 to 5

mV, and the surface EMG has most of its frequency below 500 Hz, suggesting a minimum

1 kHz sampling rate is required [23], while the needle EMG requires a sampling rate up

to 50 kHz.

It has been proved that the EMG signal is stochastic given the fact that it can be well

represented by a Gaussian distribution function.

As with the problem encountered when recording other biomedical signals, some arti-

facts and noise are also collected in the process of EMG recording, and removing artifacts

from these signals becomes more important now.

2.3 Biomedical data compression techniques

Considering biomedical signals share a high similarity in their characteristics, and the

EEG signal, as probably the most complex one, has both stochastic and deterministic

characteristics, this part will be mostly reviewing EEG data compression and reduction

techniques. Some techniques are developed based on the stochastic feature of the EEG

signal, and they are also suitable for the EMG signal.

Every message contains redundancies, and most data compression algorithms are de-

signed to remove them. Redundancy is the difference between the message being trans-
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mitted and the actual information in that message. In information theory, entropy is used

to quantify the expected value of information in a signal, which is defined as

H(X) = −
N∑
i=1

P (xi) ∗ logP (xi) (2.1)

where P (xi) is the probability of the ith symbol of source. The unit of H(X) in this

case is in bits. If symbols are all independent and identical distributed(i.i.d), the shortest

average length of code to represent every symbol can be obtained from 2.1 which is the

best result a lossless compression technique can achieve. A good compression algorithm

is able to make symbols very close to i. i. d. For EEG signals, there are two types of

redundancy: temporal and spatial. Temporal redundancy is caused by repeated symbols

and correlations between samples in signals while spatial redundancy is induced by a high

degree of similarity of neighbouring channel structures, which is quite common as many

are placed electrodes are close to each other.

To measure the performance of a data compression technique for this thesis, the com-

pression ratio(CR) is introduced as

CR = SizeOriginal/SizeCompressed (2.2)

where SizeOriginal and SizeCompressed are the size of data before and after the compression.

As some of the most complex biomedical signals, EEG signals are highly non-Gaussian,

non-stationary and non-linear as mentioned earlier, and since they are commonly used for

diagnostic purposes, the integrity of data is crucial. Any discrepancy between the original

and recovered signals may have a significant impact on the diagnosis of a disease. For

those reasons, methods that can be applied in compressing EEG data are quite restricted

and are preferable to be lossless. A comprehensive survey on lossless data compression

was given in [24], and G. Antoniol tested some well-known lossless compression algorithms

based on the peculiarities of EEG, and an average CR of 2.3 was achieved which is quite

extraordinary. However, lossless algorithms always have their constraints, such as low

bit rates, complex computations, etc. And with more applications of EEG signals being

discovered, lossy or near-lossless compression methods sometimes are also acceptable as

long as reconstructed data serve all the research purposes.

Percentage Root-Mean-Square Difference (PRD) is given as

PRD =

√√√√∑l
i=1 (xoriginal(i)− xreconstructed(i))2∑l

i=1 (xoriginal(i))2
∗ 100 (2.3)
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where l is the length of signals, and xOriginal and xReconstructed are the values of original

and reconstructed signals which are used for evaluating the distortion between original

and recovered signals when using lossy compression algorithms. A larger PRD indicated a

greater loss of original information after reconstruction. A table that contains the results

of all the mentioned techniques is given in table at the end of this part.

2.3.1 Time-domain based compression techniques

2.3.1.1 Entropy coding

a. Huffman coding

In [24] and [25], as the most commonly used method, Huffman coding was tested

on EEG data. In Huffman coding, every different symbol is assigned with a variable-

length code based on the probability of that symbols occurrence, and symbols that occur

more frequently in the dataset are given shorter codes, so the average bit string length of

encoded signals is shorter than the original ones. As it is shown in Figure 2.2, if there are

four symbols (A, B, C, D) with different probabilities of occurrence (0.5, 0.3, 0.1, 0.1), and

it requires at least 2 bits to encode with the blocking encode method, but with Huffman

coding, only 1.7 bits are needed.

Figure 2.2: Huffman coding

Huffman coding gives a CR of 1.65 in [24]. Moreover, G. Antoniol generated a file-

independent Huffman tree with a train dataset to simplify the encoder and decoder op-
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erations under the hypothesis that all EEG data are highly alike, and then all the data

were encoded with this pre-generated tree, and a CR of 1.69 was attained. It is important

to note that this experiment was done in 1990s, and the data used in [24] only had 20

channels, with 8 bits accuracy, at a sampling rate of 128 Hz, which cannot satisfy todays

requirements. A similar experiment was conducted in [25], and by using signals with a

resolution of 16 bits sampled at 1.024 kHz, a CR of 1.33 was achieved.

b. Arithmetic coding

Arithmetic coding was explored as another famous entropy encoding technique in [26].

Compared to Huffman coding, it encodes all the symbols into one fraction n where 0<n<1.

In arithmetic coding, an initial range will be assigned based on the frequency of occurrence

of every symbol, and as the input data are encoded, this range decreases. In Figure 2.3,

there are two symbols(A, B) with probabilities of occurrence of 2/3 and 1/3. The shortest

binary code that falls into the range of the received data will be picked as a representation,

and in this case, data AA can be encoded as .01. Compression is achieved as the more

probable it is that a symbol occurs the wider range it needs, and this leads to fewer bits to

present this range. Apparently, arithmetic coding has a higher complexity in computation,

but a CR of 1.46 was reached in [26], which is better than the performance of Huffman

coding when compressing the same EEG data [25].
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Figure 2.3: Arithmetic coding

c. Dictionary-based encoding

Dictionary-based encoding techniques such as run-length encoding (RLE) and the

Lempel-Ziv family (LZ77, LZW, etc.) are designed to exploit the frequent reoccurrence of

certain patterns in the data, but such patterns are rarely found in EEG data because of

the nondeterministic nature of EEG. Therefore, dictionary-based encoding performs are

rather disappointing on EEG data.

Taking Lempel-Ziv 77 (LZ77) for instance, this scheme replaces parts of the input

sequence with a length-distance pair representation of an identical sample that appears

earlier in the input stream. This can be achieved by using a non-overlapping sliding window

to scan the input stream and build up a dictionary of code words based on the input seen so

far, and this dictionary can be used to encode the repetitions of those identical samples that

come later in the stream. A length-distance pair is used to represent these repetitions of

identical samples, which point to the dictionary location of the same sample that appeared

earlier in this data stream. So according to this mechanism, no prior knowledge of data

stream characteristics is needed, and the scheme is quite adaptive.

The limitations of LZ77 when used on EEG or other biomedical signals are obvious.
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LZ77 needs a search buffer and a dictionary which can be indefinitely increased and ex-

tended, and for signals like EEG, the resource LZ77 may consume is tremendous, and it

certainly has a negative effect on CR. LZ77 also needs enough input to build up a dic-

tionary of sufficient length before it really starts compressing any data, so this leads to

more bits being used to represent the length-distance pair than the original sample at

the beginning, and the rest of the data must have enough redundancy to be removed to

compensate for these extra bits.

The unsatisfying performance of LZ77 has been proved in [24], when an application

called Gzip, a combination of LZ77 and Huffman coding, was used in EEG data compres-

sion and a CR of 1.63 was achieved which is even lower than the CR of using Huffman

coding only which is 1.65.

2.3.1.2 Predictive coding

Predictive encoding techniques are usually used in waveform compression, especially in

early speech coding. During the predictive coding process, the coder (predictor) predicts

the value of the current sample xk based on the previous samples, so if the prediction

value is x̂k, then only the difference (prediction error)

ek = xk − x̂k (2.4)

needs to be transmitted. And when the decoder receives the data, by using the same

predictor, the original sample can be fully reconstructed through

xk = ek + x̂k. (2.5)

Entropy encoding such as Huffman coding or arithmetic coding is used to further com-

press residues of prediction errors before transmission. According to information theory,

predictive encoding compresses the data because it efficiently removes some inter-sample

correlations by eliminating a redundancy of

∑
(x1,x2,...xk)

P (x1, x2, ...xk) log2 [P (xk|xk−1, ...x1)] (2.6)

Several predictive compression techniques were tested in [24], and G. Antoniol reached

a CR of 2.37 from the Markov predictor, 2.32 from the digital filtering predictor, 2.42 from

the linear predictive coding (LPC), 2.48 from the adaptive linear predictive coding, and

2.22 from the artificial neural network predictor. The differences between these predictors
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come from the training techniques they use, and since some of these predictors are not

widely applied, most of these encoding methods will not be introduced in this chapter.

Figure 2.4: Predictive encoding process

a. Differential pulse-code modulation(DPCM)

DPCM is a simple but effective predictive coding technique, and it assumes all signal

samples are equal. The encoder transmit only the difference between adjacent signal

samples, which can be described as:

yi[n] = xi[n]− xi[n− 1] (2.7)

where yi[n] is the output of the encoder. It takes advantage of the high correlation of

the adjacent time domain symbols. These correlated values are generally very similar,

hence the differences between them are small, and this similarity is largely observed in

biomedical signals. DPCM has been applied in many EEG compression experiments as

the first stage of signal processing because it is a simple reversible process which can also

eliminate short-term redundancies efficiently. By introducing this encoder before entropy

encoding(e.g. Huffman coding), a higher CR of 2.04 was achieved in [25], and 1.98 in [26],

which are all significantly better than the results from experiments without DPCM.

b. context-based linear predictive encoding

Further, in [27], an enhanced near-lossless context-based predictive encoding using

the autoregressive (AR) model was introduced (Figure 2.4). The AR model is a linear

predictor, and its encoding process can be defined as

xk =
∑P

i=1
aixk−1 + ek = x̂k + ek, (2.8)
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where P is the order of the AR process, x̂k is the prediction value, ek is the predic-

tion error for xk, and ai is the parameter of the AR model which can be derived by the

LevinsonDurbins method or other algorithms. Instead of sending ek directly like in other

predictive encoding processes, the error is sent to a correction encoder. Inside the en-

coder, by assigning each EEG data sample to a context C, the conditional expectations

of prediction error E(e|C) can be calculated along with the conditional mean ē(C), and

since ē(C) is the most possible prediction error within C, a prediction result of x̂k + ē(C)

is more accurate than x̂k, and the information to be transmitted, which is

ek = xk − x̂k − ē(C) (2.9)

is reduced (Figure 2.5). The compression contexts were usually formed by taking the

differences between adjacent EEG data samples.

Figure 2.5: Context-based bias cancellation

Later in [27], a near-lossless compression method that allows small discrepancies be-

tween original data and reconstructed data to minimize entropy of predictive error se-

quence was investigated. an error bound θ was introduced in [27] as

θ ≥ |xk − x̃k|, (2.10)

where xk and x̃k are the values of original and reconstructed signals respectively. With a

θ = 0, the lossless compression is guaranteed, and a θ > 0 leads to lossy reconstruction.

So a new prediction error within a range

ēk ∈ [ek + θ, ek − θ] (2.11)

is given which allows an error sequence with the lowest entropy to be chosen. The ek is

uniformly quantized with

Qk = b ek + θ

2θ + 1
c (2.12)
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where b.c denotes the integer part of the argument, and is then transmitted. The ēk is

decoded with

ēk = Qk ∗ (2θ + 1) (2.13)

When θ = 1, it gave a better CR at the sacrifice of less than 1% error in [27] when compress-

ing the EEG signal collected from the piglet. In order to satisfy the near-lossless criteria,

EEG signals recorded under different physiological conditions have diverse requirements

of θ values ranging from 1 to 10, and a good survey on this was given in [28].

A more detailed evaluation of the near-lossless linear predictive encoding was conducted

in [29], and a CR of 2.44 with a PRD of 1.65 was achieved with near-lossless encoding

when θ = 3. Both of them applied the Huffman coder as the entropy encoder.

According to the result of the near-lossless linear predictor in [29], even with the

sacrifice of some original data and the simplicity of the compressor, it seems that the

CR does not improve a lot compare to the lossless techniques, so near-lossless predictive

encoding may not be an efficient data compression method.

In general, a predictors structure is sophisticated, and it takes a long time to train

especially in the case of biomedical signals, so further hardware implementation may be

improbable.

2.3.2 Transform-based compression techniques

In general, transform-based compression projects a signal onto a suitable basis, and the

projected coefficients are encoded, usually with entropy coding techniques, and are com-

pressed to send, so the compression is achieved if data are expressed more concisely in

projection form than in their original form. The Fourier family, including Fast Fourier

Transform(FFT) and Discrete Fourier Transform(DFT), and Discrete Cosine Transform

(DCT) are broadly used in speech coding and image coding which yield very good results

for speech and image signals. These algorithms employ stationary waveforms as functions

of basis, so only the frequency information of a signal will be captured, therefore a data

reduction can be achieved. As mentioned earlier, biomedical signals like EEG are highly

non-stationary, and Fourier family and DCT are not very often chosen to compress these

signals for this reason. Other lossless and lossy techniques such as the Karhunen-Loeve

transform (KLT), Wavelet family are, on the other hand, more commonly used to compress

biomedical data as they reveal the time-frequency information of a signal.
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2.3.2.1 KLT

KLT is claimed to be the optimum lossless transform-based compression method because

of its good performance in decorrelating non-stationary data like the EEG signal. When

applied to EEG data, the KLT processes a sequence of N EEG signal samples as a point

X in an N-dimensional space. A more concise representation of X can be obtained by

introducing an orthogonal transformation

Y = TX (2.14)

where Y denotes the transformed vector and T denotes the transformation matrix [30].

After KL transformation, a subsequence of Y which contains M components can be de-

rived. Since T is generated from the covariance matrix of X, Y always adapts to the

transformation process. The compression is achieved because M is smaller than N, and

(N-M) components are discarded. A CR of 2.36 is achieved on EEG in [25]. The KLT is

a complex process and there is no fast algorithm for it, so probably it is computationally

inefficient for wearable devices.

2.3.2.2 DWT

Discrete wavelet transform (DWT) employs non-stationary waveforms as functions of basis

so that both the time and frequency information can be extracted from a signal [31]. The

DWT expresses a signal as a weighted sum of basis functions, and these basis functions

are derived from dilated and translated versions of a function which is called mother

wavelet [31] [32]. So the original signal can be defined with coefficients of the set of

basis functions. The mother wavelet is converted and varied in scale to extract both time

and frequency information of a signal. The basis functions with large scales are used to

extract low frequency information from the signal while small scales are used to extract

high frequency components. The DWT coefficients cm,k are defined as the inner product

of the original signal x(n) and the selected basis functions ψm,k [31],

cm,k = 〈xn, ψm,k〉 (2.15)

where m decides the wavelets scale and k controls the wavelets translation.

With only these coefficients a signal can be represented. The ability of wavelet analysis

to localise the signals energy components from both time and frequency perspectives makes

it suitable for compressing non-stationary signals like EEG.
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A typical implementation of DWT consists of recursive decomposition of the original

signal using quadrature mirror low-pass and high-pass filters [30].

JPEG 2000 is a well-known application of DWT, and it has been applied to lossy EEG

compression in [33], and the arithmetic coder was used as the entropy encoder. The EEG

data used here is the same as it in [25], and a CR of 8 was reached with a PRD of 30

which was claimed to be acceptable for most clinical uses.

2.3.2.3 DCT/FFT

One of the major limitations of Fourier-based analysis is its inability to capture the infor-

mation about the time that different frequencies of a signal occur. As mentioned earlier,

Fourier-based techniques are sometimes inadequate for non-stationary signals like EEG

whose frequencies vary with the time. However, due to DCT/FFTs good performance in

compressing ECG [34], their potential for decorrelating and reducing multichannel EEG

signals′ inter-channel and inter-sample redundancy has been mentioned in [35]. According

to the experiment in [35], CRs of at least 16.7 and 17.6 with PRDs of 0.26 and 0.78 can

be achieved from DCT and FFT respectively. Since the original EEG data used to get

this result have never been used in other studies, the Fourier familys performance on the

EEG signal is still questionable, but its ability to compress other biomedical signals like

EMG and ECG has been proved.

2.3.3 Compressive sensing

Unlike the above mentioned techniques that compress the data after the original signal is

sampled, compressive sensing allows compression while sampling. In signal processing, the

signal must be sampled at or above Nyquist rate, which is twice the maximum frequency

component (bandwidth) in that signal, and compressive sensing is a lossy compression

technique that lowers the effective sampling rate of the signal. Due to a signal′s sparsity,

its “information rate” sometimes is much smaller than the bandwidth to represent it,

and compressive sensing assumes that a proper basis can be a concise representation of a

natural signal that is often sparse and compressive [36]. In the case of EEG acquisition,

100 Hz or higher sampling rates are normally used, and with compressive sensing, the

sampling rate can be reduced, and fewer data are collected as a result.

To further illustrate this technique, consider a single-channel EEG signal, and after

the analog-to-digital converter(ADC) we get a signal x, which in this case is an N X 1
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vector. We assume x can be expanded in an orthonormal basis(assume a Fourier basis):

x =
N∑
i=1

siψiorX = Ψs (2.16)

where s is an N by 1 vector that contains the coefficient sequence of x, and si = 〈x, i〉, and

Ψ is an N by N basis matrix. If vector s is sparse, then s can be well approximated by a

sm which is si with all but m largest values set to zero, and with compressive sensing, x

can be recovered by sm which is more compressive than si.

To conduct the compression is actually to find another basis Φ used for sensing the x

and then get:

y = Φx (2.17)

where y is the x after compressive sensing and Φ is an M by N basis matrix. As long as

M < N, and the coherence between M and N is very low, e.g. N could be the canonical or

spike basis in this case, the compression can be achieved.

In [37], a CR of at least 2.3 can be achieved with different PRDs from 20.39 to 184.77

depending on which basis is chosen.

2.4 Biomedical data reduction

There are several other methods to reduce the size of biomedical data, and they are mainly

designed for removing noise, artifacts in the signal. These noise and artifacts degrade the

quality of the signal and bring redundancies. Sometimes parts that researchers are not

interested in can also be removed to reduce the size of collected data, for instance, if

some neurologists only interested in EEG signal during the epileptic seizures, then other

background EEG signals can be removed as they are irrelevant to the study. Unlike the

lossless data compression techniques mentioned earlier, these filtering-based data reduction

processes are usually irreversible, therefore the original signal is unable to be reconstructed

after the data reduction process is finished, which brings some risks of losing important

information in the original signal. On the other hand, the automated removal of these

“unwanted” parts not only reduces the data collected, but also saves time for researchers

as the job is mostly done by visual analysis now.
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2.4.1 Artifacts and noise

Artifacts and noise often come from the source given below, and there are techniques to

detect or reduce the interference originated from the artifacts and the noise.

2.4.1.1 DC offset

As mentioned earlier, artifacts and noise are either from a physiological origin or a technical

origin. DC offset comes from the latter, and is caused by the movement of electrodes

during signal acquisition. DCPM is usually used to remove DC offset. If the baseline of

the original signal moves up or down due to the movement of electrodes, DPCM can easily

remove the offset.

2.4.1.2 Artifacts from other electrical source in human body

Given the fact that many biomedical signals are alike, removing artifacts from other phys-

iological sources has always been difficult. The current solution is to record the signals

from the source of artifacts simultaneously, and as for EEG acquisition, several channels

of reference EOG data are necessary.

With the reference data, some techniques like the least mean-square(LMS) algorithm

could be used [38] [39].

Note that another widely used artifacts cancellation technique is the independent com-

ponent analysis(ICA) [40], which doesn not require any pre-knowledge of the signal or

reference channel of the artifact source. A more comprehensive introduction can be found

in [41].

2.4.2 Data reduction techniques

If the “unwanted” parts of the biomedical signal are found, several techniques can be

applied to reduce the data size. Finding the “unwanted” parts requires very accurate

signal classification techniques to make sure all the important information is kept. The

classification techniques will not be fully reviewed here.

2.4.2.1 Adaptive sampling

In many experiments, some parts of biomedical signals are taken as reference data being

used to distinguish those important signals, thus a lower accuracy of the reference signal
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is still acceptable. For example, different stages of sleep can be analysed by extracting

relevant EEG features [42], and these parameters can help to diagnose sleep disorders. Ac-

cording to [42], patients with sleep apnoea syndrome show some different spectral features

in their EEG signals during sleep stages, so neurologists are more interested in these sleep

stages than in the ′awake′ stages. As a result, a wearable EEG recorder may not keep to

the same sampling frequency all the time, and the sampling frequency during the ′awake′

stages can be tuned lower, which will definitely reduce the data size without compromising

the diagnosis. If a subject stays awake for 40% of the experiment time, then decreasing

the sampling rate by 80% during the awake stages can reduce the data size by 32%.

Obviously, the adaptive sampling requires a prior knowledge of the data, and it is

presumably achievable in this case because the fact that dominant frequency changes in

the different stages of sleep, and due to these changes, an ADC with an adaptive sampling

rate controlled by these frequency changes can be built.

2.4.2.2 Discontinuous recording

Discontinuous recording is similar to the adaptive sampling, but instead of decreasing the

sampling rate, it simply stops recording when the data is thought to be unrelated. And

here is an example of its application: according to many reports, neurologists find that

epileptic EEG traces can be separated into two phases − ictal, which contains seizure

activities, and interictal, which contains spikes and waves between seizures [43]. Data

with seizures are more important to neurologists because they are considered to be the

most prominent feature of neurological dysfunction. For a long time, neurologists have had

to manually identify these two phases from other background EEG signals which are not

diagnostically useful. However, if a preliminary classification can be done on the wearable

device, and only relevant data are transmitted, the data size along with peoples workload

will be largely reduced. Detecting and eliminating the background signals is not a new

concept, and it has been applied to inpatient epilepsy monitoring for years [44], but it can

possibly be implemented in wearable recorders in the future.

It is also worth mentioning that abnormal signals caused by epilepsy can be detected

with wavelet transforms (DWT, CWT, etc.) [45] [46], and, as presented earlier, wavelet

transforms are also used in data compression, so a better result may be achievable if we

can combine ictal and interictal detection and transform-based data compression together.

The prerequisite of using the adaptive sampling rate or discontinuous recording is the
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related knowledge about the signals for picking out useful ones from those less important

ones, and this requires massive experiments and field research.

A technology called Real-Time EEG Analysis for Event Detection (REACT) has been

proposed in recent years [47]. REACT contains several steps including feature extracting,

classification and post-processing stages, and it can be summarized as a sliding window

scheme which gives out the probability of seizures for each window of EEG data. With the

help of REACT, the discontinuous recording as well as the adaptive sampling rate could

be more powerful and accurate when applied to clinical EEG data reduction.

2.5 Compression results summary

Table 2.1 summarises the performance of EEG compression techniques mentioned above,

and irreversible data reduction techniques are not included in this table.

From the results shown in Table 2.1, it is clear that lossy compression techniques can

usually achieve higher CRs than lossless techniques, and that is because more informa-

tion is discarded during the compression process. The CRs that lossless techniques can

achieve are close to each others even though the datasets used to evaluate the compression

techniques are different.

24



2.5 Compression results summary

T
ab

le
2.

1:
C

om
p

re
ss

io
n

re
su

lt
s

su
m

m
ar

y

R
ef

er
en

ce
[2

4
]

[2
5]

[2
6]

[2
4]

[2
4]

[2
5]

C
o
m

p
re

ss
io

n
m

et
h

o
d

H
u

ff
m

an
H

u
ff

m
an

A
ri

th
m

et
ic

L
77

+
H

u
ff

m
a
n

P
re

d
ic

ti
ve

en
co

d
in

g

w
it

h
va

ri
ou

s
p

re
d

ic
to

rs
D

P
C

M
+

H
u

ff
m

a
n

C
om

p
re

ss
io

n
ty

p
e

L
os

sl
es

s
L

os
sl

es
s

L
os

sl
es

s
L

os
sl

es
s

L
os

sy
L

os
sl

es
s

D
at

a
sa

m
p

li
n

g
ra

te
1
2
8H

z
1.

02
4k

H
z

1.
02

4k
H

z
12

8H
z

12
8H

z
2
56

H
z

D
at

a
b

it
-w

id
th

8
-b

it
16

-b
it

16
-b

it
8-

b
it

8-
b

it
16

-b
it

C
R

1
.6

9
1.

33
1.

46
1.

63
2.

2
2-

2
.4

8
1
.9

8

P
R

D
N

/
A

N
/A

N
/A

N
/A

N
ot

m
en

ti
o
n
ed

N
/A

R
ef

er
en

ce
[2

7
]

[2
5]

[3
3]

[3
5]

[3
5]

[3
7]

C
o
m

p
re

ss
io

n
m

et
h

o
d

C
on

te
x
t-

b
a
se

d
p

re
d

ic
ti

ve
K

L
T

J
P

E
G

20
00

D
C

T
F

F
T

C
om

p
re

ss
iv

e
S

en
si

n
g

C
om

p
re

ss
io

n
ty

p
e

N
ea

r-
lo

ss
le

ss
lo

ss
le

ss
L

os
sy

L
os

sy
L

os
sy

L
o
ss

y

D
at

a
sa

m
p

li
n

g
ra

te
17

3
.6

H
z

1.
02

4k
H

z
25

6H
z

12
8H

z
12

8H
z

2
00

H
z

D
at

a
b

it
-w

id
th

12
-b

it
16

-b
it

16
-b

it
14

-b
it

1
4-

b
it

12
-b

it

C
R

2
.0

8
2.

36
8

16
.7

17
.6

2.
3

P
R

D
1

N
/A

30
0.

26
0.

7
8

20
.3

9

25



Chapter 2: Background information and literature review

2.6 Wearable wireless EEG signal recorder

The portable EEG signal recorder is an good example of how wearable wireless devices will

bring convenience to the users. In this part, two typical applications of wearable wireless

EEG recorders are given, followed by an introduction to the simplified hardware model of

an EEG signal recorder. The power consumption analysis based on the given hardware

model is presented at the end of this part.

2.6.1 Applications

2.6.1.1 Epilepsy

Epilepsy is a neurological disease caused by pathological conditions such as brain injury,

stroke or genetic factors, or more often is of unknown aetiology.

The EEG is used as the principle test for diagnosing epilepsy as well as gathering

information of seizures. As seizures are not frequently observed in an epilepsy patient,

a long-term EEG recording is always required, and it sometimes takes days and can be

expensive if it is done on an inpatient basis. A small portable device that can be worn

during everyday activities is no doubt a better alternative, and a wireless wearable device

clearly has a very promising future in this area. An EEG recording device that can be

attached to a belt around the subjects waist is described in [48], while other products may

be released in the future.

2.6.1.2 BCI

A BCI builds a direct link between the subject and the outside world without using other

parts of the human body as we usually do. Commands from the brain will be conveyed

and interpreted by the BCI, and used to control any peripheral apparatus. The BCI

is a technique that can significantly increase the quality of life of patients with severe

neuromuscular disorders or those who are paralysed.

The concept of BCI was first proposed nearly 50 years ago [49], but it was not until the

1990s that people were able to build reliable BCIs after obtaining more knowledge about

the EEG signal with the help of computers [50] [51].

As the accuracy of the interpretation of the EEG signal increases, smaller BCI devices

make the user experiences even better. Devices like Emotiv [8] and iFocusBand [52] further

broaden the area that wearable BCI devices can used in including drone control and driver
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2.6 Wearable wireless EEG signal recorder

vigilance monitoring.

2.6.2 Simplified hardware model

A simplified hardware model of a wearable wireless EEG recorder is mentioned in [53] to

help to estimate the system power of such device, and it is showed in Figure 2.6. It contains

the most essential components for recording the EEG signal including amplifier(s), ADC(s)

and a radio transmitter. The extra reference (REF) channels showed in Figure 2.6 are

for recording EOG signals that are often needed for eliminating the artifacts from the

acquired EEG signal.

Figure 2.6: Simplified hardware model of wearable wireless device

The storage medium is optional to this simplified hardware model as it consumes

relatively lower power than the listed components, but similar to the transceiver, its power

consumption is also susceptible to the amount of data sending in and out, so a brief power

analysis of the storage medium will be presented separately.

2.6.3 Power analysis

2.6.3.1 System power analysis

Based on the model given earlier, an overall power consumption of the system can be

easily derived as:

Psys = Pamp + PADC + PTx (2.18)
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where PAmp and PADC are the power consumption of amplifier(s) and ADC(s) respectively,

and PTx is the power consumption of the transceiver, which is further defined as

PTx = D ∗ PTrans (2.19)

where PTrans is the power of the transceiver when operating at the highest transmission

rate, and D is the duty cycle rate which is defined such that:

D = ROrig/RTx. (2.20)

where ROrig is the required data rate, and RTx is the maximum data rate of the transceiver.

The power of the transceiver when operating at the highest transmission rate is further

defined as

PTrans = Nbit ∗ Etx/bit (2.21)

where Nbit is the number of bits the transceiver can send at its maximum data rate, and

Etx/bit is the energy needed for transmitting one bit data.

The amount of power consumed by the ADCs and amplifiers depends on the signal

collecting system chosen, and more power will be consumed if the system requires more

channels of data to be recorded. Nevertheless the wireless transceiver is always the one of

the biggest contributors to the power consumption of an EEG acquisition system compare

to the ADCs and amplifiers.

There are several off-the-shelf electronic devices that can help to estimate the power

consumption during the signal acquisition process.

Assuming an EEG acquisition system that collects 24 channels of data, and there-

fore 24*1 µW amplifiers [54], 24*1 µW ADCs [55], and a 22mW off-the-shelf Bluetooth

transceiver nRF8001 [56] are chosen to estimate the system power. The maximum data

rate of nRF8001 is 1Mbps, so to transmit 1 bit of data, it consumes around 22nJ power.

If the system operates at a sampling rate of 1 kHz, and the signal is digitised into 12-bit,

a data rate of 288kbps is needed from the transceiver.

The overall power consumption can be estimated with (2.18), where PAmp = 24µW and

PADC = 24µW , and PTrans = 22mW . The duty cycle rate can be calculated with (2.20),

and D = 0.288 when ROrig and RTx are 1Mbps and 288kbps respectively. Therefore,

PTx = 6.36mW and Psys = 6.41mW in this case. If using a standard large coin cell

battery with a capacity of 160mAh [57] to power this device, a lifetime of approximately

25 hours is expected which is inadequate for many applications.
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2.7 Hardware implementation of the biomedical data compression technique

2.6.3.2 Power analysis of the storage medium

The flash memory is most likely to be used on a wearable and wireless device as it consumes

less power and the flash memory is non-volatile [58–62]. In general, the power of the storage

medium can be measured with [63]:

Pread = Nrb ∗ Eread/bit (2.22)

Pwrite = Nwb ∗ Ewrite/bit (2.23)

where Pread and Pwrite is the power of memory when read and write, and Nrb and Nwb is

the number of bits read and write per second. Eread/bit and Ewrite/bit is read and write

energy per bit which are given as:

Eread/bit =
Pactive,read ∗ tcycle,read

NI/O
(2.24)

Ewrite/bit =
Pactive,write ∗ tcycle,write

NI/O
(2.25)

where Pactive,read and Pactive,write are the active read and write power respectively, and

tcycle,read and tcycle,write are the minimum read and write cycle time respectively. NI/O is

the number of Input/Outputs.

From the equation (2.22) and (2.23), it is quite clear that a lower data rate will result

in a lower power consumption of the storage medium.

2.7 Hardware implementation of the biomedical data com-

pression technique

There are not much literature mentioning the hardware implementation of the biomedical

data compression techniques and how these techniques help to reduce the system power

of a wearable biomedical device.

The hardware implementation for a 2-stage lossless biomedical data compression tech-

nique that combines predictive and entropy coding for brain-heart monitoring systems was

introduced in [64]. The average CR achieved from EEG/ECG/diffuse optical tomography

(DOT) was 2.05. The compressor was designed with 65 nm complementary metal-oxide

semiconductor (CMOS) technology and claimed to save about 43% energy from a moni-

toring system with Bluetooth.

In [65–67], the hardware implementations of three different compression technologies

for ECG sensing applications and their estimated power consumptions were given. These
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techniques are similar to the one described in [64], which were consisted of the predictive

coding and entropy coding. A CR of 2.53 was reported in [65], and 2.25 in [66], and 2.43

in [67]. The impacts on the system power these techniques can bring were not mentioned.

2.8 Summary

The literature outlined earlier has presented many promising data compression/reduction

methods for EEG or other biomedical data, and a CR of 17 can be reached from EEG

data which is extraordinary, but very little information can be found on the aspect of

the implementation of these methods, let alone a full power analysis of these compres-

sors. Many of these techniques are designed to save the power of wireless transceivers

or memory units on the wearable wireless devices as mentioned in [53, 64, 68–71] because

transmitting or storing less data clearly reduces the power consumed by these compo-

nents, so CR and PRD as the only measurements for evaluating the performance of the

data compression/reduction technique are inadequate. To achieve system power saving,

the power consumption of a data compressor should also be taken into account. As a

result, the rest of this thesis explores a lossless data compression technique that not only

gives good CR but also has been proved to be able to save power.
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Chapter 3

Hypothesis and methodology

In this chapter, the hypothesis of this research is given, and the methodology that will be

used to prove the given hypothesis is also outlined.

3.1 Hypothesis

A review of different techniques that can be used to reduce the size of biomedical data

especially EEG data, is given in chapter 2. As briefly mentioned earlier, these techniques

are mainly developed to reduce the overall power consumption of the wearable wireless

biomedical signal recorder, but despite the high CR they usually achieve, very little work

has been reported to evaluate the hardware cost of introducing an extra data compressor

to a signal recording device, and whether this data compressor will consume more power

than it can save is not yet very clear.

This research assumes that a good data compression/reduction technique can reduce

the size of recorded biomedical data without consuming too much power itself, and there-

fore having a data compressor should help to reduce the system power consumption of the

device. To achieve that, the data compression/reduction technique this research aims to

find should deliver at least the following benefits:

3.1.1 Power saving from the transceiver

The technique this research provides should reduce the data transmission rate with a

minimum cost. A simplified hardware model of the wireless EEG signal recorder is given in

Figure 2.6 to evaluate the power of such devices, and in order to estimate the compressor′s

impact on the overall system power consumption, a hardware model was proposed in [53],
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and it is given in Figure 3.1, which includes the data compression/reduction unit. Based

on this new model, the new system power P
′
sys after data compression/reduction can then

be calculated with

P
′
sys = Pamp + PADC + Pcompressor + P

′
Tx (3.1)

where PAmp and PADC are the power consumption of amplifier(s) and ADC(s) respectively,

and P
′
Tx is the power consumption of the transceiver for transmitting compressed data,

which is defined as

P
′
Tx = D ∗ P ′

Trans (3.2)

where D is the duty cycle rate defined in (2.20), and P
′
Trans is the power of the transceiver

after introducing the data compression, which can be further defined as

P
′
Trans = Nbit ∗ Etx/bit/CR (3.3)

where CR is the compression ratio defined in (2.2), and Nbit and Etx/bit are the number

of bits the transceiver can send at its maximum data rate and the energy needed for

transmitting one bit data, which are defined in (2.21).

In theory, by consuming the same amount of energy for sending uncompressed data,

more data can be transmitted after the compression, therefore the equivalent energy Eeqtx,

which is defined as

Eeqtx = Etx/bit/CR (3.4)

for sending one bit is lower than before.

Figure 3.1: Simplified wearable wireless device model with data compression unit imple-

mented
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From equations (3.1) and (3.3), it is quite clear that a higher CR will help to reduce the

data rate, and therefore the power that the transceiver needs. According to the review of

the biomedical data compression techniques given in the chapter 2, complex compression

methods like DWT often yield better CR results compared with simple methods like

entropy encoding techniques, and as the CR increases, so Pcompressor is very likely to

increase as well, since more computational resources will be needed to fulfil the task like

wavelet transform. There is a trade-off between the CR that a compression method can

achieve and the hardware resource it may need. A simple compression technique that

gives an acceptable CR, but consumes a minimum resource, is often a good alternative to

those hardware-hungry methods.

3.1.2 Power saving from the memory unit

As mentioned in chapter 2, the data storage unit does not consume much power compared

with a transceiver on a wearable wireless device, but it is worth mentioning that the data

compression/reduction technique this research looks for should also be able to reduce the

data read/write rate of the memory unit at a low cost, which will help to further reduce

the power consumption.

A method of estimating the power consumption of the memory unit during read and

write is given in (2.22) and (2.23), and if the data size is reduced, the new number of bits

read and written per second N
′
rb and N

′
wb can be calculated as

N
′
rb = Nrb/CR (3.5)

N
′
wb = Nwb/CR (3.6)

where CR is defined in (2.2),so the read and write power consumption of the memory unit

P
′
read and P

′
write will be

P
′
read = N

′
rb ∗ Eread/bit = Nrb ∗ Eread/bit/CR (3.7)

P
′
write = N

′
rb ∗ Ewrite/bit = Nwb ∗ Ewrite/bit/CR (3.8)

where Eread/bit and Ewrite/bit is given in (2.24) and (2.25) respectively.

Similar to the transceiver power, the equivalent energy for reading and writing the

memory can be calculated with

Eeqr = Eread/bit/CR (3.9)
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and

Eeqw = Ewrite/bit/CR (3.10)

The CR is decisive to the power saving of the memory unit, and a data compressor

that gives a higher CR with minimum power consumption is always preferable.

3.1.3 System power saving

A wearable wireless signal recorder with the data compression/reduction unit should op-

erates longer than a recorder without such unit, and to guarantee this, the unit should

consume less power than the power saved from the transceiver or the memory unit. The

whole research rests on this assumption.

3.1.4 Storage saving

Storage saving is another benefit that the data compressor can bring to the signal recorder.

The memory can store more data if they are compressed, and if the recording operates

longer, extra memory is less demanded if data is compressed.

3.2 Methodology

Based on the hypothesis, the research methodology is outlined here to illustrate how this

research will identify a good set of trade-offs between the compression techniques and the

system power saving.

3.2.1 Data compression technique candidates

Many signal acquisition devices are used in clinical research, and therefore only the lossless

data compression technique that can fully preserve the original information of the signal

will be considered in this research, as it satisfies the strict requirements of clinical uses,

and techniques like transform based algorithms will not be discussed. A performance

metric that contains the CR and the power consumption of the compressor is introduced

for evaluating the existing compression technique, and developing the new technique as

the ultimate purpose of introducing a data compressor is to reduce the system power.
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3.2 Methodology

3.2.1.1 DPCM + Huffman coding

A data compression process that combines DPCM and the Huffman coding is selected for

further analysis for the following reasons.

a. Computational simplicity

There are several lossless data compression techniques that can be considered for fur-

ther analysis based on the review given in chapter 2, and they are Huffman coding, Arith-

metic coding, KLT, and 2-stage encoding techniques including LZ77+Huffman coding and

DPCM+Huffman coding. Most of these techniques are time-domain based except for the

KLT, which is transform based. Given the fact that the KLT certainly requires more

computational resource whilst unable to deliver a significantly higher CR when compress-

ing the EEG signal than the time-domain based techniques [25], it will not be taken into

the next stage of the research. As a result, only the DPCM+Huffman coding with the

other mentioned time-domain based techniques fit the purpose regarding the aspect of

computational simplicity.

b. Hardware efficiency

The arithmetic coding and the Huffman coding are two well-known time-domain based

entropy coding techniques, and as indicated earlier, both of them require comparatively

low computational resource. As introduced earlier in chapter 2, they have similar work

schemes, and both algorithms can achieve the data compression via assigning a shorter

code to symbol(s) based on the PDF of the signal. The Huffman coding assigns a unique

binary code to each possible symbol, and the arithmetic coder encodes multiple symbols

into one single and unique binary fraction, and both assigned codes are shorter than the

original symbols.

In [26] and [25], it is shown that the arithmetic coding yields a slightly better CR than

the Huffman coding does, but [26] also indicates a power consumption of 41mW from the

arithmetic encoder when compressing the 16-bit EEG signal, which is even higher than

the power that a wireless transceiver needs to send uncompressed data, and according to

equations (2.19) and (2.20), the power would be 8.65mW if transmitting 24 channels of

EEG signal with nRF8001 [56]. Therefore, the arithmetic coding is not suitable for this

research in respect of the hardware efficiency.

c. Promising data compression performance

The 2-stage technique LZ77+Huffman coding is ruled out since this process performs

even worse than the Huffman coding alone according to [24], and obviously it also consumes
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more computational resource.

The Huffman coding itself gives an acceptable performance when compressing the

EEG signal as it is shown in Table 2.1. Moreover, with a DPCM encoder added before

the Huffman encoder to remove short-term redundancies, the Huffman coding reached the

highest CR in [25] among all the other time-domain based techniques. The performance

of the DPCM+Huffman coding is even close to the KLT.

Due to above reasons, the DPCM+Huffman coding technique is chosen as a possi-

ble data compressor that can be used on the simplified hardware model of the signal

recording system, and since little work has been conducted on the power analysis of the

DPCM+Huffman coding, this technique will be selected for a further test.

3.2.1.2 Log2 sub-band encoding - a new algorithm

All entropy coding techniques can only conduct compression with the prior knowledge

of the PDF of the original signal, and the Huffman coding inevitably suffers from this

limitation. The Huffman coding requires a pre-generated code book which contains all

the possible symbols it may encounter and all the corresponding Huffman codes of these

symbols. The code book can be easily generated with a training dataset, however when

compressing biomedical signals, some unexpected symbols sometimes occur, and they are

usually caused by sudden changes within the physiological system such as seizure spikes

detected in EEG signals or by artifacts from other sources.

The code book is always a compromise-relying on typical cases to achieve gains, and

it contains all occurred symbols included in the training dataset, but it not always covers

all the symbols in the dataset to be compressed.

To overcome some of these limitations, a novel technique called Log2 sub-band is

developed for this research, based loosely on the principles of the DPCM+Huffman coding

but with considerable simplification.
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3.2 Methodology

Figure 3.2: Work scheme of the Log2 sub-band compression technique

In general, the Log2 sub-band divides each binary data sample into several parts, and

each part may be a few bits long. The technique then compares each part of the current

sample with the part in the previous sample. The comparison process goes on part by

part until one part in the current data sample is found different from the part in previous

one. In the end, only the part that is different and parts after that different part will be

transmitted or stored. To reconstruct the data, a header is needed to indicate how many

parts of the current data sample are transmitted or stored.

A more specific example of the Log2 sub-band is illustrated in Figure 3.2, and in this

case assumes the original biomedical data is digitized into 12-bit, and the Log2 sub-band

first divides each signal sample into three 4-bit segments(nibbles). In this case, each

nibble then is compared with the same part of the previous data sample, and instead

of transmitting or storing the whole current sample, only the nibbles that are different

from the previous sample′s are transmitted or stored. A header will be added to each

compressed sample to indicate the number of nibbles transmitted or stored, and it could

be 3 nibbles, 2 nibbles, 1 nibble, or, as in this case none, so a 2-bit header is added at the

end of the comparison process. Schemes can be devised for any bit width, and each band

can have arbitrary bit width, for instance Figure 3.2 presents a {4, 4, 4} scheme, and it

could also be {3, 4, 5} with a 2-bit header or {3, 3, 3, 3} with a 3-bit header for 12-bit

data.

The Log2 sub-band is a lossless data compression technique that combines the sim-
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ilarities of the DPCM and the Huffman coding into a single stage process. Unlike the

Huffman coding, the Log2 sub-band does not require the PDF of the original signal to

generate a code book before compressing, so it will not be interrupted if any new symbols

show up. Compared to the DPCM+Huffman coding, the Log2 sub-band is expected to

be more adaptive to biomedical signals. A detailed compression result comparison will be

given in the next chapter.

3.2.2 Biomedical data for testing

The EEG, EMG and some other biomedical data are chosen for evaluating the compression

performance of the DPCM+ Huffman coding technique and the Log2 sub-band.

3.2.2.1 EEG data

a. Human EEG data

One of the EEG datasets used in this thesis is recorded from subjects with different

physiological conditions at the University of Bonn on non-linear deterministic patterns of

brain electrical signals [72]. These data are used by other literature in [73–78] to test their

EEG data compression techniques.

The EEG signals are categorized into five groups based on subjects′ conditions. They

are signals recorded from healthy people with eyes open and closed, and from within and

outside epilepsy diagnosed patients′ epileptogenic zone (seizure generating area) during

the seizure free interval and during the seizure. The signals are digitized into 12-bit at a

sampling of 173.6Hz as shown in Figure 3.3. Each group has 100 data segments of 23.6 sec

duration of signals. The EEG data of healthy people with eyes open, within epileptogenic

zones and seizures are chosen for this research. These three types of data can very well

reflect the impact of a neurological disease on human EEG signals and help to demonstrate

the performance of a compression technique when compressing different EEG signals.
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3.2 Methodology

Figure 3.3: A segment of healthy human EEG data

b. Mice EEG data

The mice EEG data are recorded for an Alzheimer′s disease study by a research team

in Aberdeen University [79]. The signals as shown in Figure 3.4 are collected and digitized

into 12-bit at 1000Hz and 500Hz respectively by the University of York/Cybula Neural

Acquisition Tracker (NAT) device [11]. The data used in this research are randomly picked

10-minute segments, and the same selections are used for all compression methods.

Figure 3.4: A segment of mice EEG data

3.2.2.2 EMG data

The EMG signal is from Physionet [80]. It is collected from the tibialis anterior muscle of

a 44-year-old man with no history of neuromuscular disease, and the subject was asked to

dorsiflex the foot gently against resistance . The signal is digitized into 12-bit, and first

sampled at 50kHz, and then downsampled to 4kHz.
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3.2.2.3 Others

To illustrate the adaptivity of the Log2 sub-band encoding, some other bio-signals were

chosen for testing the compression performance of the Log2 sub-band, which include Elec-

trohysterogram (EHG) [81], ECG [82] and Event-related potentials(ERP) [83].

3.2.3 Data compression result analysis

The DPCM+Huffman coding and the Log2 sub-band are tested with the selected datasets

via MATLAB simulations. Since these data have different characteristics depending on

their sources and the subjects′ physiological conditions, the performance of these two

data compression techniques when compressing these data is expected to change with the

conditions.

The DPCM+Huffman coding and the Log2 sub-band encoding are both lossless com-

pression techniques, so only the CR will be used to measure their compression perfor-

mance, and a higher CR indicates that the technique is more capable of compressing the

biomedical data.

Some experiments were also conducted to test the limitations of the DPCM+Huffman

coding when using a code book with data from non-training sets.

3.2.4 System power analysis

At this stage, the chosen compression techniques will be transferred into hardware design.

Accurate power consumption results of the data compressor can be acquired, and therefore

the system power can be estimated.

With the compression results acquired from MATLAB simulations, it is possible to

estimate the power saving from the transceiver/storage with equations (3.1), (3.7) and

(3.8). For example, assuming an EEG recording system using the transceiver nRF8001

mentioned in chapter 2, a data compression unit that brings a CR of 2 will reduce the

power consumption of the transceiver by 50%, which is 3.18mW in this case. This amount

of power saving is the power budget for the data compressor, and any data compression

unit that consumes more power than 3.18mW would be considered as sub-optimal.

The power budget for the data compressor changes with the different transceivers or

storage media chosen, and the overall system power will be analysed under these different

scenarios.
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3.3 Summary

Ideally, the best combination of the data compressor and the transceiver/storage can

maximize the battery lifetime on a wearable wireless device.

3.3 Summary

In this chapter, the hypothesis of this research is illustrated, and the methodology of the

study is also outlined. The research framework can then be summarized as it is shown in

Figure 3.5.

Figure 3.5: Research flow

A data compression/reduction technique that can help to save the system power of a

wearable wireless biomedical signal recorder is expected to be demonstrated.

41





Chapter 4

Compression results analysis

This chapter gives the data compression results of the DPCM+Huffman and the Log2

sub-band encoding, and then their performance will be analysed. A comparison of the

performance of the two techniques will be discussed at the end. Some of the work men-

tioned in this chapter was published in [84–86].

4.1 DPCM+Huffman coding performance analysis

4.1.1 Code book generation

As mentioned earlier, the Huffman coding requires some prior knowledge of the original

data, which is the PDF of the signal symbols. A code book based on this information

must be generated before the compression process. Therefore, part of the testing data will

be used as a training dataset for generating the code book, and then all the data will be

compressed with the acquired code book. The whole process is shown in Figure 4.1.

Figure 4.1: DPCM+Huffman coding process
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Chapter 4: Compression results analysis

Table 4.1: The compression ratio results of the DPCM + Huffman coding

Data type Compression ratio

EEG from the healthy people 1.82

Seizure-free EEG from the epilepsy patients 2.2

Seizure 1.51

Mice EEG data@1000Hz 1.47

Mice EEG data@200Hz 1.45

EMG data 2.59

Table 4.2: Number of entries of the Huffman code book

Data type Number of entries

EEG from the healthy people 324

Seizure-free EEG from the epilepsy patients 604

Seizure 1910

Mice EEG data@1000Hz 925

Mice EEG data@200Hz 839

EMG data 473

4.1.2 Compression results

The compression results of the DPCM+Huffman coding are given in Table 4.1. The per-

formance of the DPCM+Huffman coding decreased when compressing the seizure signal.

That is due to the rapid changes that occurred in the signal, and each occurred symbol

usually has a low frequency of occurrence. The Huffman code book generated based on

such signals will have more entries, and the average code length to represent one symbol

becomes longer. The number of entries of the code book is given in Table 4.2. However,

a larger number of entries does not always indicate lower compression results. The code

book of the EMG data has more entries than that of the EEG signal from the healthy

people, but if some symbols rarely show up, the compression result will still be better,

as it is shown in Table 4.1. Overall, this technique performs better when compressing

relatively stable signals.

The CR result of the mice EEG signal recorded at different frequencies has proved that

the sampling frequency has no significant impact on the compression performance of the
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4.2 Log2 sub-band encoding performance analysis

Table 4.3: The compression ratio results of the Log2 sub-band

Data type Compression ratio

EEG from the healthy people 1.94

Seizure-free EEG from the epilepsy patients 2.58

Seizure 1.66

Mice EEG data@1000Hz 1.55

Mice EEG data@200Hz 1.44

EMG data 2.6

2-stage technique, and although the signal with a higher resolution should be containing

more information, the number of entries of its code book is not significantly larger.

4.2 Log2 sub-band encoding performance analysis

The Log2 sub-band is more adaptive to the signals compared to the DPCM+Huffman

coding. There is no need to pre-process the data before the compression process, therefore

all the data were used for evaluating the compression performance. As all the original

data are 12-bit, the compression process is exactly the same as is shown in Figure 3.2.

The MATLAB code for testing Log2 sub-band is given in Appendix C1.

The compression ratios are given in Table 4.3. Similar to the performance of the

DPCM+Huffman coding, the Log2 sub-band yields higher CR for compressing stable

signals, and lower for the rapidly changed signals.

The probability distributions of CRs of each one of the 100 EEG data segments [72]

from three groups of data are shown in Figures 4.2 to 4.4. The Y-axis in these three figures

indicates the number of data segments that achieve the CR given on the X-axis. The CRs

of these data shown in Table 4.3 are the averages of the CR of each data segment.
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Figure 4.2: The compression ratio of 100 healthy EEG signal segments

Figure 4.3: The compression ratio of 100 seizure-free EEG signal segments
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Figure 4.4: The compression ratio of 100 seizure EEG signal segments

Table 4.4: Performance of Log2 sub-band in compressing some other bio-signals

Data type CR of the Log2 sub-band

EHG [81] 3.02

ECG [82] 2.14

ERP [83] 1.38

From the compression results, it can be inferred that the biomedical signals like the

seizure signal require more bands (nibbles) to transmit, and signals with fewer fluctuations

requires fewer bands. Moreover, the distribution of the number of bands required to

transmit every single signal symbol reflects some of the characteristics of the biomedical

signals. One way to utilise this distribution information will be raised in the next chapter.

As a novel lossless compression technique, the Log2 sub-band can compress not only

the EEG and the EMG data, but also some other kinds of bio-signals. Its performance in

compressing other types of bio-signals [80] is given in Table 4.4, which proves the versatility

of this technique.

4.3 Comparison of the techniques

A comparison of the performance of the presented techniques is given in Table 4.5. The

compression results indicate that the Log2 sub-band technique performs better than the

2-stage technique in most cases, yet the pre-knowledge of the original signal is not required.
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Table 4.5: Comparison of the compression performance

Data type

CR of 2-stage CR of the Log2

technique (partially the Log2 sub-band′s

covered code book) sub-band improvement (%)

EEG from
1.82 1.94 6.6

the healthy people

Seizure-free EEG from
2.2 2.58 17.3

the epilepsy patients

Seizure 1.51 1.66 9.9

Mice EEG data@1000Hz 1.47 1.55 5.4

Mice EEG data@200Hz 1.45 1.44 -0.7

EMG data 2.59 2.6 0.4

4.4 Limitations

4.4.1 DPCM+Huffman coding

4.4.1.1 Pre-knowledge of the signal required

The Huffman coding requires the generation of a code book based on the PDF of the

original signal. To achieve the best compression result, a large training dataset that can

mostly reflect the characteristics of the original signal is required when generating the

code book, which makes the compression process inefficient sometimes.

4.4.1.2 Biased code book

A code book generated with a limited number of training datasets will usually not cover

all the possible symbols. For instance, the human seizure signal used in this work has a bit

width of 12, and after the DPCM, the bit width should become 13-bit, so in theory there

will be 213 possible values for the input signal. However, as is shown in Table 4.2, the code

book of the seizure signal only has 1910 entries, which means only 1910 different symbols

were found in the training dataset, and if any value that is not included in this code book

occurs afterwards, the compression process might fail. To overcome this problem, all the

theoretical symbols of the target signal have to be included into the training dataset to

ensure the code book covers all the symbols later in a real signal. The PDF of the signal
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Table 4.6: Comparison of the partially covered and fully covered code books

Data type
CR of using the partially CR of using the fully

covered code book covered code book

EEG from
1.82 1.71

the healthy people

Seizure-free EEG from
2.2 2.04

the epilepsy patients

Seizure 1.51 1.37

Mice EEG data@1000Hz 1.47 1.36

Mice EEG data@200Hz 1.45 1.34

EMG data 2.59 1.9

symbols is altered as a result, and the compression ratio will inevitably deteriorate as the

probability distribution is stretched, and the average length of code for representing one

symbol is longer than before.

Table 4.6 provides a comparison of the code book generated with and without adding

extra symbols in the training datasets. It is quite obvious that the compression ratio

decreases when using a code book that covers all the possible signal values. The com-

pression performance of the Huffman coding deteriorates more significantly if the original

code book has fewer entries, since adding all the missing symbols brings a bigger change

to the PDF of the original signal.

A solution to mitigate this problem is to duplicate the original training datasets sev-

eral times before filling them with the extra symbols. This method reduces the overall

percentage of the extra symbols, and strengths the PDF of the original training dataset

in the new training dataset.

The CRs of using enhanced code books are slightly improved, as shown in Figures 4.5

to 4.10 and Table 4.7.
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Table 4.7: Comparison of the code books with and without duplicating the original training

datasets

Data type

CR of using the fully CR of using the fully covered

covered code book code book with the original

without duplicating training datasets duplicated 8 times

EEG from
1.71 1.77

the healthy people

Seizure-free EEG from
2.04 2.11

the epilepsy patients

Seizure 1.37 1.39

Mice EEG data@1000Hz 1.36 1.46

Mice EEG data@200Hz 1.34 1.43

EMG data 1.9 2.44

Figure 4.5: Performance improvement of code book generated with the healthy people’s

EEG signal
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Figure 4.6: Performance improvement of code book generated with the seizure-free EEG

signal

Figure 4.7: Performance improvement of code book generated with the seizure EEG signal
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Figure 4.8: Performance improvement of code book generated with the mice EEG signal

sampled at 1000 Hz

Figure 4.9: Performance improvement of code book generated with the mice EEG signal

sampled at 200 Hz

52



4.4 Limitations

Figure 4.10: Performance improvement of code book generated with the EMG signal

4.4.1.3 Specified code book

As referred to earlier, there are three different code books trained with human EEG

data based on the signals of three different neurological conditions including the signal

from the healthy people and the seizure and the seizure-free signals from the epilepsy

patients, and each one of the code books is trained by a specific dataset to get the best

compression result from the given signal. In reality, the wearable wireless device that

has this Huffman compressor implemented could be used by anyone regardless of their

neurological conditions. The compression ratio can be much worse if compressing the

signal with a code book that is unable to fully reflect the PDF of the input signal.

Table 4.8 shows the compression ratio achieved when using different code books to

compress the given data. All the code books listed cover all the possible input symbols

like the ones shown in Table 4.6, but they were generated without duplicating the original

training dataset.

For instance, when compressing the EEG of healthy people with the code book trained

by the seizure signal, the performance of this 2-stage technique is weakened.

There is clearly a set of trade-offs when choosing the code book for implementation

as it will be used to encode mixed signals like the signal from an epilepsy patient, which
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contains both seizure-free and seizure signals. A code book trained by the EEG data

that contains both a seizure-free and seizure signals will inevitably give a lower CR for

both types of signal. A typical seizure monitoring was described in [87] and [88]. One

subject with epilepsy disease was recorded with 82 second seizure signals during a 70-

minute monitoring process, and therefore all the seizure episodes takes around 2% of the

whole monitoring time. If using the code books SF-S, S-H and SF-H as given in Table 4.8,

for estimation, the overall compression ratios can be estimated by

CRms = (CRsf ∗ tsf + CRs ∗ ts)/tall (4.1)

, where CRms, CRsf and CRs are compression ratios of mixed signal, seizure-free signal

and seizure signal respectively, tall is the overall observation time, and tsf and ts are the

total time with and without the observing of the seizure. Therefore, CRs achieved from

these code books are 1.99, 1.86 and 2.05 respectively, and the code book SF-H yields better

CR than the other two code books. However, when seizure happens more frequently, the

SF-S or S-H might outperform the others.

This set of trade-offs will not be further discussed in this thesis, but it could be an

interesting area to look into in the future.

4.4.2 Log2 sub-band encoding

As one of the time-domain based compression techniques, the Log2 sub-band is very

sensitive to the fluctuation of the signal, as mentioned earlier in this chapter. According

to the simulation results, it gives a higher compression ratio when compressing more stable

signals.

Unlike the Huffman coding and many other compression techniques, the Log2 sub-

band might increase the size of the original data in the worst case where no same band

can be found between adjacent data samples due to its adding ’header’ scheme.

Unfortunately, there is no good solution to these limitations, but as long as it serves

the purpose given earlier in this thesis, these drawbacks are acceptable.

4.5 Summary

The data compression performances of both techniques are given in this chapter. The

performance of the Log2 sub-band technique that this research proposed is clearly superior
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Chapter 4: Compression results analysis

to the existing DPCM+Huffman coding despite some limitations it has. Whether or

not the compression results would help to reduce the system power consumption will be

discussed later in this thesis.
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Chapter 5

Signal-classification-based data

reduction with the Log2 sub-band

encoding

As mentioned in chapter 4, the Log2 sub-band compression process provides the distribu-

tion of the number of bands needed to represent a symbol, which carries some characteris-

tics of the original signals. This chapter will illustrate a method of using this distribution

information to filter out non-seizure events from the EEG signals. The impact of this data

filtering process on the data reduction will also be noted. Some of the work described in

this chapter was published in [86].

5.1 Seizure detection

During the compression process, the information on band distribution can be gathered by

the Log2 sub-band encoder. As for the EEG signals used in this research, the distribu-

tions of healthy human signals and epilepsy patients′ seizure free and seizure signals are

presented in Figures 5.1 to 5.3. A comparison of these three distributions can be found in

Figure 5.4. ’0 band’ on the X-axis in these figures means the current symbol is identical to

the previous one, therefore no band and only a header is needed to represent the symbol.
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Figure 5.1: Band distribution of the healthy EEG signal

Figure 5.2: Band distribution of the epilepsy patients′ seizure-free EEG signal
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5.1 Seizure detection

Figure 5.3: Band distribution of seizure EEG signal

Figure 5.4: Band distribution of 3 kinds of EEG signals

A pattern can be easily found in that more symbols from the rapid changing signals

like seizure signals will be transmitted with 2 or 3 bands whilst symbols from the healthy

people′s EEG signals and the epilepsy patients′ seizure-free EEG signals need fewer bands
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to transmit in general.

The proportions of symbols that are transmitted with 0 and 1 band of three different

EEG signals are given in Table 5.1.

It is quite clear that the symbols of the seizure signals that were represented with

0 and 1 band are only half of those of the seizure-free EEG signal′s symbols, and a

method to identify the seizure event in real-time can be attempted based on this significant

discrepancy.

Table 5.1: Proportions of symbols that are transmitted with 0 and 1 band

Data type Proportion (%)

Healthy people with eyes closed 48.64

Patients′ epileptogenic zone 66.11

Seizure 32.38

A sliding window scheme was designed, as shown in Figure 5.5. This scheme keeps

analysing the band distribution of the symbols within the sliding window. A threshold

of the proportion of the signal symbols that are represented with 0 and 1 band is set to

identify the start of a seizure event based on the assumption that the seizure signals have

less proportion of symbols that are transmitted with 0 and 1 band. If the proportion of

symbols within a sliding window is found to be lower than the threshold, then the position

of this sliding window will be seen as the start of a possible seizure episode. The primary

aim of this method is to find a ’possible’ seizure for further analysis and not to verify it

clinically.The result of this selective data filtering technique will be given later.

5.2 Result analysis

To evaluate the performance of this sliding window scheme, a simulated EEG signal that

contains both seizure-free and seizure data is used. As the original EEG signals from [72]

are pre-categorised into different groups including seizure-free and seizure signals, so 20

segments of data were randomly selected from the seizure group and then inserted into a

period of seizure-free data to simulate a real epilepsy patient′s EEG signal.

The performance is measured in terms of sensitivity (SEN), false positive rate (FPR)

and speed of detection (SoD), which are the percentage of successfully detected seizure,

the percentage of false positive detection, and the average time cost to identify the seizure.
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Figure 5.5: Sliding window scheme

The window size is set to 100 data symbols, which is about 580 ms data. The window

size was chosen rather arbitrarily in this case, but some principles need to be followed.

The epileptic seizure does not last very long, and as it is mentioned in [89], the average

duration of seizure of 123 patients is 71 seconds, therefore the window size has to be small

to achieve a early detection. In this case, a window size of 100 is quite reasonable.

The detection process is repeated with different threshold settings from 30% to 45%,

and as mentioned earlier, if the proportion of the symbols that were represented with 0

and 1 band is smaller than the threshold, the window′s location will possibly be the start

of a seizure event. The result is shown in Table 5.2.

Table 5.2: Seizure detection result

Threshold (%) 30 35 40 45

SEN 95% 100% 100% 100%

FPR 0 9.1% 31.0% 37.5%

SoD(sec) 2.9 2.5 1.4 0.6

The result indicates that if the threshold is set to a lower value, part of the seizure

signal might be missed, and a longer delay in identifying the seizure event will be expected,

but the false positive rate will decrease significantly. On the other hand, with a higher

threshold value, some parts of the no-seizure signal will be identified as the seizure, but a

higher speed of detection can be achieved.

This seizure extraction method is quite simple without adding too much computational

burden to a biomedical signal recorder, and it brings a set of trade-offs between SEN, FPR
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Chapter 5: Signal-classification-based data reduction with the Log2 sub-band encoding

and SoD that we need to consider. For studies that require higher precision in the data,

a higher threshold value is recommended, but it will also inevitably sacrifice the data

reduction performance as more irrelevant data will be extracted as well.

For EEG signal recording, there usually is more than one channel of EEG data being

recorded. More channels of data may offer a much more accurate detection result because

more channels provide more detection results, and a judging system can be built upon

these results to give a more accurate result.

The band distribution data is generated as a by-product of the compression process,

so it is almost ’free’ in terms of hardware cost. There are some more accurate techniques,

but considering the hardware cost they may add to the device, it is better to implement

them locally on a station.

5.3 Data reduction

Epileptic seizures are caused by sudden burst of uncontrolled electrical activity occurring

in a group of neurons in the cerebral cortex, and therefore the EEG signal is a practical

way of studying the seizure as it reflects the brain’s electrical activities [90–94]. However,

a seizure often occurs quite randomly, and most signals recorded and transmitted for

epileptic seizure research are actually seizure-free. The sliding window scheme offers a

crude method of extracting and sending the signal events that interest researchers only,

and it helps to reduce the power consumed by the transceiver. The original data can be

stored on the device as a backup if a further examination is required.

One of the subjects mentioned in [87] and [88] was observed having two seizure episodes

with a total 163-second duration in in an EEG recording process lasting seven hours. If

a high threshold value is chosen for the sliding window to better preserve the seizure

data, the technique will give an FPR of 37.5% as is shown in Table 5.2. Therefore, 260-

second of data will be extracted, which gives approximately a 99% data saving. This

estimation is based on the assumption that the EEG signals recorded in [87] have the

same characteristics as the signals from [72]. In practice, the FPR might be larger or

smaller depending on the source signal, but this technique clearly has a positive impact

on data reduction.

Besides the discontinuous data transmission method mentioned above, adaptive sam-

pling may also be introduced based on the seizure detection result. If the ’possible’ seizure

is detected, the system uses a higher sampling rate, and a much lower sampling rate can
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be used for the rest of the signal recording process. Therefore, the data can be reduced

significantly.

5.4 Summary

In this chapter, a sliding window scheme is introduced to be used along with the Log2

sub-band encoding to extract the seizure signal from the epilepsy patient′s EEG signal.

The result proves that this data filtering method clearly helps to detect the seizure with

just a small extra hardware cost. If only the seizure signals are needed by the researcher,

a significant reduction of the data as well as the transceiver′s power can be expected if a

suitable threshold of the sliding window is selected.

As this technique is simple and efficient, a more complex method can be applied off-line

to further increase the accuracy of the seizure detection.

The possibilities of using this sliding window scheme to detect and extract other event-

related biomedical signals are worth further investigation. In particular, when used in

systems with many channels the ability to detect seizures with good sensitivity and FPR

may improve significantly, so it seems a worthwhile area for further investigation.

An important point here is that the Log2 sub-band encoding provides seizure infor-

mation as a useful by-product of compression with minimal effort, neither the Huffman or

the arithmetic coding can easily offer such a capability.
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Chapter 6

Hardware simulation and power

analysis of the data compressor

In this chapter, the hardware design of both the Huffman coding and the Log2 sub-band

encoding mentioned earlier will be given. The power consumption of these two compressors

will be estimated with the given design, and the power analysis will be provided based

on the estimated result. The biomedical data used in this chapter are human EEG data

only. These data have similar features, but they were recorded from subjects with different

physiological conditions, they can best represent an application case in reality.

6.1 Hardware design

6.1.1 DPCM+Huffman coding

The hardware model of the DPCM+Huffman coding is straightforward, as shown in Fig-

ure 6.1. In theory, the entire 2-stage compressor should contain a DPCM coder that

differentiates the input biomedical signal, and a quantizer to convert each signal symbol

from the DPCM into an address that can be looked up in the memory, as shown in Figure

6.2. A data shifter that shifts out the right number of bits is also required. The power

analysis of the shifter has been done for this research. Based on the preliminary result,

the shifter power is so small compared to the RAM power that it can be neglected in the

power analysis of the 2-stage technique. For the same reason, the power analysis excludes

the power of the DPCM and quantizer, and only the power of the RAM was evaluated as

it consumes much more power than other parts.

The Huffman code book is generated based on the pre-acquired and differentiated EEG
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Chapter 6: Hardware simulation and power analysis of the data compressor

signals, and the code book contains the entries of all the possible signal symbols, and their

corresponding code words. The code book is stored in the memory, as shown in Figure

6.2, and during the compression process, every original signal symbol will be assigned with

a code word based on the code book stored in the memory. As the code words in the code

book have different lengths, they are padded with 1 to get the same length before storing

in the memory. The code words in the memory will be shifted out by the shifter to get a

correct length.

Figure 6.1: 2-stage technique implementation
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Figure 6.2: Huffman code book implementation

For the hardware implementation of the 2-stage compression technique, the core is the

RAM that the code book is stored in. To measure the power of the RAM, a tool called

CACTI [95–97] is used to estimate the memory access time, cycle time, area and static

and dynamic power of the static random-access memory(SRAM) that stores the Huffman

code book. The static power of a circuit is the power consumed when the circuit is in

quiescent mode, and the dynamic power of a circuit is the power consumed by circuit

switching. With the memory size, number of read/write ports and size of technology node

set, CACTI can provide an accurate power estimation of the required memory.

6.1.2 Log2 sub-band

The hardware design of the Log2 sub-band is given in Figure 6.3, and in this case, the

original signal is 12-bit, and each compressed signal symbol will be 14, 10, 6 or 2 bits long

after adding a header. A control unit will decide how many bits to shift out. Two different

designs were used for power analysis. One is designed to process one data symbol per clock

cycle, which in this case means feeding in 12 bits in parallel every clock cycle. The other

design takes the data in serial, which takes 12 cycles to compress one data symbol. These

two designs can be described as parallel-in parallel-out (PIPO) and serial-in serial-out

(SISO).
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Chapter 6: Hardware simulation and power analysis of the data compressor

Figure 6.3: Log2 sub-band design

Figure 6.4: Power analysis process of the data compressors

The process of power analysis is given in Figure 6.4. The human EEG signals [72] used

earlier in the compression performance analysis were fed into the Log2 sub-band encoding

unit, and value change dump(vcd) files were generated to record the value changes of the

signals in the data compressor. The vcd files are for estimating the power of the data
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compressors while compressing the given biomedical signals. The hardware design and

analysis were conducted within the Cadence Virtuoso environment using 65 nm UMC

CMOS process node. The Verilog and VHDL code for Log2 sub-band and its testbench

are given in Appendix C2 and C3.

6.2 Power analysis

In this part, the power consumption of the 2-stage compression technique and the Log2

sub-band will be provided based on the hardware models given earlier in this chapter.

6.2.1 DPCM+Huffman coding

6.2.1.1 Power result

The memory is initiated by CACTI based on the size of the EEG code book implemented.

As discussed earlier in chapter 4, the code books generated based only on the training

datasets are smaller, and they have fewer entries than the numbers of possible signal sym-

bols. Although storing a smaller code book certainly consumes less memory power, the

compression process may fail if an unknown symbol occurs. To prevent this from happen-

ing, the code books that cover all the possible symbols are used here to keep the system

stable, regardless of the deterioration of the power and the compression performance.

The bit width of every input symbol is 13 after the DPCM, and the longest code word

in these code books is 23-bit, so the book has 213 entries in total. Due to the limitation

of CACTI, the number of read-out bits can only be set to a multiple of 8, so it was set to

24 to take into account the length of the longest code word in the Huffman code books.

As a result, the RAM size can be calculated with

size = (Nr.ofBitsReadOut) ∗ (Nr.ofEntries)/8 (6.1)

, in this case 24576 bytes.

The numbers of read and write ports are both set to 1, and the technology node is set

to 65 nm which will be sufficient for this application.

CACTI provides other setting options that are about the power consumption of the

RAM.

(a) RAM cell/transistor type in data array
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Chapter 6: Hardware simulation and power analysis of the data compressor

It can be set to high performance (HP) which means using fast transistors with short

gate lengths, low static power (LS) which means using slower transistors with longer gate

length, and low operating power (LO) which means using slowest transistors therefore

consuming the lowest dynamic power.

(b) Peripheral and global circuitry transistor type in data array

Similar to (a), it can be set to high performance (HP)/low static power (LS)/low

operating power (LO).

(c) Interconnect projection type

It can be set to aggressive (A) which assumes aggressive use of low-k dielectric causing

insignificant resistance degradation, and conservative (C) which assumes limited use of

low-k dielectric causing significant resistance degradation.

(d) Type of wire outside mat

It can be set to semi-global (S) which indicates a pitch of 4F(F = Feature size), and

global (G) which indicates a pitch of 8F.

The power results with different configurations are given in Table 6.1 and Table 6.2,

and a comparison of different settings is given in Figure 6.5 and Figure 6.6. The dynamic

power results were acquired based on a sampling rate of 1 kHz, which is enough for

processing most of the biomedical signals.

The labels of the x axis are the settings of (a), (b), (c) and (d) mentioned above. For

instance, if (a) and (b) are set to high performance, (c) is set to aggressive and (d) is set

to semi-global, then the corresponding label would be HP-HP-A-S.
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6.2 Power analysis

Figure 6.5: Static power of the SRAM with the code book stored in
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Figure 6.6: Dynamic power of the SRAM with the code book stored in
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6.2.1.2 Result analysis

From the result shown in Table 6.1, when the RAM cell/transistor type and the peripheral

and the global circuitry transistor type in data array are set to low static power, the RAM

has the lowest static power, which is around 0.83 µW.

According to Table 6.2, the RAM consumes the lowest dynamic power when the RAM

cell/transistor type and the peripheral and the global circuitry transistor type in data

array are set to low operating power, which is around 15 nW. However, the static power

of the RAM is around 300 µW with these settings, which makes the overall power larger

than the case when both types are set to low static power.

After comparing all the possible settings, it is quite clear that the RAM consumes

the lowest overall power when the four types are set to low static, low static, aggressive,

and semi-global respectively, where the static power and dynamic power are 0.83 µW and

26.48 nW respectively.

In this case, the 2-stage technique will consume 856.48 nW to compress one channel

of biomedical data. Since the RAM usually operates at a very high frequency, only one

RAM unit is needed even for compressing more channels of signals. Compressing more

channels of data will only increase the dynamic power of the RAM. In this case, the static

power of the RAM will remain the same when compressing four channel of EEG data, but

the dynamic power will increase from 26.48 to 105.92 which is four times as much as the

original dynamic power.

6.2.2 Log2 sub-band

6.2.2.1 Power result

With the process shown in Figure 6.4, the power consumptions of the Log2 sub-band

circuits with PIPO and SISO when compressing one channel of EEG signal are given in

Table 6.3 and Table 6.4.

Only the human EEG signals [72] were fed into the Log2 sub-band compressors, and

they can help to reveal the relationship between the CR and the power performance of the

Log2 sub-band. To better demonstrate the relationship between the achieved CRs and

the power consumed to achieve those CRs, each type of the human EEG data was further

divided into ten subsets, and therefore each type contains ten segments of 23.6 seconds of

EEG signal. A power regression analysis between CRs and power consumptions will be

75



Chapter 6: Hardware simulation and power analysis of the data compressor

given later in this chapter.

Table 6.3 and Table 6.4 give both the static and the dynamic power of the Log2 sub-

band compressor, and they are the average power consumption for compressing the ten

data subsets.

Both the SISO and PIPO circuits are designed to run at the clock rate of 50 MHz.

The 50 MHz was chosen here to reduce the time cost of the simulation process since lower

frequency will require longer time to simulate the design. Furthermore, as static power

is frequency independent, and dynamic power scales linearly with frequency, knowing the

dynamic power at 50 MHz allows dynamic power to be calculated at any chosen frequency

even when compressing the EMG signal, which requires a much higher frequency than

EEG signal does.

The dynamic power of the SISO design was estimated by

P
′
dynamic = Pdynamic ∗ fsample ∗Win/fclock (6.2)

, where fclock and fsample are the clock rate and the required sampling rate respectively,

and W is the bit width of input signal, and Pdynamic and P
′
dynamic are the dynamic power

at the original clock rate fclock and at a given sampling rate fsample respectively. In this

case, it takes 12 clock cycles to compress a 12-bit data sample, and fclock and fsample are

50 MHz and 1 kHz respectively.

The dynamic power of PIPO was estimated with

P
′
dynamic = Pdynamic ∗ fsample/fclock (6.3)

, which is similar to (6.2), but it only takes one clock cycle for PIPO to compress a

data sample. Both static and dynamic power were estimated with Cadence design tools

mentioned earlier.

6.2.2.2 Results analysis

From the results shown in Table 6.3 and Table 6.4, the negative correlation between

the dynamic power and the CR is quite clear, which indicates that the dynamic power

decreases when CR increases whilst the static power remains stable. The reason behind

this is that usually fewer circuit state changes are needed when a signal can be largely

compressed by the Log2 sub-band, and if the CR was high, most data symbols would be

represented by fewer bands after the compression process.

76



6.2 Power analysis

Table 6.3: Power consumption of Log2 sub-band with PIPO

Data Type CR
Static Dynamic

Total
Power(nW) Power(nW)

EEG from
1.94 Avg. 230.97 Avg. 3.14 234.11

the healthy people

Seizure-free EEG from
2.58 Avg. 230.81 Avg. 2.72 233.53

the epilepsy patients

Seizure 1.66 Avg. 232.54 Avg. 3.14 235.69

Table 6.4: Power Consumption of Log2 sub-band with SISO

Data Type CR
Static Dynamic

Total
Power(nW) Power(nW)

EEG from
1.94 Avg. 147.23 Avg. 12.92 160.15

the healthy people

Seizure-free EEG from
2.58 Avg. 147.29 Avg. 12.68 159.97

the epilepsy patients

Seizure 1.66 Avg. 147.29 Avg. 13.37 160.66

The power regression analysis of the CR and the dynamic power of the parallel and

serial input circuits are given in Figure 6.7 and Figure 6.8. According to the trend lines, as

the CR is infinitely approaching 1, which indicates that no data size reduction achieved,

the power consumed by the Log2 sub-band will become higher. It will gradually become

inefficient to apply such a compression process as the compressor would consume more

power than it could save. On the other hand, the power consumption will also be infinitely

approaching a minimum value as the CR goes higher.
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Figure 6.7: Power regression analysis of Log2 sub-band with parallel input

Figure 6.8: Power regression analysis of Log2 sub-band with serial input

In general, the circuit with parallel input consumes more static power but less dynamic

power than the one with serial input, and the former consumes more overall power than

the latter.

A Log2 sub-band compressor is designed to compress only one channel of biomedical

data, and if there are more than one channel of data is required, more duplicated compres-

sors are needed. As the number of channels increases, the static power and the dynamic
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Figure 6.9: Persistent and transient parts of the Log2 sub-band design

power of the compression unit accumulate, and it will become less efficient to use data

compression.

6.2.2.3 Power optimisation

The hardware design shown in Figure 6.3 can be further optimised given the low sampling

rate normally required for processing the biomedical signals. For the EEG signals men-

tioned earlier in this chapter, the sampling rate needed is 1 kHz. As shown in Figure 6.9,

only the registers that store the previous sample need to stay powered all the time, which

is the persistence part of this design, and the rest of this design is transient in that it can

be switched off at certain intervals to save static power. The power-gating needs to be

implemented to control the transient circuit, therefore a small amount of extra circuitry

would be required , and that is neglected in the estimated power saving.

For instance, when compressing one channel of the EEG signal from the healthy people

with a SISO Log2 sub-band compressor, the static power consumed by the compressor at

50 MHz is 147.23 nW if all components are powered at all times, but the logic compar-

ing unit of the compressor is only needed for 1000 clock cycles per second to achieve a

sampling rate of 1 kHz. The load-in and shift-out units will need a few more cycles every

second. Comparing to the clock rate, the total operating time of the transient part of

79



Chapter 6: Hardware simulation and power analysis of the data compressor

the compressor is very short, so the static power consumed by this part can be neglected

if it is switched off when not needed. Therefore, the static power of the Log2 sub-band

compressor approximately equals to the power consumed by the persistent part shown in

Figure 6.9 after optimisation, and it is around one quarter of the original static power,

which is 37 nW in this case.

6.2.3 Comparison of two techniques

As briefly mentioned earlier, the RAM that stores the Huffman code book can be used to

compress multiple channels of input data simultaneously after increasing the clock rate.

One Log2 sub-band unit is designed to compress one channel of data each time, therefore

more units are required when compressing multiple channels. In the case of recording and

processing one channel of data, the Log2 sub-band consumes less power than the 2-stage

technique does. As the number of channels increases , the RAM used by 2-stage technique

only needs an extra dynamic power to increase its clock rate to process the extra channels,

but the Log2 sub-band encoding needs to consume extra static and dynamic power because

each Log2 sub-band unit can only process one channel of input, and it is impossible for

one unit to process multiple channels of input due to the hardware design of the Log2

sub-band.

Table 6.5 shows the total power that the 2-stage technique and the SISO Log2 sub-

band need to compress the given number of channels of healthy human EEG signals, and

Table 6.6 gives the power consumptions of the DPCM+Huffman coding and the optimised

Log2 sub-band.

Figure 6.10 illustrates the average power consumed by the 2-stage technique and the

Log2 sub-band with and without the power optimisation for compressing each channel of

EEG data.

From Table 6.5 and 6.6 and Figure 6.10, it is quite clear that if the device has more

than six channels of input data, the 2-stage compression technique will be more efficient

than the Log2 sub-band. However, the optimised Log2 sub-band compressor is superior

to the DPCM+Huffman coding in terms of power when the number of input channels is

less than thirty-five.

The data shifter was not included in the previous analysis, nevertheless the power

estimation of the shifter has been done for this research. Based on the design given in

Appendix D, the dynamic power consumed by the shifter is around 32 nW, and the static
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Figure 6.10: Power consumed by compressing one channel

power is around 1 nW. If take the shifter power into account, the Log2 sub-band encoding

will not consume more power than the 2-stage technique if the number of input channels

is less than eight. For the optimised Log2 sub-band design, it will always consume less

power than the 2-stage technique.

It is still worth noting that even though the Log2 sub-band loses its advantage over

the 2-stage compression technique in terms of power efficiency at some point, it still has

other benefits such as its high adaptivity compared to the DPCM+Huffman coding and

many other compression techniques. Because every channel of data needs an independent

Log2 sub-band unit, every unit can be tailored to give the best compression result for each

channel. For instance, a {4,4,4} setting can be changed to other patterns to get a higher

CR. Moreover, the hardware design of the 2-stage technique used in this chapter does not

include the DPCM part, so this technique will definitely consume more power in reality.

6.3 Summary

This chapter evaluated the power performance of the simplified DPCM+Huffman cod-

ing (only has the RAM) and the Log2 sub-band encoding techniques. In compressing

one channel of healthy human EEG signal the Log2 sub-band consumes less power than

the DPCM+Huffman coding does, but as the number of channels increases, the 2-stage

technique would become more efficient since one RAM can be used by multiple channels.
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Chapter 6: Hardware simulation and power analysis of the data compressor

According to the simulation, the Log2 sub-band without any optimisation consumes more

power than the simplified 2-stage technique if there are more than six channels of in-

put signal. An optimised Log2 sub-band design, it consumes less power than the 2-stage

technique for a total number of channels of less than thirty-five.

If including the shifter in to the power analysis of the 2-stage technique, the original

Log2 sub-band design will consume less power than the 2-stage technique if the number

of input channels is less than eight. The optimised Log2 sub-band design will always

consume less power than the 2-stage technique. If including the DPCM, the advantage of

using the Log2 sub-band encoding will be more obvious.

The impact on system power that these two techniques may bring to a wearable and

wireless biomedical signal recorder will be introduced in the next chapter.
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Chapter 7

System power overview

In this chapter, the system power analysis of a wireless and wearable biomedical signal

recorder with and without the DPCM+Huffman coding and the Log2 sub-band encoding

implemented is given. Some of the possible components that can be used to build the

device are listed at the beginning, and the possible power saving from the transceiver

and the memory is estimated based on the chosen components. The system power and

the expected battery lifetime of the signal recorder is demonstrated at the end of this

chapter. The power analysis of the DPCM+Huffman coding and the Log2 sub-band

encoding techniques was evaluated with the human EEG data in the previous chapter. In

order to further analyse the system power in this chapter, the same data are used here.

Some of the work described in this chapter was published in [85] and [86].

7.1 Components selected for the simplified system

Based on the hardware model given in Figure 2.6, some of the off-the-shelf and experimen-

tal ADCs, amplifiers, transceivers and memory units are listed here. For each component,

a most suitable candidate is chosen from all the choices. The system power will be esti-

mated based on these chosen components.

7.1.1 Amplifier

Some possible amplifiers for biomedical devices are given in Table 7.1, and amplifier [54] is

the best option in terms of power performance, but, as introduced earlier, the biomedical

signals such as EEG and EMG have a frequency spectrum ranging from 0.5 to 500Hz,

therefore the amplifier [98] is the best option if everything is taken into account.
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Chapter 7: System power overview

Table 7.1: Amplifiers

Amplifier [99] [100] [98] [101] [102] [54]

Technology (nm) 180 130 90 90 350 1500

Power Supply (V) 1.8 1.2 1.2 1.2 ±1.5 ±2.5

Bandwidth (Hz) 10-7.2k 192-7.4k 0.07-20k 0.2-20k 13-8.9k 0.025-30

Area (mm2) 0.0625 0.053 not mentioned 0.058 0.022 0.22

Power
7.92 1.92 11 23.5 6 1

consumption (µW)

7.1.2 ADC

Some ADCs that are specifically designed for converting biomedical signals are given in

Table 7.2. ADC [103] consumes the least power compared to other candidates, and it

gives a sample rate up to 40 kHz, which is enough for most of the biomedical signals. As

a result, [103] is the best option for the simplified hardware model.

Table 7.2: ADCs

ADCs [103] [104] [105] [106] [107] [108]

Technology (nm) 65 110 180 350 180 180

Area (mm2) 0.076 0.092 0.63 1 0.7 0.43

Supply Voltage (V) 0.6 0.9 1 1.15 1 1.8

Sample rate (S/s) 40k 1000k 100k 1k 100k 2k

Resolution (bit) 12 12 12 12 12 12

Power (µW) 0.097 16.5 25 0.233 3.8 0.455

Energy/Sample (nJ/S) 0.002 0.017 0.25 0.233 0.038 0.228

7.1.3 Transceiver

The transceiver is the most power hungry component in the simplified hardware model of

the signal recorder given earlier, and some widely used wireless transmission solutions are

given in Table 7.3. These transceivers offer various achievable ranges, starting from 1 m

to 20 m. To reach a larger range, more power is needed, as shown in Table 7.3.

Based on the different applications a wearable and wireless device may be used for,
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7.2 Power saving

different achievable ranges will be needed. Therefore, transceivers [109], [110] and [56]

that allow different mobilities are chosen for the simplified system to simulate various

situations a signal recorder may be used for, and [110] is selected because it consumes the

least power compared to other transceivers that have the same achievable range.

7.1.4 Memory

As mentioned in chapter 2, the flash memory is likely to be used to store recorded biomed-

ical data on a wearable and wireless device. Table 7.4 gives the power performances of

two typical flash memory chips. The performances were measured by power consumed for

reading and writing one page of data. The page is the basic unit in a flash memory chip,

and a flash memory contains multiple blocks, and blocks are composed of pages.

The memory read/write operation consumes very little power, as shown in Table 7.4.

Even though memory writing consumes more power than memory reading, which is 2.32

nJ for writing one bit data [115], it is still less than 1/10 of the power for sending one bit

data with the most efficient transceiver, which is 22 nJ [56] for sending 1 bit data.

7.2 Power saving

The power saving is either from the transceiver or the memory, and the following part

gives some details of these two components.

7.2.1 Transceiver power

The main purpose of introducing the data compression technique is to reduce the power

consumed by the wireless transceiver. By applying one of two techniques listed below,

the equivalent energy required for sending one bit data will be reduced. The equivalent

energy can be derived from Equation (3.4).

7.2.1.1 DPCM+Huffman coding

A wireless biomedical device, in this case an EEG signal recorder, is usually designed to

record the signal collected from a subject with any physiological conditions. For instance,

a wireless EEG signal recorder maybe used by both healthy people and epilepsy patients,

and a tailored code book may be optimal to a specific signal, but it will not give the best

result when compressing a different signal, as has been discussed in chapter 4. The SF-H
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Table 7.4: Memory chips

Memory chip [115] [116]

Pages/block 64 128

Page size (KB) 2 4

Read energy (µJ/Page) 4.72 1.63

Read energy (nJ/bit) 0.29 0.05

Write energy (µJ/Page) 38.04 29.75

Write energy (nJ/bit) 2.32 0.91

Figure 7.1: Equivalent data transmission energy after 2-stage compression

code book mentioned in chapter 4 will be used here due to its good performance when

compressing the EEG signals from both healthy people and epilepsy patients .

The power saving is reflected in the equivalent energy for sending one bit data, as

shown in Figure 7.1, and power can be saved from all chosen transceivers. Compressing

the seizure-free signal brings the most significant power saving.

7.2.1.2 Log2 sub-band

Similar to the impact that the 2-stage compression technique brings , the Log2 sub-band

also reduces the equivalent energy of all transceivers, but more significantly than the

former technique. Compressing the seizure-free signal will also bring the biggest power
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Figure 7.2: Equivalent data transmission energy after Log2 sub-band compression

reduction. The result is shown in Figure 7.2.

It is worth mentioning that if a proper signal-classification-based data reduction tech-

nique is applied, as discussed in chapter 5, the data transmitted by the wireless transceiver

can be even less, and more power can be saved compared to simply compressing the data.

However, this saving is based on the assumption that only certain signal events such as a

seizure signal are needed by the user, and therefore this case will not be included here.

7.2.2 Memory power

Compared to the transceiver, the memory only consumes a little power, as shown in Table

7.4. The equivalent energy for reading and writing memory after data compression can

be estimated by Equations (3.9) and (3.10). Considering that the original memory power

is very low, the data compression technique will not bring a significant power saving from

the memory unit, but the possible memory space saving could be more beneficial.

7.2.2.1 DPCM+Huffman coding

The impact of the DPCM+Huffman coding on memory power can be found in Figure 7.3,

assuming that the code book used here is the same as the one in the transceiver power

analysis. Given the fact that the highest CR achieved is from compressing the seizure-free

signal, more power can be saved when writing/reading these data into/from the memory.
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Figure 7.3: Equivalent memory energy after 2-stage compression

7.2.2.2 Log2 sub-band

Since the Log2 sub-band achieves higher CRs compared to the DPCM+Huffman coding

technique, it saves more power than the 2-stage technique does. The result is shown in

Figure 7.4.

7.3 System power overview

The system power of the simplified hardware model is derived from all the power informa-

tion acquired so far, including the power of the chosen components as well as the power

needed by the two compression techniques given in the previous chapter. Assuming the

system only records one channel of EEG data, and the power of a system without the data

compression technique is given in Table 7.5.

The flash memory often consumes much less power than the transceiver, so data com-

pression and reduction techniques usually have very limited impact on saving memory

power. Therefore, the system power in this part will only be based on the simplified

hardware model given in Figure 3.1, in which the memory unit is not included.

As previously mentioned, the EEG data from epilepsy patients can never be pure

seizure-free or seizure, and during the signal recording process conducted in [87] [88], the
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Figure 7.4: Equivalent memory energy after Log2 sub-band compression

seizure only happened for less than 2% of all observation time in most cases. In order to

estimate the power saving that the 2-stage and the Log2 sub-band techniques can bring to

the system, it is assumed that the EEG data to be compressed here are from a hypothetical

patient and consist of 2% of seizure data and 98% of seizure-free data. Therefore, the CR

both techniques can achieve from the simulated epileptic EEG data can be calculated by

Equation (4.1).

For the 2-stage technique, the code book SF-H proved to be most efficient for the

hypothetical epilepsy patient, as outlined in chapter 4, and it gives a CR of 2.05 based on

Equation (4.1). For the Log2 sub-band encoding, the CR it can achieve from the simulated

epileptic EEG data can be estimated similarly, and is 2.56.

7.3.1 DPCM+Huffman coding

For a signal recorder that has the 2-stage technique implemented, the power consumption

of the transceiver can be estimated with Equation (3.3), and the system power can be

estimated with Equation (3.1).

Table 7.6 shows all the power information of a system with and without the 2-stage data

compression technique when recording one channel of the EEG signal. The compression

technique achieved a higher CR from the epileptic data, therefore the system consumes
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Table 7.5: System power without data compression overview

Sampling rate 1 kHz

Number of channels 1

Date rate 12 kbit/s

Amplifier power (µW) 11 [98]

ADC power (nW) 2 [103]

Transceiver FSK [109] Bluetooth Low Energy [110] Bluetooth [56]

Range (m) 20 10 1

Tx power (mW) 2.52 0.42 0.26

Total (mW) 2.53 0.43 0.27

less power if it is used by a epilepsy patient than it is used by a healthy user.

The Figure 7.5 and 7.6 show the power consumption of the multi-channel system. As

the required data rate of the transceiver rises with the number of channels, the system

power increases significantly. If the number of channels doubles, based on Equations (3.2)

and (3.3), the transceiver power will double accordingly, and more ADCs and amplifiers

will be needed. Although for the DPCM+Huffman technique the power of the data com-

pressor will not double, as shown in Table 6.6, the system power growth will still be close

to linear if more channels of data are recorded, because the transceiver power dominates

the overall system power.

7.3.2 Log2 sub-band

The power information of a system with and without the Log2 sub-band implemented

when compressing one channel of EEG data is given in Table 7.7. The system power of

the multiple channels system is given in Figure 7.7 and Figure 7.8. For the Log2 sub-band

encoding, each channel of input signal requires a Log2 sub-band unit for compression, and

the system power growth is linear.

7.3.3 Comparison of two systems

The simulation described in chapter 4 indicates that the Log2 sub-band achieved better

CRs from all the EEG data than the DPCM+Huffman coding technique did, therefore

more power can be saved from the transceiver on a system with the Log2 sub-band im-
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Table 7.6: System power with the implementation of the 2-stage technique

Data Healthy Epilepsy Healthy Epilepsy Healthy Epilepsy

Transceiver [109] [110] [56]

Tx power

without compression(mW)
2.52 0.42 0.26

Total power

without compression(mW)
2.53 0.43 0.27

CR 1.74 2.05 1.74 2.05 1.74 2.05

Tx power

after compression(mW)
1.45 1.23 0.24 0.21 0.15 0.13

Compressor power(nW) 856.48

Total power

after compression(mW)
1.46 1.24 0.25 0.22 0.16 0.14

Figure 7.5: Total power consumption for healthy user with 2-stage compressor imple-

mented
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Figure 7.6: Total power consumption for epilepsy user with 2-stage compressor imple-

mented

Table 7.7: System power with the implementation of the Log2 sub-band

Data Healthy Epilepsy Healthy Epilepsy Healthy Epilepsy

Transceiver [109] [110] [56]

Tx power

without compression(mW)
2.52 0.42 0.26

Total power

without compression(mW)
2.53 0.43 0.27

CR 1.94 2.56 1.94 2.56 1.94 2.56

Tx power

after compression(mW)
1.3 0.98 0.22 0.16 0.13 0.1

Compressor power(nW) 50

Total power

after compression(mW)
1.31 0.99 0.23 0.17 0.14 0.11

Power reduction

comparing to

2-stage technique(%)

11.4 25.2 8.7 29 14.3 27.3
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Figure 7.7: Total power consumption for healthy user with the Log2 sub-band compressor

implemented

Figure 7.8: Total power consumption for epilepsy user with the Log2 sub-band compressor

implemented
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plemented. The results are shown in Table 7.6 and Table 7.7. If there are more than 35

channels of input, the Log2 sub-band encoding consumes more power than the 2-stage

technique, as has been discussed in chapter 6, but the extra power saving the Log2 sub-

band can bring cancels this disadvantage.

If there are more channels of inputs, the system with the Log2 sub-band can have a

tailored setting of the data compressor for each channel, hence a higher CR and power

saving might be possible. On the other hand, the system with the 2-stage technique only

implements one pre-generated code book, and the power performance might be worse with

multiple channels of input.

7.4 Impact on operating time

A lower system power consumption enables a longer operating time, and therefore both

data compression techniques listed above can help to extend the battery lifetime. In the

following section, the operating time improvements of the system will be analysed.

7.4.1 Battery overview

Some battery candidates that can be used in a wearable and wireless biomedical signal

recorder are listed in Table 7.8. Considering the size of such a device, the large coin

cell (LCC) and the small coin cell (SCC) batteries are two common options. The NAT-1

mentioned earlier uses SCC, and some other commercialised equipments may use their own

customised power units, which will not be discussed here. The AA and AAA batteries

may be used by devices that have more space for the battery, and since these batteries

are larger, they often have a much higher capacity and longer lifetime compared to LCC

or SCC batteries.

Table 7.8: Batteries

Make [117] [118] [119] [120]

Type AAA AA LCC SCC

Voltage (V) 1.5 1.5 3 1.55

Size(diam.*height in mm) 10.5*44.5 14.5*50 20*2.5 6.8*2.1

Weight (g) 11.5 24 2.5 0.4

Capacity (mAh) 1000 2850 170 20
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7.4.2 Battery lifetime analysis

Because the CRs the two compression techniques can achieve are different, their impacts

on the battery lifetime are different. A higher CR brings a more significant battery lifetime

extension.

The lifetime time of a battery on a given EEG recorder can be estimated by

lifetime = battery capacity ∗ voltage/device′s power consumption. (7.1)

7.4.2.1 DPCM+Huffman

Tables 7.9 to 7.11 show the operating time of the EEG signal recorder with and without

the 2-stage technique implemented. The system may be powered by the four different

batteries previously referred to, assuming it has one input channel or 21 channels if a

standardised International 10/20 system [20] is required. The epileptic EEG data is easier

to compress, therefore the system operates longer for epilepsy users. The result proves the

2-stage technique helps to extend the battery lifetime.

7.4.2.2 Log2 sub-band

Table 7.12 to 7.14 give the operating time before and after having a Log2 sub-band data

compressor assuming the system has one or 21 input channels.

Similarly to the system with the DPCM+Huffman coding, the operating time of an

EEG signal recorder with the Log2 sub-band is longer for epilepsy users than for healthy

users.

7.4.2.3 Comparison of two techniques

Table 7.15 shows the battery lifetime improvements that both techniques can bring to the

wearable and wireless biomedical signal recorder. As both compression techniques have

better performances on the epileptic EEG data, the recorder can run longer on epilepsy

users no matter which technique is implemented.

The Log2 sub-band technique has achieved higher CRs from all the EEG data, and

it can save more transceiver power, as mentioned earlier, so the system with the Log2

sub-band brings a longer extension of the system operating time.

Overall, if the transceiver power takes a greater proportion from the system power,

implementing a data compression technique will bring more power saving to the system.
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7.5 Summary

As shown in Table 7.15, [109] is the most power hungry transceiver, and by implementing

data compression on a system that has a this transceiver, the battery lifetime will increase

the most.

7.5 Summary

In this chapter, a comprehensive system power analysis is given. The benefits of having

one of two data compression techniques on the simplified system are illustrated. It is clear

that both techniques can help to reduce the system power. Given the high compression

and adaptivity performance the Log2 sub-band has, it is superior to the DPCM+Huffman

coding technique, and it still has more potential to explore in the future.
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Chapter 8

Hardware fabrication of the Log2

sub-band encoding

This chapter gives the very-large-scale integration(VLSI) layout of the Log2 sub-band

encoding technique, and some test results from the fabricated chip of the technique.

8.1 VLSI layout

The circuit is modelled in VHDL, and test benches are prepared in Verilog. The design

and test benches are given in Appendix C2 and C3. Synthesis is performed by the Cadence

RTL compiler using 65nm UMC technology files and faraday standard cell libraries. The

circuit is optimised for timing and power using appropriate synthesis options. The resulting

netlist is then translated to a VLSI layout and Graphic Database System II(GDSII) output

using automated layout tool flows.

The circuit is initial tested as a behavioural model using real input data sequences

and known results, with a check mechanism to validate circuit functional correctness. The

same test-bench is then used for the post-synthesis and post-layout circuits.

The final layout is incorportaed into a 65nm IC design GDSII layout, which was fab-

ricated via IMEC EUROPRACTICE in 2015.

The layout of the Log2 sub-band encoding unit with a {4,4,4} band setting on the

fabricated chip is given in Figure 8.1. The utilisation rate, which is the area cost of the

cells that performs the data compression over the circuit area, of this design is around

50%. The total area cost of compressing one channel signal can be calculated as
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Chapter 8: Hardware fabrication of the Log2 sub-band encoding

area cost = layout length ∗ layoutwidth ∗ utilisation rate, (8.1)

given the dimension of the circuit, which is 115 µm by 20 µm, the area cost is 1150

µm2. According to the result from CACTI, the area cost of the RAM that stores the code

book for the 2-stage compression technique is at least 2.1 mm2, so the Log2 sub-band

design takes much less space than the 2-stage technique even if there are more channels

of input.

In the VLSI implementation, the Log2 sub-band circuits layout was placed and routed

using Cadence software, and the utilisation rate was the default setting for the layout

tools. However, higher utilisations are possible, at the cost of using higher metal layers.

In this application, where high speed use (e.g. 100KHz , 1MHZ, etc) is not envisaged, that

is not likely to affect performance. An improved layout generated by Cadence automated

layout tools is shown in Figure 8.2. The area cost of this improved design is 182 µm2,

which is only around 1/11538 of the area cost of the 2-stage technique for compressing

one channel of data.

8.2 Data compression test result

The fabricated chip that the Log2 sub-band encoding is on is shown in Figure 8.3, and

the design was part of a multi project integrated circuit (IC). The Figure 8.4 shows the

close-up view of the chip.

Some test data were applied to the data compression circuit via a computer and an

Input/Output interface board, and the compression result of the circuit is generated by

the Cadence and shown in Figure 8.5. The column of input in Figure 8.5 shows the

previous(PREV) and the current(NEW) data samples. Each output sample is 14-bit long

since the longest code word for a {4,4,4} band setting is 14, and each sample contains the

compressed data, and if the compressed data is less than 14 bits, the rest of bits in the

output sample would be set to 1. The column of compressed data are compressed data

samples that will be shifted out, and HD in this column indicates the 2-bit header of each

compressed data sample. For instance, if previous and current data samples are both 000

h, the output would be 11111111111100, because only a header 00 is needed to represent

the current sample in this case, and the compressed data sample is 00 as highlighted in

8.5. It is clear that the chip is fully functional for compressing the given data with the
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Chapter 8: Hardware fabrication of the Log2 sub-band encoding

Figure 8.2: Optimised VLSI layout of the Log2 sub-band
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8.3 Summary

scheme of Log2 sub-band encoding.

Figure 8.6 is a snapshot from the oscilloscope, and it shows the waveform of the 12-bit

input and compressed output. The waveform has proved that the Log2 sub-band unit can

shorten the input data when possible. For instance, in the test case 1, the input symbol

changes between 000h and 007h, and based on the scheme of Log2 sub-band encoding

showed in Figure 3.2, only one nibble plus a 2-bit header are needed to represent each

symbol, so the output of the chip is a header 10 followed by either 1110 or 0000 in this

case.

8.3 Summary

Some details of the Log2 sub-band unit that is on a fabricated chip are given in this

chapter, including the area cost and a possible improved design of it. The preliminary test

result of the unit is also introduced, and the result has shown that the design can work

properly for compressing the given data.
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Chapter 8: Hardware fabrication of the Log2 sub-band encoding

Figure 8.3: Fabricated chip of the Log2 sub-band

Figure 8.4: Close-up view of the chip top-left corner
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8.3 Summary

Figure 8.5: The compression test result from the fabricated chip
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Figure 8.6: The waveform of the Log2 sub-band circuit
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Chapter 9

Conclusions and future work

The final chapter summarises the work described in this thesis and recaps the main con-

tributions of the research. All the observations and results will be presented here, and

some possible future work that can build upon this research will be given at the end of

this chapter.

9.1 Thesis overview

The key goal of this research is to find out if biomedical data compression and reduction

technique can help to reduce the system power consumed by a wearable and wireless device

beyond state of the art. The thesis has investigated the current techniques for reducing the

size of the biomedical data, and has proposed and introduced a new time-domain-based

lossless data compression technique called the Log2 sub-band encoding.

The thesis further tested the compression performance of the presented techniques on

different bio-signals such as EEG and EMG, and the results were compared with a lossless

2-stage compression technique consisting of the DPCM and the Huffman coding.

The next part of the research discussed the possibility of using the features that the

Log2 sub-band extracted from the EEG signals to achieve the seizure detection, and then

presented a crude method to detect the seizure.

The final part of the research investigated the power consumption of the Log2 sub-band

and the 2-stage techniques for compressing the EEG signal, and estimated the possible

power saving of the transceiver after having a data compression unit implemented. All

the results were combined at the end to analyse the benefits that data compression could

bring to the whole system, and to the battery lifetime. A test chip has been fabricated
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and validated in bench-tests.

9.2 Main conclusions

The conclusions of each chapter from chapters 4 to 7 are given below

1. Chapter 4

Both the DPCM+Huffman coding and the Log2 sub-band encoding lossless compres-

sion techniques can reduce the size of the EEG and EMG data. Under the best-case

scenario for the 2-stage technique, where the pre-generated code book contains only the

symbols that occurred in the training dataset, and the code book is trained and used to

compress a specific kind of data, the Log2 sub-band encoding still achieved a CR at least

0.4% higher than the 2-stage technique for most of the datasets (Table 4.5).

If a code book covers all possible symbols for the 2-stage technique, the compression

performance will get worse. This problem can be partly solved by enhancing the original

PDF of the data in the new code book, but a decrease of the CR is inevitable (Table 4.6

and Table 4.7).

The code book used for the 2-stage technique is trained for a specific kind of data, and

for instance the code book can only achieve a high CR from the EEG data of the seizure.

To have a code book that is optimal for all kinds of signals is unlikely (Table 4.8).

The Log2 sub-band is more adaptive and efficient than the 2-stage technique even

though their work schemes are close. The Log2 sub-band encoding can be used for com-

pressing other biomedical signals such as EHG, ECG and ERP (Table 4.4).

Both compression techniques perform better on signals with less rapid changes like the

EEG signal of the healthy people (Table 4.1 and Table 4.3).

2. Chapter 5

The Log2 sub-band encoding can provide the band distribution information during

the compression process. The information can be used as the signal feature to extract

certain signal events. For instance, the seizure and the seizure-free data from an epilepsy

patient have different band distributions (Figure 5.1 to Figure 5.4), and by using the right

technique, it is possible to detect the seizure episode with a high accuracy. The band

distribution is the by-product of the data compression process, and it is a ’free’ benefit of

the Log2 sub-band encoding.

3. Chapter 6

The DPCM+Huffman coding needs a block of memory to store the code book, and
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the same memory block can be used for compressing multiple channels of signals. On the

other hand, each channel of signal requires a Log2 sub-band unit for the compression.

An optimised SISO Log2 sub-band compressor consumes around 50 nW for compress-

ing one channel of healthy human EEG data at 1kHz, and the data compressor consumes

a bit more power for compressing signals with more rapid changes (Table 6.5).

The 2-stage technique consumes around 856 nW for compressing one channel of EEG

data if only considering the power consumed by the RAM, and only the dynamic power

increases if the system has more input channels (Table 6.6).

If a system has more than thirty-five channels of input, the 2-stage technique will

consume less power than the optimised Log2 sub-band design does for compressing the data

(Figure 6.10). If including the shifter power, the 2-stage technique will always consume

more power than the optimised Log2 sub-band design.

4. Chapter 7

Both data compression techniques can reduce the transceiver and the memory power,

and the Log2 sub-band can achieve a more significant power saving because of the higher

CRs it can achieve (Table 7.6 and Table 7.7).

Because the transceiver is one of the biggest contributors to the system power consumed

by a wearable and wireless biomedical device, both data compression techniques can help

to reduce the system power.

The battery lifetime of a simplified wearable and wireless EEG signal recorder can be

extended by both compression techniques, but the Log2 sub-band encoding brought more

significant improvements to the battery lifetime, which was at least 87% longer for healthy

users and 145% for epilepsy users (Table 7.9 to 7.15).

Some of the results given in this chapter have been published in papers listed in Ap-

pendix A and posters given in Appendix B.

5. Chapter 8

The preliminary results have shown that the Log2 sub-band unit on the fabricated test

chip can help to compress the input signals (Figure 8.5 and Figure 8.6). The area cost of

the Log2 sub-band encoding is much smaller than the 2-stage technique that requires a

RAM to store the code book.

9.3 Future work

Some future work that can build upon this research is described below.
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1. Lossy compression technique analysis

This research focused on a lossless data compression technique that can be implemented

to a wearable and wireless biomedical device, and the same methodology can be applied to

explore lossy compression techniques. Lossy techniques are suitable for applications that

allow some discrepancies between original and reconstructed data. Even though some lossy

compression techniques such as DWT are complex, and they might consume more power

to run, it is still worth paying more attention to this area considering the remarkable CRs

these techniques usually achieve.

2. Log2 sub-band optimisation

In this thesis, the Log2 sub-band was set to divide a 12-bit data sample into three

nibbles, which is a form of {4,4,4}. The CR might get better when compressing different

signals with different lengths of bands, for instance, {3,3,3,3} or {3, 4, 5} for 12-bit data.

For a multi channels system, each channel can have its tailored design to optimise the

overall CR. Finding possible measures to improve compression performance will be an

interesting area to explore in the future.

3. Log2 sub-band used as a second stage for data compression

Some preliminary work has been done to explore the possibility of using the Log2

sub-band encoding as the second stage in a compression process. Using DPCM as the

first stage technique has been tested, but the results are not included in this thesis as

the CRs this process achieved were inferior to the results of using the Log2 sub-band

only. The DPCM and the Log2 sub-band have similar work schemes, so combining these

two techniques together will not bring extra gains to the overall CR. However, there are

other compression algorithms that can be used as the first stage technique, and it is

worth exploring the possibility of combining these techniques with the Log2 sub-band. As

discussed in this thesis, the possible techniques for the first stage processing should not

consume more system power than they can save.

4. DPCM+Huffman code book improvement

As mentioned earlier, a Huffman code book has to be generated with a training dataset

before compression starts, and to get the best result, the PDF of the uncompressed data

should be very similar to that of the training dataset. However, a biomedical device is often

used to collect multiple channels of data simultaneously, and it may be used by people

with different physiological conditions. Finding a code book that gives good compression

results under all conditions is very important for the hardware implementation of the 2-
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stage technique, and thorough research into all the trade-offs of generating a code book

can be done in the future.

5. Signal classification with the Log2 sub-band

In chapter 5 a primitive method was presented to show seizure detection with the sig-

nal features extracted by the Log2 sub-band. There are many other more sophisticated

techniques, like an artificial neural network, that make the signal classification more accu-

rate. For multi channels system, a more reliable decision can be made based on the signal

classification result of each channel. These techniques will help to exploit more potential

from the Log2 sub-band encoding, and it will be another interesting area to look at in the

future.
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Appendix A

Published papers based on this

thesis

The following published conference papers are based on the research work described in

this thesis, and I am the primary author of the papers given below.

C. Dai and C. Bailey, “A time-domain based lossless data compression technique for

wireless wearable biometric devices,” in SENSORCOMM 2013, The Seventh International

Conference on Sensor Technologies and Applications, pp. 104107, 2013.

C. Dai and C. Bailey, “Power analysis of a lossless data compression technique for

wireless wearable biometric devices,” in Ph.D. Research in Microelectronics and Electron-

ics (PRIME), 2015 11th Conference on, pp. 97100, June 2015.

C. Dai and C. Bailey, “A lossless data reduction technique for wireless eeg recorders

and its use in selective data filtering for seizure monitoring,” in Engineering in Medicine

and Biology Society (EMBC), 2015 37th Annual International Conference of the IEEE,

pp. 61866189, Aug 2015.
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Abstract—This paper presents a promising lossless compres-
sion technique called Log2 Sub-band encoding, which is suitable
for implementing on wireless wearable biometric devices. Data
compression promises a power saving from the transceiver during
the data transmission and further extends battery lifetime on
a device. The performance of this technique is measured in
term of compression ratio (CR). Our simulations suggest a CR
that is comparable, and indeed superior to the combination of
Differential pulse-code modulation (DPCM) and Huffman coding,
whilst using minimal hardware. The simulations primarily use
electroencephalogram (EEG) data, and a estimated power saving
is given whilst the implementation issues and possible influence
of different biomedical data on technique′s performance will also
be considered.

Index Terms—Wearable device; Bioelectric data; Lossless com-
pression technique; Power consumption

I. INTRODUCTION

It has been a long time since people realized that bioelectric
signals could reflect alternations inside our biological system,
and such signals now can help researchers to study many
diseases or other external and internal stimuli that cause
these alternations. As a result, wireless wearable biometric
devices have drawn much attention in recent years, and they
promise to make collecting bioelectric data more flexible and
convenient. Applications and prototypes have been widely
used in medical monitoring, brain-computer interfaces (BCI),
and other relevant areas [1] [2]. Especially in medical fields,
wearable devices significantly improved patients quality of
living whilst allowing caregivers and doctors to provide a
better healthcare for patients with various neurological and
physical diseases like epilepsy, Alzheimers, and insuring early
detection of emergency conditions for high risk patients.

With all the advantages of using wireless wearable devices,
power consumption now becomes a design obstacle to the
prevailing of these devices. A wearable device is usually
battery powered, and the limited size of the device restricts the
size and capacity of batteries, so power efficiency is extremely
crucial for a device to extend the operational lifetime and
further improve user experience. There are several ways to
reduce device power consumption, and since the transceiver is
one of the significant contributors to the power consumption,
reducing the size of transmitted data might be a fruitful
objective.

Nevertheless, compressing the data increases the complex-
ity of the system and itself consumes power, such that it
is necessary to strike a balance between the power that a
compression unit is able to save and the power it consumes.
A compression technique that demands less hardware resource
but delivers high compression ratio (CR) will be a desirable
solution, particularly where large numbers of channels become
more common, and hence multiply the hardware and power
costs of compression.

Bioelectric signals are highly non-Gaussian, non-stationary
and non-linear which make data compression a difficult task.
Moreover, signals for clinical uses require a high consistency
of original data and reconstructed data that rules out several
lossy data compression techniques [3]. Various compression
methods have been tested on bioelectric signals especially on
EEG signals including entropy encoding [4] [5], predictive
encoding [4] [6], transform-based encoding [3] etc. Entropy
encoding techniques such as Huffman coding are versatile
and widely used on many kinds of data, but they require
the pre-knowledge of the signals, the probability density of
samples for instance, before conducting any compression. This
is impractical for a wireless biometric device where data
are collected, processed and transmitted in real-time. Most
predictive encoding techniques encounter the same problem.
Transform-based encoding techniques can achieve impressive
compression results, but they are either lossy or far too
complex in system level. Therefore, a new method called Log2
Sub-band encoding is developed to overcome these limitations.

II. LOG2 SUB-BAND COMPRESSION

The fundamental design of this algorithm is simple: after
analog-to-digital conversion, every data sample is divided into
several bit-fields (chunks), and each chunk is compared with
the same part of the previous sample. Chunks of the current
sample will not be sent if they are identical to the parts of
previous sample. An extra header is sent with every sample
to indicate number of chunks transmitted. For instance, if
a bioelectric signal is digitalized into 12 bits, the whole
procedure can be illustrated with Fig. 1.

As it is shown in Fig. 1, each data sample is chopped
into 4-bit chunks, making 3 nibbles, and there will be four
scenarios including transmitting whole sample, 2 nibbles of
the sample, 1 nibble or only the header after each comparison.
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Fig. 1. Log2 Sub-bang encoding

There will be a 2-bit header added before transmission to guide
the receiver to reconstruct compressed data. The procedure is
similar to the simplest predictive encoding technique, Differ-
ential Pulse-Code Modulation (DPCM) [7], which eliminates
short-term redundancies by taking the difference of adjacent
samples. However, the bit width of each sample after applying
DPCM depends on the adjacent samples that have the biggest
difference, and as for bioelectric signals in which sudden
spikes may happen because of any stimuli or pathological
reasons, the performance of DPCM is often disappointing.
Even though such problem can be partly solved by using
entropy coding unit as a second processing stage [7], it is
still not compatible enough with complex bioelectric signals.
The Log2 Sub-band algorithm, due to its encoding scheme, is
adaptive to any sudden changes of the signal with a minimum
cost of hardware, and it simply takes more bits to represent the
parts with severe fluctuations and fewer bits when the signals
become stable.

Meanwhile, the algorithm only processes the signal within
the time-domain, and no information is dropped due to the
compression technique, so the raw data will be fully recon-
structed after reception, and are lossless.

III. INTRODUCTION TO THE DATA FOR TESTING

The simulations of Log2 Sub-band encoding are conducted
with EEG signals, and they come from two sources: humans
EEG data are from a research on nonlinear deterministic
patterns of brain electrical signals at the University of Bonn
[8], and mouse EEG data from an on-going Alzheimer disease
study in Aberdeen University [9].

A. Human EEG data

All EEG signals were recorded with a 128-channel amplifier
system, and digitized into 12 bit samples. The final signals
were acquired at a sampling rate of 173.61 Hz, and the band-
pass filter was set to 0.53-40 Hz [8].

Data were categorized into 5 groups, which are record-
ings from healthy people with eyes open and closed, sig-
nals originated from within and outside epilepsy diagnosed
patients epileptogenic zone (seizure generatingarea) during
the seizure free interval, and recordings of seizures. Signals
from healthy people were recorded extra-cranially with severe

eye movement artifacts (EOG), but EOG interference was
removed manually afterwards by the research group in Bonn.
Recordings of epilepsy patients were recorded intra-cranially.
Each group has 100 data segments of 23.6- sec duration of
signals, and 4096 samples in every segment.

B. Mice EEG data

The EEG signals of mice with novel knock-in Alzheimer
were recorded intra-cranially from three areas, and then dig-
itized into 12 bit/sample at a sampling rate of 200 Hz and
1000 Hz respectively. Each data segment contains 5 minutes
of gathered EEG signals, captured using the University of
York/Cybula Neural Acquisition Tracker (NAT-1) device.

IV. RESULT ANALYSIS

To evaluate the performance of Log2 Sub-band encoding,
the results from Huffman coding are used as a benchmark
baseline. The compression ratio (CR) in the following analysis
is defined as the size of original data vs compressed data such
that:

CR = SizeOriginal/SizeCompressed (1)

A. Huffman Coding

Optimal Huffman coding requires the probability distribu-
tion of signal samples to be known before compressing the
data, and to achieve real time compression, a file-independent
codebook was trained with 40 EEG data fragments from both
healthy people and epilepsy patients in advance using the
described data sets. To degrade the inter-channel correlation
and minimize the size of codebook, DPCM was applied before
conducting the Huffman coding, and it also renders better
results than solely using Huffman coding [7]. Twenty EEG
data fragments from healthy people with eyes closed and
twenty more from patients epileptogenic zone were tested,
and a CR of 1.82 was achieved from the former and 2.2
from the latter. The lowest CR of 1.55 was observed with
unstable seizure signals. Twenty recording fragments from
healthy people with eyes closed, patients epileptogenic zone,
seizure, and mice with novel knock-in Alzheimer. And the
results are showed in Fig. 2 and Table I.

B. Log2 Sub-band encoding

As it is shown in Fig. 2, the type of data and sampling
frequency have significant impacts on the performance of this
technique, but in all cases the Log-2 Sub-band method is
superior to Huffman by between roughly an order of 5%
to 15% better. Apparently, both Log2 Sub-band encoding
and Huffman coding perform better when processing the
signals with less fluctuations and higher similarity of adjacent
samples. Huffman coding is less capable to process some bio-
electric signals with a large value range since the more values
they contain the longer the codes required for less frequent
samples. However, Log2 Sub-band encoding is adaptive to
all these signals without the need to modify the basic circuit
design for each case.

Considering different results the technique delivered, it is
worth looking into the changes of source signals that can be
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Fig. 2. Compression ratios

TABLE I
SIMULATION RESULTS

Data Type
CR of Log2 CR of Huffman

Sub-band Encoding and DPCM
Healthy people
with eyes closed

1.94 1.82

Patients’ epileptogenic zone 2.58 2.20

Seizure 1.66 1.51

Mice data@1000Hz 1.55 N/A

Mice data@200Hz 1.41 N/A

reflected by this compression technique. For instance, Fig.
3 and Fig. 4 are the distributions of length of transmitted
data from healthy people and seizure periods. Healthy peoples
EEG signals are relatively smooth so that most data samples
were transmitted with 1 or 2 nibbles (76.5%), but there is
an apparent drop to the number of 1 nibble data samples
while compressing the seizure signals (31.0% to 22.0%). This
noticeable discrepancy could be used to warn the caregivers
that patients physical conditions might have changed. And this
preliminary pattern recognition will not add on more workload
to the system.

To reduce the power consumption is the primary purpose of
introducing this encoding method. An off-the- shelf Bluetooth
transceiver nRF8001 [10] is chosen to evaluate its effect. The
power of this transceiver is 22mW, and it takes 22nJ to transmit
1 bit data. Considering the lowest CR (1.41) reached earlier,
which is around 30% of size reduction, and if uncompressed
data were supposed to be transmitted at 64Kb/s, this encoding
method would bring at least 200µW′s power saving before
introducing the power overhead of the compression itself.
Hence, as long as the compression circuit consumes less
than 200µW a significant saving might be obtained for each
recorded channel.

V. HARDWARE IMPLEMENTATION

A simplified hardware design of this encoding method for
processing the EEG signals above mentioned is shown in Fig.
5. Current sample and previous sample are loaded respectively,
and different sub-bands (chunks) are sent to logic gates to
compare, with the result used to determine the header and to
control a shifter that shifts right number of bits to transmit.

Fig. 3. The distribution of the length of transmitted healthy peoples data
samples

Fig. 4. The distribution of the length of transmitted seizures data samples

Fig. 5. Simplified Hardware Design

The number of bits represents the data payload of 0,4,8, or
12 bits, and the header of 2 bits in each case. In this case, it
would therefore be a total symbol length of 2 bits, 6 bits, 10
bits, and 14 bits.

VI. CONCLUSION

As mentioned earlier, Log2 Sub-band encoding has a bet-
ter performance on EEG data and simpler hardware design
compare to other current techniques, based upon our initial
evaluations. Since bioelectric signals share many common
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behaviors, we can anticipate that the Log2 Sub-Band method
can be applied widely to other signals besides EEG, and a
more diverse analysis would be very desirable. Improvements
to the system may be possible. We have already considered
the possibility of variable-sub-band encoding, such that the
width of bands can be varied in such a way as to ensure
that the distribution of changes in each band is optimized, for
instance {3,3,4,6} might be better for some signal types with a
resolution of 16-bit. Also the possibility of switching between
two encodings depending upon the relative activity or idleness
of signal behavior might permit higher overall compression
rates with relatively minimal circuit changes.
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Abstract—This paper presents a promising time-domain based
lossless compression technique called Log2 Sub-band encoding,
which is designed for using on wireless biomedical devices. Data
compression can help to save power from the wireless transceiver
during data transmission, and from the storage medium during
reading and writing, ultimately leading to a longer battery life
of the device. The performance of Log2 Sub-band is measured
in terms of its compression ratio (CR) on EEG data and its
power consumption. Our simulation results indicate a CR that is
comparable and even superior to the well-known Huffman coding,
whilst consuming minimal hardware resource. The simulations
primarily use electroencephalogram (EEG) data, and the power
consumption during compressing process is given to evaluate the
system′s improvement on its power performance. The possible
influence of different biomedical data on technique′s performance
will also be considered and the signal classification potential of
Log2 Sub-band will be noted.

Keywords—Wearable device; Bioelectric data; Lossless compres-
sion technique; Power consumption

I. INTRODUCTION

Wearable technology has drawn a lot of attention in recent
years, especially after people have discovered more potential
of our bioelectric signals. The wireless wearable biomedical
devices usually promise a more flexible and convenient way
of collecting bioelectric data, and therefore a growing number
of devices have been now used in medical monitoring, brain-
computer interfaces and other relevant areas [1] [2]. When it
comes to medical uses, wearable devices allow caregivers to
provide a better healthcare for patients with neurological and
cardiovascular diseases such as epilepsy and cardiopathy, and
insuring early detection of emergency conditions for high-risk
patients.

Miniaturization is always preferable and sometimes critical
to a wearable device, and the available battery size is usually
limited as a result. To overcome this design obstacle, and
to achieve a longer battery life and better user experience,
one straight answer is to reduce device power consumption.
There are several means to achieve this purpose, and since
the transceiver, as we know, is one of the most significant
contributors to a wireless wearable device power consumption,
transmitting minimum data might be a promising way of
addressing the problem.

On the other hand, introducing a module that compresses
data increases the complexity of the system, and the module
itself consumes power. The situation might get even worse
where more channels of signals become more common, and

hence multiply the hardware and power costs of data compres-
sion, such that there are several sets of trade-offs we need to
take into account.

A simplified wearable EEG recorder model only needs
amplifier(s), ADC(s), a transceiver and a data compression unit
(Fig. 1) [3], so the system power consumption Psys can be
roughly modeled as:

Psys = Pamp + PADC + Pcomp + (D ∗ PTx)/CR (1)

where PAmp and PADC are the power consumption of
amplifier(s) and ADC(s), and PTx and PComp are the power
consumption of the transceiver and the data compressor. CR
is the compression ratio which is given as:

CR = SizeOriginal/SizeCompressed (2)

And D is duty cycle rate which is defined such that:

D = ROrig/RTx. (3)

where ROrig is the required data rate before compression, and
RTx is the maximum data rate of transceiver. According to
equation(1), if we can find a technique that yields promising
CR results without a high PComp, a significant power saving
will be achieved.

Biomedical signals are highly non-Gaussian, non-stationary
and non-linear, and clinical uses require a high consistency
of original and reconstructed signals. The characteristics of
bioelectric signals and the strict requirement of clinical uses
limit the number of compression techniques that can be applied
to compressing biomedical data, and lossless algorithms are
preferable. Some of the well-known compression algorithms
have been tested on biomedical signals especially on EEG
signals including entropy encoding [4] [5] , predictive coding
[4] [6] , transform-based encoding [7] , etc. Huffman coding
is one of the most widely used algorithms, and it gives good
compression result via a simple scheme, but like other entropy
encoding methods, it requires the pre-knowledge of the signals,
the probability density of different signal samples for instance,
before compressing the data, and therefore it is difficult to be
used on wireless wearable devices where data are collected,
processed and transmitted in real-time. As to predictive coding
algorithms and transform-based algorithms, they are either
lossy or too complex to implement on the system level. As
a result, Log2 Sub-band, a time-domain based compression
technique, is designed to tackle the problems mentioned above.
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Fig. 1. A simplified EEG recorder system

Fig. 2. Log2 Sub-band encoding

II. LOG2 SUB-BAND COMPRESSION

Log2 Sub-band is a simple time-domain based compression
algorithms [8], and its scheme is shown in Fig. 2. For instance,
an EEG signal is digitalized into 12 bits after analog-to-digital
conversion on a signal recorder, and every data sample is
then divided into several bit-fields, and in this case, into 4-
bit nibbles. Each nibble is compared with the same part of
the previous sample, and instead of transmitting or storing the
whole sample, only the nibbles that are different from previous
sample′s are transmitted or stored. A header will be added to
each compressed sample to indicate the number of nibbles
transmitted or stored, and it could be 3 nibbles, 2 nibbles, 1
nibble, and none in this case, so a 2-bit header is added in the
end of comparison process.

The scheme of Log2 Sub-band is similar to Differential
Pulse-Code Modulation (DPCM), a simple predictive coding
algorithm, which eliminates short-term redundancies by taking
the difference of adjacent signal samples. However, the perfor-
mance of DPCM when compressing signals with many sudden
fluctuations such as seizure signals is always disappointing,
and the compression result can be slightly better by combining
the Huffman coding as a second processing stage [9], but
the alogrithm is still very sensitive to the nature of the input
signals, and to effects of scale and level offsets. The way
that Log2 Sub-band works makes it more adaptive to these
biomedical signals, and it takes more bits to represent samples
with sudden changes, and less bits when the signal becomes
stable. The simulation results will be presented in next part. .
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Fig. 3. Healthy Human EEG

III. COMPRESSION RATIO RESULTS

The data used in simulations are from two sources: human
EEG data (Fig. 3) are from a research on nonlinear deter-
ministic patterns of brain electrical signals at the University
of Bonn [10] that were digitized into 12-bit at a sampling
rate of 173.61Hz, and mice EEG data are from an Alzheimer
disease study in Aberdeen University [11] that have the same
bit width as human′s and a sampling rate of 200 Hz and 1000
Hz respectively captured by the University of York/Cybula
Neural Acquisition Tracker (NAT-1) device.

Human EEG data are categorized into 5 groups, which are
data recorded from healthy people with eyes open and closed,
signals originated from within and outside epilepsy diagnosed
patients′ epileptogenic zone (seizure generating area) during
the seizure free interval, and recordings of seizures, and each
group has 100 data segments of 23.6 sec duration of signals.
The data of healthy people with eyes open, within epilepto-
genic zones and seizures are chosen for the simulations, and
each group is further divided into 10 sub-groups and each
contains 10 data segments.

To evaluate the performance of Log2 Sub-band, the results
of DPCM and Huffman coding are used as a benchmark.

A. DPCM and Huffman coding

As mentioned earlier, DPCM removes short-term redun-
dancies, and it gives fair results on all sorts of data. Huffman
coding requires a codebook, in which every possible signal
sample is assigned with a code based on its frequency of
occurrence, and by applying DPCM before Huffman coding,
the codebook is smaller and therefore Huffman coding yields
better results than DPCM or Huffman alone. As it is shown in
Table I, DPCM achieves a CR of 1.38 to 1.86 on human EEG,
and the combination of DPCM and Huffman gives a CR of
1.51 to 2.20 on human EEG, and around 1.46 on mice EEG.
Obviously, the characteristics of the EEG data have significant
impacts on the performance of algorithms, and algorithms
perform better on signals with less fluctuations and higher
similarity of adjacent samples.

B. Log2 Sub-band

Similar to DPCM and Huffman coding, Log2 Sub-band
gives lower CRs when compressing seizure signals, and ac-
cording to its results on mice EEG, this technique is more
susceptible to the sampling rate of biomedical signals, but in
all cases the Log2 Sub-band method is superior to Huffman
and DPCM by achieving 5% to 39% higher CRs. Moreover,
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TABLE I
COMPRESSION RATIO RESULTS

Data Type
CR of DPCM CR of DPCM CR of Log2

+Huffman Sub-band

Healthy people
with eyes closed

1.73-1.84 1.76-1.91 1.86-2.07
(Avg. 1.77) (Avg.1.82) (Avg.1.94)

Patients′

epileptogenic zone
1.75-2.00 1.92-2.27 2.38-2.63

(Avg. 1.86) (Avg. 2.20) (Avg.2.58)

Seizure
1.34-1.42 1.45-1.58 1.59-1.73

(Avg. 1.38) (Avg. 1.51) (Avg. 1.66)

Mice data@1000Hz N/A 1.47 1.55

Mice data@200Hz N/A 1.45 1.44

as Log2 Sub-band doesnt require any pre-knowledge of these
signals, it is more adaptive to all circumstances without the
need to modify the basic circuit design for each case.

IV. HARDWARE EXPERIMENTAL RESULTS

A. Hardware Implementation

The hardware design of Log2 Sub-band is shown in Fig. 4.
In this design the data is converted to a serial bitstream during
compression, although there are also variations of the design
which produce a parallel word output form. The function is ex-
tremely simple considering the gain in compression achieved.
The preceding 12-bit sample is retained in the upper three 4-
bit register banks, and compared to the new incoming 12 bit
sample value. Each nibble pairing is compared to generate a
match/no-match state ’a’, ’b’ and ’c’ respectively. Generation
of a header is achieved simply by translating the three inputs
abc into a two bit header code, representing one of four
cases representing the highest order nibble where a change
is detected. The identified nibble, and all nibbles subordinate
to it, are transmitted as an encoded word, which in this
case means 0,1,2 or 3 nibbles are sent with a 2-bit header,
resulting in 2,6,10 or 14 bits being transmitted per sample. The
maximum compression in this configuration therefore reduces
a 12-bit input to a 2-bit header, giving a maximum CR of 6.0.
The worst case sees a 12 bit input encoded as a 14-bit output,
with a minimum CR of 0.86 (which is actually more bits than
the original sample). However due to the probability of each of
the four possible cases a positive overall CR is achieved with
signals exhibiting a largely contiguous variation behaviour, as
we will show.

Note that the scheme has multiple variants. A sample width
of any length is possible and the number of sub-bands and their
size can vary. One could for example have a 20 bit sample with
sub-bands of 8 ,6, and 6 bits respectively. The number and size
of the sub-bands is an optimisation problem that relates to the
nature of the data behaviour and elements such as noisiness.

Our evaluation work for this case of a serial-output three-
band ’4,4,4’ encoder is conducted in 65-nm CMOS technology.
We have modelled this and produced trial layouts, and esti-
mated power with various input test cases. This is described
in the next section.

B. Power Consumption and Power Saving

The human EEG data used earlier are used again to evaluate
the power consumption of the design, and the result whilst

Fig. 4. Simplified Hardware Design

TABLE II
POWER CONSUMPTION OF LOG2 SUB-BAND

Data Type
CR Static Dynamic Total

Power(nW) Power(nW)

Healthy people
with eyes closed

Avg. 1.94 Avg. 147.23 Avg. 12.92 160.15

Patients′

epileptogenic zone
Avg. 2.58 Avg. 147.29 Avg. 12.68 159.97

Seizure Avg. 1.66 Avg. 147.29 Avg. 13.37 160.66

compressing one channel of different human biomedical sig-
nals is given in Table II. The total power consumption consists
of both static and dynamic power, where the sample rate is
set to 1 KHz in this case. Static power dominates the total
power consumption with typical biomedical sample rates, but
when more channels of signals are required, dynamic power
will increase. According to our results, the circuit consumes
more dynamic power when compressing seizure signals, as
compared to non-seizure signals. Dynamic power is influenced
by compression ratio for given sequence of data. The linear
regression between CR and dynamic power consumption is
given in Fig. 5.

Fig. 5. regression analysis

To evaluate a possible power saving on the transceiver,
a typical 22mW off-the-shelf Bluetooth transceiver nRF8001
is chosen [12], and the maximum data rate is 1Mbps, and
therefore we assume that to transimit 1 bit of data, it consumes
22nJ′s power.

The results are shown in Table III. We see for instance,
if we transmit one channel of healthy people′s EEG signals,
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TABLE III
POWER SAVING

Data Type
Power Extra Circuit Total

Saving(µW) Cost(nW) Saving(µW)

Healthy people
with eyes closed

127.91 160.15 127.75

Patients′

epileptogenic zone
161.67 159.97 161.51

Seizure 104.96 160.66 104.80

TABLE IV
BATTERY LIFETIME

Data Type
Battery Lifetime

With/Without a Compression Unit

Healthy people
with eyes closed

145.5 / 75.6

Patients′

epileptogenic zone
192.5 / 75.6

Seizure 124.8 / 75.6

a system with the proposed data compression unit could save
127.91µW′s power from the transceiver with only an extra cost
of 160.15 nW.

C. Battery Lifetime

The battery lifetime is calculated based on the simplified
EEG recorder model mentioned earlier, and we assume 1µW
amplifers [13] and 1µW ADCs [14] are used in this case,
and 24 channels of data are transmitted to meet the minimum
clinical requirement for certain applications [15]. The battery
chosen for this simplified system is a large coin cell CR2025
[16], and its capacity is 160mAh, which keeps a device without
a data compression unit running for 75.6 hours. The results
of this type of battery whilst working on a system with a
compression unit are given in Table IV. The results clearly
indicate a significant extension of battery lifetime can be
expected from a wireless EEG recorder with a compressor,
and the lifetime is almost doubled when when the recorder is
used on healthy people.

V. CONCLUSION

Based on all the results presented, Log2 Sub-band encoding
is clearly a promising compression candidate for wearable
EEG recordering devices, and it could be applied to other
biomedical signals such as electromyogram(EMG) and elec-
trocardiogram(ECG) after making some slight changes on
its scheme. Our research team have recently prototyped the
described compression scheme in 65nm test chip which is
currently being fabricated for Apr, 2015 delivery.

As we already noticed, power consumption and compres-
sion ratios change considerably between normal and seizure
signal behaviours. This suggests some potential to exploit this
for dectecting such events in real-time. The possibility of
varing the width of sub bands either statically or dynamically
to take into account signal behaviour is also a interesting area
for further research.
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A lossless data reduction technique for wireless EEG recorders and its
use in selective data filtering for seizure monitoring

Chengliang Dai, Christopher Bailey

Abstract— This paper presents a time-domain based lossless
data reduction technique called Log2 Sub-band encoding, which
is designed for reducing the size of data recorded on a wireless
electroencephalogram (EEG) recorder. A data reduction unit
can help to save power from the wireless transceiver and from
the storage medium since it allows lower data transmission
and read/write rates, and then extends the life time of the
battery on the device. Our compression ratio(CR) results show
that Log2 Sub-band encoding is comparable and even superior
to Huffman coding, a well known entropy encoding method,
whilst requiring minimal hardware resource, and it can also be
used to extract features from EEG to achieve seizure detection
during the compression process. The power consumption when
compressing the EEG data is presented to evaluate the system0s
overall improvement on its power performance, and our results
indicate that a noticeable power saving can be achieved with
our technique. The possibility of applying this method to other
biomedical signals will also be noted.

I. INTRODUCTION

Electroencephalography (EEG) signals are known to have
great potential in multiple applications such as Brain-
Computer Interface, Prosthetic Devices, Physical Activity
Monitors, etc. Since these signals can reflect various biolog-
ical changes inside human0s body, caused by either diseases
or external stimuli, they are widely used to diagnose or to
study certain diseases. Researchers have been using EEG
for decades in epilepsy[1], Parkinson’s disease[2] and other
neurological disorder studies. However, the long process of
collecting biomedical data sometimes causes inconvenience
to the patients or research subjects since it usually restricts
their mobility. The wearable wireless signal recorder is an
effective solution to this problem, because it frees users
from the inpatient environment and promises better real-time
healthcare from caregivers to patients with neurological or
other diseases.

Nevertheless, there are some challenges when designing a
wireless biomedical signal recorder, and power consumption
is no doubt one of the critical issues. To give a better user
experience, an EEG recorder has to be small, which will
inevitably make the space for a battery even smaller. In
order to satisfy some long-term recording requirements, the
small battery has to last as long as possible, and that is
often difficult to achieve.. On a wireless EEG monitor, the
transceiver is always one of the biggest contributors to the
power consumption, therefore reducing the transmitted data
size might be a significant answer to the power issue.

Moreover, reducing the data size can further help to save
power where an onboard storage medium, such as flash
memory, is used as high read/write rates may be reduced.

On the other hand, a data reduction unit certainly con-
sumes extra power on a device, such that there are some
trade-offs we have to consider.

Log2 Sub-band is a data compression algorithm designed
to be used on wireless EEG recorders and possibly on other
biomedical signal recorders. This algorithm gives satisfying
compression results without consuming too much hardware
resource, and it also inherently offers some potential on
seizure detection. A comprehensive analysis of the com-
pression performance of Log2 Sub-band is given in[3], and
its power analysis and seizure detection potential will be
discussed in this paper.

II. LOG2 SUB-BAND ENCODING

Biomedical signals are highly non-Gaussian, non-
stationary and non-linear, and with strict clinical require-
ments, many data compression techniques are ruled out
despite the outstanding CRs they can give, and lossless
techniques are always desirable. Many well-known compres-
sion algorithms have been tested on EEG signals, including
entropy encoding[4][5], predictive coding[4][6], transform-
based encoding[7], etc. Most of these algorithms are able
to produce excellent compression results, but some of them
are either lossy or incapable of compressing the signal in
real-time, and those very sophisticated techniques might be
suitable for compressing real-time EEG signals theoretically,
except for their high complexity of design at the system level.
For these reasons, Log2 Sub-band is proposed to tackle some
of the mentioned issues, and provides lossless compression
with minimal hardware.

Fig. 1. Log2 Sub-band encoding

On most recorders, biomedical signals are usually digi-
tized into 8-12 bit samples, and Log2 Sub-band is a basic
technique that works on time-domain. As shown in Fig. 1, for
instance, a channel of EEG signal is converted into 12 bits
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per sample after Analog-to-Digital Conversion(ADC), then
in this case every data sample is divided into three bands,
and each band is a 4-bit nibble, and nibbles in each current
sample will be compared with the same part of previous
sample. Instead of transmitting or storing all nibbles of
every sample, only the bands that are different from previous
sample are sent to the transceiver or the memory. A header
is given to every sample to indicate how many nibbles are
left after this process, and it could be 3 nibbles, 2 nibbles, 1
nibble or none in the best case, so a 2-bit header is required.

The scheme of Log2 Sub-band resembles a simple predic-
tion encoding technique known as Differential Pulse-Code
Modulation (DPCM), but with some advantages. DPCM
removes short-term redundancies by taking the difference
of adjacent data samples, but its performance deteriorates
quickly if more rapid changes occur in the signal, and causes
the CR it gets from signals like seizure to be sometimes
disappointing. Even with Huffman encoding, the CR can
be slightly better, but the algorithm is still very sensitive
to the nature of input signals, and to effects of scale and
level offsets. Comparing with DPCM and Huffman coding,
Log2 Sub-band is more adaptive to these biomedical signals,
as will be demonstrated later.

III. EXPERIMENTAL EEG DATA

The EEG signals used in data reduction simulations are
from two sources: (a) research on non-linear determinis-
tic patterns of brain electrical signals at the University
of Bonn[8] and (b) research on seizure detection at the
Massachusetts Institute of Technology[9].

The data from (a) were originally categorised into different
groups, and each group contains one hundred data segments
of 23.6 sec duration of EEG signals. The data segments
were selected and cut out from continuous multichannel
EEG recordings after visual inspection and removal for
artifacts such as EOG. Three groups of data from this source
are chosen for the simulation, which are from five healthy
people(eyes closed), five epilepsy patients during seizure-free
time and seizure signal.

The EEG from (b) were collected from 24 different sub-
jects, and signals are mostly divided into many uncategorised
one-hour long data segments. Two one-hour segments from
one subject that contain both non-seizure signals and a
seizure event in each segment are used in the following test.

The EEG from both sources were converted into 12-
bit, and retained sampling rates of 173.6 Hz and 256 Hz
respectively.

IV. COMPRESSION RATIO RESULTS

The two-stage DPCM and Huffman coding technique
mentioned earlier is used here to set a benchmark for Log2
Sub-band, and the results are shown in Table I. CR is given
as:

CR = SizeOriginal/SizeCompressed (1)

The Log2 Sub-band compresses the data with a three-band
’4,4,4’ encoder as mentioned in our earlier example, due
to the 12-bit width of target signals. The results indicate

Same as adjacent Transmit 1 nibble Transmit 2 nibbles Transmit all
0
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patient seizure free
seizure
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48.17
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27.15

4.80

23.53

48.47

Fig. 2. Seizure-free/seizure Band Distribution[8]

Fig. 3. Seizure-free/seizure Band Distribution of Mixed Signal 1[9]

TABLE I
COMPRESSION RATIO RESULTS

Data Type
CR of DPCM CR of Log2

+Huffman Sub-band
Healthy people with eyes
closed[8] 1.82 1.94

Patients0 seizure free[8] 2.20 2.58

Seizure[8] 1.51 1.66

Mixed Signal 1[9] 2.13 2.77

Mixed Signal 2[9] 1.91 2.32

that Log2 Sub-band clearly has a superior compression
performance, and even though both the techniques give lower
CRs whilst compressing seizure signals, unlike Huffman
coding0s scheme, which requires a pre-generated codebook
based on the frequency of occurrence of every sample, Log2
Sub-band is more adaptive and flexible.

During the compression process, different signals show
various behaviours, and signals that can be largely com-
pressed are clearly more likely to be represented with less
bands under Log2 Sub-band scheme. Therefore, the dis-
tribution of the occurring frequency of each band can be
used to describe some of the features of EEG signals. The
band distributions of patients0s seizure-free and seizure signal
from[8][9] are given in Fig. 2 and Fig. 3 respectively.

According to Fig. 2 and Fig. 3, seizure signals are mostly
encoded with two or three bands whilst seizure-free signals
are encoded with one or two bands. This will be shown to
be useful and will be used to identify seizure in the next
section.

V. SEIZURE DETECTION

Most seizure detection systems involve two basic stages,
and the first is to extract the features from the EEG signal,
whilst the second is to set a threshold to identify the seizure
based on the extracted features. As previous noted, Log2
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Fig. 4. Healthy Human EEG

Sub-band provides a band distribution whilst compressing
each sample, and we suggest that this distribution is one of
the signal features that can be applied to seizure detection.
To carry out real-time seizure detection, a sliding window
scheme(Fig. 4) is proposed.

A sliding window allows Log2 Sub-band encoding to anal-
yse the band distribution of samples within the given window
during the compression, and if the distribution within the
window matches the seizure criteria, then the current segment
can be considered as the seizure candidate. Various methods
can be used to set the threshold or criteria with the help of
the band distribution, and one straight-forward method will
be presented here. A threshold will be set based on the total
probabilities of a sample encoded with zero and one nibble,
and this method should be rather effective according to Fig.
2 and Fig. 3.

EEG signals from datasets (a) and (b) are used, and data
from (a) are pre-categorised, hence 20 seizure data segments
were randomly picked and then inserted into patients0 seizure
free data to create a simulated signal for seizure detection
test. The detection performance of Log2 Sub-band on the
simulated data is measured in terms of sensitivity(SEN), false
positive rate(FPR) and speed of detection(SoD), which are
percentage of successfully detected seizure, percentage of
false positive detection, and average time cost to identify the
seizure. The window size is set to 100 samples, which is
typically around 580 ms. The detection process is repeated
with different threshold settings from 30 to 45, and if the
percentage of samples encoded with zero and one nibble in
a current window falls below the given threshold, samples
will be identified as seizure cases. The results when threshold
is set to 30, 35, 40 and 45 are given in Table II.

The EEG signals from[9] are uncategorised and therefore
are used as the clinical signal input in the experiment. There
is only one seizure event in each one-hour0s signal, and the
first mixed signal was used for feature extraction(Fig. 3),
then based on the acquired feature, the threshold was set
for the second one-hour signal to detect the seizure. The
performance of Log2 Sub-band derived detection in this case
is measured merely with the SoD under difference threshold
settings, and the highest SoD achieved is 0.9 sec.

The algorithm we present here is of course somewhat
less sophisticated than more advanced techniques such
as[10][11]. However those techniques often use computation-
ally expensive methods, with an implication for high power

cost when used continuously. We envisage the Log2 band
signature technique being useful as a pre-filter, identifying
possible seizure candidates with low power and then trigger-
ing a more sophisticated analysis on demand, or recording for
later analysis. In many epilepsy diagnosis studies, researchers
are more interested in seizure signals, and discontinuous
recording has been more often applied as a result[12], and
our technique is a good option for these studies since a
balance between power cost and seizure detection accuracy
may be facilitated by this technique with minimal hardware
cost.

VI. POWER ANALYSIS

The hardware design for this case of three-band ’4,4,4’
encoder is conducted in 65-nm CMOS technology. We have
modelled this and produced trial layouts, and estimated
power whilst compressing the EEG data. The results will be
given in next section. A silicon test chip is currently being
fabricated.

A. Power Saving from Data Compression

The extra power consumed whilst compressing the data[8]
is given in Table III. The total power consists of static and
dynamic power. Obviously, static power dominates the total
power consumption with the typical EEG data sample rates,
which in this case is 1 kHz, but dynamic power will increase
when more channels of signals are needed.

According to the results, it is quite clear that the circuit
consumes more dynamic power when compressing seizure
signals, as compare to non-seizure signals. A regression
analysis between CR and the dynamic power is given in Fig.
5.

Fig. 5. regression analysis

In order to estimated the possible power saving after data
compression, a simplified EEG recorder that only contains
amplifier(s), ADC(s), a transceiver and a data compression
unit is given[13]. The system power consumption Psys can
be roughly modeled as[14]:

Psys = Pamp + PADC + Pcomp + (D ⇤ PTx)/CR (2)

where PAmp and PADC are the power consumption of
amplifier(s) and ADC(s), and PTx and PComp are the power
consumption of the transceiver and the data compressor.

Furthermore D is duty cycle rate which is defined such
that:

D = ROrig/RTx. (3)

where ROrig is the required data rate before compression,
and RTx is the maximum data rate of transceiver.
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TABLE II
SEIZURE DETECTION RESULTS ON[8]

Threshold 30 35 40 45
SEN 95% 100% 100% 100%

FPR 0 9.1% 31.0% 37.5%

SoD(sec) 2.9 2.5 1.4 0.6

TABLE III
POWER CONSUMPTION OF LOG2 SUB-BAND

Data Type CR
Static Dynamic

Total
Power(nW) Power(nW)

Healthy people
with eyes closed 1.94 147.23 12.92 160.15

Epileptogenic
zone 2.58 147.29 12.68 159.97

Seizure 1.66 147.29 13.37 160.66

TABLE IV
POWER SAVING

Data Type
Power Extra Circuit Total

Saving(µW) Cost(nW) Saving(µW)
Healthy people
with eyes closed 127.91 160.15 127.75

Epileptogenic
zone 161.67 159.97 161.51

Seizure 104.96 160.66 104.80

A typical 22mW off-the-shelf Bluetooth transceiver
nRF8001 is chosen[15] in this case, and the maximum data
rate is 1Mbps, and therefore we assume that to transmit 1
bit of data, it consumes 22nJ0s power.

Combining all the known quantities with (2), we derived
the estimated power saving results in Table IV. We see for
instance, if we transmit one channel of healthy subject EEG
signals, a system with the proposed data compression unit
could save 127.91µW0s power from the transceiver with only
an extra cost of 160.15 nW. More details of this analysis is
given in[14].

B. Power Saving from Seizure Detection

Saving power from conducting seizure detection is based
on the assumption that only the seizure signals are of interest,
therefore by sending or storing seizure signals only, or
applying lossy compression technique on non-seizure signals,
a great power saving can be achieved and also a reduction in
data storage or transmission. The one-hour signal we used to
test seizure detection contains 90 sec seizure signal, and with
only 90 sec0s data are transmitted, a total 90% transceiver
power could be saved even if that data is uncompressed. If
we also use lossless Log2 Sub-band compression on these
seizure data segments, then we can project power savings of
over 94% (assuming 10% of data is seizure and CR = 1.66).
Even though some false positive seizure signals might be
encountered, Log2 Sub-band could still help to save a great
amount of power.

VII. CONCLUSION

Based on all the results presented, Log2 Sub-band en-
coding is clearly a promising data reduction candidate for
wireless EEG recording devices. However it also has poten-
tial on seizure detection. Our on-going research also suggests
that our encoder could be applied to other biomedical signals
such as electromyogram(EMG) and electrocardiogram(ECG)
after making some slight changes on its scheme such as
altering the width of each band to attune to new signals.
Our research team have recently prototyped the described
compression scheme in 65nm test chip which is currently
being fabricated for Apr, 2015 delivery.
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C. Dai and C. Bailey, “A lossless data reduction technique for wireless eeg recorders

and its use in selective data filtering for seizure monitoring,” in Engineering in Medicine

and Biology Society (EMBC), 2015 37th Annual International Conference of the IEEE,

Aug 2015.
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Introduction 

Electroencephalogram (EEG) has been proved as a noninvasive and reliable way for collecting a per-

son’s brain wave data which can be used in numerous areas such as epilepsy diagnosis [1], brain-

computer interface (BCI), etc.   

 

 

Wearable EEG recorder has drawn a lot of attention in recent years 

since it saves much more time and money  for researchers com-

paring to traditional data collecting equipment.  A wearable EEG 

recorder can be as small as a 10p coin (Figure 1) so that the ob-

ject of recording will not even notice it. Such device is preferable 

to be able to transmit the data via wireless transceiver to 

achieve the real–time monitoring and data analysis. However,  

wireless transmission apparently shortens device’s running time 

because of the extra power consumed by the transceiver.  The 

most obvious way to extend running time is to compress the 

EEG data before transmission, and with less data to be trans-

mitted, the overall power consumption will be largely reduced 

(Figure 3).  

Meanwhile, adding on a data compressor to the device also in-

creases the complexity of the system, and compression unit it-

self is one of the contributors to recorder’s power consumption, 

so exploring a best set of trade-offs between compression ratio 

(CR) and the power consumption of compressing the data will 

be helpful to solve all these problems, and that is the purpose of 

doing this research. 

Figure 1. A wearable EEG recorder with a 

4-channel input  designed by Advanced 

Computer Architecture Group in Univer-

sity of York  

Figure 2. Current solution of reading in 

the EEG data, a docking station. 

Figure 3. A simplified architecture of wearable EEG recorder 

Experiments 

Several compression method candidates have been simulated so far including most well–known lossless 

Huffman coding [2], a lossy encoding technique called Discrete Wavelet Transform (DWT) [3], as well as a 

lossless log2 sub-band algorithm we designed which will be introduced in detail below.   

Currently, EEG signals are usually quantized to no more than 16 bits in most experiments, and take this 

resolution as an example,  in log2 sub-band algorithm scheme, we first compare the first 4 bits from 16 

bits of the current sample with the same part in previous sample, and if they are identical, next 4 bits will 

be further compared, and the transceiver only transmits the bits that are different from previous sample. 

A flag of 2 bits is introduced to indicate how many nibbles are transmitted in a sample (Figure 4), which 

can be used to decompress the data. 

The dataset used for simulation come from an EEG experiment taken in University Hospital of Bonn [4], 

and the sampling rate of data is  173.61 Hz, and are quantized into 10 bits for the simulation. 

Figure 4. ‘00’ indicates that 4 nibbles of this sample are transmit-

ted,  ‘01’ indicates 3, ‘10’ indicates 2, and ‘11’ indicates 1 nibble. 

Contact :  Chengliang Dai 

cd633@york.ac.uk 

Advanced Computer Architecture Group,   

Department of Computer Science,  

University of York, Heslington, York, YO10 5GH, UK  

Conclusions 

For a simplified wearable EEG recorder,  which is only consisted with amplifiers, ADCs, and the transceiv-

er, and power consumption of DSPs and the processor are neglected, the overall power consumption of 

the recorder can be given as 

 

 

Where  and  are the power consumption of amplifiers and ADCs, and  and  are the 

power consumption of transceiver and doing data compression. Then the power reduction is 

 

By implementing a popular off-the-shelf GFSK transceiver nRF24L01 [7](TX power consumption is 23 mW), 

the power saving for using Huffman coding is at least 5.5mW, 11.5mW for using DWT, and 3.45mW for 

using log2 sub-band algorithm. As a result, these are power budgets for future hardware implementation 

of data compression techniques, and any technique requires lower power than its saving is considered as 

a proper method which leads to a longer working time of wearable EEG recorder. Furthermore,  possible 

data compression techniques may also applicable to other biomedical data recorders as these signals 

have many similarities. 

𝑃𝑠𝑦𝑠 = 𝑃𝐴𝑚𝑝 + 𝑃𝐴𝐷𝐶 + 𝑃𝐶𝑜𝑚𝑝 + 𝐶𝑅 ∗ 𝑃𝑇𝑥  

Results 

The CR is defined as 

                                                    CR= 

The data set for testing the Huffman coding is divided into 2 subsets, and each contains 10 files with 4096 

data samples in every file. One subset is used to generate the Huffman tree (dictionary) so that the other 

subset can be encoded based on the previous dictionary. The result of log2 sub-band algorithm will also 

shown in the Figure 5. 

According to [5],  the DC-bias of EEG signal degrades the inter-channel decorrelation performance, and it  

can be simply removed by using the differential 

pulse-code modulation (DPCM) which calculates 

the difference  between adjacent samples. The 

performance of Huffman coding and log2 sub-

band algorithm are both increased after applying 

DPCM (Figure 5).  

As for DWT, it expresses a signal as a weighted 

sum of basis functions, and these basis are de-

rived from dilated and translated versions of a 

function which is called mother wavelet [6]. So the 

original signal can be defined with coefficients of 

the set of basis functions, and this process causes 

some loss of the original signals, but as long as a 

optimal mother wavelet is chosen, the discrepan-

cies between original and reconstructed signals 

are still acceptable. One file with 4096 data sam-

ples is used for simulation, and the mother wave-

let applied are  Haar (Figure 6), Daubechies 10 

(Figure 7), and Coiflet (Figure 8) [3].  The recon-

structed signal is recovered with 50 percent coeffi-

cients of original signal, so the CR is 0.5 in this 

case, and as they are shown in the figures, using 

Haar as mother wavelet gives worst reconstruc-

tion quality, and the results of using Daubechies 

10 and Coiflet are close. 

Figure 5. Compression Ratio of presented techniques  

Figure 6. Reconstructed with Harr, and from top to bottom 

are original signal, reconstructed signal and differentials 

Figure 7. Reconstructed with Daubechies 10 

Figure 8. Reconstructed with Coiflet 

Figure B.1: Trade-offs of EEG data reduction on wearable device
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Appendix C

Log2 sub-band encoding testing

code

C1 shows the algorithm of the Log2 sub-band written in MATLAB that has been used for

software simulation in this research. C.2 gives the hardware design of the Log2 sub-band

modelled in VHDL and the test-bench prepared ub Verilog that were used to test the

design.
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C.1 MATLAB code

function [ compdatasize , transmit0 , transmit1 , transmit2 , t ransmit3 ]= Nibble ( data ) %input b inary data

compdata = b i t g e t ( data ( 1 ) , 1 2 : −1 : 1 ) ;

t ransmit0 =0;

transmit1 =0;

transmit2 =0;

transmit3 =0;

pa r f o r i =2: length ( data ) ;

i f not (xor ( b i t g e t ( data ( i ) , 12 : −1 :9 ) , b i t g e t ( data ( i −1) ,12 :−1:9)))

i f not (xor ( b i t g e t ( data ( i ) , 8 : −1 :5 ) , b i t g e t ( data ( i −1) ,8 :−1:5)))

i f not (xor ( b i t g e t ( data ( i ) , 4 : −1 :1 ) , b i t g e t ( data ( i −1) ,4 :−1:1)))

transmit0=transmit0 +1; % transmi t 0 band

else

compdata=[compdata , b i t g e t ( data ( i ) , 4 : − 1 : 1 ) ] ;

t ransmit1=transmit1 +1; % transmi t 1 band

end

else

compdata=[compdata , b i t g e t ( data ( i ) , 8 : − 1 : 1 ) ] ;

t ransmit2=transmit2 +1; % transmi t 2 bands

end
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else

compdata=[compdata , b i t g e t ( data ( i ) , 1 2 : − 1 : 1 ) ] ;

t ransmit3=transmit3 +1; % transmi t 3 bands

end

end

compdatasize=length ( compdata ) + 2 ∗ length ( data ) ;

end
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C.2 VHDL+Verilog code

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−− Company :

−− Engineer :

−−
−− Create Date : 19 :11 :07 11/21/2014

−− Design Name:

−− Module Name: Log2 − Behav iora l

−− P r o j e c t Name:

−− Target Devices :

−− Tool v e r s i o n s :

−− D e s c r i p t i o n :

−−
−− Dependencies :

−−
−− Revis ion :

−− Revis ion 0.01 − F i l e Created

−− A d d i t i o n a l Comments :

−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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l ibrary IEEE ;

use IEEE . STD LOGIC 1164 .ALL;

−− Uncomment the f o l l o w i n g l i b r a r y d e c l a r a t i o n i f us ing

−− a r i t h m e t i c f u n c t i o n s wi th Signed or Unsigned v a l u e s

use IEEE .NUMERIC STD.ALL;

−− Uncomment the f o l l o w i n g l i b r a r y d e c l a r a t i o n i f i n s t a n t i a t i n g

−− any X i l i n x p r i m i t i v e s in t h i s code .

−− l i b r a r y UNISIM ;

−−use UNISIM . VComponents . a l l ;

entity Log2 i s

Port ( CLK : in STD LOGIC;

RESET : in STD LOGIC;

DataIN : in STD LOGIC VECTOR (11 downto 0) ;

DataOUT : out STD LOGIC;

DataRDY : in STD LOGIC;

SYNC : out STD LOGIC) ;

end Log2 ;
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architecture Behaviora l of Log2 i s

SIGNAL COUNT : STD LOGIC VECTOR(3 DOWNTO 0) ;

SIGNAL NewVal : STD LOGIC VECTOR(11 DOWNTO 0) ;

SIGNAL OldVal : STD LOGIC VECTOR(11 DOWNTO 0) ;

SIGNAL S h i f t e r : STD LOGIC VECTOR(15 DOWNTO 0) ;

begin

PROCESS(CLK,RESET)

BEGIN

IF (RESET= ’0 ’) THEN

COUNT <= X”0” ;

ELSIF( r i s i n g e d g e (CLK) ) THEN

COUNT <= s t d l o g i c v e c t o r ( s igned (COUNT) + 1 ) ;

END IF ;
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END PROCESS;

PROCESS(CLK,RESET)

BEGIN

IF (RESET= ’0 ’) THEN

NewVal <= X”000” ;

OldVal <= X”FFF” ;

DataOUT <= ’ 1 ’ ;

SYNC <= ’ 0 ’ ;

S h i f t e r <= ”1” & ”0000” & ”0000” & ”0000” & ”11” & ”0” ;

ELSIF( r i s i n g e d g e (CLK) ) THEN

IF (COUNT = X”0” ) THEN

−− f l a g s t a t e −−−−−−−−−−−−−−−−
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SYNC <= ’1 ’;

−− update s t o r a g e r e g i s t e r s −−

OldVal <= NewVal ;

NewVal <= DataIN ;

−− do comparison −−−−−−−−−−−−−

IF ( OldVal=NewVal ) THEN

S h i f t e r <= ”1111” & ”1111” & ”1111” & ”1” & ”00

” & ”0” ;

ELSIF( OldVal (11 DOWNTO 4) = NewVal (11 DOWNTO 4) ) THEN

S h i f t e r <= ”1” & ”1111” & ”1111” & NewVal (3

DOWNTO 0) & ”01” & ”0” ;

ELSIF( OldVal (11 DOWNTO 8) = NewVal (11 DOWNTO 8) ) THEN
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S h i f t e r <= ”1” & ”1111” & NewVal (7 DOWNTO 0) &

”10” & ”0” ;

ELSE

S h i f t e r <= ”1” & NewVal & ”11” & ”0” ;

END IF ;

DataOUT <= ’ 0 ’ ;

ELSE

SYNC <= ’0 ’;

S h i f t e r <= ”1” & S h i f t e r (15 DOWNTO 1) ;

DataOUT <= S h i f t e r (1 ) ;

END IF ;

END IF ;

END PROCESS;
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end Behaviora l ;
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‘timescale 1ns / 1ps

// //////////////////////////////////////////////////////////////////////////////

// Company :

// Engineer :

//

// Create Date : 19 :19 :34 11/21/2014

// Design Name: Log2

// Module Name: C: / Documents and S e t t i n g s / c h r i s b / Desktop /Log2/ Log2Tester . v

// P r o j e c t Name: Log2

// Target Device :

// Tool v e r s i o n s :

// D e s c r i p t i o n :

//

// V e r i l o g Test F i x t u r e c r e a t e d by ISE f o r module : Log2

//

// Dependencies :

//

// Revis ion :

// Revis ion 0.01 − F i l e Created
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// A d d i t i o n a l Comments :

//

// //////////////////////////////////////////////////////////////////////////////

module Log2Tester ;

// Inputs

reg CLK;

reg RESET;

reg [ 1 1 : 0 ] DataIN ;

reg DataRDY;

reg [ 1 5 : 0 ]RECIEVED;

reg [ 1 1 : 0 ]RVAL;

// Outputs

wire DataOUT;

wire SYNC;

// I n s t a n t i a t e the Unit Under Test (UUT)

Log2 uut (
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.CLK(CLK) ,

.RESET(RESET) ,

. DataIN ( DataIN ) ,

.DataOUT(DataOUT) ,

.DataRDY(DataRDY) ,

.SYNC(SYNC)

) ;

integer d a t a f i l e ; // f i l e handle

integer DataValue ;

integer DataCount ;

localparam TCLK = 20 ;

localparam TSETUP = 16 ;

i n i t i a l begin

// i n i t f i l e s //

$dumpfi le ( ”F10 . vcd” ) ;
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d a t a f i l e = $fopen ( ” . . / data /F10 . dat” , ” r ” ) ;

i f ( d a t a f i l e == 0) begin

$display ( ”−+− ERROR d a t a f i l e Not Found” ) ;

$ f inish ;

end

// I n i t i a l i z e Inputs

CLK = 1 ;

RESET = 0 ;

DataIN = 12 ’ h000 ;

DataRDY = 0 ;

// Wait 100 ns f o r g l o b a l r e s e t to f i n i s h

#TSETUP;

#(TCLK∗4) ;

RESET = 1 ;
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#(TCLK∗50000) ;

// Add s t i m u l u s here

end

always

begin

#(TCLK/2) ;

CLK = ! CLK;

$dumpvars ;

end

always @(posedge (CLK) )

begin

i f (RESET == 0)

begin

RECIEVED=16’hFFFF;

RVAL = 12 ’ h000 ;

DataCount = 0 ;

end
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i f (SYNC==1)

begin

$display ( ”−−− %dns −−−−−−−−−−−−−−−−−−−−−−−−−” , $st ime ) ;

$display ( ”DATA RECIEVED = %d” ,RECIEVED) ;

$display ( ”HEADER = %2b” , RECIEVED[ 2 : 1 ] ) ;

$display ( ”NUMERIC = %3xh −− BINARY = [%b][%12b ][%2b ][%b ] ” , RECIEVED

[ 1 4 : 3 ] ,RECIEVED[ 1 5 ] ,RECIEVED[ 1 4 : 3 ] ,RECIEVED[ 2 : 1 ] ,RECIEVED[ 0 ] ) ;

$display ( ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−” ) ;

i f (RECIEVED[2:1 ]==2 ’ b00 )

begin

end

i f (RECIEVED[2:1 ]==2 ’ b01 )

begin

RVAL[ 3 : 0 ] = RECIEVED [ 6 : 3 ] ;
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end

i f (RECIEVED[2:1 ]==2 ’ b10 )

begin

RVAL[ 7 : 0 ] = RECIEVED[ 1 0 : 3 ] ;

end

i f (RECIEVED[2:1 ]==2 ’ b11 )

begin

RVAL[ 1 1 : 0 ] = RECIEVED[ 1 4 : 3 ] ;

end

$display ( ”RVAL = %xh −− %d . dec ” ,RVAL,RVAL) ;

$display ( ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−” ) ;

end

RECIEVED = { DataOUT, RECIEVED[ 1 5 : 1 ] } ;
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end

always @(negedge (SYNC) )

begin

i f ( $ f e o f ( d a t a f i l e ) )

begin

$display ( ”−− DATA RUN COMPLETED, %d va lue s t e s t e d −−” , DataCount ) ;

$stop ( ) ;

end

$ f s c a n f ( d a t a f i l e , ”%b\n” , DataValue ) ;

$display ( ”%dns −− data value %d = [%d ] ” , $stime , DataCount , DataValue ) ;

DataIN = DataValue ;

DataCount = DataCount +1;
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end

endmodule
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Appendix D

Bit shifter codes for Huffman

coding

This part gives the hardware design of bit shifter prepared for DPCM+Huffman coding.
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‘timescale 1ns / 1ps

// //////////////////////////////////////////////////////////////////////////////

// Company :

// Engineer :

//

// Create Date : 19 :19 :34 11/21/2014

// Design Name: Log2

// Module Name: C: / Documents and S e t t i n g s / c h r i s b / Desktop /Log2/ Log2Tester . v

// P r o j e c t Name: Log2

// Target Device :

// Tool v e r s i o n s :

// D e s c r i p t i o n :

//

// V e r i l o g Test F i x t u r e c r e a t e d by ISE f o r module : Log2

//

// Dependencies :

//

// Revis ion :

// Revis ion 0.01 − F i l e Created

// A d d i t i o n a l Comments :
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//

// //////////////////////////////////////////////////////////////////////////////

module Huf2Tester ;

// Inputs

reg CLK;

reg RESET;

reg [ 1 2 : 0 ] DataIN ;

reg DataRDY;

reg [ 1 9 : 0 ]RECIEVED;

reg [ 1 1 : 0 ]RVAL;

// Outputs

wire DataOUT;

wire SYNC;

wire [ 4 : 0 ]BC;
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// I n s t a n t i a t e the Unit Under Test (UUT)

Huffman uut (

.CLK(CLK) ,

.RESET(RESET) ,

. DataIN ( DataIN ) ,

.DataOUT(DataOUT) ,

.DataRDY(DataRDY) ,

.BC(BC) ,

.SYNC(SYNC)

) ;

integer d a t a f i l e ; // f i l e handle

integer DataValue ;

integer DataCount ;

localparam TCLK = 20 ;

localparam TSETUP = 16 ;

i n i t i a l begin
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// i n i t f i l e s //

$dumpfi le ( ” hea l thy . vcd” ) ;

d a t a f i l e = $fopen ( ” . . / data / hea l thy x . dat ” , ” r ” ) ;

i f ( d a t a f i l e == 0) begin

$display ( ”−+− ERROR d a t a f i l e Not Found” ) ;

$ f inish ;

end

// I n i t i a l i z e Inputs

CLK = 1 ;

RESET = 0 ;

DataIN = 12 ’ h000 ;

DataRDY = 0 ;

// Wait 100 ns f o r g l o b a l r e s e t to f i n i s h

#TSETUP;

#(TCLK∗4) ;
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RESET = 1 ;

$display ( ”−−− RESET COMPLETED −−−−−−−” ) ;

#(TCLK∗50000) ;

// Add s t i m u l u s here

end

always

begin

#(TCLK/2) ;

CLK = ! CLK;

$dumpvars ;

end

always @(posedge (CLK) )

begin

i f (RESET == 0)
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begin

RECIEVED=19’h03FFFF ;

DataCount = 0 ;

end

$display ( ”−(C%02d) (SH%20b)−<%8x>−−[%20b]−−S[%d]−−BC[%d]−−” , uut .COUNT, uut . S h i f t e r [ 1 9 : 0 ] , DataIN ,RECIEVED,

SYNC,BC) ;

i f (SYNC==1)

begin

$display ( ”−−− %dns −−−−−−−−−−−−−−−−−−−−−−−−−” , $st ime ) ;

$display ( ”DATA RECIEVED = <%xh><%bb>, STARTBIT[%d ] ,CODELEN = %d” ,

RECIEVED[ 1 9 : 1 ] ,RECIEVED[ 1 9 : 1 ] ,RECIEVED[ 0 ] ,BC) ;

$display ( ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−” ) ;

165



A
p

p
en

d
ix

D
:

B
it

sh
ifter

co
d

es
for

H
u

ff
m

an
co

d
in

g

RECIEVED = −1;

end

RECIEVED = { DataOUT, RECIEVED[ 1 9 : 1 ] } ;

end

always @(posedge (SYNC) )

begin

i f ( $ f e o f ( d a t a f i l e ) )

begin

$display ( ”−− DATA RUN COMPLETED, %d va lue s t e s t e d −−” , DataCount ) ;

$stop ( ) ;

end

$ f s c a n f ( d a t a f i l e , ”%b\n” , DataValue ) ;
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$display ( ”%dns −− Input from f i l e va lue %b<%d> , va lue s read = %d ” , $stime ,

DataValue , DataValue , DataCount ) ;

DataIN = DataValue ;

DataCount = DataCount +1;

end

endmodule
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Abbreviations

EEG ElectroEncephaloGram

EMG ElectroMyoGram

ECG ElectroCardioGram

BCI Brain Computer Interface

BAN Body Area Network

PDF Probability Density Function

EOG ElectroOculoGram

i.i.d independent identically distributed

CR Compression Ratio

PRD Root-Mean-Square Difference

RLE Run-Length Encoding

LZ77 Lempel-Ziv 77

LPC Linear Predictive Coding

AR AutoRegressive

FFT Fast Fourier Transform

DFT Discrete Fourier Transform

DCT Discrete Cosine Transform
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KLT Karhunen-Loeve Transform

DWT Discrete Wavelet Transform

ADC Analog-to-Digital Converter

DPCM Differential Pulse-Code Modulation

LMS Least Mean-Square

ICA Independent Component Analysis

REACT Real-Time EEG Analysis for Event Detection

EHG ElectroHysteroGram

ERP Event-Related Potentials

DOT diffuse optical tomography

CMOS Complementary Metal-Oxide Semiconductor

NAT Neural Acquisition Tracker

vcd value change dump

RAM Random-Access Memory

SRAM Static Random-Access Memory

HP High Performance

LS Low Static Power

LO Low Operating Power

SISO Serial-In Serial-Out

PIPO Parallel-In Parallel-Out

VLSI Very-Large-Scale Integration

GDSII Graphic Database System II

IC Integrated Circuit
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