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We report the characterisation of gated optical image intensifiers for fluorescence lifetime imag-
ing, evaluating the performance of several different prototypes that culminate in a new design
that provides improved spatial resolution conferred by the addition of a magnetic field to
reduce the lateral spread of photoelectrons on their path between the photocathode and mi-
crochannel plate, and higher signal to noise ratio conferred by longer time gates. We also
present a methodology to compare these systems and their capabilities, including the quantita-
tive readouts of Förster resonant energy transfer. C 2017 Author(s). All article content, except
where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). [http://dx.doi.org/10.1063/1.4973917]

I. INTRODUCTION

Fluorescence lifetime imaging (FLIM) produces spatial
maps of the excited state dynamics of fluorophores that can
be used to distinguish between different fluorophores, be-
tween different microenvironments of the same fluorophore,
and between different molecular states of the fluorophore.1

This enables FLIM to report a wide range of biomolecular
processes such as protein-protein interactions read out by
Förster resonance energy transfer (FRET) or changes in the
conformation of FRET biosensors.2 A range of different types
of FLIM instrumentation is now commercially available that
can broadly be categorised according to the type of detectors
used. The most common approaches have been laser scanning
microscopy combined with time correlated single photon
counting (TCSPC) and wide-field microscopy combined with
gated or modulated optical intensifiers, although other tech-
niques can also be considered.3 When deciding which type
of FLIM instrument is best suited to a particular scientific
question, key considerations are spatial resolution, field of
view, and acquisition speed. TCSPC is straightforward to
implement on standard laser scanning confocal or multiphoton
microscopes that inherently provide optical sectioning and can
offer high sensitivity and time resolution, depending on the
detector employed. It is a shot-noise limited technique and so
provides the highest signal/noise ratio per photon emitted by
the sample but is limited in imaging speed by the detection
electronics, which impose a maximum photon detection rate
constrained by the system dead time, and the onset of pho-
tobleaching and/or photo-toxicity as the excitation power is
increased. Higher detection rates can be realised in scanning
microscopes by sharing the detected photoelectrons between
multiple TCSPC channels4 or by parallelising the process

a)H. Sparks and F. Görlitz contributed equally to this work.

through simultaneously scanning multiple excitation beams
and detecting in multiple TCSPC channels.5,6 Alternatively,
parallelised TCSPC can be applied to wide-field detection
using, e.g., arrays of single-photon avalanche diode (SPAD)
detectors and TCSPC detection.7

Wide-field FLIM detection, e.g., using gated or modulated
image intensifiers, can be considered as highly parallel FLIM
pixel acquisition and permits faster image acquisition for a
given excitation intensity. However, these approaches are less
photon efficient where they entail sampling the fluorescence
decay profiles and typically add excess noise so that they
are not shot noise-limited. Nevertheless, the large number
of pixels (>256 × 256) acquired in parallel confers signifi-
cant improvements in acquisition speed and these techniques
therefore offer a higher signal to noise ratio per unit acqui-
sition time. Optical sectioning can be realised with wide-
field FLIM using spinning disc tandem confocal scanners,8

using structured illumination,9 or using light sheet micros-
copy.10 Wide-field FLIM can be implemented in the time
domain using gated optical image intensifiers11,12 (GOI) or
in the frequency domain using a modulated intensifier13 or
using modulated CMOS detectors.14,15 While time domain and
frequency domain approaches can, in principle, offer similar
performance provided the modulation frequencies are high
enough, time-gated detection offers the ability to vary the
width, spacing, and readout camera integration time of the
time gates throughout a decay profile in order to more effi-
ciently sample the fluorescence16 and is inherently compatible
with convenient (mode-locked) pulsed excitation lasers, which
can present challenges associated with aliasing in frequency
domain systems.17,18 The use of image intensifiers impacts the
achievable spatial resolution owing to the pixellation of their
microchannel plates (MCPs) that is typically less fine than
the pixellation of the CCD readout cameras, although small
pore MCP intensifiers have been reported.19,20 The spatial
resolution of intensifiers is also limited by the lateral spread
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of electrons on their path between the photocathode and the
MCP and between the MCP and the phosphor. The reduction
in spatial resolution can be minimised by using a high accel-
erating potential between the photocathode and the MCP to
minimise the transit time. However, in wide-field frequency
domain FLIM where the photocathode-MCP voltage of an
image intensifier is sinusoidally modulated, this photocathode-
MCP voltage is lower than its maximum value for much of the
modulation period.21 Modulated CMOS cameras can enable
frequency domain FLIM with a higher spatial resolution than
intensifier-based systems and are now available with modula-
tion frequencies up to 50 MHz.22,23

With an increasing number of technologies being devel-
oped for FLIM, it is important to understand the state-of-the-
art for different approaches. This paper focusses on wide-
field time-gated FLIM, describing new developments in the
GOI technology that improve performance. Figure 1 presents
a schematic of a typical GOI, showing the photocathode at
which the fluorescence photons are incident, the microchannel
plate (MCP) that amplifies the photoelectron signal emitted by
the photocathode, and the phosphor that converts the elect-
ron cascades emerging from each channel of the MCP. The
intensifier unit from photocathode to phosphor is enclosed in
a vacuum tube.

II. STRATEGIES TO IMPROVE TIME-GATED FLIM

For all FLIM instruments, the temporal resolution de-
pends on the impulse response function (IRF) of the instrument
(related to its measurement bandwidth) and the signal to noise
ratio. FLIM data are typically analysed by convolving the
decay model with the IRF and fitting this to the experimental
data. The ability to measure fast fluorescence dynamics then
depends on the rising and falling edges of the IRF rather than
its total width. For TCSPC, the most commonly used detectors
are photomultiplier tubes (PMTs) presenting an IRF with a
FWHM of ∼150 ps. MCP-PMTs provide FWHM as short as
∼30 ps and lower cost hybrid detectors are now available with
a FWHM below 40 ps. For TCSPC, the signal to noise ratio
scales with

√
N , where N is the number of detected photons

and the standard deviation of lifetime measurements of a flu-
orophore exhibiting a monoexponential decay has formally

FIG. 1. Schematic of gated optical image intensifier (GOI) used for time-
gated FLIM.

been shown to vary as
√

N .24 For time-gated FLIM, the IRF
of the GOI can be shorter than 100 ps25 and the signal to noise
ratio also scales with

√
N but is reduced by an excess noise

factor, E. For measurements of a fluorophore exhibiting a mo-
noexponential decay, the standard deviation on the measured
lifetime has been shown to scale with E

√
N , where E decreases

as the gain voltage across the microchannel plate increases.26

E is typically less than 1.5 for the high gain voltages (>700 V)
typically used for FLIM to ensure that the signal detected from
the GOI phosphor for a single detected photon is higher than
the noise of the readout CCD camera. Finally, for both TCSPC
and time-gated FLIM, decays are measured by averaging over
multiple laser excitation pulses, and it is therefore also impor-
tant that the jitter of the recorded photon arrival times or gate
edges, respectively, is as small as possible as it contributes to
the overall temporal resolution.

To maximise the precision of lifetime determination with
time-gated FLIM, it is therefore desirable to use instruments
with fast IRF rising and falling edges (i.e., fast detection band-
width) but with long gate widths for efficient use of fluores-
cence signal.16 A commonly used GOI sold for use with MHz
repetition rate excitation lasers is made by Kentech Instru-
ments Ltd. (model: HRI, also utilised in the PicoStar from
LaVision GmbH) who also makes associated time delay units
(models HDG and HDG800). These GOIs are designed to
provide quasi-rectangular gate widths ranging from 200 ps
to 1 ns in normal operation. However, since most commonly
used fluorophores have fluorescence decays with lifetimes
significantly longer than 1 ns, it is desirable to develop new
GOIs with longer gate widths. In Section II A we present the
evaluation of a new prototype GOI able to provide gate widths
up to 10 s of ns. We note that it is possible to configure the
(Kentech Instruments Ltd., model HRI) instrument to provide
gate widths up to ∼2.3 ns but this is a non-standard setting and
may require optimisation of the cathode bias voltage settings.

A further issue for time-gated FLIM is spatial resolution
that is limited primarily by the photoelectrons spreading out on
their path from the photocathode to the MCP of the GOI. For
the “standard” HRI from Kentech Instruments Ltd., this spatial
resolution is typically <25 lp/mm measured at 3% contrast.
With a GOI aperture of 18 mm, the time-gated images are usu-
ally read out with a CCD camera binned to 256 × 256 pixels.
As discussed in Section II B, we have shown that the use of
a magnetic field along the axis of the GOI can reduce this
spreading out of the photoelectrons by restricting radial drift
during their passage to the MCP.

A. Increasing signal using longer time gates

To increase the signal/noise ratio for time-gated FLIM, a
new prototype “HRI-HL” was developed with the capability
to provide both “standard” gate operation with gate widths
ranging from 200 ps to 1 ns and a second “long gate” mode
for longer gate widths ranging from 1 ns to 10 s of ns. An
important feature of the longer gates is that they retain the same
(∼100 ps) steep rising and falling edges of the standard gate
widths. Figure 2 shows the IRF profiles of a standard HRI and
this new HRI-HL model in the standard gate width and in a
longer gate width mode.
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FIG. 2. IRF profiles recorded with ultrafast supercontinuum excitation source and (a) standard HRI with 200 ps and 1000 ps gate widths; (b) HRI-HL in standard
mode with 200 ps and 1000 ps gate widths in a long gate mode with a 4000 ps gate width.

To demonstrate that using longer gate widths results in
superior performance in terms of lifetime determination, we
measured reference samples of Rhodamine B and Rhodamine
6G solutions for a range of gate widths using the automated
wide-field multiwell plate FLIM microscope27–29 described in
Sec. IV and using our open source software, FLIMfit.30 We
chose to use these dyes because they present monoexponen-
tial decay profiles with respective lifetimes of approximately
1.5 ns and 4 ns that are within the range of lifetimes of fluo-
rescent proteins that are widely used in the FLIM and FRET
experiments. To compare the relative performance for different
gate width settings, the excitation power at the sample plane
and the MCP gain voltage were fixed for all measurements to
180 µWand750V, respectively.Theacquisitiongatingstrategy
was also fixed with each of seven time-gated images acquired
with a total of 200 ms integration time. For each gate width
setting, the CCD exposure time was adjusted to almost fill the
CCD wells at the peak of the fluorescence signal. For the 200 ps
gate width, a 200 ms exposure was required to saturate the CCD
bit depth when imaging the Rhodamine 6G solution while for
longer gate widths, the CCD was saturated more quickly, since
more photons were detected, and so a number of CCD frames
withshorterexposure timeswereaccumulatedtoreachthesame
total exposure time of 200 ms.

Figure 3 shows the resulting lifetime histograms and
clearly indicates how the longer gate widths improve the

FIG. 3. Lifetime histograms obtained with the HRI-HL for pure wells of RB
and R6G for 200, 1000, and 4000 ps gate widths and for an MCP gain voltage
of 750 V.

precision of lifetime determination for a given light dose and
total acquisition time. This is quantified in Table I, which gives
the mean lifetime (τ), standard deviation (∆τ), and precision
(τ/∆τ), for the measurements of each dye and gate setting. The
benefit conferred by longer gate widths is more pronounced for
the longer lifetime dye, Rhodamine 6G, for which a significant
fraction of the fluorescence signal would arrive outside a 1 ns
time gate.

B. Increasing spatial resolution

The relay of the fluorescence image to the readout camera
of the GOI begins with “proximity focussing,” where a gat-
ing voltage accelerates photoelectrons generated at the photo-
cathodetothefrontfaceof theMCP.AttheMCP,photoelectrons
enter discrete channels. Since the photoelectrons will have a
velocity distribution that also includes transverse components,
during their transit to the MCP, they will spread out causing the
spatial resolution achieved to be degraded. Longer gate widths
will lead to a higher spatial resolution since the average accel-
erating voltage during the gate “on” time will be larger as the
openingandclosingphasesof thegateoccupyasmaller fraction
of the total gate width. Thus increasing the gate width improves
both the signal to noise ratio and the spatial resolution for time-
gated imaging using a GOI. In the limit, operating a GOI in
DC mode (i.e., accelerating voltage always on) will produce the
highest spatial resolution. This trend is illustrated in Figure 4,
which shows spatial contrast transfer functions (see Sec. IV)
and bar charts of the spatial frequencies corresponding to 50%
and 3% contrast for a standard HRI. The trend of increasing
spatial resolution with increasing gate width is clear.

The loss of spatial resolution due to transverse drift of the
photoelectrons in a HRI can be countered by adding a quasi-
solenoidal magnetic field aligned along the optical axis of the
HRI to guide photoelectrons along helical trajectories about
their principal direction.31 The magnetic field can be chosen so
that the photoelectrons on average make one complete turn of
the helical trajectory between the photocathode and the MCP.
Figure 5 shows the effect of introducing such a magnetic field
around and through the GOI tube as realised in a new type of
GOI denoted “HRI-S.” For comparison, the measurements of
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TABLE I. Quantification of fluorescence lifetime measurements of Rhodamine B (RB) and Rhodamine 6G (R6G)
using the HRI-HL gated optical image intensifier operated with an MCP gain voltage of 750 V (all quantities in
units of picoseconds).

Gate
width

RB
lifetime

Standard
deviation Precision

R6G
lifetime

Standard
deviation Precision

200 1595 74 21.6 3998 224 17.84
1000 1579 39 40.5 3968 118 33.6
4000 1581 32 49.4 3989 72 55.4

spatial contrast transfer functions and spatial frequency values
at 50% and 3% contrast are shown for the same GOI with and
without the magnetic field. For the sub-nanosecond gate width,
where the average gating voltage is much less than its peak
value, there is a very significant improvement in spatial reso-
lution when the magnetic field is present. In fact, the magnetic
field enhances the spatial resolution for the sub-nanosecond
gate width beyond that realised with the 1 ns gate width. This
is because the helical trajectory of the photoelectrons that is
imposed by the magnetic field is optimal for a gating voltage
that is slightly lower than the peak voltage during the gate “on”
time.

It is useful to combine both the magnetic field enhance-
ments of the spatial resolution with the increased signal to
noise ratio conferred by the longer time gates. To this end, a
new GOI, designated “HRI-HL-S,” has been developed that
offers improved spatial resolution for all gate widths and pro-
vides improved light collection efficiency with time gates up to
∼10 ns. Figure 6 compares the spatial resolution of a HRI-HL
with a HRI-HL-S showing improved spatial resolution across
a range of gate widths.

Comparing the 500 ps and 1 ns gate widths between
Figures 5 and 6, it is apparent that the HRI-HL has a better
spatial resolution than the standard HRI for a given gate width.
For the two HRIs with the magnetic field applied, namely,
the HRI-S and the HRI-HL-S, the HRI-HL-S has a better
spatial resolution for the 3% contrast values. This is attributed
to differences between the specific HRI units. As is typical
with image converter tubes, there is some spread in the photo-
cathode characteristics together with some variation in the PC
to MCP gap. Moreover, the HRI-HL gate drive circuitry is
modified with respect to the HRI and the slightly higher spatial
resolution of the HRI-HL is attributed to these factors.

To illustrate how the spatial resolution improvement of the
new HRI impacts image quality, we implemented FLIM using
the standard HRI and the HRI-HL-S with a Nipkow disc scan-
ner unit coupled to an inverted epifluorescence microscope
with a 40 × air (NA = 0.6) objective lens. This configuration is
widely used where rapid optically sectioned FLIM is required
and forms the basis of our automated multiwell plate FLIM
microscope.28 Figure 7 shows optically sectioned images of
a dye stained section of Convallaria acquired with the same
instrument settings for both HRIs (1 ns gate width; 180 µW
excitation power at the sample plane; MCP gain voltage of
750 V; time-gates at delays of 6250 ps, 7000 ps (peak inten-
sity), 7525 ps, 8200 ps, 9075 ps, 10 275 ps, 12 375 ps, and
16 500 ps). Five camera integrations were accumulated at each
gate delay for each HRI with the camera exposure times set
to ensure similar filling of the cameras bit depth at each gate
delay, with the average pixel value at the peak of the fluores-
cence intensity being more than 50% of the camera’s bit depth.
The total acquisition times were 20 and 24 s for the standard
and HRI-HL-S, respectively. In Figure 7(a), a clear improve-
ment in image sharpness can be seen for the HRI-HL-S FLIM
image, which is highlighted by the three expanded views. To
further illustrate the improved spatial resolution, Figure 7(c)
shows intensity line profiles taken from the integrated intensity
images shown in Figure 7(b).

III. DEMONSTRATION OF THE PERFORMANCE
OF NEW FLIM INSTRUMENTATION

We are particularly interested in rapid FLIM, e.g., for
readouts of FRET and of changes in cellular metabolism in
live cells and in automated multiwell plate assays. We believe
that multiwell plate FLIM assays of standardised samples

FIG. 4. Spatial resolution for the standard HRI operating with 750 V gain voltage for increasing gate widths. Plot (a) shows the contrast plots for each gate
width and the bar chart (b) shows frequencies at which 3% and 50% contrast values are reached for data plotted in (a).
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FIG. 5. Comparison of spatial resolution between a standard HRI unit (a) and the same unit with a magnetic field applied—labelled HRI-S (b). Bar chart (c)
shows frequencies at which 3% and 50% contrast values were achieved for data plotted in (a) and (b).

can provide a way to compare different approaches to FLIM.
Below, we show the comparison between wide-field time-
gated FLIM with the established GOI model HRI and the
new HRI-HL-S using dye mixtures and cells transfected with
mixtures of FRET constructs. Rather than validating abso-
lute lifetime measurements, which are prone to variations in
preparation protocol, contamination, and environment (e.g.,

temperature), we here quantify the ability of the FLIM system
to determine the ratio of fluorophores mixed together. Dye
solutions can provide a simple and easily reproducible stan-
dard sample but their brightness, photostability, and homoge-
neity make them rather less challenging than live cells labelled
with fluorescent proteins, which feature widely in biological
applications of FLIM.

FIG. 6. Comparison of spatial resolution between (a) HRI-HL and (b) new HRI-HL-S for a range of gate widths. Bar chart (c) shows frequencies at which 3%
and 50% contrast values were achieved for data plotted in (a) and (b).
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FIG. 7. (a) Intensity merged fluorescence lifetime and (b) time-integrated fluorescence intensity images of the stained Convallaria sample with higher
magnification FLIM sub-images from regions indicated in intensity image for standard HRI (upper figures) and new HRI-HL-S (lower figures) together with
line profiles (c) indicating improvement in spatial resolution.

A. FLIM of dye mixtures to benchmark performance

Following previous work using multiwell well plate ar-
rays of dye mixtures,28,32,33 a FLIM-FRET assay was simu-
lated by mixing two dyes that present mono-exponential decay
profiles, Rhodamine B (RB) and Rhodamine 6G (R6G), in
different ratios to test the ability of the instrument to distin-
guish the relative contributions of different lifetime compo-
nents. We used our in-house written software, FLIMfit to un-
mix the dye fractions by applying global analysis to fit the
FLIM data (see Sec. IV). This experiment was undertaken us-
ing both the standard HRI and the new HRI-HL-S to compare
their performance, including how the use of longer gate widths
improves the precision of lifetime determination. To ensure
that other factors were equivalent, we set the excitation power
at the sample to 180 µW and the total CCD exposure time to
1.6 s across these experiments.

To illustrate the high precision of the lifetime measure-
ments, Figure 8 shows exemplar wide-field time-gated multi-
wellplateFLIMdataautomaticallyacquiredusinga20×micro-
scope objective. The total acquisition time for this multiwell
plate FLIM data was 15 s per field of view, which included the
autofocus, translation stage motion, and CCD image acquisi-
tion time (set to 200 ms exposure time at each of the time gate
delays used) resulting in a total of 72 min to automatically read
3 FOV in each of 96 wells. Figure 8(b) shows the mean fluores-
cence lifetime of RB and R6G recovered by global fitting to a
double exponential decay model using FLIMfit as discussed in
Sec. IV. A comparison of the performance is presented between
the standard HRI and the new HRI-HL-S both with 1 ns time
gates in Figure 8(c) and between 4 ns and 1 ns time gates using
the new HRI-HL-S in Figure 8(d).

To illustrate the precision of determination of the dye frac-
tions, the standard deviation for the measured R6G fractions

for each mixture is plotted in Figure 9. For 1 ns gate widths,
the new HRI-HL-S presents a lower standard deviation on
measured fractions than the standard HRI. Since the time gates
are equal, this difference may be attributed to the photocathode
of the HRI-HL-S having a higher quantum efficiency. The
comparison between the performance of the new HRI-HL-
S using 1 ns and 4 ns time gates shows an improvement in
precision as expected.

B. FRET constructs to benchmark performance

To demonstrate the performance of the HRI-HL-S GOI for
the application to FRET readouts in cells expressing fluores-
cent protein labels, we used the genetically expressed FRET
constructs such as those reported by Koushik et al.34 where
cyan fluorescent protein (Cerulean) donor fluorophores are
linked by short amino acid sequences to yellow fluorescent
protein (Venus) acceptors—or to a non-fluorescent protein
(Amber) to provide a negative control. We have adapted these
FRET constructs to incorporate mTurquoise fluorescent pro-
tein (mTqFP) rather than Cerulean since this has been reported
to present a more monoexponential decay profile,33 which sim-
plifies the fitting model for FLIM. To evaluate the performance
of our time-gated FLIM systems for FRET, we transiently
transfected a 96 well plate array of HEK293T cells in which
each column contained repeated wells expressing a mixture
of an mTqFP-Venus FRET construct with a 17 amino acid
long linker and the non-FRETing mTqFP-Amber construct
with a 5 amino acid long linker. The plasmids were mixed
by weight with the ratios indicated in Figure 10 such that the
ratios across the columns nominally varied in 10% steps. We
note that we have previously observed a linear relationship
between weight of plasmid and the intensity of the expressed
fluorescent protein.35
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FIG. 8. Wide-field time-gated FLIM data: (a) montage showing the mean fluorescence lifetime image of one field of view from each well; (b) plot of mean
lifetime averaged over all FOV for each dye mixture as a function of mixing ratio acquired with new HRI-HL-S using 4 ns time gates; ((c) and (d)) R6G/RB dye
ratio obtained by global fitting for FLIM data (c) acquired with 1 ns gates for the standard HRI and new HRI-HL-S and (d) acquired with new HRI-HL-S using
1 ns and 4 ns time gates.

The wide-field time-gated multiwell plate FLIM data
presented in Figure 10 were automatically acquired using
a 20× microscope objective with the incident intensity at
the sample again set to 180 µW. The total exposure time
for these FLIM data was fixed to 200 ms per field of view.
Figure 10 shows the results of applying global fitting to the
donor lifetime measurements of this 96 well plate of FRET
constructs using a double exponential decay model to describe
the decay from mTqFP-Venus and single exponential decay to
describe the decay of mTqFP-Amber in FLIMfit, see Sec. IV
for more details. The analysis returns a measure of the relative
contributions of the FRETing and non FRETing mTqFP donor
fluorophores. From columns 1 to 11, the concentration of the
mTqFP-Venus construct increases from 0% in column 1 to
100% in column 11 while the non-FRETing mTqFP-Amber

FIG. 9. Wide-field time-gated FLIM data showing the standard deviation in
measured R6G fraction calculated per pixel and plotted as a function of dye
ratio for standard HRI and new HRI-HL-S using 1 ns time gates and 4 ns time
gates.

construct decreases from 100% to 0%. Figure 10(c) shows
the measured mean fraction of mTqFP-Venus plotted against
the expected value calculated from the respective weights of
the plasmids used for the transfection. The expected trend of
low FRET in column 1 to high FRET population fraction in
column 11 is seen. Figure 10(d) shows the standard deviation
measured per pixel for the relative fraction of mTqFP-Venus.

To further illustrate the potential impact of this improved
capability for cell biology experiments, we show in Figure 11
how the weighted mean and standard deviation of the donor
fluorescence lifetime of the mTqFP-VFP FRET construct ex-
pressed in HEK cells vary as a function of excitation intensity
(and therefore as a function of the number of detected photons)
as the excitation beam is attenuated using neutral density (ND)
filters. For this experiment, a separate set of cells—arrayed in
6 wells across a row of a multiwell plate—was imaged for each
setting of excitation power in order to eliminate any artefacts
that could arise from repeatedly imaging the same cells. Each
row was imaged twice, once with a 1 ns gate width and once
with a 4 ns gate width. For each gate width, 6 views were
imaged per well so a total of 36 views per ND filter setting
per gate width were collected. Figure 11 illustrates that the
precision of lifetime determination decreases with decreasing
excitation power and that the FLIM acquisitions with 4 ns gate
widths provide smaller standard deviations of the weighted
mean donor lifetime of the mTqFP-VFP FRET construct. We
note that for ND = 2, the signal was so low that we could not
obtain any meaningful lifetime values from the measurement
with the 1 ns gate width.

To illustrate the spatial resolution improvement provided
by the HRI-HL-S compared to the standard HRI when imag-
ing cell samples, the optically sectioning FLIM microscope



013707-8 Sparks et al. Rev. Sci. Instrum. 88, 013707 (2017)

FIG. 10. Wide-field time-gated FLIM data: (a) FRETing donor fraction images for one exemplar field of view for each condition; (b) mean FRETing population
fraction indicated by global fitting of FLIM data; (c) plot of the mean measured FRETing donor population fraction per condition against the predicted
mTqFP-Venus fraction based on plasmid weight ratio of the two constructs, error bars show the pixel-wise standard deviation in donor population fraction;
(d) corresponding pixel-wise standard deviation (STD) for the experimentally measured value of FRETing population fraction as a function of predicted
mTqFP-Venus fraction.

described in Section II B was used to image HEK293T cells
expressing an mTqFP-Venus construct. Figure 12 shows opti-
cally sectioned “donor” images for which a clear improvement
in spatial resolution is evident, as can be seen in the sharpness
of the cell boundaries and improved visibility of filopodia-like
structures.

IV. MATERIALS AND METHODS

A. Spatial resolution measurements

The resolution of an incoherent optical system can be
described by the efficiency with which it transfers spatial

frequencies in intensity. The equation for defining the contrast
transfer function, C, as a function of spatial frequency k is

C(k) = Imax − Imin

Imax + Imin
. (1)

The experimental setup for measuring the spatial resolu-
tion of the FLIM instrumentation is shown in Figure 13.
The radial test chart (Edmund Optics, #58-833) shown in
Figure 13(a) was uniformly illuminated using an LED and a
rotating diffuser and circular line profiles such as those shown
in Figure 13(b) were used to determine contrast values from
Equation (1). As shown in Figure 13(c), the test chart was
imaged onto the GOI photocathode via lens L3 (1” diameter

FIG. 11. Variation of (a) weighted mean and (b) standard deviation of donor fluorescence lifetime as a function of CCD camera integration for HEK cells
expressing an mTqFP-YFP FRET construct with the fluorescence decay profiles fitted to a biexponential decay model. The fluorescence decay data were fitted
using a global double exponential decay model with the lifetime components determined across each field of view and the pre-exponential factors determined
pixel-wise. Values were calculated field of view-wise with 6 views per well and 6 wells per ND filter setting. Error bars shown in (a) are the standard deviation
over the values returned for each field of view and the same values are plotted separately in (b).
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FIG. 12. Optically sectioned time-gated intensity images of HEK293T cells expressing an mTqFP-Amber FRET construct imaged using a standard HRI, (a)
and the new HRI-HL-S, (b) acquired with 1000 ps gate widths with indicated line scans, (c) illustrating improved spatial resolution of HRI-HL-S.

visible achromat, 60 mm focal length (Thorlabs, AC254-060-
A-ML)), with a magnification of 2, which was fixed for all
experiments. In order to minimise the effect of Poisson noise
on measured contrast values, CCD images were averaged over
100 frames.

B. Experimental setup for the measurement
of FLIM performance

Figure 14 shows the experimental configuration used here
for wide-field time-gated FLIM. Please see the work of Kelly
et al.29 for a full description of the system. For the dye measure-
ments, the ultrashort pulse radiation from a 40 MHz fibre laser-
pumped supercontinuum laser (Fianium UK Ltd., SC400-4)
was spectrally filtered to provide excitation radiation that was
delivered via a single mode optical fibre (SMF) to an inverted
microscope frame (Olympus, model: IX81) through a dual
lamp housing (DLH) attachment. A single mode optical fibre
is used to deliver the excitation light to the microscope frame
rather than a multimode fibre as temperature variations or
mechanical perturbations or vibrations of the fibre can intro-
duce slow drifts in the optical path length of the multimode
fibre and hence change the absolute timing between the arrival
time of the excitation pulse at the sample and the opening
of the GOI. Such slow variations introduce systematic errors
in the fitted fluorescence lifetime parameters, particularly for
extended acquisition such as time courses or multiwell plate
experiments.

For automated multiwell plate imaging, 96 well plates
were mounted on a motorised microscope stage. Before

entering themicroscope, theexcitation radiationpassed through
a rotating diffuser (RD) and wire grid polariser (P1) to ensure
spatially homogenous and plane polarised excitation. A photo-
diode (PD) positioned at the diffuser was used to monitor the
laser power stability after the delivery fibre.

For FLIM of the dye samples, a 525/50 nm band pass
filter was used to select the excitation radiation from the su-
percontinuum and an RFP filter cube (FC) set (545/50 nm
(Ex), 605 nm dichroic, 660/70 nm (Em)) was used. At the exit
port of the microscope before the GOI photocathode, a second
wire grid polariser was placed between a pair of 40 mm focal
length achromatic lenses (Thorlabs, AC254-040-A-ML) in a
4-f configuration. The polarisers were set for “magic angle”
detection1 to avoid fluorescence anisotropy effects from the
freely rotating dye molecules in solution.

For FLIM of the cells, expressing mTqFP-based FRET
constructs a 434/17 nm band pass filter to select the excitation
radiation from the supercontinuum source and a CFP filter
cube (438/24 (Ex) 458 dichroic, 483/32 nm (Em)) were used.

The image was relayed from the GOI phosphor by a pair
of camera lenses with 50 mm/35 mm focal lengths (Nikon,
AF NIKKOR 50 mm, AF NIKKOR 35 mm) onto a cooled
scientific camera (ORCA-ER, Japan, Hamamatsu), which
was operated in 4 × 4 hardware binning mode providing 336
× 256 pixels. To synchronise the GOI with the pulsed exci-
tation laser, the amplified signal from a photodiode inside
the laser was used to trigger a slow delay update (Kentech,
precision programmable 50Ω delay line) and fast delay update
(Kentech, HDG800) generator. An MCP voltage of 750 V was
used for all the measurements presented in this paper.
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FIG. 13. (a) Radial test chart used to measure spatial resolution; (b) modulation pattern of test chart at different radial distances from centre as indicated by
blue circles in (a); (c) optical setup for imaging test chart onto GOI photocathode for spatial resolution measurements. LED, light emitting diode; L1-3 lenses;
D, diffuser; STC, star test chart; ND, neutral density filter; BPF, band pass filter; HRI high rate imager; IR, image relay; CCD, charge coupled device.

For the lifetime measurements shown in Section II, Table I,
and Figure 3, the fluorescence decay was sampled with seven
time gates at delays of 1800 ps, 2800 ps, 3300 ps, 2800 ps (peak
intensity), 7600 ps, 10 100 ps, and 11 600 ps. For the subsequent
multiwellFLIMofdyemixturesand transfectedcells, thedecay
wassampledusingeight timegatesatdelaysof6250ps,7000ps
(peakintensity),7525ps,8200ps,9075ps,10 275ps,12 375ps,
and 16 500 ps.

For optically sectioned FLIM, a spinning Nipkow disc
scanner was incorporated before the GOI (Yokogawa, model
CSU-X) and a triple band (409-458 nm/520-535 nm/650-
672 nm) dichroic and 482/35 nm band pass emission filter were
used.

C. Selecting gate delays for time-gated FLIM

To the best of our knowledge, the deterministic optimi-
sation of gating strategies for arbitrary samples to be fitted to
complex decay profiles has yet to be reported. In general, it is
desirable to minimise the data acquisition time and therefore
the number of time gates. However, we note that, if we are
fitting two decay components and a background to an experi-
mental decay data set, a minimum of 4 time gates are required
to determine the two exponential decays and a further time gate
is required to measure the background. We acquire an addi-
tional time gate before the excitation pulse as this is helpful
in checking that the t0 shift of the decay model being fitted is

FIG. 14. Experimental setup for wide-field time-gated FLIM. SMF, single mode fibre; RD, rotating diffuser; PD, photodiode; P1-2, linear polarisers; ILL,
illumination condenser; FC, filter cube; OBJ, objective; AS, automated sample stage; TL, tube lens; HRI, High Rate Imager; CCD, charge coupled device.
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correct. We also choose to acquire a further time gate so that the
decay fitting problem is over determined, which reduces the
sensitivity of the goodness of fit to the specific lifetime values
encountered. We further note that we sample the change in the
intensity of the fluorescence decay exponentially in time such
that the intensity values are approximately equally spaced.

D. Accounting for spatial variations in the IRF

GOIs can exhibit an “irising” phenomenon that is caused
by the time taken for the gating voltage applied between the
photocathode and the MCP to propagate from the perimeter
of the photocathode to its centre, thereby causing a variation
in gate opening time of 10 s of picoseconds across the FOV.
(A similar effect also arises when excitation light is delivered
by a multimode fibre, e.g., to produce a wide illumination.36)
As long as these spatial variations can be measured, e.g., by
measuring the IRF for every pixel of the image, they can
be accounted for in the fitting procedure. For the wide-field
FLIM data presented in this paper, we acquired a spatially
varying IRF using excitation light reflected from a mirror in
the focal plane of the objective. To record scattered excitation
light without damaging the detector, a filter cube with a neutral
density filter in the emission path and a glass microscope slide
as the beam splitter was used to attenuate the detected signal.
The resulting spatially varying IRF dataset was then opened
in FLIMfit and a small region in the centre of the field of
view was selected to determine the shape of the IRF. FLIMfit30

then cross-correlates this IRF with every pixel in the spatially
varying IRF dataset to produce a map of the variation in gate
opening time across the FOV that is then saved and used when
analysing FLIM data.

E. Preparation of dye mixture multiwell plate sample

Stock solutions of RB and R6G were made by dissolving
pure dye powder in 1 ml spectroscopic grade methanol and
then subsequent dilution with 49 ml MilliQ purified water
(Millipore, USA) to obtain final stock concentrations of 10 µM
for each dye. These solutions were then mixed to prepare the
desired ratios in 10 ml of solution and 200 µl per well was
pipetted into a plastic bottomed 96 well plate according to the
map shown in Table II, i.e., with 8 repeats per mixture in each
column such that 88 wells were filled. Purified MilliQ water
was pipetted along rows A and H to facilitate measurements
of instrument background.

F. Calculation of dye ratios from FLIM data

Following the work of Warren et al.,30 the fluorescence
decay of a mixture of two monoexponential fluorophores can
be represented as

I (t) = I0
�
βe−t/τ1 + (1 − β) e−t/τ2

�
, (2)

where β1 and (1 − β1) are the fitted normalised pre-exponential
factors. This is analogous to an ideal FRET measurement
with two monoexponential donors such that the two lifetime
components represent “FRETing” and non-“FRETing” sub-

TABLE II. 96-well plate map for dye mixtures as a fraction of Rhodamine
6G relative to Rhodamine B.

populations and β is the FRETing population fraction. We note
that Equation (2) can be modified to include a background term
but, for these relatively bright dye samples, no background
fluorescence was apparent.

In order to relate the fitted fractions of dyes to those
expected from the molar mixing ratios of the prepared solu-
tions, we need to account for the relative brightness of each
dye, which depends on their respective spectral properties
and quantum yields. This can be done using the following
equation:

I (t) = AR6G βe−t/τ6G + ARB (1 − β) · e−t/τRB, (3)

where the pre-exponential factors AR6G and ARB can be deter-
mined from the measurements of pure solutions of each dye
under the same conditions that are fitted to a monoexponential
decay model to obtain the brightness per mole given by Ci

= Ai/Mi, where Mi represents the molar concentration.
The relative contributions AR6G and ARB for a mixture of

the two dyes can then be calculated using

ARB =
CRBMRB

CRBMRB + CR6GMR6G
,

AR6G =
CR6GMR6G

CRBMRB + CR6GMR6G
.

(4)

G. Preparation of FRET construct mixture multiwell
plate samples

HEK293T cells were transfected using X-tremeGENE 9
DNA protocol. Cells were transfected in a 6 well plate and
transferred after 24 h to a 96 well plate. The cells rest there
for another 24 h before being imaged in HBSS media. To set
up the multiwell plate array with different FRET construct
ratios, 11 different vials were prepared with protocol volumes
of OptiMEM, X-tremeGENE 9 DNA, and plasmid DNA, with
the plasmid DNA for mTqFP-Venus and mTqFP-Amber being
mixed in the desired ratios according to weight (measured us-
ing a [Thermo Scientific] Nanodrop Lite). We assumed that the
plasmid weights were the same for each construct and that they
would be expressed by cells with equal efficiency. For the data
presented in Figure 11, HEK cells were transfected only with
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the plasmid DNA for mTqFP-Venus. For the data presented in
Figure 12, HEK cells were transfected with mTqFP-Amber.

H. Calculation of FRETing population ratios from
FLIM data

The measured donor fluorescence decay profile of
mTqFP-Amber fitted well to a monoexponential decay model
but this was not the case for the FRETing construct, mTqFP-
Venus, which we therefore fitted to a double exponential decay
profile. Thus the resulting fitting model was given by

I (t) = I0
�
γ
�
βe−t/τ11 + (1 − β) e−t/τ12

�
+ (1 − γ) e−t/τ2

�
, (5)

where β represents the population fraction of the shorter
mTqFP-Venus decay component with lifetime τ11, and τ12 is
the lifetime of the slower mTqFP-Venus decay component.
This complex decay profile may be attributed to dark states of
the Venus fluorescent protein.33 The mTqFP-Amber lifetime
is represented by τ2. The different fractions of expressed
plasmids are represented by γ.

Global fitting of column 1 only of the plate was performed
to determine the values of τ11, τ12 and β, resulting in values
of 3.1 ns for τ11, 0.7 ns for τ12 and 0.64 for β. Global fitting
of column 11 only of the plate was performed to determine
the value of τ2 giving a value of 3.8 ns. The data from the
whole plate were then fitted globally with the values of I0 and
γ determined for each pixel and all other values fixed to those
reported above.

V. CONCLUSIONS

In conclusion, we have demonstrated that the performance
of time-gated FLIM instrumentation based on GOI technology
can be significantly improved by increasing the width of the
time gates and by using a magnetic field to reduce the lateral
spread of photoelectrons as they travel between the photo-
cathode and the MCP. We have characterised the performance
of a standard (model HRI) and a new GOI (model HRI-HL-
S) incorporating new circuitry to permit longer time gates
and a magnetic field to improve the spatial resolution. To
permit benchmarking of a different FLIM instrumentation, we
demonstrated procedures to quantify the ability of the different
FLIM systems to discriminate the mixtures of fluorophores
presenting different lifetimes including both dye mixtures and
cells expressing fluorescent protein-based FRET constructs.
The plate based on dye mixtures is easy to prepare but does
not exhibit many of the photophysical issues associated with
imaging, e.g., fluorescent proteins expressed in cells. These
include photobleaching and dependence of the photobleaching
rate on peak excitation power. In the future if the sample prep-
aration and image acquisition protocol can be standardised for
the plate based on protein-based FRET constructs, e.g., by
producing stable cell lines expressing the different ratios of
the FRET constructs, we believe that this could be a generally
useful approach to compare the performance of different FLIM
instruments—noting that it permits comparison of different
software tools for FLIM data analysis as well as different
hardware components and acquisition protocols.
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