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#### Abstract

Although large scale optimization problems are very difficult to solve in general, problems that arise from practical applications often exhibit particular structure. In this thesis we study and improve algorithms that can efficiently solve structured problems. Three separate settings are considered.

The first part concerns the topic of singularly perturbed Markov decision processes (MDPs). When a MDP is singularly perturbed, one can construct an aggregate model in which the solution is asymptotically optimal. We develop an algorithm that takes advantage of existing results to compute the solution of the original model. The proposed algorithm can compute the optimal solution with a reduction in complexity without any penalty in accuracy.

In the second part, the class of empirical risk minimization (ERM) problems is studied. When using a first order method, the Lipschitz constant of the empirical risk plays a crucial role in the convergence analysis and stepsize strategy of these problems. We derive the probabilistic bounds for such Lipschitz constants using random matrix theory. Our results are used to derive the probabilistic complexity and develop a new stepsize strategy for first order methods. The proposed stepsize strategy, Probabilistic Upper-bound Guided stepsize strategy (PUG), has a strong theoretical guarantee on its performance compared to the standard stepsize strategy.

In the third part, we extend the existing results on multilevel methods for unconstrained convex optimization. We study a special case where the hierarchy of models is created by approximating first and second order information of the exact model. This is known as Galerkin approximation, and we named the corresponding algorithm Galerkin-based Algebraic Multilevel Algorithm (GAMA). Three case studies are conducted to show how the structure of a problem could affect the convergence of GAMA.
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## Chapter 1

## Introduction

I don't know anything, but I do know that everything is interesting if you go into it deeply enough.

Richard Feynman

### 1.1 Motivation and Objectives

Due to the complexity of practical applications, the ability to solve large scale optimization problems is crucial. Examples can be found across many disciplines: machine learning [SNW12], finance [Pri07], logistics [YCYA12], energy systems [PW14], molecular conformation [Wu96]. As one of the fundamental challenges in computational science, solving large scale optimization is computationally demanding, and much efforts have been made to reduce this burden.

In general, it is fair to say that solving an arbitrary optimization problem could be very difficult, or it simply could not be done [BV04]. Problems arising from practical applications, however, often have particular structure. In what follows, we will discuss several important applications and their underlying structure.


Figure 1.1: The solutions, $u(x, y)$ 's, of the Poisson's equation (1.1) with different mesh sizes.

## Geometric Structure

Many optimization problems exhibit geometric structure, in which the geometry of the solution can be approximated.

One classical example is the class of infinite-dimensional optimization problems, which include many problems in optimal control. These problems usually could not be solved exactly, and one needs to approximate and discretize the original problem using finite differences or finite elements. The dimension of the discretized problem depends on the mesh size during the discretization. In general, smaller mesh size results in higher dimensional problems, although the solution would be more accurate. Figure 1.1 shows an example using a two-dimensional Poisson's equation,

$$
\begin{equation*}
-\frac{\partial^{2} u}{\partial x^{2}}-\frac{\partial^{2} u}{\partial y^{2}}=13 \pi^{2} \sin (2 \pi x) \sin (3 \pi y), \quad \text { in } \quad \Omega=[0,1]^{2} \tag{1.1}
\end{equation*}
$$

where,

$$
u=0, \quad \text { on } \quad \partial \Omega
$$

Notice that the "two-dimensional" in (1.1) refers to the dimensions of the continuous variables in the original Poisson's equation, i.e. $x$ and $y$. Once the Poisson's equation is discretized, the decision variable of the corresponding optimization problem is not in two dimensions, and the number of dimensions is the same as the number of grid points on the chosen mesh. Figure
1.1 shows the solutions of a Poisson's equation using different mesh sizes. One can see that although using a large mesh size would yield an inaccurate solution, the geometry of the solution is highly similar to the solution which is computed by using a smaller mesh size. Thus, the geometric structure of the solution is preserved across the different mesh sizes.

Another example can be found in image processing. For natural images, it is expected that the same image with different resolutions would have the same structure for every small region of the image. That is, neighbouring pixels usually have similar image intensities. Therefore, one can use a high resolution image to construct a low resolution image that is visually similar. For applications such as image de-blurring, images with lower resolution would yield an optimization model that is in lower dimension [PLRR].

## Multiscale Structure

Apart from geometric structure, many practical applications on complex systems present multiscale structure, i.e. there exists an important feature in which its magnitude spans across multiple scales, such as time and space scales.

One important example could be found in energy systems, where many long term sequential decisions are made based on the dynamics of an environment. This environment depends on the long term decisions made as well as the short-term operations such as unit commitment and generation dispatch. The interactions between long term environment and short term operations display a multiple time scales dynamics, i.e. dynamics that evolve significantly in both short and long time horizons [PW14].

The resource allocation problem in cloud provisioning is another example [MKC13, $\left.\mathrm{KRC}^{+} 15\right]$. Cloud provisioners often receive job requests that have needs for a certain amount of cloud resource within a time period. These requests could ask for cloud resource that ranges from the scale of 10 units to 10000 units, and so the resource requirement of this problem exhibits a multiscale structure. On the other hand, the deadlines of these job requests also have multiscale structure since they could be in the range of seconds to hours, or even days.

## Statistical Structure

Consider an example in stochastic optimization,

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} \mathbb{E}_{\mathbb{Q}}[f(\mathbf{x}, \boldsymbol{\xi})] \tag{1.2}
\end{equation*}
$$

where $\boldsymbol{\xi} \in \mathbb{R}^{P}$ is a random vector which follows the distribution $\mathbb{Q}$, and $f$ is convex in $\mathbf{x}$. Therefore, the above optimization model minimizes the expected value of $f$ with decision variable x. In practice, however, the distribution $\mathbb{Q}$ is often unknown. Instead, one is usually given a sample of data, i.e. $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1}^{m}$. In such cases, one common way is to solve the sample average of the above optimization model, i.e.

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} \frac{1}{m} \sum_{i=1}^{m} f_{i}(\mathbf{x}), \tag{1.3}
\end{equation*}
$$

where $f_{i}(\mathbf{x})=f\left(\mathbf{x}, \boldsymbol{\xi}_{i}\right)$, for $i=1,2, \ldots, m$.

Equation (1.3) is called the Sample Average Approximation (SAA), and SAA has a long history of developments. See [BL11, KSHdM02] for more details. One famous example of using SAA is the empirical risk minimization, which is a general form of many popular regression models, including linear regression and logistics regression.

Notice that SAA (1.3) displays a unique statistical and mathematical structure. Firstly, SAA always has the form of a sum of functions. Secondly, the difference between each $f_{i}$ is due to the data points $\boldsymbol{\xi}_{i}$ 's, in which they follow the same probability distribution. These two features of SAA have motivated a lot of development in optimization algorithms, including stochastic gradient descent [Bot12, PJ92, TH12, Bot98] and mini-batch algorithms [CR16].

In this thesis, we aim to take advantages of problem structure to advance computational performance of optimization algorithms. The structure of this thesis will be provided in the next section.

### 1.2 Thesis Outline and Contributions

We consider optimization problems with different structures, and develop efficient algorithms based on this additional information. The problems we consider cover a large spectrum of interesting applications, ranging from stochastic optimal control to machine learning to infinitedimensional optimization. Except for Section 4, the main approach used is multilevel optimization methods, which follow the idea of multigrid methods for solving (non-)linear equations of discretizations arising from partial differential equations. This thesis expands the capabilities and knowledge in the field of multilevel optimization methods.

Apart from Chapter 2 and Chapter 6, which we provide the background materials and the conclusions, this thesis is divided into three parts. Each part corresponds to a class of structured optimization problems.

In Chapter 3, we consider singularly perturbed Markov Decision Processes (MDPs), which exhibit multiple time-scale structure. An existing result shows that a singularly perturbed MDP could be approximated by an aggregate model. The solution of the aggregate model was shown to be asymptotically optimal [YZ13]. By making use of this result, a multilevel algorithm is developed by replacing some parts of the computation using the coarse model. We show that the complexity of the proposed algorithm is superior to the standard value iteration for this class of problems. The contents of this chapter appeared in the following paper:

1. C. P. Ho, and P. Parpas. Singularly Perturbed Markov Decision Processes: A Multiresolution Algorithm. SIAM Journal on Control and Optimization 52:6, 3854-3886, 2014.

In Chapter 4, we consider the computational complexity and stepsize strategy of regularized empirical risk minimization problems. The worst-case complexity for this problem follows from standard results in convex optimization theory [BT09, Nes15]. Some algorithms in this class of problems are considered to be "dimension-free" because the convergence analysis of these algorithms is independent of the size of the problem. This above argument is based on the assumption that the Lipschitz constant of the problem is independent of the dimensionality. We
show that the dimensionality of the model is, however, hidden within the Lipschitz constant. Standard random matrix theory is used to derive the probabilistic bounds of the Lipschitz constant. The derived bounds are also used to develop a stepsize strategy for better computational performance. The contents of this chapter are currently being prepared for publication with the following working title:
2. C. P. Ho, and P. Parpas. Empirical Risk Minimization: Probabilistic Complexity and Stepsize Strategy. In preparation.

In Chapter 5, we consider the unconstrained convex optimization problem. We provide a broader view on the general multilevel framework, and we show a connection between this framework and standard optimization methods. A special case of this general framework is further studied, and we call it Galerkin-based Algebraic Multilevel Algorithm (GAMA). The Galerkin model is highly related to algebraic multigrid methods, in which the hierarchy of the models is generated by using the algebraic information of the models instead of using the geometric structure. In the view of optimization, GAMA is equivalent to performing Newton's method in reduced dimensions. We prove that GAMA has a local rate of composite convergence, which is a linear combination of linear and quadratic convergence. By considering three case studies, we show how the structure of the problems could affect the convergence of multilevel methods. The contents of this chapter are currently being prepared for publication with the following working title:
3. C. P. Ho, and P. Parpas. Multilevel Optimization Methods: Convergence and Problem Structure. In preparation.

During the 4 years of doctoral studies, I was fortunate to have opportunities to collaborate with different researchers and PhD students at Imperial College London. Below is a list of publications which do not directly contribute to this thesis.
4. X. Chen, C. P. Ho, R. Osman, P. Harrison, and W. Knottenbelt. Understanding, Modelling and Improving the Performance of Web Applications in Multi-core Virtualised Envi-
ronments. Proceedings of the 5th ACM/SPEC International Conference on Performance Engineering (ICPE) 197-207, 2014.
5. C. P. Ho, and P. Parpas. On Using Spectral Graph Theory to Infer the Structure of Multiscale Markov Processes. 2015 Proceedings of the Conference on Control and its Applications 228-235, 2015.
6. L. Chen, T. Tong, C. P. Ho, R. Patel, D. Cohen, A. C. Dawson, O. Halse, O. Geraghty, P. E.M. Rinne, C. J. White, T. Nakornchai, P. Bentley, and D. Rueckert. Identification of Cerebral Small Vessel Disease Using Multiple Instance Learning. Medical Image Computing and Computer-Assisted Intervention MICCAI 2015, Springer International Publishing, 9349, 523-530, 2015.
7. Y. Li, C. P. Ho, N. Chahal, R. Senior, and M.-X. Tang. Myocardial Segmentation of Contrast Echocardiograms Using Random Forests Guided by Shape Model. Accepted for Medical Image Computing and Computer-Assisted Intervention MICCAI, 2016.

## Chapter 2

## Background Theory

> It is not knowledge, but the act of learning, not possession but the act of getting there, which grants the greatest enjoyment.

Carl Friedrich Gauss

In this chapter, we will provide background material for the thesis. The chapter is divided into three sections.

In the first section, we review first order and second order algorithms which solve unconstrained continuous convex optimization problems. We consider the conventional setting that the objective function is (twice) continuously differentiable and Lipschitz continuous, and we introduce four classical algorithms: gradient descent, block-coordinate descent, Newton's method, and quasi-Newton methods. We also consider the composite convex program, in which the objective function is a sum of a continuously differentiable function and a simple function. The definition of simple function will be provided later in the section. One state-of-the-art algorithm for such problems is known as "FISTA", which stands for Fast Iterative Shrinkage-Thresholding Algorithm. Algorithmic details and theoretical performance of all five algorithms will be reviewed.

In the second section, some existing results in machine learning and statistics are provided, and these results will be used later in this thesis. We first summarize some concentration bounds in both random variables and random matrices. We then introduce the Nyström method, which is used to compute low rank approximations of positive semi-definite matrices.

In the third section, we review background materials for Markov decision processes (MDPs). We cover the basis of continuous-time Markov chains (CTMCs), Markov decision processes (MDPs), and the two common computational methods for MDPs: value iteration and linear programming.

We emphasize that each topic covered in this chapter has its own long history in research, and this chapter is far from a complete review of all of them. The goal of this chapter is to cover necessary knowledge that will lead to a smoother reading experience for the rest of this thesis. The material presented in this chapter is based on [BT09, BT13, BV04, Ros06, Pow11, Tro15, $\mathrm{PGD}^{+} 15$, Git11, NW06].

### 2.1 Unconstrained Continuous Convex Optimization

In this section we are interested in the unconstrained continuous convex program,

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x}), \tag{2.1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a convex function. Note that we require different additional properties of a convex function at different stages of this thesis. Below is a list of common properties.

Definition 2.1 A continuously differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to have a L-Lipschitz continuous gradient if

$$
\|\nabla f(\mathbf{x})-\nabla f(\mathbf{y})\| \leq L\|\mathbf{x}-\mathbf{y}\|, \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}
$$

Suppose $f$ is also twice continuously differentiable. Then the above definition is equivalent to

$$
-L \mathbf{I} \preceq \nabla^{2} f(\mathbf{x}) \preceq L \mathbf{I}, \quad \forall \mathbf{x} \in \mathbb{R}^{n}
$$

Definition 2.2 A twice continuously differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to have $a$ M-Lipschitz continuous Hessian if

$$
\left\|\nabla^{2} f(\mathbf{x})-\nabla^{2} f(\mathbf{y})\right\| \leq M\|\mathbf{x}-\mathbf{y}\|, \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}
$$

Definition 2.3 $A$ convex differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be strongly convex if there exists a positive constant $\mu$ such that for each $\mathbf{x} \in \mathbb{R}^{n}$,

$$
f(\mathbf{y}) \geq f(\mathbf{x})+\nabla f(\mathbf{x})^{T}(\mathbf{y}-\mathbf{x})+\mu\|\mathbf{y}-\mathbf{x}\|^{2}, \quad \forall \mathbf{y} \in \mathbb{R}^{n}
$$

Suppose $f$ is also twice continuously differentiable. Then the above definition is equivalent to

$$
\mu \mathbf{I} \preceq \nabla^{2} f(\mathbf{x}), \quad \forall \mathbf{x} \in \mathbb{R}^{n} .
$$

### 2.1.1 First Order Methods

We begin with the introduction of first order methods. Starting with the case that the objective function is differentiable and has a $L$-Lipschitz continuous gradient, gradient descent method and block-coordinate descent method are introduced. We then consider objective functions that have the form of a composite function, i.e. a sum of a differentiable function and a (non-smooth) simple function. In such setting, we introduce one standard first order method - Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [BT09]. FISTA can be seen as an extension of gradient descent method with two main differences: (i) Nesterov's acceleration techniques [Nes04] is applied for FISTA. (ii) It accommodates for composite functions.

## Gradient Descent

Consider the objective function

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x}), \tag{2.2}
\end{equation*}
$$

where $f$ is a continuously differentiable function and has $L$-Lipschitz continuous gradient. Gradient descent is an iterative method for (2.2). For any initial guess $\mathbf{x}_{0}$, it updates the incumbent by

$$
\mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{d}_{k}, \quad k=0,1,2, \ldots,
$$

where $\alpha_{k} \in \mathbb{R}$ and $\mathbf{d}_{k} \in \mathbb{R}^{n}$ are the stepsize and direction at the $k^{\text {th }}$ iteration, respectively.

The idea of gradient descent is to use the negative gradient as the direction,

$$
\mathbf{d}_{k}=-\nabla f\left(\mathbf{x}_{k}\right),
$$

and this particular choice of direction is a descent direction, since

$$
\nabla f\left(\mathbf{x}_{k}\right)^{T} \mathbf{d}_{k}=-\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\|^{2}<0, \quad \forall \nabla f\left(\mathbf{x}_{k}\right) \neq 0
$$

There are many methods to compute stepsize $\alpha_{k}$. When $L$ is known or could be estimated, then one choice could be $\alpha_{k}=1 / L$ since

$$
\begin{aligned}
f\left(\mathbf{x}_{k}-\frac{1}{L} \nabla f\left(\mathbf{x}_{k}\right)\right) & \leq f\left(\mathbf{x}_{k}\right)+\nabla f\left(\mathbf{x}_{k}\right)^{T}\left(\frac{-1}{L} \nabla f\left(\mathbf{x}_{k}\right)\right)+\frac{L}{2}\left\|\frac{1}{L} \nabla f\left(\mathbf{x}_{k}\right)\right\|^{2} \\
& =f\left(\mathbf{x}_{k}\right)-\frac{1}{L}\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\|^{2}+\frac{1}{2 L}\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\|^{2} \\
& =f\left(\mathbf{x}_{k}\right)-\frac{1}{2 L}\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\|^{2} .
\end{aligned}
$$

That is, the next incumbent $\mathbf{x}_{k+1}$ has a smaller function value as long as $\nabla f\left(\mathbf{x}_{k}\right) \neq 0$. However, in many cases $L$ is unknown, and one needs to use a large enough constant $\tilde{L}_{k}$ such that,

$$
\begin{equation*}
f\left(\mathbf{x}_{k}+\frac{1}{\tilde{L}_{k}} \mathbf{d}_{k}\right) \leq f\left(\mathbf{x}_{k}\right)-\frac{1}{2 \tilde{L}_{k}}\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\|^{2} . \tag{2.3}
\end{equation*}
$$

```
Algorithm 2.1 Gradient descent
    Input parameters: Initial guess \(\mathbf{x}_{0} \in \mathbb{R}^{n}, \eta>1\). Choice of Option 1 or 2.
    for \(k=1,2, \cdots\) do
        Compute the direction \(\mathbf{d}_{k}=-\nabla f\left(\mathbf{x}_{k}\right)\).
        Select \(\alpha_{k}\) using
```

            - Option 1: \(\alpha_{k}=1 / L\).
            - Option 2: Find the smallest \(q \in \mathbb{N}\) such that for \(\tilde{L}_{k}=\eta^{q} \tilde{L}_{k-1}, \tilde{L}_{k}\) satisfies (2.3). Set
            \(\alpha_{k}=1 / \tilde{L}_{k}\).
        Set \(\mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{d}_{k}\).
    end for
    Algorithm 2.1 provides the details of gradient descent method. The following theorem states the theoretical performance of gradient descent.

Theorem 2.4 ([Nes04]) Suppose Algorithm 2.1 is performed, then

$$
f\left(\mathbf{x}_{k}\right)-f\left(\mathbf{x}_{\star}\right) \leq \frac{\hat{L}\left\|\mathbf{x}_{0}-\mathbf{x}_{\star}\right\|^{2}}{2 k}
$$

where $\hat{L}=L$ if Option 1 is chosen, and $\hat{L}=\eta L$ if Option 2 is chosen.

From Theorem 2.4, one can see the function value converges to the minimum at a rate in $\mathcal{O}(1 / k)$. We emphasize that gradient descent method is not the best among its kind. In particular, Nesterov proposed the optimal scheme, which accelerates gradient descent method to the rate in $\mathcal{O}\left(1 / k^{2}\right)$ [Nes04].

## Block-coordinate Descent

When using Algorithm 2.1 to solve (2.2), gradient evaluations and vector operations are needed. However, these operations could be computationally expensive or even intractable for large scale problems. To this end, block-coordinate descent methods were proposed to relax this computational burden. Similar to gradient descent method, block-coordinate descent can be
accelerated using the Nesterov's acceleration techniques [BT13]. However, for the purpose of this thesis, we shall focus on the non-accelerated version.

The basic idea of block-coordinate descent is to decompose vector operations. We denote matrices $\mathbf{U}_{i} \in \mathbb{R}^{n \times n_{i}}, i=1, \ldots, p$, for which

$$
\left[\mathbf{U}_{1} \mathbf{U}_{2} \ldots \mathbf{U}_{p}\right]=\mathbf{I}
$$

where $n_{i}$ 's are positive integers such that $\sum_{i=1}^{p} n_{i}=n$. The above notation considers a division of $p$ blocks, and each $i$ represents the $i^{\text {th }}$ block. Using the notation of $\mathbf{U}_{i}$, we define the $i^{\text {th }}$ block of the gradient

$$
\nabla_{i} f(\mathbf{x}) \triangleq \mathbf{U}_{i}^{T} \nabla f(\mathbf{x})
$$

For block-coordinate descent, we further assume that $f$ is block-wise Lipschitz continuous, i.e. there exist constants $L_{i}, i=1,2, \ldots, p$ such that

$$
\left\|\nabla_{i} f\left(\mathbf{x}+\mathbf{U}_{i} \mathbf{h}_{i}\right)-\nabla_{i} f(\mathbf{x})\right\| \leq L_{i}\left\|\mathbf{h}_{i}\right\|, \quad \forall \mathbf{h}_{i} \in \mathbb{R}^{n_{i}}
$$

Following the above notation, we can define the $i^{\text {th }}$ block of gradient update in the $k^{\text {th }}$ iteration

$$
\mathbf{x}_{k}^{i}=\mathbf{x}_{k}^{i-1}-\frac{1}{L_{i}} \mathbf{U}_{i} \nabla_{i} f\left(\mathbf{x}_{k}^{i-1}\right)
$$

The above update uses the stepsize $1 / L_{i}$. When $L_{i}$ is unknown, one can apply the same technique as in gradient descent, i.e. finding a large enough $\tilde{L}_{i}$ such that

$$
\begin{equation*}
f\left(\mathbf{x}_{k}^{i-1}-\frac{1}{\tilde{L}_{i}} \mathbf{U}_{i} \nabla_{i} f\left(\mathbf{x}_{k}^{i-1}\right)\right) \leq f\left(\mathbf{x}_{k}^{i-1}\right)-\frac{1}{2 \tilde{L}_{i}}\left\|\nabla_{i} f\left(\mathbf{x}_{k}^{i-1}\right)\right\|^{2} . \tag{2.4}
\end{equation*}
$$

Algorithm 2.1 states the algorithmic procedure of block-coordinate descent method. The theoretical performance is provided in the following theorem, and it uses following notations.

$$
\mathcal{X}_{\star} \triangleq\left\{\mathbf{x}_{\star}: \mathbf{x}_{\star} \in \arg \min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x})\right\}, \quad \text { and } \quad \mathcal{R}\left(\mathbf{x}_{0}\right) \triangleq \max _{\mathbf{x} \in \mathbb{R}^{n}} \max _{x_{\star} \in \mathcal{X}_{\star}}\left\{\left\|\mathbf{x}-\mathbf{x}_{\star}\right\|: f(\mathbf{x}) \leq f\left(\mathbf{x}_{0}\right)\right\} .
$$

```
Algorithm 2.2 Block-coordinate gradient descent
    Input parameters: Initial guess \(\mathbf{x}_{0} \in \mathbb{R}^{n}\), (For option 2: \(L_{j}^{0}, j=1, \ldots, p\) ). Choice of Option
    1 or 2 .
    for \(k=1,2, \cdots\) do
        Set \(\mathbf{x}_{k}^{0}=\mathbf{x}_{k}\) and update recursively
                        \(\mathbf{x}_{k}^{i}=\mathbf{x}_{k}^{i-1}-\alpha_{k}^{i} \mathbf{U}_{i} \nabla_{i} f\left(\mathbf{x}_{k}^{i-1}\right), \quad i=1, \ldots, p\),
        where \(\alpha_{k}^{i}\) is computed by
            - Option 1: \(\alpha_{k}^{i}=1 / L_{i}\)
            - Option 2: Find the smallest \(q \in \mathbb{N}\) such that for \(\tilde{L}_{i}=\eta^{q} \tilde{L}_{i}^{0}, \tilde{L}_{i}\) satisfies (2.4). Set
                \(\alpha_{k}=1 / \tilde{L}_{i}\).
        Set \(\mathbf{x}_{k+1}=\mathbf{x}_{k}^{p}\).
    end for
```

Theorem 2.5 ([BT13]) Suppose Algorithm 2.2 is performed. Then for $k=0,1, \ldots$,

$$
f\left(\mathbf{x}_{k}\right)-f\left(\mathbf{x}_{\star}\right) \leq \begin{cases}4 L_{\max }\left(1+p^{3} \kappa^{2}\right) \mathcal{R}^{2}\left(\mathbf{x}_{0}\right) \frac{1}{k+(8 / p)} & \text { if Option 1 } \\ 4 \eta L_{\max }\left(1+p L^{2} /\left(L_{\min }^{0}\right)^{2}\right) \mathcal{R}^{2}\left(\mathbf{x}_{0}\right) \frac{1}{k+(8 / p)} & \text { if Option 2 }\end{cases}
$$

where $L_{\max }=\max _{i} L_{i}, \kappa=\left(\max _{i} L_{i}\right) /\left(\min _{i} L_{i}\right), L_{\min }^{0}=\min _{i} L_{i}^{0}$.

From Theorem 2.5, one can see the drawback of block-coordinate descent method because $p$ is inversely proportional to the performance of the algorithm. That is, the more blocks we make, the worse rate of convergence block-coordinate descent would have. Therefore, for problems in which vector operations and gradient evaluations are not computationally expensive, gradient descent would be preferable.

## FISTA

We now let the objective function to be in the form of a composite function. That is,

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}}\{F(\mathbf{x})=f(\mathbf{x})+g(\mathbf{x})\}, \tag{2.5}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a convex function with $L$-Lipschitz continuous gradient, and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuous convex function which is possibly nonsmooth but simple. The definition of simple function means that it results in computationally inexpensive proximal projection steps, which will be formally defined later in this section.

One of the standard optimization algorithms for (2.5) is FISTA. FISTA is a modification of ISTA, Iterative Shrinkage-Thresholding Algorithm, with the additional Nesterov's acceleration technique applied [Nes04]. For both FISTA and ISTA, the proximal projection step is taken in each iteration

$$
p_{L}(\mathbf{y}) \triangleq \arg \min \left\{Q_{L}(\mathbf{x}, \mathbf{y}): \mathbf{x} \in \mathbb{R}^{n}\right\}
$$

where

$$
Q_{L}(\mathbf{x}, \mathbf{y}) \triangleq f(\mathbf{y})+\langle\mathbf{x}-\mathbf{y}, \nabla f(\mathbf{y})\rangle+\frac{L}{2}\|\mathbf{x}-\mathbf{y}\|^{2}+g(\mathbf{x})
$$

We point out the the proximal projection step admits a unique minimizer. Recall that $g$ is assumed to be a simple function. By simple we mean that the choice of $g$ would yield to cheap computation in the "arg min" procedure at the proximal step $p_{L}(\cdot)$. One special case of $g$ is the weighted $\ell_{1}$ norm. Suppose $g(\mathbf{x})=\omega\|\mathbf{x}\|_{1}$ with positive constant $\omega$, the proximal step would become

$$
p_{L}(\mathbf{y})=\mathcal{T}_{\omega / L}\left(\mathbf{x}-\frac{1}{L} \nabla f(\mathbf{x})\right)
$$

where $\mathcal{T}_{\alpha}$ is called the shrinkage operator, and

$$
\mathcal{T}_{\alpha}(\mathbf{x})_{i}=\left(\left|x_{i}\right|-\alpha\right)_{+} \operatorname{sgn}\left(x_{i}\right) .
$$

One can see that in this special case the proximal step is no more than a usual gradient descent step plus the shrinkage operator, which is computationally inexpensive.

The details of FISTA with constant stepsize are provided in Algorithm 2.3. Notice that Algorithm 2.3 requires the Lipschitz constant $L$. When $L$ is not known, one has to ensure at each iteration, a large enough $\tilde{L}$ is chosen. In particular, at the $k^{\text {th }}$ iteration with incumbent $\mathbf{x}_{k}, \tilde{L}$

```
Algorithm 2.3 FISTA with constant stepsize
    Input parameters: Lipschitz constant \(L\), initial guess \(\mathbf{x}_{0} \in \mathbb{R}^{n}\).
    Initialization: Set \(\mathbf{y}_{1}=\mathbf{x}_{0}\) and \(t_{1}=1\).
    for \(k=1,2, \cdots\) do
\[
\begin{aligned}
\mathbf{x}_{k} & =p_{L}\left(\mathbf{y}_{k}\right) \\
t_{k+1} & =\frac{1+\sqrt{1+4 t_{k}^{2}}}{2} \\
\mathbf{y}_{k+1} & =\mathbf{x}_{k}+\frac{t_{k}-1}{t_{k+1}}\left(\mathbf{x}_{k}-\mathbf{x}_{k-1}\right)
\end{aligned}
\]
```

end for

```
Algorithm 2.4 FISTA with backtracking
    Input parameters: Initial guess \(\mathbf{x}_{0} \in \mathbb{R}^{n}, L_{0}>0, \eta>1\)
    Initialization: Set \(\mathbf{y}_{1}=\mathbf{x}_{0}\) and \(t_{1}=1\).
    for \(k=1,2, \cdots\) do
        Find the smallest \(q \in \mathbb{N}\) such that for \(\tilde{L}=\eta^{q} L_{k-1}\),
\[
F\left(p_{\tilde{L}}\left(\mathbf{x}_{k}\right)\right) \leq Q_{\tilde{L}}\left(p_{\tilde{L}}\left(\mathbf{x}_{k}\right), \mathbf{x}_{k}\right) .
\]
```

Set $L_{k}=\eta^{q} L_{k-1}$ and compute

$$
\begin{aligned}
\mathbf{x}_{k} & =p_{L_{k}}\left(\mathbf{y}_{k}\right) \\
t_{k+1} & =\frac{1+\sqrt{1+4 t_{k}^{2}}}{2} \\
\mathbf{y}_{k+1} & =\mathbf{x}_{k}+\frac{t_{k}-1}{t_{k+1}}\left(\mathbf{x}_{k}-\mathbf{x}_{k-1}\right)
\end{aligned}
$$

end for
needs to be large enough to satisfy

$$
F\left(p_{\tilde{L}}\left(\mathbf{x}_{k}\right)\right) \leq Q_{\tilde{L}}\left(p_{\tilde{L}}\left(\mathbf{x}_{k}\right), \mathbf{x}_{k}\right) .
$$

Algorithm 2.4 provides the details of FISTA with backtracking stepsize strategy. We should mention that the stepsize strategy in Algorithm 2.4 is the original approach proposed in [BT09], but not the only one. See for example [Nes15].

Theorem 2.6 Suppose Algorithm 2.3 or 2.4 is performed. Then for any $k \geq 1$,

$$
F\left(\mathbf{x}_{k}\right)-F\left(\mathbf{x}_{\star}\right) \leq \frac{2 \hat{L}\left\|\mathbf{x}_{0}-\mathbf{x}_{k}\right\|^{2}}{(k+1)^{2}}
$$

where $\mathbf{x}_{\star}=\arg \min _{\mathbf{x}} F(\mathbf{x}), \hat{L}=L$ if the constant stepsize strategy is chosen, and $\hat{L}=\eta L$ if the backtracking stepsize strategy is chosen. $\eta$ is the user-defined parameter in Algorithm 2.4.

Both versions of FISTA have optimal theoretical performance guarantees. Compared to the non-accelerated version ISTA which has the rate $\mathcal{O}(1 / k)$, FISTA converges with the rate $\mathcal{O}\left(1 / k^{2}\right)$, as stated in Theorem 2.6.

We emphasize that research in first order algorithms is a popular topic. Gradient descent, block-coordinate descent, and FISTA are just three standard algorithms. We refer readers to [RT16, HPZ15, DBLJ14, HL15, Nes04, Nes15, LPRR16, BTMN01] for the developments on this line of research, including Nesterov's acceleration technique, mirror descent, and parallel coordinate descent.

### 2.1.2 Second Order Methods

In the rest of this section, some background material on second order algorithms is provided. We solely consider second order methods that solve problems in the following form

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x}) \tag{2.6}
\end{equation*}
$$

where $f$ is a twice continuously differentiable function. We further assume that $f$ is a strongly convex function with parameter $\mu$, and $f$ has $L$-Lipschitz continuous gradient and $M$-Lipschitz continuous Hessian.

The above setting is more restrictive compared to (2.2) because of the extra assumptions on strong convexity and twice differentiability. Countless research studies have been conducted on solving (2.6), and it is impossible to mention every one of them. We refer readers to
[DM77, DES82, Ber95, NW06] for more details. However, it is fair to say that a good portion of those algorithms are variants of Newton's method. In what follows, we will provide the details of Newton's method and one of its variants, quasi-Newton method.

## Newton's method

Similar to the gradient and block-coordinate descent, Newton's method is an iterative method. The core idea of Newton's method is based on second order approximation of $f$ at the current incumbent $\mathbf{x}_{k}$, i.e.

$$
f\left(\mathbf{x}_{k}+\mathbf{d}\right) \approx f\left(\mathbf{x}_{k}\right)+\left\langle\nabla f\left(\mathbf{x}_{k}\right), \mathbf{d}\right\rangle+\frac{1}{2} \mathbf{d}^{T} \nabla^{2} f\left(\mathbf{x}_{k}\right) \mathbf{d}
$$

and the direction $\mathbf{d}_{k}$ is computed by minimizing the right hand side of the above equation over d. Equivalently,

$$
\mathbf{d}_{k}=-\left[\nabla^{2} f\left(\mathbf{x}_{k}\right)\right]^{-1} \nabla f\left(\mathbf{x}_{k}\right) .
$$

There are many methods to compute stepsize $\alpha_{k}$, but for the purpose of this chapter, we only consider the Armijo's rule, i.e., we require that $\alpha_{k}$ satisfies

$$
\begin{equation*}
f\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{d}_{k}\right) \leq f\left(\mathbf{x}_{k}\right)+\rho_{1} \alpha_{k} \nabla f\left(\mathbf{x}_{k}\right)^{T} \mathbf{d}_{k} . \tag{2.7}
\end{equation*}
$$

where $\rho_{1} \in(0,0.5)$ is a user-defined parameter. The Armijo's rule ensures the stepsize yields a sufficient reduction in function value. In particular, the next function value $f\left(\mathbf{x}_{k+1}\right)$ must be less than $f\left(\mathbf{x}_{k}\right)$, since $\mathbf{d}_{k}$ is a descent direction and $\nabla f\left(\mathbf{x}_{k}\right)^{T} \mathbf{d}_{k} \leq 0$.

Algorithm 2.5 is one standard version of Newton's method using Armijo's rule as stepsize strategy. In the following two theorems, we state the theoretical performance of Newton's method.

Theorem 2.7 ([BV04]) Suppose Algorithm 2.5 is performed and $\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\| \geq \eta$, for some $\eta>0$, then

$$
f\left(\mathbf{x}_{k+1}\right)-f\left(\mathbf{x}_{k}\right) \leq-\rho_{1} \beta_{l s} \eta^{2} \frac{\mu}{L^{2}}
$$

```
Algorithm 2.5 Newton's method with Armijo's rule
    Input parameters: Initial guess \(\mathbf{x}_{0} \in \mathbb{R}^{n}, \rho_{1} \in(0,1 / 2), \beta_{l s} \in(0,1)\)
    for \(k=1,2, \cdots\) do
        Compute the direction
                        \(\mathbf{d}_{k}=-\left[\nabla^{2} f\left(\mathbf{x}_{k}\right)\right]^{-1} \nabla f\left(\mathbf{x}_{k}\right)\).
```

        Find the smallest \(q \in \mathbb{N}\) such that for \(\alpha_{k}=\beta_{l s}^{q}\),
                                    \(f\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{d}_{k}\right) \leq f\left(\mathbf{x}_{k}\right)+\rho_{1} \alpha_{k} \nabla f\left(\mathbf{x}_{k}\right)^{T} \mathbf{d}_{k}\).
        Set \(\mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{d}_{k}\).
    end for
    Theorem 2.8 ([BV04]) Suppose Algorithm 2.5 is performed and $\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\| \leq 3\left(1-2 \rho_{1}\right) \frac{\mu^{2}}{M}$, then

$$
\left\|\nabla f\left(\mathbf{x}_{k+1}\right)\right\| \leq \frac{M}{2 \mu^{2}}\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\|^{2} .
$$

Theorem 2.7 and 2.8 describe the performance of Newton's method at different stages. Suppose when the current incumbent $\mathbf{x}_{k}$ is far from the solution $\mathbf{x}_{\star}$, Theorem 2.7 guarantees that each iteration of Newton's method would result in a reduction in function value, and thus moving closer to $\mathbf{x}_{\star}$. This stage is called the damped Newton phase. Once the current incumbent $\mathbf{x}_{k}$ is sufficiently close to $\mathbf{x}_{\star}$, i.e. $\left\|\nabla f\left(\mathbf{x}_{k}\right)\right\|$ is sufficiently small, Theorem 2.8 guarantees that the norm of the gradient would be reduced quadratically in each iteration. This stage of the iterative process is called the quadratically convergent phase.

We emphasize that the quadratically convergent phase is the main reason that Newton's method outperforms many other algorithms. However, the drawback of using Newton's method is clear: one needs to solve a $n \times n$ system of linear equations in each iteration. For large scale problems with large $n$, Newton's method is intractable. Despite its obvious limitation, Newton's method is one of the best algorithms for moderate size optimization problems, and it serves as a base case for many further developments in unconstrained continuous optimization, including the two well-known types of algorithms: inexact Newton method and quasi-Newton method.

## Quasi-Newton methods

Quasi-Newton methods were developed to overcome the major drawbacks of Newton's method: evaluation of Hessians and expensive iteration cost. The main idea of quasi-Newton methods is to approximate Newton steps using just first order information. In what follows, we provide the background materials of the BFGS method, which is the most popular quasi-Newton method. BFGS is named after Broyden, Fletcher, Goldfarb, and Shanno. We then discuss the drawback of BFGS, and how it could be relaxed by the limited-memory BFGS (L-BFGS). L-BFGS is one of the state-of-the-art methods for unconstrained optimization.

Consider the problem (2.6), at the $k^{\text {th }}$ iteration, the direction of using Newton's method is computed by minimizing the following model,

$$
\mathbf{d}_{k}=\arg \min _{\mathbf{d} \in \mathbb{R}^{n}} f\left(\mathbf{x}_{k}\right)+\left\langle\nabla f\left(\mathbf{x}_{k}\right), \mathbf{d}\right\rangle+\frac{1}{2} \mathbf{d}^{T} \nabla^{2} f\left(\mathbf{x}_{k}\right) \mathbf{d} .
$$

The basic idea of BFGS is to consider an approximation of the Hessian using the model,

$$
m_{k}(\mathbf{d})=f\left(\mathbf{x}_{k}\right)+\left\langle\nabla f\left(\mathbf{x}_{k}\right), \mathbf{d}\right\rangle+\frac{1}{2} \mathbf{d}^{T} \mathbf{B}_{k} \mathbf{d}
$$

for a symmetric positive definite matrix $\mathbf{B}_{k}$. Notice that $\mathbf{B}_{k}$ is analogous to $\nabla^{2} f\left(\mathbf{x}_{k}\right)$, as shown above. When using the BFGS method, the approximation of the Hessian is not computed afresh at every iteration, but rather it is updated using the previous estimate in the last iteration. In order to do so, one has to impose the updating rules at each iteration. In the case of BFGS, it is based on the idea of secant equation,

$$
\nabla m_{k+1}\left(-\alpha_{k} \mathbf{d}_{k}\right)=\nabla f\left(\mathbf{x}_{k}\right) .
$$

The secant equation is based on the observation that $\nabla m_{k+1}(0)=\nabla f\left(\mathbf{x}_{k+1}\right)$. If the secant equation is satisfied, then the model $m_{k+1}$ is a good interpolation of the objective function $f$, and it has gradients that are matched at the points $\mathbf{x}_{k}$ and $\mathbf{x}_{k+1}$. The above secant equation
can be re-written as,

$$
\mathbf{B}_{k+1} \mathbf{s}_{k}=\mathbf{y}_{k},
$$

where $\mathbf{s}_{k} \triangleq \mathbf{x}_{k+1}-\mathbf{x}_{k}$ and $\mathbf{y}_{k} \triangleq \nabla f\left(\mathbf{x}_{k+1}\right)-\nabla f\left(\mathbf{x}_{k}\right)$. Using the idea of the above secant equation, we then can approximate the inverse of the Hessian $\left[\nabla^{2} f\left(\mathbf{x}_{k+1}\right)\right]^{-1}$ by,

$$
\begin{equation*}
\mathbf{s}_{k}=\mathbf{H}_{k+1} \mathbf{y}_{k} \tag{2.8}
\end{equation*}
$$

where $\mathbf{H}_{k+1}=\mathbf{B}_{k+1}^{-1}$ and so it is analogous to $\left[\nabla^{2} f\left(\mathbf{x}_{k+1}\right)\right]^{-1}$.

Equation (2.8) states the constraints when one updates the inverse of the Hessian. In the BFGS method, one updates the $\mathbf{H}_{k+1}$ based on the following optimization problem [NW06].

$$
\begin{align*}
\min _{\mathbf{H}} & \left\|\mathbf{H}-\mathbf{H}_{k}\right\|_{\tilde{\mathbf{G}}_{k}}  \tag{2.9}\\
\text { subject to } & \mathbf{H}=\mathbf{H}^{T}, \mathbf{H} \mathbf{y}_{k}=\mathbf{s}_{k}
\end{align*}
$$

where $\|\mathbf{A}\| \mathbf{w} \triangleq\left\|\mathbf{W}^{1 / 2} \mathbf{A} \mathbf{W}^{1 / 2}\right\|_{F}$ for all matrix that satisfy $\mathbf{W s}_{k}=\mathbf{y}_{k}$, and

$$
\tilde{\mathbf{G}}_{k}=\int_{0}^{1} \nabla^{2} f\left(\mathbf{x}_{k}+\tau \alpha_{k} \mathbf{d}_{k}\right) \mathrm{d} \tau
$$

The optimization problem (2.9) has a unique analytical solution

$$
\begin{equation*}
\mathbf{H}_{k+1}=\left(\mathbf{I}-\rho_{k} \mathbf{s}_{k} \mathbf{y}_{k}^{T}\right) \mathbf{H}_{k}\left(\mathbf{I}-\rho_{k} \mathbf{y}_{k} \mathbf{s}_{k}^{T}\right)+\rho_{k} \mathbf{s}_{k} \mathbf{s}_{k}^{T} \tag{2.10}
\end{equation*}
$$

where $\rho_{k}=1 / \mathbf{y}_{k}^{T} \mathbf{s}_{k}$. This above update is the core step in BFGS, and it is used to update the approximation of inverse Hessian at each iteration.

Algorithm 2.6 provides the algorithmic procedure of BFGS method. The theoretical advantage of BFGS is stated in the following theorem.

Theorem 2.9 Suppose Algorithm 2.6 is performed, then the generated sequence $\left\{\mathbf{x}_{k}\right\}$ converges

```
Algorithm 2.6 BFGS method
    Input parameters: Initial guess \(\mathbf{x}_{0} \in \mathbb{R}^{n}, \rho_{1} \in(0,1 / 2)\), \(\beta_{l s} \in(0,1), \mathbf{H}_{0} \in \mathbb{R}^{n \times n}\) which is
    symmetric and positive definite.
    for \(k=0,1,2, \cdots\) do
        Compute the direction
\[
\mathbf{d}_{k}=-\mathbf{H}_{k} \nabla f\left(\mathbf{x}_{k}\right) .
\]
```

Find the smallest $q \in \mathbb{N}$ such that for $\alpha_{k}=\beta_{l s}^{q}$,

$$
f\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{d}_{k}\right) \leq f\left(\mathbf{x}_{k}\right)+\rho_{1} \alpha_{k} \nabla f\left(\mathbf{x}_{k}\right)^{T} \mathbf{d}_{k} .
$$

Set $\mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{d}_{k}$.
Update $\mathbf{H}_{k+1}$ using BFGS update (2.10).
end for
to the minimizer $\mathbf{x}_{\star}$ of $f$. In particular, it converges at a superlinear rate. That is,

$$
\left\|\mathbf{x}_{k+1}-\mathbf{x}_{\star}\right\| \leq o\left(\left\|\mathbf{x}_{k+1}-\mathbf{x}_{\star}\right\|\right), \quad \text { as } k \rightarrow \infty
$$

The above definition of superlinearly convergence was taken in [DES82].

From Algorithm 2.6, one can see that BFGS requires a large amount of storage for the inverse Hessian $\mathbf{H}_{k}$ and requires a matrix-vector multiplication at each iteration. These requirements are not ideal when $n$ is large. To reduce these computational burdens, limited-memory BFGS method was developed.

L-BFGS avoids the storage of the inverse Hessian by the following observation. From equation (2.10), one can rewrite the BFGS update as

$$
\mathbf{H}_{k+1}=\mathbf{V}_{k}^{T} \mathbf{H}_{k} \mathbf{V}_{k}+\rho_{k} \mathbf{s}_{k} \mathbf{s}_{k}^{T},
$$

where $\mathbf{V}_{k}=\mathbf{I}-\rho_{k} \mathbf{y}_{k} \mathbf{s}_{k}^{T}$. By recursively applying the above updating equation $m$ times, for some positive integer $m$, L-BFGS could store the approximation of $\mathbf{H}_{k}$ implicitly by just storing the $m$ lastest pairs of $\mathbf{s}_{i}$ and $\mathbf{y}_{i}$.

Algorithm 2.7 states the details of how L-BFGS computes the direction $\mathbf{d}_{k}$ using two-loop recursion. Notice that $\mathbf{H}_{k}^{0}$ in Algorithm 2.7 is often chosen to be the identity matrix. In this case one can see that L-BFGS has the computational advantage of only performing vector

```
Algorithm 2.7 L-BFGS direction update (at the \(k^{\text {th }}\) iteration)
    Input: \(\nabla f\left(\mathbf{x}_{k}\right),\left\{\mathbf{s}_{i}, \mathbf{y}_{i}\right\}_{i=k-m}^{k-1}\), and \(\mathbf{H}_{k}^{0} \in \mathbb{R}^{n \times n}\) which is symmetric and positive definite.
    Set \(\mathbf{q}_{k-1}=\nabla f\left(\mathbf{x}_{k}\right)\).
    for \(i=k-1, k-2, \ldots, k-m\) do
        Update \(\beta_{i}=\rho_{i} \mathbf{s}_{i}^{T} \mathbf{q}_{i}\).
        Update \(\mathbf{q}_{i-1}=\mathbf{q}_{i}-\beta_{i} \mathbf{y}_{i}\).
    end for
    Set \(\tilde{\mathbf{d}}_{k-m}=\mathbf{H}_{k}^{0} \mathbf{q}_{k-m-1}\).
    for \(i=k-m, k-m+1, \ldots, k-1\) do
        Update \(\zeta_{i}=\rho_{i} \mathbf{y}_{\tilde{\mathbf{d}}}^{T} \tilde{\mathbf{d}}_{i}\).
        Update \(\tilde{\mathbf{d}}_{i+1}=\tilde{\mathbf{d}}_{i}-\mathbf{s}_{i}\left(\beta_{i}-\zeta_{i}\right)\).
    end for
    Output: direction \(\mathbf{d}_{k}=-\tilde{\mathbf{d}}_{k}\).
```

operations, and matrix operations are completely avoided. This is done by computing the approximation of the direction $-\left[\nabla^{2} f\left(\mathbf{x}_{k}\right)\right]^{-1} \nabla f\left(\mathbf{x}_{k}\right)$ at once instead of having the two separate steps - approximating the inverse Hessian and then computing the direction.

We refer the readers to [BV04, NW06, Ber95] for more details regrading second order methods such as Newton's method, inexact Newton method, and quasi-Newton method.

### 2.2 Machine Learning and Statistics

In this section, we review some existing results in machine learning and statistics that serve as tools used in the thesis.

### 2.2.1 Concentration Bounds

Concentration bounds or concentration inequalities are used to analyze the likelihood of a random variable larger or smaller than some value. In other words, concentration bounds can give the output range of a random variable, with high probability.

In what follows, we will provide some concentration bounds for both scalar random variables and random matrices.

Theorem 2.10 ([Tro11]) Let $\mathcal{Q}$ be a finite set of positive numbers, and suppose

$$
\max _{q \in \mathcal{Q}} q \leq B
$$

Sample $\left\{q_{1}, q_{2}, \ldots, q_{l}\right\}$ uniformly from $\mathcal{Q}$ without replacement. Compute

$$
s=l \cdot \mathbb{E}\left(q_{1}\right) .
$$

Then

$$
\begin{aligned}
& \mathbb{P}\left\{\sum_{j} q_{j} \leq(1-\sigma) s\right\} \leq\left(\frac{e^{-\sigma}}{(1-\sigma)^{1-\sigma}}\right)^{s / B} \quad \text { for } \quad \sigma \in[0,1), \quad \text { and } \\
& \mathbb{P}\left\{\sum_{j} q_{j} \geq(1+\sigma) s\right\} \leq\left(\frac{e^{\sigma}}{(1+\sigma)^{1+\sigma}}\right)^{s / B} \quad \text { for } \quad \sigma \geq 0
\end{aligned}
$$

Proof See Theorem 2.1 from Tropp [Tro11].

The above concentration bounds are called Chernoff bounds. We point out that $\mathbb{E}\left(q_{1}\right)=$ $\sum_{q_{j} \in \mathcal{Q}} q_{j} /|\mathcal{Q}|$, since we assume sampling are conducted uniformly without replacement. It shows that, with high probability, the sum of samples over a finite set is bounded by $\mathcal{O}(l /|\mathcal{Q}|)$, where $l$ is the size of the subset. We refer reader to [CL06] for other settings apart from sampling uniformly without replacement.

In this thesis, we are only interested in the largest eigenvalue of structured random matrices, which forms the basis of Chapter 4. Below we provide some results from [Tro12] that are used in Chapter 4.

Lemma 2.11 For a sequence $\left\{\mathbf{Q}_{k}: k=1,2, \cdots, m\right\}$ of random matrices,

$$
\lambda_{\max }\left(\sum_{k} \mathbb{E}\left[\mathbf{Q}_{k}\right]\right) \leq \mathbb{E}\left[\lambda_{\max }\left(\sum_{k} \mathbf{Q}_{k}\right)\right] .
$$

We shall mention that the above lemma is a result of Jensen's inequality.

Lemma 2.12 Suppose that $\mathbf{Q}$ is a random positive semi-definite matrix that satisfies $\lambda_{\max }(\mathbf{Q}) \leq$ 1. Then

$$
\mathbb{E}\left[e^{\theta \mathbf{Q}}\right] \preccurlyeq \mathbf{I}+\left(e^{\theta}-1\right)(\mathbb{E}[\mathbf{Q}]), \quad \text { for } \theta \in \mathbb{R}
$$

where $\mathbf{I}$ is the identity matrix in the correct dimension.

Lemma 2.13 Consider a sequence $\left\{\mathbf{Q}_{k}: k=1,2, \cdots, m\right\}$ of independent, random, self-adjoint matrices with dimension $n$. For all $t \in \mathbb{R}$,

$$
\mathbb{P}\left\{\lambda_{\max }\left(\sum_{k=1}^{m} \mathbf{Q}_{k}\right) \geq t\right\} \leq n \inf _{\theta>0} \exp \left(-\theta t+m \log \lambda_{\max }\left(\frac{1}{m} \sum_{k=1}^{m} \mathbb{E} e^{\theta \mathbf{Q}_{k}}\right)\right)
$$

One may find that the above inequality is not meaningful when $t$ is small, i.e. the right hand side is greater than 1 when $t$ is small. However, as we will see in Chapter 4, in this thesis we are interested in the cases where $t$ is sufficiently large.

### 2.2.2 The Nyström Method

We shall first emphasize that originally Nyström method was developed as a numerical method to approximate eigenfunctions [Nys30]. However, the main idea of Nyström method was used to approximate Gram matrix for machine learning applications, and then this name was also used as a computational method for low rank approximation of Gram matrices [WS01]. We clarify that this thesis only considers the latter case.

In the era of big data, storage of matrices becomes a limitation for some applications. Fortunately, many matrices that are formed from data exhibit the low rank structure. For a positive semi-definite matrix $\mathbf{A} \in \mathbb{R}^{N \times N}$, its best low rank approximation can be recognized as the following optimization problem

$$
\begin{equation*}
\min _{\mathbf{A}_{q} \in \mathbb{R}^{N \times N}}\left\|\mathbf{A}-\mathbf{A}_{q}\right\|_{2}, \quad \text { s.t. } \quad \operatorname{rank}\left(\mathbf{A}_{q}\right)=q . \tag{2.11}
\end{equation*}
$$

The solution of the above problem, $\mathbf{A}_{q, \star}$, is a matrix with rank $q$. It is obvious that when
$q=N$, then $\mathbf{A}_{q, \star}=\mathbf{A}$. When one restricts $q \ll N$, then $\mathbf{A}_{q, \star}$ is the best rank $q$ approximation of the original matrix $\mathbf{A}$. We mention that in the problem (2.11), $\|\cdot\|_{2}$ is chosen to be measure of the distance between $\mathbf{A}$ and $\mathbf{A}_{q}$. In general, any measure or norm can be used, but the two most common choices are $\|\cdot\|_{2}$ and $\|\cdot\|_{F}$.

Whether $\|\cdot\|_{2}$ or $\|\cdot\|_{F}$ is used, an analytical solution of (2.11) is available due to the Eckart-Young-Mirsky theorem [EY36, Mir60]. Denote the eigenvalue decomposition of A as follows,

$$
\mathbf{A}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{U}^{T}=\left(\begin{array}{ll}
\mathbf{U}_{1} & \mathbf{U}_{2}
\end{array}\right)\left(\begin{array}{ll}
\boldsymbol{\Sigma}_{1} &  \tag{2.12}\\
& \boldsymbol{\Sigma}_{2}
\end{array}\right)\left(\begin{array}{ll}
\mathbf{U}_{1} & \mathbf{U}_{2}
\end{array}\right)^{T}
$$

where $\mathbf{U}_{1} \in \mathbb{R}^{N \times q}, \mathbf{U}_{2} \in \mathbb{R}^{N \times(N-q)}, \boldsymbol{\Sigma}_{1} \in \mathbb{R}^{q \times q}$, and $\boldsymbol{\Sigma}_{2} \in \mathbb{R}^{(N-q) \times(N-q)}$. We also assume that eigenvalues in $\boldsymbol{\Sigma}$ are sorted in descending order. Then $\mathbf{A}_{q, \star}$ has the form,

$$
\begin{equation*}
\mathbf{A}_{q, \star}=\mathbf{U}_{1} \boldsymbol{\Sigma}_{1} \mathbf{U}_{1}^{T} \tag{2.13}
\end{equation*}
$$

We clarify that Eckart-Young-Mirsky theorem applies for the setting in which A does not need to be positive semi-definite nor a square matrix, but for the purposes of this chapter we only consider the case where $\mathbf{A}$ is positive semi-definite.

From (2.13) one can see that computing the exact solution $\mathbf{A}_{q, \star}$ is computationally expensive when $N$ is large, because it requires the eigenvalue decomposition on $\mathbf{A}$. To this end, the Nyström method is developed to compute the approximation of $\mathbf{A}_{q, \star}$ and thus a good low rank approximation of $\mathbf{A}$.

The details of Nyström method are provided in Algorithm 2.8, which can also be found in [DM05]. Notice that $\mathbf{A}_{q}$ can be also recognized in the following form,

$$
\begin{equation*}
\mathbf{A}_{q}=\mathbf{A} \mathbf{S}\left[\mathbf{S}^{T} \mathbf{A} \mathbf{S}\right]^{+} \mathbf{S}^{T} \mathbf{A} \tag{2.14}
\end{equation*}
$$

where $\mathbf{S} \in \mathbb{R}^{N \times q}$ such that the $i^{\text {th }}$ column of $\mathbf{S}$ is the $q_{i}^{\text {th }}$ column of $\mathbf{I}$. One can also notice the advantage of using Nyström's method in terms of storage. The low rank approximation

```
Algorithm 2.8 Nyström's method
    Input parameters: A positive semi-definite matrix \(\mathbf{A} \in \mathbb{R}^{N \times N}\)
```

Step 1. Construct a set $\mathcal{Q}_{1} \subseteq\{1,2, \cdots, N\}$, and let $q_{i}$ be the $i^{\text {th }}$ element of $\mathcal{Q}_{1}$.
Step 2. Construct a matrix $\mathbf{A}_{1} \in \mathbb{R}^{q \times N}$ such that the $i^{\text {th }}$ row of $\mathbf{A}_{1}$ is the $q_{i}^{\text {th }}$ row of $\mathbf{A}$.
Step 3. Construct a matrix $\mathbf{A}_{2} \in \mathbb{R}^{N \times q}$ such that the $i^{\text {th }}$ column of $\mathbf{A}_{2}$ is the $q_{i}^{\text {th }}$ column of A.

Step 4. Construct a matrix $\mathbf{A}_{3} \in \mathbb{R}^{q \times q}$ such that $\left(\mathbf{A}_{3}\right)_{i, j}$ is $(\mathbf{A})_{q_{i}, q_{j}}$.
Step 5. Compute $\mathbf{A}_{q}=\mathbf{A}_{2} \mathbf{A}_{3}^{+} \mathbf{A}_{1}$, where $\mathbf{A}_{3}^{+}$is the pseudo-inverse of $\mathbf{A}_{3}$.
$\mathbf{A}_{q}$ can be stored as three matrices: $\mathbf{A}_{1}, \mathbf{A}_{2}$, and $\mathbf{A}_{3}^{+}$. When $q \ll N$, the storage requirement of $\mathbf{A}_{q}$ is much less than the original matrix $\mathbf{A}$. Also, the computational cost of performing pseudo-inverse $\mathbf{A}_{3}^{+}$is not expensive when $q$ is small.

In general, $\mathcal{Q}_{1}$ is constructed using one of the following methods:
i. Uniform sampling (with or without replacement).
ii. Adaptive sampling based on the scores assigned on the columns of $\mathbf{A}$.
iii. Deterministic methods based on the decrease in error, $\left\|\mathbf{A}_{q}-\mathbf{A}\right\|$, by selecting a particular column of $\mathbf{A}$.

We will focus on the case where uniform sampling without replacement is deployed. This version of Nyström method is called the naïve Nyström's method.

Theorem 2.14 Let $\mathbf{A} \in \mathbb{R}^{N \times N}$ be a positive semi-definite matrix, $\mathbf{S} \in \mathbb{R}^{N \times q}$ be a matrix as defined in (2.14), and the eigenvalue decomposition $\mathbf{A}$ has the form in (2.12).

Let $\tau$ denotes the coherence of $\mathbf{U}_{1}$,

$$
\tau=\mu_{0}\left(\mathbf{U}_{1}\right) \triangleq \frac{N}{q} \max _{i}\left(\mathbf{U}_{1} \mathbf{U}_{1}^{T}\right)_{i i}
$$

Then $\forall \delta, \epsilon \in(0,1)$, suppose

$$
q \geq \frac{2 \tau k \log (k / \delta)}{(1-\epsilon)^{2}}
$$

The error of using the naïve Nyström method is

$$
\left\|\mathbf{A}-\mathbf{A}_{q}\right\| \leq \lambda_{k+1}(\mathbf{A})\left(1+\frac{N}{\epsilon q}\right)
$$

with probability at least $1-\delta$, where $\lambda_{k+1}(\mathbf{A})$ is the $(k+1)^{\text {th }}$ largest eigenvalue of $\mathbf{A}$.

Theorem 2.14 shows the theoretical performance of the naïve Nyström method. As expected, naïve Nyström method achieves good error bound when A has a large spectral gap, i.e. when $\lambda_{N}(\mathbf{A}) \leq \lambda_{N-1}(\mathbf{A}) \leq \cdots \leq \lambda_{k+1}(\mathbf{A}) \ll \lambda_{k}(\mathbf{A}) \leq \cdots \leq \lambda_{1}(\mathbf{A})$.

We refer readers to [DM05, Git13, WS01, SS00] for different versions of Nyström method. Apart from Nyström method, random projection is another technique for low rank approximation. See [HMT11] for a review in details.

### 2.3 Continuous-Time Markov Decision Processes

Markov decision processes (MDPs) are considered to be one of the standard models for sequential decision problems under uncertainties. Many practical applications in operations research can be categorized as MDPs. Examples include road maintenance [GS97], nuclear plant management [RR95], and revenue management [SSJL99]. To formally define MDPs, we first introduce Markov chains.

### 2.3.1 Continuous-Time Markov Chains

Continuous-time Markov Chains (CTMCs), by definition, follow the Markov property, i.e. the probability of the future only depends on the current situation but not the past [Ros06]. Every CTMC is constructed by (1) a group of states to illustrate all possible situations in the system
and (2) a Markov generator which defines the probabilistic transitions between any two states. We further assume the number of states is always finite. One could refer such Markov chains as discrete-state continuous-time Markov chains.

Suppose we let $x(t)$ to be a CTMC. We can represent the transitions by a matrix called transition probability matrix $\mathbf{P}(t, s)=\left(p_{i j}(t, s)\right)$ where $p_{i j}(t, s)$ represents the probability of $x(t)=j$ given $x(s)=i$ for $0 \leq s \leq t$; that is,

$$
p_{i j}(t, s)=\mathbb{P}(x(t)=j \mid x(s)=i) .
$$

We should emphasize that, in this thesis, we are only interested in Markov chains that are irreducible, which means it is possible (positive probability) for $x(t)$ to visit any state in the future regardless of the current state. For CTMCs, it is known that all transition probability matrices follow the below differential equation

$$
\begin{aligned}
\frac{\mathrm{d} \mathbf{P}(t, s)}{\mathrm{d} t} & =\mathbf{P}(t, s) \mathbf{Q}(t) \quad, \quad s \leq t \\
\mathbf{P}(s, s) & =\mathbf{I}
\end{aligned}
$$

The matrix $\mathbf{Q}(t)=\left(q_{i j}(t)\right)$ is called the Markov generator which satisfies

$$
q_{i i}(t)=-\sum_{j \neq i} q_{i j}(t) \quad, \quad q_{i j}(t) \geq 0, \quad \text { for } \quad j \neq i
$$

We point out that the diagonal elements of $\mathbf{Q}(t), q_{i i}$ 's, represent the rates of exiting current state. The off-diagonal elements, $q_{i j}$ 's, represent the likelihood that a transition from $i$ to $j$ will occur. Suppose a CTMC is in state $i$ at time 0 , it will leave state $i$ at time $t$ where $t$ is a random variable which follows an exponential distribution with parameter $q_{i i}$, and enter a state $j$ with probability $q_{i j} /\left|q_{i i}\right|, \forall j \neq i$. In this thesis, we use " $x \sim \mathbf{Q}(t)$ " to represent the following statement: $x(t)$ is a CTMC in which the uncertainty is govern by the Markov generator $\mathbf{Q}(t)$. The magnitude of $\mathbf{Q}$ is related to the "speed" of the process. In general, the larger magnitude represents a faster process. For instance, consider the two Markov generators, $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$,
where $\mathbf{Q}_{2}=10 \mathbf{Q}_{1}$. In such case $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ will generate the same Markov processes except the one from $\mathbf{Q}_{2}$ is 10 times faster.

### 2.3.2 Continuous-Time MDPs

The general goal of Markov Decision Process is to find the best policy u over a Markov process, in which the underlying uncertainties of the process depend partly on the policy. A policy is analogous to a lookup table which suggests an action $a_{j}$ to each state $j$ in the Markov process.

We denote an $N$ state MDP with $x(t)$ and takes values from the state space $\mathcal{X}:=\{1,2, \cdots, N\}$. For each state $i, 1 \leq i \leq N$, the available actions of the state $i$ are denoted in the set $\mathcal{A}_{i}$. Therefore, a policy can be described by $\mathbf{u}=\left(a_{1}, a_{2}, \cdots, a_{N}\right)$ where $a_{i} \in \mathcal{A}_{i}$ for $\forall i \in \mathcal{X}$. The policy space for all policies $\mathbf{u}$ 's is denoted by $\mathcal{U}:=\left\{\left(a_{1}, a_{2}, \cdots, a_{N}\right): a_{i} \in \mathcal{A}_{i}, \forall i \in \mathcal{X}\right\}$.

The unconstrained MDP is stated as follows,

$$
\begin{array}{rl}
\min _{\mathbf{u} \in \mathcal{U}} & J(i, \mathbf{u})=\mathbb{E}\left[\int_{0}^{\infty} e^{-\rho t} G(x(t), \mathbf{u}(x(t))) \mathrm{d} t\right] \\
\text { subject to } & x \sim \mathbf{Q}(\mathbf{u}(x(t))), t \geq 0  \tag{2.15}\\
& x(0)=i
\end{array}
$$

where $\mathbf{Q}(\cdot)=\left(q_{i j}\right) \in \mathbb{R}^{N \times N}$ is a Markov generator, $G(\cdot, \cdot)$ is the cost function, and $\rho>0$ is the discount factor. As we can see, the generator $\mathbf{Q}$ depends on feedback control (policy $\mathbf{u}$ ); so our actions affect the Markov chain and thus the uncertainty. Also, the Markov generator $\mathbf{Q}(\cdot)$ we consider is time-invariant and independent of time $t$.

### 2.3.3 Computational Methods

The optimization model (2.15) can be solved by introducing the value function

$$
\begin{equation*}
\mathbf{v}(i)=\min _{\mathbf{u} \in \mathcal{U}} J(i, \mathbf{u}) \tag{2.16}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\rho \mathbf{v}(i)=\min _{a \in \mathcal{A}_{i}}\left[G(i, a)+\sum_{j \in \mathcal{X}, j \neq i} q_{i j}(a)[\mathbf{v}(j)-\mathbf{v}(i)]\right] . \tag{2.17}
\end{equation*}
$$

Equation (2.17) is called the Hamilton-Jacobi-Bellman (HJB) equation. An equivalent form is

$$
\begin{equation*}
\mathbf{v}(i)=\min _{a \in \mathcal{A}_{i}}\left[\frac{G(i, a)}{\left|q_{i i}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}(a)}{\left|q_{i i}(a)\right|+\rho} \mathbf{v}(j)\right] . \tag{2.18}
\end{equation*}
$$

The derivation of (2.17) and (2.18) can be founded in [YZ13]. The above problem can be recognized as a nonlinear equation

$$
\begin{equation*}
A \mathbf{v}=0 \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
(A \mathbf{v})(i):=\min _{a \in \mathcal{A}_{i}}\left[\frac{G(i, a)}{\left|q_{i i}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}(a)}{\left|q_{i i}(a)\right|+\rho} \mathbf{v}(j)\right]-\mathbf{v}(i) . \tag{2.20}
\end{equation*}
$$

By solving the HJB equation, one can find the value function $\mathbf{v}^{\star}(x)$ which represents the lowest possible expected cost of the problem. Once $\mathbf{v}^{\star}(x)$ is found, the optimal policy of (2.15) can be obtained by

$$
\begin{equation*}
\mathbf{u}^{\star}(i) \in \arg \min _{a \in \mathcal{A}_{i}}\left[\frac{G(i, a)}{\left|q_{i i}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}(a)}{\left|q_{i i}(a)\right|+\rho} \mathbf{v}^{\star}(j)\right] . \tag{2.21}
\end{equation*}
$$

Therefore, solving the HJB equation is equivalent to solving for the optimal policy $\mathbf{u}^{\star}$ [Ber07]. The state-of-the-art methods for solving HJB equations are characterized as different categories such as linear programming, policy iteration, and value iteration [Pow11]. For the purpose of this chapter, we will only introduce the latter two methods.

## Value Iteration

The method of value iteration is based on the following nonlinear operator

$$
\begin{equation*}
(T v)(i):=\min _{a \in \mathcal{A}_{i}}\left[\frac{G(i, a)}{\left|q_{i i}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}(a)}{\left|q_{i i}(a)\right|+\rho} \mathbf{v}(j)\right] . \tag{2.22}
\end{equation*}
$$

It is well-known that $T$ is a contraction mapping [YZ13], e.g. it satisfies

$$
\begin{equation*}
\left\|T \mathbf{v}_{1}-T \mathbf{v}_{2}\right\|_{\infty} \leq \alpha\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{\infty} \tag{2.23}
\end{equation*}
$$

where $0 \leq \alpha \leq 1$. In our case,

$$
\begin{equation*}
\alpha=\max _{i \in \mathcal{X}, a \in \mathcal{A}_{i}} \frac{\left|q_{i i}(a)\right|}{\left|q_{i i}(a)\right|+\rho} . \tag{2.24}
\end{equation*}
$$

By the properties of contraction mapping and the Banach fixed point theorem [TBI97], for any initial guess $\mathbf{v}^{0}$, one can compute the solution of the HJB equation by iteratively applying $T$ on $\mathbf{v}^{0}$. That is,

$$
\begin{equation*}
\mathbf{v}^{\tau}:=T^{\tau} \mathbf{v}^{0}=\underbrace{(T \circ T \circ \cdots \circ T)}_{\tau T \text { 's }} \mathbf{v}^{0} \rightarrow \mathbf{v}^{\star} \quad \text { as } \quad \tau \rightarrow \infty \tag{2.25}
\end{equation*}
$$

Using the operator $T$ iteratively as the above equation, one can compute the approximation of $\mathbf{v}^{\star}$. This approach is called value iteration.

## Linear Programming

One can also solve the model (2.15) using linear programming (LP). It is known that solving (2.18) is equivalent to solving

$$
\begin{array}{ll}
\max _{\mathbf{v} \in \mathbb{R}^{N}} & \sum_{i \in \mathcal{X}} \mathbf{v}(i), \\
\text { s.t. } & \mathbf{v}(i) \leq \frac{G(i, a)}{\left|q_{i i}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}(a)}{\left|q_{i i}(a)\right|+\rho} \mathbf{v}(j), \quad \forall a \in \mathcal{A}_{i}, i \in \mathcal{X} . \tag{2.26}
\end{array}
$$

The constraints of (2.26) can be proved to be equivalent to $\mathbf{v} \leq T \mathbf{v}$. Based on the monotonicity property of $T$ [Pow11], this constraint requires that all feasible solution $\mathbf{v}$ to satisfy the condition $\mathbf{v} \leq \mathbf{v}^{\star}$, in which $\mathbf{v}^{\star}$ is the optimal value function in (2.16). Since this a maximization problem and $\mathbf{v}^{\star}$ is a feasible solution, solving the above LP is equivalent to solving the HJB equation (2.18), and thus equivalent to solving the model (2.15).

We refer readers to [Ros06, Ber07, Pow11] for more details in CTMCs and MDPs.

## Chapter 3

## Singularly Perturbed Markov Decision

## Processes

With four parameters I can fit an
elephant, and with five I can make him wiggle his trunk.

John von Neumann

Singular perturbation techniques allow the derivation of an aggregate model whose solution is asymptotically optimal for Markov Decision Processes with strong and weak interactions. In this chapter, we develop an algorithm that takes advantage of the asymptotic optimality of the aggregate model in order to compute the solution of the original model. We derive conditions for which the proposed algorithm has better worst case complexity than conventional contraction algorithms. Based on our complexity analysis we show that the major benefit of aggregation is that the reduced order model is no longer ill conditioned. The reduction in the number of states (due to aggregation) is a secondary benefit. This is a surprising result since intuition would suggest that the reduced order model can be solved more efficiently because it has fewer states. However we show that this is not necessarily the case. Our theoretical analysis and numerical experiments show that the proposed algorithm can compute the optimal solution with a reduction in computational complexity and without any penalty in accuracy.

### 3.1 Introduction

Recently there has been considerable interest in modeling and control of stochastic dynamics across different timescales. Typical applications appear in molecular dynamics [Chr09], networked systems [Mey08], manufacturing [SZ94], and optimal control of energy systems [PW14], just to name a few. Controlling dynamics across different scales is computationally difficult and a considerable amount of literature has been devoted to the challenge of finding approximate models that capture the effective dynamics of the system. The main techniques used for optimal control are based around aggregation, averaging and homogenization. Starting from the work of Simon and Ando [SA61] hierarchical decomposition and aggregation has been at the core of approximation techniques for modeling and controlling dynamics across different scales. The literature around this topic is substantial and we refer the interested reader to [KKO87] for early work on singular perturbation techniques in optimal control. The averaging principle and applications in manufacturing are described in [SZ94]. The homogenization for deterministic optimal control problems has been studied in [BM08]. The recent research monograph by Yin and Zhang [YZ13] describes the main mathematical results in the context of stochastic optimal control using the theory of singularly perturbed Markov processes. The mathematical framework described in [YZ13] is the one we adopt in this chapter. The main result of the aggregation techniques and averaging principles reviewed in [SZ94] and [YZ13] is the derivation of an approximate model that captures the slow dynamics of the system. The approximate model is based on an asymptotic analysis of a singularly perturbed control problem (see [YZ13] for details, and Section 3.2 of this chapter for precise definitions).

The mathematical properties and especially the use of asymptotic techniques coupled with the perturbation approach for controlling Markov processes have been extensively studied. However, numerical methods that take into consideration the specific structure of multiscale Markov processes have not received much attention. Given all the work that has gone into the development of aggregate models, it is surprising that the obvious question of whether the reduced order models can be solved more efficiently than the original model has not been addressed. We take the first steps towards answering this question for a particular class of
multiscale Markov processes. Based on our complexity analysis we show that the major benefit of aggregation is that the reduced order model is no longer ill conditioned, and the reduction in the number of states (due to aggregation) is a secondary benefit. This is a surprising result since intuition would suggest that the reduced order model can be solved more efficiently because it has fewer states. However, it will be shown later that this is not necessarily the case. There is no standard definition for an ill conditioned Markov Decision Process (MDP). In the context of this chapter a MDP is ill conditioned if the contraction modulus of value iteration is approximately equal to one. This means that progress at each iteration will be extremely slow. We propose a class of multiresolution contraction algorithms that are not sensitive to the ill conditioning of weakly connected MDPs. Because we are considering a particular class of MDPs we are able to improve the worst case complexity of algorithms based on value iteration. We illustrate our approach on value iteration, but any contraction algorithm can potentially be improved using the proposed scheme.

It is important to stress that the proposed algorithm aims to solve the original model and not just obtain an approximation using the aggregate model. The aggregate model is only asymptotically optimal and our algorithm exploits its approximate optimality to reduce the number of iterations with the high dimensional (and often ill-conditioned) model. Our algorithm is ideal when there is some scale separation but it is not known whether there is sufficient scale separation to just solve the approximate model. This setting is the most frequent scenario encountered in practice. For simplicity we study a Multiscale Markov Decision Process (MMDP) with two timescales, but generalizing the results to problems with more than two time scales is straightforward.

The rest of the chapter is structured as follows: In Section 3.2 we define the notation we use and provide a review of existing results. In Section 3.3 we review complexity results for the value iteration algorithm. We extend some known results from discrete time to continuous time and give particular emphasis to MMDPs. In Section 3.4 we review the Full Approximation Scheme (FAS). The FAS can be used to accomplish some of the objectives we set to achieve in this chapter, i.e. take advantage of the structure of MMDPs to improve the computational efficiency of algorithms for this class of MDPs. The FAS is a non-linear extension to the
traditional multigrid scheme, and in Section 3.4, we show that it may not be an appropriate choice for MDPs. Based on our observations of the complexity of MMDPs in Section 3.3 and the FAS scheme in Section 3.4, we propose an alternative scheme in Section 3.5. We named our proposed scheme the Alternating Multiresolution Scheme (AMS) since it uses features from the FAS and known results regarding the quality of the approximate (aggregate) model. In Section 3.6, we propose a refinement of our scheme that allows the scheme to be applied to problems that have a large number of actions. Finally, in Section 3.7, we illustrate the proposed scheme on two applications, one from manufacturing and one from chemistry.

### 3.2 Multiscale Markov Decision Processes

The notation and framework for MMDPs we adopt in this chapter is standard and more information and results can be obtained in [YZ13].

### 3.2.1 Markov Decision Processes

Let $x_{h}(t)$ denote the state of a discrete state continuous time Markov Decision Process (MDP) at time $t$. We use the subscript $h$ to denote processes that capture effects at the fast time scale $h$. We assume that the chain can take one of the finite number states $\mathcal{X}^{h} \triangleq\left\{l_{1}, l_{2}, \cdots, l_{N}\right\}$. For each of the states $i, 1 \leq i \leq N$, the available actions of state $i$ are denoted by the set $\mathcal{A}_{i}^{h}$. A policy $\mathbf{u}_{h}: \mathcal{X}^{h} \rightarrow \mathcal{A}^{h}$ maps states into actions and is described by $\mathbf{u}_{h}=\left(a_{1}, a_{2}, \cdots, a_{N}\right)$ where $a_{i} \in \mathcal{A}_{i}^{h}$ for $\forall i \in \mathcal{X}^{h}$. The space of all policies $\mathbf{u}_{h}$ 's is denoted by $\mathcal{U}^{h} \triangleq\left\{\left(a_{1}, a_{2}, \cdots, a_{N}\right): a_{i} \in\right.$ $\left.\mathcal{A}_{i}^{h}, i=1,2, \ldots, N\right\}$ and we use $\mathcal{A}^{h}$ to denote the space of all possible actions i.e. $\mathcal{A}^{h}=\cup_{i=1}^{N} \mathcal{A}_{i}^{h}$. Note that $\mathcal{A}_{i}^{h}$ 's are assumed to be time independent in this chapter. We assume that we are given a cost function $G^{h}: \mathcal{X}^{h} \times \mathcal{A}^{h} \rightarrow \mathbb{R}$ that measures the cost associated with a particular state-action pair. We will focus on the infinite horizon case and denote the discount factor by $\rho$. All the results reported in the chapter can be extended to the finite horizon case. We use $\mathcal{M D P}(N, L)$ to denote the class of problems for which $\left|\mathcal{X}^{h}\right|=N,\left|\mathcal{A}_{i}^{h}\right|=L$, for $i=1,2, \ldots, N$. It is easy to generalize our results to the case where each of the action spaces $\mathcal{A}_{i}^{h}$ have different
cardinality $\left|\mathcal{A}_{i}^{h}\right|=L_{i}$, but for ease of exposition we assume that $\left|\mathcal{A}_{i}^{h}\right|=L$, for $i=1,2, \ldots, N$. With the notation introduced above we are now in a position to state the class of problems we study in this chapter,

$$
\begin{equation*}
\min _{\mathbf{u}_{h} \in \mathcal{U}^{h}} \quad J^{h}\left(i, \mathbf{u}_{h}\right)=\mathbb{E}\left[\int_{0}^{\infty} e^{-\rho t} G^{h}\left(x_{h}(t), \mathbf{u}_{h}\left(x_{h}(t)\right)\right) \mathrm{d} t \mid x_{h}(0)=i\right] . \tag{3.1}
\end{equation*}
$$

The expectation above is taken with respect to a probability matrix $\mathbf{P}$ and we use $\mathbf{P}_{i, j}(t, s)$ to denote the probability of the process, $x_{h}(t)$, transitioning to state $j$ at time $t$ given that it starts from state $i$ at time $s$. According to the theory of Markov processes the transition matrix satisfies the following equation,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{P}(t, s)}{\mathrm{d} t}=\mathbf{P}(t, s) \mathbf{Q}_{h}^{\epsilon}\left(\mathbf{u}_{h}\right), \quad \mathbf{P}(s, s)=\mathbf{I}_{N} \tag{3.2}
\end{equation*}
$$

where $\mathbf{Q}_{h}^{\epsilon}$ denotes the infinitesimal generator of $x_{h}$, and $\mathbf{I}_{N}$ denotes the $N \times N$ identity matrix. We are focusing on a Markov process with a multiscale structure and so we assume the generator of the process is defined as follows,

$$
\begin{equation*}
\mathbf{Q}_{h}^{\epsilon}\left(\mathbf{u}_{h}\right)=\frac{1}{\epsilon} \hat{\mathbf{Q}}\left(\mathbf{u}_{h}\right)+\mathbf{W}\left(\mathbf{u}_{h}\right), \tag{3.3}
\end{equation*}
$$

where $\hat{\mathbf{Q}}\left(\mathbf{u}_{h}\right)=\operatorname{diag}\left(\hat{\mathbf{Q}}_{1}\left(\mathbf{u}_{h}\right), \hat{\mathbf{Q}}_{2}\left(\mathbf{u}_{h}\right), \ldots, \hat{\mathbf{Q}}_{m}\left(\mathbf{u}_{h}\right)\right)$ is a block diagonal matrix with $m$ blocks, with $\hat{\mathbf{Q}}_{k}\left(\mathbf{u}_{h}\right) \in \mathbb{R}^{n_{k} \times n_{k}}$ and $\sum_{j=1}^{m} n_{j}=N$, for $k=1,2, \ldots, m$. We further assume that each $\hat{\mathbf{Q}}_{k}\left(\mathbf{u}_{h}\right)$ is a weakly irreducible Markov generator. A Markov generator $\mathbf{Q}$ is said to be weakly irreducible if there exists a row vector $\boldsymbol{\nu} \geq 0$ such that $\boldsymbol{\nu} \mathbf{Q}=\mathbf{0}$ and $\|\boldsymbol{\nu}\|_{1}=1$ [YZ13]. For ease of exposition we assume that all blocks have the same size ( $n$ ). All our results can easily be generalized to the case where each block has size $n_{i}$. We use $\mathcal{X}_{k}=\left\{l_{k 1}, \ldots, l_{k n_{k}}\right\}, k=1, \ldots, m$ to denote the states corresponding to $\hat{\mathbf{Q}}_{k}$. This decomposition is done so that $\mathcal{X}=\cup_{k=1}^{m} \mathcal{X}{ }_{k}$. The small parameter $\epsilon$ is used to capture the multiscale structure of the process. When $\epsilon \ll 1$ the Markov process jumps frequently between the states within a block $\mathcal{X}_{k}$ and less frequently between states that belong to different blocks. The matrix $\mathbf{W}\left(\mathbf{u}_{h}\right)$ is also assumed to be a Markov generator and it is used to model the transition between the blocks. The smaller the
$\epsilon$, the faster the transitions inside the blocks. As $\epsilon$ approaches zero, the transitions inside the blocks happen at such a fast rate that the process can be approximated by the equilibrium distribution inside each of the blocks. This idea can be made rigorous and we refer the reader to Chapter 6 of [YZ13] for the details. Our aim is to study the complexity and propose an efficient algorithm for the solution of the stochastic control problem in (3.1).
 subclass of $\mathcal{M D \mathcal { P }}(n m, L)$. Using the dynamic programming principle it can be shown that the value function associated with the problem,

$$
\begin{equation*}
\mathbf{v}_{h}(i)=\min _{\mathbf{u}_{h} \in \mathcal{U}^{h}} J^{h}\left(i, \mathbf{u}_{h}\right), \tag{3.4}
\end{equation*}
$$

satisfies the so called the Hamilton-Jacobi-Bellman (HJB) equation,

$$
\begin{equation*}
\rho \mathbf{v}_{h}(i)=\min _{a \in \mathcal{A}_{i}^{h}}\left[G^{h}(i, a)+\sum_{j \in \mathcal{X}^{h}, j \neq i} q_{i j}^{h}(a)\left[\mathbf{v}_{h}(j)-\mathbf{v}_{h}(i)\right]\right] . \tag{3.5}
\end{equation*}
$$

Notice that we use min instead of inf in our problem definition because the action space is finite and we will assume $G^{h}$ is bounded. It was shown in [YZ13] that (3.5) is equivalent to,

$$
\begin{equation*}
\mathbf{v}_{h}(i)=\min _{a \in \mathcal{A}_{i}^{h}}\left[\frac{G^{h}(i, a)}{\left|q_{i i}^{h}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{h}(a)}{\left|q_{i i}^{h}(a)\right|+\rho} \mathbf{v}_{h}(j)\right] . \tag{3.6}
\end{equation*}
$$

Our analysis will be based on the properties of the contraction operator derived from value iteration. With that in mind we can rewrite the problem of computing the value function as the solution of the following nonlinear equation,

$$
A_{h} \mathbf{v}_{h}=0
$$

where $A_{h}$ is a nonlinear operator defined as follows,

$$
\begin{equation*}
\left(A_{h} \mathbf{v}_{h}\right)(i) \triangleq \min _{a \in \mathcal{A}_{i}^{h}}\left[\frac{G^{h}(i, a)}{\left|q_{i i}^{h}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{h}(a)}{\left|q_{i i}^{h}(a)\right|+\rho} \mathbf{v}_{h}(j)\right]-\mathbf{v}_{h}(i) \tag{3.7}
\end{equation*}
$$

The contraction operator will be denoted by $T_{h}$ and is defined below,

$$
\begin{equation*}
\left(T_{h} \mathbf{v}_{h}\right)(i) \triangleq \min _{a \in \mathcal{A}_{i}^{h}}\left[\frac{G^{h}(i, a)}{\left|q_{i i}^{h}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{h}(a)}{\left|q_{i i}^{h}(a)\right|+\rho} \mathbf{v}_{h}(j)\right] \tag{3.8}
\end{equation*}
$$

So far we have not used our assumption that $\epsilon \ll 1$. This setting has been extensively studied in the last thirty years and in the next section we summarize the results we will need in our analysis.

### 3.2.2 The Coarse Model

The computational cost of solving (3.1) exactly is extremely high when the Markov process has a large number of states. Many researchers noticed that if the problem has the multiscale structure described in the previous section then the computational costs can be reduced by considering an approximate model. In the approximate model each set of states associated with each of the "fast" blocks is aggregated into a single state. For this reason the resulting approximate model is called the aggregate model. In this chapter, however, we will adopt the terminologies from the multigrid community by using fine model (defined in (3.1)) and coarse model (defined in (3.9) below) instead of exact and aggregate model. It can be shown that if $\epsilon$ is small enough, the coarse model becomes arbitrarily accurate. There are many results of this type for the model described in the previous section, as well as generalizations to different models. These results are described in [YZ13], and we refer the reader there for a comprehensive literature review. In our work we will need to make use of the coarse model and we describe the notation we use below.

The state space of the coarse model is denoted by $\mathcal{X}^{H} \triangleq\left\{l_{1}^{\prime}, l_{2}^{\prime}, \cdots, l_{m}^{\prime}\right\}$, where each state $i$ in the coarse model represents block $i$ in the fine model. The available actions of state $i$ in the coarse model $a_{i}^{H}$, are combinations of the available actions in block $i$, and they form the action space $\mathcal{A}_{i}^{H} \triangleq\left\{\left(a_{1}^{i}, a_{2}^{i}, \ldots, a_{n}^{i}\right): a_{j}^{i} \in \mathcal{A}_{\mathcal{X}_{i}(j)}^{h}\right\}$. Therefore, $\mathbf{u}_{H}$ is the policy of the coarse model, and it takes values from the policy space $\mathcal{U}^{H} \triangleq\left\{\left(a_{1}^{H}, a_{2}^{H}, \ldots, a_{m}^{H}\right): a_{i}^{H} \in \mathcal{A}_{i}^{H}, i=1,2, \ldots, m\right\}$. The coarse model is an $\mathcal{M D P}\left(m, L^{n}\right)$ model.

In order to define the coarse model we also need to define both the coarse Markov generator and the coarse objective function. Let $\boldsymbol{\varphi}_{1}\left(\mathbf{u}_{H}\right), \ldots, \boldsymbol{\varphi}_{m}\left(\mathbf{u}_{H}\right)$ denote the stationary distributions of the blocks $1,2, \ldots, m$ in the form of column vectors under policy $\mathbf{u}_{H}$. We obtain the corresponding Markov generator,

$$
\mathbf{Q}_{H}\left(\mathbf{u}_{H}\right)=\boldsymbol{\varphi}\left(\mathbf{u}_{H}\right) \mathbf{W}\left(\mathbf{u}_{H}\right) \tilde{\mathbf{1}}
$$

where

$$
\begin{aligned}
\boldsymbol{\varphi}\left(\mathbf{u}_{H}\right) & =\operatorname{diag}\left(\boldsymbol{\varphi}_{1}^{T}\left(\mathbf{u}_{H}\right), \boldsymbol{\varphi}_{2}^{T}\left(\mathbf{u}_{H}\right), \ldots, \boldsymbol{\varphi}_{m}^{T}\left(\mathbf{u}_{H}\right)\right), \\
\tilde{\mathbf{1}} & =\operatorname{diag}(\underbrace{\mathbf{1}_{n \times 1}, \mathbf{1}_{n \times 1}, \ldots, \mathbf{1}_{n \times 1}}_{m \text { copies }})
\end{aligned}
$$

where $\mathbf{1}_{n \times 1} \triangleq(1,1, \ldots, 1)^{T} \in \mathbb{R}^{n \times 1}$, and $\operatorname{diag}(\cdot)$ is a function which maps its argument to a diagonal matrix. The coarse cost function is given by,

$$
G^{H}\left(i, \mathbf{u}_{H}\right)=\sum_{k=1}^{n}\left(\boldsymbol{\varphi}_{i}\left(\mathbf{u}_{H}\right)\right)_{k} G^{h}\left(\mathcal{X}_{i}(k),\left(\left(\mathbf{u}_{H}\right)_{i}\right)_{k}\right) \quad \forall i \in \mathcal{X}^{H}
$$

Given the notation above, the coarse model is,

$$
\begin{array}{cl}
\min _{\mathbf{u}_{H}} & J^{H}\left(i, \mathbf{u}_{H}\right)=\mathbb{E}\left[\int_{0}^{\infty} e^{-\rho t} G^{H}\left(x_{H}(t), \mathbf{u}_{H}\left(x_{H}(t)\right)\right) \mathrm{d} t\right], \\
\text { s.t } & x_{H} \sim \mathbf{Q}_{H}\left(\mathbf{u}_{H}\left(x_{H}(t)\right)\right), t \geq 0,  \tag{3.9}\\
& x_{H}(0)=i \quad, \quad \mathbf{u}_{H} \in \mathcal{U}^{H}, \\
& \mathbf{v}_{H}(i)=\min _{\mathbf{u}_{H} \in \mathcal{U}^{H}} J^{H}\left(i, \mathbf{u}_{H}\right) .
\end{array}
$$

The corresponding HJB equation becomes,

$$
\begin{equation*}
\mathbf{v}_{H}(i)=\min _{a_{H} \in \mathcal{A}_{i}^{H}}\left[\frac{G^{H}\left(i, a_{H}\right)}{\left|q_{i i}^{H}\left(a_{H}\right)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{H}\left(a_{H}\right)}{\left|q_{i i}^{H}\left(a_{H}\right)\right|+\rho} \mathbf{v}_{H}(j)\right] . \tag{3.10}
\end{equation*}
$$

For the problem, we denote by $A_{H}$ and $T_{H}$ the nonlinear operator and its corresponding contraction operator, respectively. Using singular perturbation techniques (see [YZ13]) it can be
shown that under the assumptions made in this chapter the following result holds,

$$
\mathbf{v}_{H}^{\star}(k) \rightarrow \mathbf{v}_{h}^{\star}(i), \quad \forall i \in \mathcal{X}_{k} \quad \text { as } \quad \epsilon \rightarrow 0,
$$

where $\mathbf{v}_{H}^{\star}$ denotes the solution of (3.9) and $\mathbf{v}_{h}^{\star}$ denotes the solution of (3.1). Also,

$$
\begin{equation*}
\left|\mathbf{v}_{H}^{\star}(k)-\mathbf{v}_{h}^{\star}(i)\right|=\mathcal{O}(\epsilon) \quad \text { for } \quad i \in \mathcal{X}_{k} . \tag{3.11}
\end{equation*}
$$

### 3.3 Computational Complexity of Multiscale Markov Decision Processes

In this section we review the complexity of value iteration for the MMDP model introduced in the previous section. The purpose of this section is twofold. Firstly, the complexity of MDPs in continuous time has not received as much attention as that of their discrete-time counterparts. Even though the complexity results here are new, they are straightforward generalizations of results from discrete time. The second and main purpose of this section is to point out that the convergence rate of value iteration becomes arbitrarily bad when $\epsilon$ becomes small. We believe that this insight is an important consideration when designing algorithms for multiscale processes. Previously, it was claimed that the coarse model might have lower complexity because it has fewer states than the fine model. Here we show an additional and (as discussed later on) more important advantage is that the coarse model is better conditioned since it does not depend on $\epsilon$. We also show that the complexity results below are tight.

### 3.3.1 Value Iteration

Value iteration is one of the first methods to be proposed to solve dynamic programming problems. Value iteration is used to compute the value function. After the value function,
$\mathbf{v}_{h}^{\star}(x)$, is obtained, the optimal policy $\mathbf{u}_{h}^{\star}$ can be obtained by,

$$
\mathbf{u}_{h}^{\star}(i) \in \arg \min _{a \in \mathcal{A}_{i}^{h}}\left[\frac{G^{h}(i, a)}{\left|q_{i i}^{h}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{h}(a)}{\left|q_{i i}^{h}(a)\right|+\rho} \mathbf{v}_{h}^{\star}(j)\right] .
$$

Therefore, solving the HJB equation is equivalent to solving for the optimal policy $\mathbf{u}_{h}^{\star}[\operatorname{Ber} 07]$. State-of-the-art deterministic methods for solving HJB equations fall into three broad categories: linear programming, policy iteration, and value iteration [Pow11]. In this chapter, value iteration is applied to solve the HJB equation even though the central idea of this chapter can be applied to all three of the methods. The extension of the proposed framework to the stochastic case (e.g. to Approximate Dynamic Programming techniques) is beyond the scope of the current chapter. Value iteration is simply defined as,

$$
\begin{equation*}
\mathbf{v}_{h}^{k+1}=T_{h} \mathbf{v}_{h}^{k} \tag{3.12}
\end{equation*}
$$

The nonlinear operator $T_{h}$ was defined in (3.8) and it is well known that it is a contraction mapping,

$$
\begin{equation*}
\left\|T_{h} \mathbf{v}_{1}-T_{h} \mathbf{v}_{2}\right\|_{\infty} \leq \alpha_{h}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{\infty} \tag{3.13}
\end{equation*}
$$

where $\mathbf{v}_{1}, \mathbf{v}_{2} \in \mathbb{R}^{N}, \alpha_{h}$ is the Lipschitz constant, $0<\alpha_{h}<1$. For the MDP model we study in this chapter the Lipschitz constant is given by,

$$
\begin{equation*}
\alpha_{h}=\max _{i \in \mathcal{X}^{h}, a \in \mathcal{A}_{i}^{h}} \frac{\left|q_{i i}^{h}(a)\right|}{\left|q_{i i}^{h}(a)\right|+\rho} . \tag{3.14}
\end{equation*}
$$

The Lipschitz constant above is derived in [YZ13], where the HJB equation (3.6) is reformulated as an HJB equation for discrete time problems with a discount factor $\alpha_{h}$ in (3.14). For discrete time problems, the discount rate itself is the Lipschitz constant of the problem [Pow11]. Using the Banach fixed point theorem [TBI97], it can be shown that for an initial guess $\mathbf{v}_{h}^{0}$, one can compute the solution of the HJB equation by iteratively applying $T_{h}$ on $\mathbf{v}_{h}^{0}$,

$$
\mathbf{v}_{h}^{\tau_{h}} \triangleq T_{h}^{\tau_{h}} \mathbf{v}_{h}^{0}=\underbrace{\left(T_{h} \circ T_{h} \circ \cdots \circ T_{h}\right)}_{\tau_{h} \text { copies }} \mathbf{v}_{h}^{0} \rightarrow \mathbf{v}_{h}^{\star} \quad \text { as } \quad \tau_{h} \rightarrow \infty
$$

The Lipschitz constant $\alpha_{h}$ is an upper bound for the convergence rate of the value iteration algorithm. In particular,

$$
\begin{equation*}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau_{h}}\right\|_{\infty} \leq \alpha_{h}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau_{h}-1}\right\|_{\infty} \leq \alpha_{h}^{\tau_{h}}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{0}\right\|_{\infty} \tag{3.15}
\end{equation*}
$$

A smaller $\alpha_{h}$ guarantees a faster convergence rate for the algorithm. Other than equation (3.15), we will make use of the following well-known properties of contraction mappings,

$$
\begin{align*}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau_{h}}\right\|_{\infty} & \leq \frac{\alpha_{h}}{1-\alpha_{h}}\left\|\mathbf{v}_{h}^{\tau_{h}}-\mathbf{v}_{h}^{\tau_{h}-1}\right\|_{\infty}  \tag{3.16}\\
& \leq \frac{\alpha_{h}^{\tau_{h}}}{1-\alpha_{h}}\left\|\mathbf{v}_{h}^{1}-\mathbf{v}_{h}^{0}\right\|_{\infty} \tag{3.17}
\end{align*}
$$

### 3.3.2 Model Assumptions

In this section, we state our assumptions, and these will hold throughout the chapter. Some of our results will be asymptotic and will rely on the assumption that the problem has multiscale structure stronger than certain threshold $\epsilon_{0}$. To be precise we assume that $\epsilon>0$ is small enough such that the value function of the fine model (3.1) and its corresponding coarse model satisfy the following inequality,

$$
\begin{equation*}
\left|\mathbf{v}_{H}^{\star}(k)-\mathbf{v}_{h}^{\star}(i)\right| \leq \tilde{K} \epsilon, \forall \epsilon \in\left(0, \epsilon_{0}\right), \forall i \in \mathcal{X}_{k}, \tag{3.18}
\end{equation*}
$$

for some constants $\tilde{K}$ and $\epsilon_{0}<1$. That this inequality holds for an $\epsilon$ small enough follows from Theorem 7.10 (page 273) in [YZ13].

Our second main assumption is that the objective function is bounded. We will assume that there exists a constant $\zeta$ such that,

$$
0 \leq G^{h}\left(x_{h}, a_{h}\right) \leq \zeta, \forall x_{h} \in \mathcal{X}^{h}, a_{h} \in \mathcal{A}^{h} .
$$

The bounded assumption is needed to avoid trivialities. Since $G^{h}(\cdot, \cdot)$ is assumed to be bounded,
the value function should also be bounded; in other words, there exists a constant $\hat{K}$ such that,

$$
0 \leq\left\|\mathbf{v}_{h}^{\star}\right\|_{\infty} \leq \hat{K}, 0 \leq\left\|\mathbf{v}_{H}^{\star}\right\|_{\infty} \leq \hat{K} .
$$

Without loss of generality we will assume that the initial guess $\mathbf{v}_{h}^{0}$ and $\mathbf{v}_{H}^{0}$ are both zero vectors of the appropriate dimensions. Finally, to simplify our notation, instead of using $\hat{K}$ and $\tilde{K}$, we will directly use $K \triangleq \max \{\hat{K}, \tilde{K}\}$, where $\tilde{K}$ is defined in equation (3.18). With these two assumptions, we obtain

$$
\begin{align*}
0 & =\left\|\mathbf{v}_{h}^{0}\right\|_{\infty} \leq\left\|\mathbf{v}_{h}^{1}\right\|_{\infty} \leq\left\|\mathbf{v}_{h}^{2}\right\|_{\infty} \leq \cdots \leq\left\|\mathbf{v}_{h}^{\star}\right\|_{\infty} \leq K  \tag{3.19}\\
0 & =\left\|\mathbf{v}_{H}^{0}\right\|_{\infty} \leq\left\|\mathbf{v}_{H}^{1}\right\|_{\infty} \leq\left\|\mathbf{v}_{H}^{2}\right\|_{\infty} \leq \cdots \leq\left\|\mathbf{v}_{H}^{\star}\right\|_{\infty} \leq K \tag{3.20}
\end{align*}
$$

The above inequalities follow from the fact that both operators $T_{h}$ and $T_{H}$ are monotone contraction operators [Ber07]. Also, the above assumption yield

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{i}\right\|_{\infty} & \leq K,\left\|T_{h} \mathbf{v}_{h}^{i}-\mathbf{v}_{h}^{i}\right\|_{\infty} \leq K, \quad \forall \mathbf{v}_{h}^{i} \quad \text { for } i=1,2, \cdots \\
\left\|\mathbf{v}_{H}^{\star}-\mathbf{v}_{H}^{i}\right\|_{\infty} & \leq K,\left\|T_{H} \mathbf{v}_{H}^{i}-\mathbf{v}_{H}^{i}\right\|_{\infty} \leq K, \forall \mathbf{v}_{H}^{i} \quad \text { for } i=1,2, \cdots
\end{aligned}
$$

Notice that (3.18) and $\tilde{K} \leq K$ gives

$$
\begin{equation*}
\left|\mathbf{v}_{H}^{\star}(k)-\mathbf{v}_{h}^{\star}(i)\right| \leq K \epsilon, \forall i \in \mathcal{X}_{k} . \tag{3.21}
\end{equation*}
$$

### 3.3.3 Complexity

In this section we discuss the complexity of continuous time MDPs. The complexity result in this section is a variant of the existing discrete time result [CT91]. We use $\delta>0$ to denote the convergence tolerance for the value iteration algorithm, i.e. the algorithm terminates when,

$$
\begin{equation*}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau_{h}}\right\|<\delta . \tag{3.22}
\end{equation*}
$$

The parameter $\delta>0$ is user specified and since $T_{h}$ is a contraction mapping, for large enough $\tau_{h}$, the above inequality can be satisfied. A more interesting question is how large $\tau_{h}$ should be to guarantee that (3.22) holds. We answer this question in the lemma below by providing an upper bound and then we give an example to show that this bound is tight.

Lemma 3.1 The number of iterations in the value iteration algorithm is bounded by

$$
\begin{equation*}
\tau_{h} \leq \max \left\{\frac{\log \left(\frac{K}{\left(1-\alpha_{h}\right) \delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\} \tag{3.23}
\end{equation*}
$$

where $K=\max \{\hat{K}, \tilde{K}\}$.

Proof We use equation (3.17),

$$
\begin{equation*}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau_{h}}\right\|_{\infty} \leq \frac{\alpha_{h}^{\tau_{h}}}{1-\alpha_{h}}\left\|\mathbf{v}_{h}^{1}-\mathbf{v}_{h}^{0}\right\|_{\infty} \leq \frac{\alpha_{h}^{\tau_{h}}}{1-\alpha_{h}} K \tag{3.24}
\end{equation*}
$$

where we used the fact that $\left\|T_{h} \mathbf{v}_{h}^{0}-\mathbf{v}_{h}^{0}\right\|<K$. We then select $\tau_{h}^{\prime}$ such that

$$
\frac{\alpha_{h}^{\tau_{h}^{\prime}}}{1-\alpha_{h}} K=\delta
$$

Rearranging the preceding equation, we obtain the following expression

$$
\tau_{h}^{\prime}=\frac{\log \left(\frac{K}{\left(1-\alpha_{h}\right) \delta}\right)}{\left|\log \alpha_{h}\right|}
$$

Since $\mathbf{v}_{h}^{\tau_{h}^{\prime}}$ guarantees the desired accuracy, we have $\tau_{h} \leq \max \left\{\tau_{h}^{\prime}, 0\right\}$.

Equation (3.23) gives an upper bound for the number of iterations we need when using value iteration. The complexity of the value iteration algorithm can be easily derived from Lemma 3.1. The complexity model we consider in this chapter is consistent with [CT91], where each arithmetic operation or comparison is considered to cost one unit of computation.

Theorem 3.2 For $\mathcal{M D P}(N, L)$, the worst-case complexity for the value iteration algorithm in (3.12) is

$$
\begin{equation*}
\mathcal{O}\left(\max \left\{\frac{\log \left(\frac{1}{\left(1-\alpha_{h}\right) \delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\} N^{2} L\right) \tag{3.25}
\end{equation*}
$$

Proof For the contraction operator in equation (3.8) and for an MDP problem $\mathcal{M D P}(N, L)$, the worst-case complexity of computing $T_{h} \mathbf{v}_{h}$ is $\mathcal{O}\left(N^{2} L\right)$. Since the total complexity of the algorithm is the number of iterations multiplied by the cost per iteration, we obtain the complexity result in (3.25) by applying Lemma 3.1.

A natural question to ask is whether the complexity result in Theorem (3.2) is tight. We end this section by showing that indeed the bound is tight.

## Remark

Consider an instance of $\mathcal{M D P}(N, L)$ that satisfies the following

- $\left|\mathcal{A}_{i}^{h}\right|=1, \forall i \in \mathcal{X}^{h}$. This assumption means that the corresponding HJB equation is a linear equation.
- The cost function $G^{h}\left(i, a_{i}\right)=g>0, \forall i \in \mathcal{X}^{h}$ is a constant. Therefore, the value function $\mathbf{v}_{h}^{\star}(i)=\mathbf{v}^{\star}$ is also a positive constant.
- $q_{i i}^{h}=q, \forall i \in \mathcal{X}^{h}$ i.e. each state has the same jump rate.
- The initial guess $\mathbf{v}_{h}^{0}=0$ is a zero vector, so $\mathbf{v}_{h}^{0}<T_{h} \mathbf{v}_{h}^{0}<T_{h}^{2} \mathbf{v}_{h}^{0}<\cdots<\mathbf{v}_{h}^{\star}$.

Given the assumptions above, it follows that $\mathbf{v}_{h}^{\tau} \triangleq T_{h}^{\tau} \mathbf{v}_{h}^{0}$ are all constants, i.e. $\mathbf{v}_{h}^{\tau}(i)=\mathbf{v}^{\tau}, \forall i \in$ $\mathcal{X}^{h}, \tau \in \mathbb{Z}^{+}$. Consider the error reduction rate between iteration $\tau$ and $\tau+1$,

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau+1}\right\|_{\infty} & =\left\|\mathbf{v}_{h}^{\star}-T_{h}^{\tau+1} \mathbf{v}_{h}^{0}\right\|_{\infty} \\
& =\left\|T_{h} \mathbf{v}_{h}^{\star}-T_{h} \mathbf{v}_{h}^{\tau}\right\|_{\infty} \\
& =\max _{i \in \mathcal{X}^{h}}\left|\frac{g}{|q|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{h}}{|q|+\rho} \mathbf{v}^{\star}-\frac{g}{|q|+\rho}-\sum_{j \neq i} \frac{q_{i j}^{h}}{|q|+\rho} \mathbf{v}^{\tau}\right| \\
& =\max _{i \in \mathcal{X}^{h}}\left|\sum_{j \neq i} \frac{q_{i j}^{h}}{|q|+\rho}\left(\mathbf{v}^{\star}-\mathbf{v}^{\tau}\right)\right| \\
& =\max _{i \in \mathcal{X}^{h}}\left|\frac{|q|}{|q|+\rho}\right|\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau}\right\|_{\infty} \\
& =\alpha_{h}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau}\right\|_{\infty} .
\end{aligned}
$$

Therefore, in this particular instance of an $\mathcal{M D P}(N, L)$, the number of iterations is exactly the one given by Lemma 3.1.

### 3.3.4 Convergence Rate and Complexity for Multiscale Markov Decision Processes

The main motivation for stating Theorem 3.2 is that it will enable us to make precise statements concerning the computational advantages of the coarse model derived in Section 3.2.2. Using the results derived above we show that the principal benefit of the coarse model is not that the number of states is less, but that the rate of convergence is much higher (provided that scale separation is present). In fact, the complexity of the coarse model when no scale separation is present, i.e. $\epsilon \approx 1$, is greater than that of the original model. The lemma below shows that $\mathcal{M M D P}(\epsilon, n, m, L)$ becomes ill conditioned as $\epsilon$ approaches zero. Note that there is no standard definition for an ill conditioned MDP. However, in the context of this chapter an MDP is ill conditioned if the contraction modulus of value iteration is approximately equal to one. The lemma below shows that this indeed is the case if the MDP is singularly perturbed.

Lemma 3.3 For $\mathcal{M M D P}(\epsilon, n, m, L)$ with Lipschitz constant $\alpha_{h}$,

$$
\alpha_{h} \rightarrow 1 \quad \text { as } \quad \epsilon \rightarrow 0 .
$$

Proof In $\mathcal{M} \mathcal{M D P}(\epsilon, n, m, L)$, the Lipschitz constant has the form

$$
\alpha_{h}=\max _{i \in \mathcal{X}^{h}, a \in \mathcal{A}_{i}^{h}} \frac{\left|\frac{1}{\epsilon} \hat{q}_{i i}(a)+w_{i i}(a)\right|}{\left|\frac{1}{\epsilon} \hat{q}_{i i}(a)+w_{i i}(a)\right|+\rho} \rightarrow 1 \quad \text { as } \quad \epsilon \rightarrow 0 .
$$

When $\epsilon$ is small the guaranteed improvement in each iteration is almost zero for the fine model. On the other hand, for the coarse model the corresponding Lipschitz constant is given by,

$$
\alpha_{H}=\max _{i \in \mathcal{X}^{H}, a_{H} \in \mathcal{A}_{i}^{H}} \frac{\left|q_{i i}^{H}\left(a_{H}\right)\right|}{\left|q_{i i}^{H}\left(a_{H}\right)\right|+\rho} .
$$

Crucially, $\alpha_{H}$ is independent of the multiscale structure of the original model. Therefore, there exists a $\epsilon^{\star}$ such that

$$
\alpha_{H} \leq \alpha_{h} \quad \text { for } \quad \epsilon \leq \epsilon^{\star} .
$$

In other words, the guaranteed convergence behavior of coarse model is superior to that of the fine model when $\epsilon$ is small enough. We end this section by comparing the computational complexity associated with the two models,

$$
\begin{align*}
& \text { Fine Model, } \mathcal{M M D \mathcal { P }}(\epsilon, n, m, L): \mathcal{O}\left(\max \left\{\frac{\log \left(\frac{1}{\left(1-\alpha_{h}\right) \delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\}(m n)^{2} L\right)  \tag{3.26}\\
& \text { Coarse Model, } \mathcal{M \mathcal { D } \mathcal { P } ( m , L ^ { n } ) : \mathcal { O } ( \operatorname { m a x } \{ \frac { \operatorname { l o g } ( \frac { 1 } { ( 1 - \alpha _ { H } ) \delta } ) } { | \operatorname { l o g } \alpha _ { H } | } , 0 \} m ^ { 2 } L ^ { n } )}
\end{align*}
$$

If $\epsilon \approx 1$, then there are no benefits to aggregating the model using the singular perturbation approach. Indeed the preceding equation shows the coarse model has an exponential dependence
on $n$ that is not present in the original model. We will discuss ways to alleviate this issue in Section 3.6. Finally in the setting of this chapter as $\epsilon \rightarrow 0$, the complexity of the fine model goes to infinity.

### 3.4 Analysis of the Full Approximation Scheme

The conventional way to exploit multiresolution structure of a model is the Full Approximation Scheme (FAS) (see e.g. [Hac03]). The FAS is an extension of the multigrid scheme to nonlinear problems. Algorithms based on multigrid are in spirit close to the scheme we propose in this chapter. In other words, multigrid algorithms try to solve the fine model by considering a hierarchy of approximate models. We also develop a scheme that fits within this general principle but we propose a different way to couple the models together than the one used in FAS. We stress that the theory around the FAS is still valid, and that the convergence proof developed in [Hac03] can be used to show that the FAS will converge to the solution of $\mathcal{M M D} \mathcal{P}(\epsilon, n, m, L)$. However, we will use a simple numerical example to illustrate the point that even though convergence is guaranteed, the rate of convergence is likely to be worse than just solving the fine model with the single level value iteration algorithm. In Section 3.5, we show how to overcome this problem of the FAS by proposing a different way of incorporating information from the coarse model to the iterations of the fine model. We refer the interested reader to the tutorial in [BHM00] for an introduction to multigrid and the FAS. The FAS is rigorously developed in [Hac03]. In this section, we just mention some of the key ideas behind multigrid and FAS in order to understand how the existing framework is likely to fail for multiscale MDPs.

### 3.4.1 Prolongation and Restriction

The first step in the development of the FAS is the definition of the prolongation and restriction operators. The prolongation operator is used to transfer solutions from the coarse model to the fine model. We use $\mathbf{I}_{H}^{h}$ and $\mathbf{I}_{h}^{H}$ to denote the prolongation and restriction operators, respectively.

Typically, they are linear operators and in this chapter we take $\mathbf{I}_{H}^{h}$ and $\mathbf{I}_{h}^{H}$ to be constant matrices. The exact definition of these operators is problem dependent. For the class of models we consider in this chapter it is natural to define $\mathbf{I}_{H}^{h}$ and $\mathbf{I}_{h}^{H}$ based on the asymptotic properties of the fine and coarse models. The prolongation operator is given by

$$
\mathbf{I}_{H}^{h}=\operatorname{diag}(\underbrace{\mathbf{1}_{n \times 1}, \mathbf{1}_{n \times 1}, \ldots, \mathbf{1}_{n \times 1}}_{\mathrm{m} \text { copies }}) \in \mathbb{R}^{n m \times m} .
$$

The choice of $\mathbf{I}_{H}^{h}$ is based on equation (3.21), which shows that the value functions are asymptotically the same for the states that are in the same block. The definition of the restriction operator is not as straightforward as that of $\mathbf{I}_{H}^{h}$. There is no obvious property to approximate $\mathbf{v}_{H}$ by $\mathbf{v}_{h}$. However, a natural choice that can be rigorously justified (see Section 3.5) is to restrict $\mathbf{v}_{h}$ into the same size as $\mathbf{v}_{H}$ using the stationary distribution of each block. Let $\boldsymbol{\varphi}_{i}$ denote the column vector for the stationary distributions associated with block $i$. We define the restriction operator as follows

$$
\begin{equation*}
\mathbf{I}_{h}^{H}=\operatorname{diag}\left(\boldsymbol{\varphi}_{1}^{T}, \boldsymbol{\varphi}_{2}^{T}, \ldots, \boldsymbol{\varphi}_{m}^{T}\right) \in \mathbb{R}^{m \times n m} \tag{3.27}
\end{equation*}
$$

In other words, we "compress" the values of the value function in block $i$ by forming a convex combination with the elements in each of the blocks. Notice that $\mathbf{Q}_{h}^{\epsilon}\left(\mathbf{u}_{h}\right)$ depends on the policy $\mathbf{u}_{h}$ and so there exist many different stationary distributions for each block. To address this problem, we select $\mathbf{Q}_{h}^{\epsilon}\left(\tilde{\mathbf{u}}_{h}\right)$ with $\tilde{\mathbf{u}}_{h}$ as the best policy for the current incumbent solution at iteration $\tau, \mathbf{v}_{h}^{\tau}$. That is, we select $\tilde{\mathbf{u}}_{h}$ such that

$$
\tilde{\mathbf{u}}_{h}(i) \in \arg \min _{a \in \mathcal{A}_{i}^{h}}\left[\frac{G^{h}(i, a)}{\left|q_{i i}^{h}(a)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{h}(a)}{\left|q_{i i}^{h}(a)\right|+\rho} \mathbf{v}_{h}^{\tau}(j)\right]
$$

for the current solution $\mathbf{v}_{h}^{\tau}$, and apply equation (3.27) with $\boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}, \ldots, \boldsymbol{\varphi}_{m}$ as the stationary distributions of blocks $1,2, \ldots, m$ in $\mathbf{Q}_{h}^{\epsilon}\left(\tilde{\mathbf{u}}_{h}\right)$. It follows from (3.21) that there exists a constant $K$ such that,

$$
\begin{equation*}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}\right\|_{\infty} \leq K \epsilon . \tag{3.28}
\end{equation*}
$$

### 3.4.2 The FAS Algorithm

With the definitions of $\mathbf{I}_{h}^{H}$ and $\mathbf{I}_{H}^{h}$ provided above we are now in a position to fully specify the FAS. The main idea of the FAS is simple and we describe it as a solution algorithm for the following general nonlinear equation,

$$
\begin{equation*}
A_{h}\left(\mathbf{v}_{h}\right)=\mathbf{f}_{h} \tag{3.29}
\end{equation*}
$$

In our case $A_{h}$ is given in (3.7) and $\mathbf{f}_{h}$ can be taken to be zero (at the finest level). Given an incumbent solution $\hat{\mathbf{v}}_{h}$, we can proceed to compute the exact correction for $\hat{\mathbf{v}}_{h}$ so that it solves (3.29). That is we compute an $\mathbf{e}_{h}^{\star}$ such that,

$$
A_{h}\left(\hat{\mathbf{v}}_{h}+\mathbf{e}_{h}^{\star}\right)=\mathbf{f}_{h} .
$$

Of course the preceding nonlinear equation is just as hard as the original problem. The idea behind the FAS is instead of computing $\mathbf{e}_{h}^{\star}$ using the fine model, an approximation of $\mathbf{e}_{h}^{\star}$ is computed using the coarse model by solving the following correction problem

$$
A_{H}\left(\mathbf{I}_{h}^{H} \hat{\mathbf{v}}_{h}+\mathbf{e}_{H}\right)=\mathbf{d}_{H}
$$

where

$$
\mathbf{d}_{H} \triangleq A_{H}\left(\mathbf{I}_{h}^{H} \hat{\mathbf{v}}_{h}\right)-s \mathbf{I}_{h}^{H}\left(A_{h}\left(\hat{\mathbf{v}}_{h}\right)-\mathbf{f}_{h}\right),
$$

for some stepsize $s$. The existences of $s$ and $d_{H}$ establish a useful relation between the fine and coarse models [Hac03]. Finally, we complete the correction $\hat{\mathbf{v}}_{h}+1 / s \mathbf{I}_{H}^{h} \mathbf{e}_{H}$. Figure 3.1 illustrates the main steps of FAS. We first compute $\hat{\mathbf{v}}_{h}$ by $\tau$ applications of $T_{h}$. We then restrict the solution to the coarse scale and perform some iterations in the coarse scale to obtain an approximate correction $\mathbf{e}_{H}$. We then prolongate the error correction term to the fine model and continue performing iterations at the fine scale. The addition of the prolongated error $1 / s \mathbf{I}_{H}^{h} \mathbf{e}_{H}$ to the current solution $\hat{\mathbf{v}}_{h}$ can lead to faster convergence rates than just using the fine model. The step size $s$ is needed because this is a nonlinear problem. Obviously it is possible to have


Figure 3.1: The Full Approximation Scheme (FAS)
more than one level. The full details of the algorithm are given in [Hac03].

### 3.4.3 Numerical Example from a Multiscale Manufacturing System

The full approximation scheme appears to be a good method to solve multiscale MDPs. It solves both the problems we set out to address in this chapter, i.e. it uses the coarse model that is better conditioned, but still computes an exact solution for the original model. However, we will show using a simple example that for MDPs with multiscale structure the FAS can have an extremely slow convergence rate. The algorithm still converges but it is much slower than simple value iteration. We propose a solution to this issue in the next section.

The example we use is not a contrived model but a simple and widely used model motivated by a manufacturing application. The model is described in [YZ13] and concerns the control of a manufacturing process with two machines. Each machine has two states, up and down. We use 1 to denote that machine is working, and 0 for the state when the machine is broken down. The total number of states in the system are $\{(1,1),(0,1),(1,0),(0,0)\}$, where $(i, j)$ represents the state where machine 1 in state $i$ and machine 2 in state $j$. In this manufacturing process, the state of each machine depends on the action $a$, which is the rate of preventive maintenance. The overall goal of the problem is to pick the policy $\mathbf{u}$ such that the machines do not break down often while the cost of maintenance is not too high. The model further assumes that the two machines have failure rates that occur in different timescales. To reflect this assumption
the following generator is used,

$$
\mathbf{Q}_{h}^{\epsilon}(a)=\frac{1}{\epsilon}\left[\begin{array}{cccc}
-\lambda_{1}(a) & \lambda_{1}(a) & 0 & 0  \tag{3.30}\\
\mu_{1}(a) & -\mu_{1}(a) & 0 & 0 \\
0 & 0 & -\lambda_{1}(a) & \lambda_{1}(a) \\
0 & 0 & \mu_{1}(a) & -\mu_{1}(a)
\end{array}\right]+\left[\begin{array}{cccc}
-\lambda_{2}(a) & 0 & \lambda_{2}(a) & 0 \\
0 & -\lambda_{2}(a) & 0 & \lambda_{2}(a) \\
\mu_{2}(a) & 0 & -\mu_{2}(a) & 0 \\
0 & \mu_{2}(a) & 0 & -\mu_{2}(a)
\end{array}\right]
$$

where $\lambda_{1}(a) / \epsilon$ and $\mu_{1}(a) / \epsilon$ are the breakdown and repair rates for machine 1 , and $\lambda_{2}(a)$ and $\mu_{2}(a)$ for machine 2 , respectively. As we can see, equation (3.30) is in the same form of equation (3.3). Intuitively, the more preventive maintenance is performed on a machine, then the machine is more likely to stay in state 1 . For this simple example, we assume $\mathcal{X}^{h}=\{1,2,3,4\}, a \in$ $\{1,2, \ldots, 5\}$, and

$$
\begin{array}{ll}
\lambda_{1}(a)=1 / a, & \mu_{1}(a)=a^{2} \\
\lambda_{2}(a)=3 / a, & \mu_{2}(a)=3 a .
\end{array}
$$

A higher value of $a$ would ensure the system is online more often. Of course the more maintenance is performed the higher the costs. To reflect this trade-off we use the following objective function,

$$
G^{h}(x, a)=x^{2}+a^{2} \quad, \quad \forall x \in \mathcal{X}^{h} \quad, \quad a \in\{1,2,3,4,5\} .
$$

We used the FAS scheme to solve the infinite horizon version of the model described above. We plot the iteration history of the FAS against the exact solution of the fine model in Figure 3.2. The exact solution was obtained using linear programming. It may initially appear that the FAS has a similar performance as the value iteration algorithm when applied to the fine model. In closer inspection this is not the case. To illustrate this point we zoom in to the part of the computation where the FAS jumps to the coarse model (iteration 5000 in this example). From Figure 3.2 we see that actually no useful computation is performed during the coarse iterations. We point out that we tried different strategies for updating the step size as well as experimenting with the different parameters (such as when to jump to the coarse model and


Figure 3.2: Performance of the FAS, $\epsilon=10^{-2}$, initial number of iterations in the fine model: 5000 , stepsize $s=1$. The figure shows that no useful computation is performed by the FAS during the coarse iterations.
how many iterations to perform there). The numerical performance of the FAS is disappointing. It appears that the correction does not help the incumbent solution to get closer to the exact solution. In the next section, we discuss some possible reasons why the FAS may not be suitable for solving MDPs.

### 3.4.4 Lack of progress in the coarse iterations of the FAS

In this section, we provide some possible explanations as to why the coarse iterations of the FAS do not provide useful corrections to the current fine solution. To simplify the analysis, suppose that there is only one policy $\mathbf{u}_{h}$. We drop the dependence on $\mathbf{u}_{h}$ from $\mathbf{Q}_{h}^{\epsilon}$ and $G^{h}(\cdot)$. It is easy to generalize our conclusions to the case when the policy space is richer. With these simplifications our model reduces to the following linear equation

$$
\left(A_{h} \mathbf{v}_{h}\right)(i) \triangleq \frac{G^{h}(i)}{\left|q_{i i}^{h}\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{h}}{\left|q_{i i}^{h}\right|+\rho} \mathbf{v}_{h}(j)-\mathbf{v}_{h}(i)=0
$$

which can be written more compactly as $\mathcal{L}_{h} \mathbf{v}_{h}=\mathbf{b}_{h}$, where

$$
\mathcal{L}_{h}=\left[\begin{array}{cccc}
-1 & \frac{q_{12}^{h}}{\left|q_{11}^{h}\right|+\rho} & \cdots & \frac{q_{1 n m}^{h}}{\left|q_{11}^{h}\right|+\rho} \\
\frac{q_{21}^{h}}{\left|q_{22}^{h}\right|+\rho} & -1 & \cdots & \frac{q_{2 n m}^{h}}{\left|q_{22}^{h}\right|+\rho} \\
\vdots & \ddots & \ddots & \vdots \\
\frac{q_{n m 1}^{h}}{\left|q_{n m n m}^{h}\right|+\rho} & \cdots & \cdots & -1
\end{array}\right], \quad \mathbf{b}_{h}=\left[\begin{array}{c}
-\frac{G^{h}(1)}{\left|q_{11}^{h}\right|+\rho} \\
-\frac{G^{h}(2)}{\left|q_{22}^{h}\right|+\rho} \\
\vdots \\
-\frac{G^{h}(n m)}{\left|q_{n m n m}^{h}\right|+\rho}
\end{array}\right] .
$$

The corresponding coarse model also reduces to the linear system $\mathcal{L}_{H} \mathbf{v}_{H}=\mathbf{b}_{H}$, where

$$
\mathcal{L}_{H}=\left[\begin{array}{cccc}
-1 & \frac{q_{12}^{H}}{\left|q_{11}^{H}\right|+\rho} & \cdots & \frac{q_{1 m}^{H}}{\left|q_{11}^{H}\right|+\rho} \\
\frac{q_{21}^{H}}{\left|q_{22}^{H}\right|+\rho} & -1 & \cdots & \frac{q_{2 m}^{H}}{\left|q_{22}^{H}\right|+\rho} \\
\vdots & \ddots & \ddots & \vdots \\
\frac{q_{m 1}^{H}}{\left|q_{m m}^{H}\right|+\rho} & \cdots & \cdots & -1
\end{array}\right], \mathbf{b}_{H}=\left[\begin{array}{c}
-\frac{G^{h}(1)}{\left|q_{11}^{h}\right|+\rho} \\
-\frac{G^{h}(2)}{\left|q_{22}^{h}\right|+\rho} \\
\vdots \\
-\frac{G^{h}(m)}{\left|q_{m m}^{h}\right|+\rho}
\end{array}\right] .
$$

Given an incumbent solution $\mathbf{v}_{h}$ and the exact correction $\mathbf{e}_{h}^{\star}$, we have

$$
\mathcal{L}_{h}\left(\mathbf{v}_{h}+\mathbf{e}_{h}^{\star}\right)=\mathbf{b}_{h} .
$$

From which we obtain the following,

$$
\mathbf{e}_{h}^{\star}=\mathcal{L}_{h}^{-1} \mathbf{b}_{h}-\mathbf{v}_{h}=\mathcal{L}_{h}^{-1} \mathbf{b}_{h}-\mathcal{L}_{h}^{-1} \mathcal{L}_{h} \mathbf{v}_{h}=\mathcal{L}_{h}^{-1}\left(\mathbf{b}_{h}-\mathcal{L}_{h} \mathbf{v}_{h}\right) .
$$

Letting $\mathbf{d}_{h}=\mathcal{L}_{h} \mathbf{v}_{h}-\mathbf{b}_{h}$ we obtain,

$$
\mathbf{e}_{h}^{\star}=\mathcal{L}_{h}^{-1}\left(\mathbf{b}_{h}-\mathcal{L}_{h} \mathbf{v}_{h}\right)=-\mathcal{L}_{h}^{-1} \mathbf{d}_{h} .
$$

The FAS approximates $\mathbf{e}_{h}^{\star}$ by computing a correction in the coarse model. For the correction problem, we let $\mathbf{v}_{H} \triangleq \mathbf{I}_{h}^{H} \mathbf{v}_{h}, \mathbf{d}_{H} \triangleq \mathcal{L}_{H} \mathbf{v}_{H}-s \mathbf{I}_{h}^{H} \mathbf{d}_{h}$, and compute,

$$
\tilde{\mathbf{v}}_{H} \triangleq \mathcal{L}_{H}^{-1} \mathbf{d}_{H}=\mathbf{v}_{H}-s \mathcal{L}_{H}^{-1} \mathbf{I}_{h}^{H} \mathbf{d}_{h}
$$



Figure 3.3: Different ideas between discretization and aggregation

Then, the correction is

$$
\tilde{\mathbf{e}}_{h} \triangleq \frac{1}{s} \mathbf{I}_{H}^{h}\left(\tilde{\mathbf{v}}_{H}-\mathbf{v}_{H}\right)=\frac{1}{s} \mathbf{I}_{H}^{h}\left(-s \mathcal{L}_{H}^{-1} \mathbf{I}_{h}^{H} \mathbf{d}_{h}\right)=-\mathbf{I}_{H}^{h} \mathcal{L}_{H}^{-1} \mathbf{I}_{h}^{H} \mathbf{d}_{h} .
$$

In the case when $\mathbf{I}_{H}^{h} \mathcal{L}_{H}^{-1} \mathbf{I}_{h}^{H} \approx \mathcal{L}_{h}^{-1}$, the correction problem provides a good approximation of $\mathbf{e}_{h}^{\star}$. Traditionally, multigrid methods are aimed towards the solution of differential equations and discretize a continuous space into different grid sizes. The assumption that $\mathbf{I}_{H}^{h} \mathcal{L}_{H}^{-1} \mathbf{I}_{h}^{H} \approx \mathcal{L}_{h}^{-1}$ usually holds because $\mathcal{L}_{H}$ and $\mathcal{L}_{h}$ are discrete operators derived from the same continuous operator. However, in the case of MMDP, our coarse model is obtained by averaging each block with its stationary distribution, which makes $\mathcal{L}_{H}$ different from $\mathcal{L}_{h}$. Also, as $\epsilon \rightarrow 0, \mathcal{L}_{H}$ remains unchanged but this is not the case for $\mathcal{L}_{h}$. Figure 3.3 illustrates the differences between the two kinds of problems. In order to give some deeper insights into the numerical challenges caused by $\mathcal{M} \mathcal{M D P}$ models we consider the example from the previous subsection when we have a single action, $a=1$. In this simple setting we can compute $\mathcal{L}_{h}$ and $\mathcal{L}_{H}$ exactly and see the differences between the two operators. We performed this analysis with the parameters described in the previous section and found that the difference between $\mathbf{I}_{H}^{h} \mathcal{L}_{H}^{-1} \mathbf{I}_{h}^{H}$ and $\mathcal{L}_{h}^{-1}$ is very large especially for smaller $\epsilon$. The difference between the two operators was measured using the spectral norm. We also computed the eigenvalues of $\mathcal{L}_{h}^{-1}$ in closed form. The resulting expression are long but can be easily computed using a symbolic mathematics package. From our calculations we observed that as $\epsilon$ approaches zero the matrix $\mathcal{L}_{h}$ becomes nearly singular and therefore its inverse does not exist. In contrast, $\mathcal{L}_{H}$ is independent of $\epsilon$ and its inverse always exists. This explains why the difference between $\mathbf{I}_{H}^{h} \mathcal{L}_{H}^{-1} \mathbf{I}_{h}^{H}$ and $\mathcal{L}_{h}^{-1}$ is very large for small $\epsilon$. In addition, we found that this difference, when measured using the spectral norm, is a $\log$-linear function of $\epsilon$. This indicates FAS is not suitable for our problem because the basic


Figure 3.4: The Alternating Multiresolution Scheme (AMS)
motivation of FAS does not fit with the setup of $\mathcal{M} \mathcal{M D P}$ models. In the next section, we will introduce a new scheme, the alternating multiresolution scheme that attempts to address some of these issues.

### 3.5 The Alternating Multiresolution Scheme

We have already seen in Section 3.4 that the traditional full approximation scheme is not suitable for $\mathcal{M} \mathcal{M D P}$. We introduce a new algorithm, the Alternating Multiresolution Scheme (AMS), to address the low convergence rate of the FAS. One can think of the AMS as a modified version of FAS. In particular, we eliminate the correction problem in the coarse model and replace it with the original coarse problem. The main idea of the AMS is to split all the iterations in the coarse model into many pieces.

In the AMS, neither the coarse model nor the fine model is solved completely once. Instead, we apply the coarse contraction map $\tau_{H, P}$ times to the initial guess of the coarse model, then project the solution to the fine model as an initial guess. We then apply the fine contraction map $T_{h}$ for $\tau_{h, P}$ times, project it back to the coarse model for $\tau_{H, P}$ iterations to find the approximate error, and so on. The scheme is shown in Figure 3.4. For convenience we number the nodes and pair up one fine iteration node with one coarse iteration node together. Starting with node 1, which is a coarse iteration node, we add 1 to the iteration counter whenever we switch between coarse and fine iterations. With this indexing convention all the odd nodes are iterations with the coarse model, and all the even nodes are iterations with the fine model. For an alternating multiresolution scheme with $M$ nodes, we pair up node $2 j$ and node $2 j+1$ together, $j=1,2, \ldots,(M-2) / 2$. A P-AMS denotes the alternating multiresolution scheme

```
Algorithm 3.1 The Alternating Multiresolution Scheme (P-AMS)
    - Start with initial guess \(\mathbf{v}_{H}^{0}\).
    - \(\mathbf{v}_{H}^{1} \leftarrow T_{H}^{\tau_{H, P}} \mathbf{v}_{H}^{0}\).
    - \(\mathbf{v}_{h}^{0} \leftarrow \mathbf{I}_{H}^{h} \mathbf{v}_{H}^{1}\).
    for \(p=1,2, \ldots, P\) do
        \(\cdot \mathbf{v}_{h}^{1} \leftarrow T_{h}^{\tau_{h, P}} \mathbf{v}_{h}^{0}\).
        - \(\mathbf{v}_{H}^{1} \leftarrow \mathbf{I}_{h}^{H} \mathbf{v}_{h}^{1}\).
        \(\cdot \mathbf{v}_{H}^{2} \leftarrow T_{H}^{\tau H, P} \mathbf{v}_{H}^{1}\).
        \(\cdot \mathbf{v}_{h}^{0} \leftarrow \mathbf{v}_{h}^{1}+s \mathbf{I}_{H}^{h}\left[\left(\mathbf{v}_{H}^{2}-\mathbf{v}_{H}^{1}\right)\right]\) (where \(s\) is the stepsize).
    end for
    while \(A_{h}\left(\mathbf{v}_{h}^{0}\right) \geq \delta\) do
        \(\cdot \mathbf{v}_{h}^{0} \leftarrow T_{h} \mathbf{v}_{h}^{0}\).
    end while
```

Fine resolution ( $h$ )

Coarse resolution ( $H$ )


Figure 3.5: The One-way Multiresolution Scheme (OWMS)
with $P$ pairs. Figure 3.4 illustrates the $\mathrm{P}-\mathrm{AMS}$ with $\mathrm{P}=3$. We state the full algorithm below. In order to have a fully specified algorithm we need to decide $\tau_{h, P}, \tau_{H, P}$, and a strategy to pick the step-size parameter $s$. We discuss how the number of iterations is determined below. We first discuss this issue on a simplified version of AMS before addressing the general case.

### 3.5.1 One-way Multiresolution Scheme

We begin our analysis of the AMS for the specific case where we only have two nodes. We call this specific scheme the One-Way Multiresolution Scheme (OWMS). In this scheme we solve the coarse model first and prolongate the solution as an initial guess for the fine model. Figure 3.5 illustrates the simplified scheme. The Lemma below gives an upper bound on the number of iterations that need to be performed in the coarse model. The significance of the lemma below is that it provides an estimate of the number of iterations required and relies on known input data.

Lemma 3.4 The number of iterations required to achieve the following accuracy in the coarse model,

$$
\begin{equation*}
\left\|\mathbf{v}_{H}^{\tau_{H, 0}}-\mathbf{v}_{H}^{\tau_{H, 0}-1}\right\|_{\infty} \leq K \frac{\epsilon\left(1-\alpha_{H}\right)}{\alpha_{H}} \tag{3.31}
\end{equation*}
$$

is bounded by,

$$
\begin{equation*}
\tau_{H, 0} \leq \frac{\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right)}{\left|\log \alpha_{H}\right|} \tag{3.32}
\end{equation*}
$$

In addition when (3.31) is satisfied then $\mathbf{v}_{H}^{\tau_{H, 0}}$ satisfies

$$
\begin{equation*}
\left\|\mathbf{v}_{H}^{\star}-\mathbf{v}_{H}^{\tau_{H, 0}}\right\|_{\infty} \leq K \epsilon \tag{3.33}
\end{equation*}
$$

where the constant $K$ is defined in (3.21).

Proof Using the contraction property (3.16)

$$
\left\|\mathbf{v}_{H}^{\star}-\mathbf{v}_{H}^{\tau_{H, 0}}\right\|_{\infty} \leq \frac{\alpha_{H}}{1-\alpha_{H}}\left\|\mathbf{v}_{H}^{\tau_{H, 0}}-\mathbf{v}_{H}^{\tau_{H, 0}-1}\right\|_{\infty} \leq \frac{\alpha_{H}}{1-\alpha_{H}} K \frac{\epsilon\left(1-\alpha_{H}\right)}{\alpha_{H}} \leq K \epsilon
$$

In order to find the bound of $\tau_{H, 0}$, we select $\tau_{H, 0}^{\prime}$ such that

$$
\left\|\mathbf{v}_{H}^{\tau_{H, 0}^{\prime}}-\mathbf{v}_{H}^{\tau_{H, 0}^{\prime}-1}\right\|_{\infty} \leq \alpha_{H}^{\tau_{H, 0}^{\prime}-1}\left\|\mathbf{v}_{H}^{1}-\mathbf{v}_{H}^{0}\right\|_{\infty} \leq \alpha_{H}^{\tau_{H, 0}^{\prime}-1} K=K \frac{\epsilon\left(1-\alpha_{H}\right)}{\alpha_{H}}
$$

and so

$$
\begin{align*}
\alpha_{H}^{\tau_{H, 0}^{\prime}-1} K & =K \frac{\epsilon\left(1-\alpha_{H}\right)}{\alpha_{H}},  \tag{3.34}\\
\tau_{H, 0}^{\prime} & =\frac{\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right)}{\left|\log \alpha_{H}\right|} . \tag{3.35}
\end{align*}
$$

Notice that $\tau_{H, 0}^{\prime}>0$ because both $\epsilon<1$ and $\alpha_{H}<1$. Since $\mathbf{v}_{H}^{\tau_{H, 0}^{\prime}}$ guarantees the desired accuracy, we have $\tau_{H, 0} \leq \tau_{H, 0}^{\prime}$, for $\tau_{H, 0}^{\prime}$ in equation (3.35).

Figure 3.6 illustrates the concept behind the stopping criterion developed in the preceding lemma. The reason we do not compute the exact $\mathbf{v}_{H}^{\star}$ is that using $\mathbf{v}_{H}^{\tau_{H, 0}}$ as the initial point for


Figure 3.6: Stopping criteria in the coarse model
the fine iterations (bold line) is always faster than the alternative (dotted line) of computing the fine solution $\mathbf{v}_{H}^{\star}$ and then performing fine iterations to compute $\mathbf{v}_{h}^{\star}$. The preceding lemma just gives a rigorous backing to the intuitive idea that the exact solution of the approximate model does not add enough information to justify the cost of computing it.

The next step in the definition of the OWMS is the definition of $\tau_{h, 0}$, i.e. the number of iterations that need to be performed in the fine scale. Of course this number must depend on a user specified error tolerance $\delta$ defined as follows,

$$
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\tau_{h, 0}}\right\|_{\infty}<\delta .
$$

Any solution that satisfies the solution above is called $\delta$-optimal (note that under our assumptions $\mathbf{v}_{h}^{\star}$ is unique). The upper bound derived in the lemma below depends on $\delta$ and the amount of scale separation present in the problem $\epsilon$.

Lemma 3.5 Suppose that the initial point for the fine iterations is

$$
\mathbf{v}_{h}^{0} \triangleq \mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\tau_{H, 0}^{\prime}}
$$

where $\tau_{H, 0}^{\prime}$ satisfies equation (3.31). Then the number of iterations in the fine model required
to compute a $\delta$-optimal solution is bounded by

$$
\begin{equation*}
\tau_{h, 0} \leq \max \left\{\frac{\log \left(\frac{K \epsilon\left(2-\alpha_{H}\right)}{\delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\} \tag{3.36}
\end{equation*}
$$

Proof Since the initial guess of the fine model is the solution in the coarse model, using Lemma 3.4, we have

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{0}-\mathbf{v}_{h}^{\star}\right\|_{\infty} & \leq\left\|\mathbf{v}_{h}^{0}-\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}\right\|_{\infty}+\left\|\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}-\mathbf{v}_{h}^{\star}\right\|_{\infty} \\
& \leq \alpha_{H, 0}^{\tau_{H, 0}^{\prime}}\left\|\mathbf{v}_{H}^{0}-\mathbf{v}_{H}^{\star}\right\|_{\infty}+K \epsilon \\
& \leq \alpha_{H}^{\tau_{H, 0}^{\prime}} K+K \epsilon \\
& =\epsilon\left(1-\alpha_{H}\right) K+K \epsilon \\
& =K \epsilon\left(2-\alpha_{H}\right)
\end{aligned}
$$

Hence, we select a parameter $\tau_{h, 0}^{\prime}$ such that

$$
\left\|\mathbf{v}_{h}^{\tau_{h, 0}^{\prime}}-\mathbf{v}_{h}^{\star}\right\|_{\infty} \leq \alpha_{h}^{\tau_{h, 0}^{\prime}}\left\|\mathbf{v}_{h}^{0}-\mathbf{v}_{h}^{\star}\right\|_{\infty} \leq \alpha_{h}^{\tau_{h, 0}^{\prime}} K \epsilon\left(2-\alpha_{H}\right)=\delta,
$$

and so,

$$
\tau_{h, 0}^{\prime}=\frac{\log \left(\frac{K \epsilon\left(2-\alpha_{H}\right)}{\delta}\right)}{\left|\log \alpha_{h}\right|},
$$

as required.

It follows from the lemma above that the number of iterations in the fine model decreases as $\epsilon$ decreases. This is because when $\epsilon$ decreases, the coarse model is a better approximation of the fine model and so we require less iterations in the fine model. This is in stark contrast to the classical single scale value iteration algorithm that requires more iterations as $\epsilon$ decreases. As $\epsilon \rightarrow 0$, the contraction modulus of value iteration $\alpha_{h}$ will tend to 1 . In practice this means that if there is sufficient scale separation in the model, value iteration will be extremely slow. According to Lemma 3.1, the number of iterations required will tend to infinity as $\alpha_{h} \rightarrow 1$.

However, when $\epsilon \rightarrow 0$ then the prolongated value function $\mathbf{I}_{H}^{h} \mathbf{v}_{H}$ will equal tend to $\mathbf{v}_{h}$, and so only using the coarse model will be enough to get an accurate solution.

For OWMS and when $\epsilon \rightarrow 0$ it follows from Lemma 3.5 that the upper bound of the number of iterations needed in the fine model tends to zero, i.e. no iterations are needed in the fine model. This is very good news from the point of computation because as alluded to above when $\epsilon$ is small the algorithm may require arbitrarily many iterations using the full model to converge. At the regime of $\epsilon \rightarrow 0$, the coarse model can replace the fine model completely, and OWMS can detect that $\epsilon$ is small enough and not perform any expensive iterations using the fine model.

Note that $\epsilon$ is not an input parameter for our algorithm but represents the scale difference in the problem. On the other hand, $\delta$ is a user specified parameter and it represents the accuracy of the final solution. Therefore, the two parameters are independent of each other. For larger $\delta$, the final solution could be less accurate, and so it requires less iterations in the fine model. This again can be seen from Lemma 3.5. While $\epsilon$ and $\delta$ are not directly related, they could have similar effects. For example, for a fixed $\epsilon$ a small $\delta$ (high accuracy) will mean that more iterations using the fine model will be performed by both value iteration and OWMS. Similarly, for a fixed $\delta$ a small $\epsilon$ would imply more iterations for the classical value iteration algorithm but the situation for OWMS is more complicated. For example, if $\epsilon \ll \delta$ then OWMS will make no iterations with the fine model. All these relationships can be derived from the expressions derived in Lemma 3.5, and depend on parameters that are known (up to a multiplicative constant) by the user.

Of course comparing just the number of iterations in the fine model is not sufficient. In order to perform a more rigorous and fair comparison between the newly proposed scheme OWMS and the classical single scale value iteration we derive the complexity of OWMS. We then find the conditions the MDP has to satisfy in order for the OWMS to have a more favorable complexity than value iteration.

Theorem 3.6 For $\mathcal{M M D P}(\epsilon, n, m, L)$, the complexity of the $O W M S$ is

$$
\begin{equation*}
\mathcal{O}\left(\frac{\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right)}{\left|\log \alpha_{H}\right|} m^{2} L^{n}+\max \left\{\frac{\log \left(\frac{\epsilon\left(2-\alpha_{H}\right)}{\delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\}(n m)^{2} L\right) \tag{3.37}
\end{equation*}
$$

Proof The complexity of the algorithm is divided into two parts. The first part is the computational complexity associated with the coarse model. The second part is the complexity associated with fine iterations. Combining the information obtained by the Lemmas 3.4 and 3.5 , we obtain the required result.

We are now in a position to derive conditions that the MDP needs to satisfy so that we can guarantee that the proposed scheme will outperform value iteration.

Theorem 3.7 Suppose that the tolerance $\delta<\min \left\{\epsilon\left(2-\alpha_{H}\right), 1\right\}$. For $\mathcal{M M D P}(\epsilon, n, m, L)$, the complexity of the OWMS is less than the complexity of the value iteration if

$$
\begin{equation*}
n^{2} \geq \frac{\log \left(\epsilon\left(1-\alpha_{H}\right)\right)}{\log \left(\epsilon\left(2-\alpha_{H}\right)\left(1-\alpha_{h}\right)\right)} \frac{\left|\log \alpha_{h}\right|}{\left|\log \alpha_{H}\right|} L^{n-1} . \tag{3.38}
\end{equation*}
$$

Proof From equations (3.37) and (3.26), we know the complexity of both algorithms. Also, since $\delta<\min \left\{\epsilon\left(2-\alpha_{H}\right), 1\right\}$,

$$
\log \left(\frac{\epsilon\left(2-\alpha_{H}\right)}{\delta}\right)>0 \quad \text { and } \quad \log \left(\frac{1}{\left(1-\alpha_{h}\right) \delta}\right)>0
$$

We proceed by computing the difference between the complexities.

$$
\begin{aligned}
& \frac{\log \left(\frac{1}{\left(1-\alpha_{h}\right) \delta}\right)}{\left|\log \alpha_{h}\right|}(n m)^{2} L-\frac{\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right)}{\left|\log \alpha_{H}\right|} m^{2} L^{n}-\frac{\log \left(\frac{\epsilon\left(2-\alpha_{H}\right)}{\delta}\right)}{\left|\log \alpha_{h}\right|}(n m)^{2} L \\
= & \frac{m^{2}}{L}\left[\log \left(\frac{1}{\epsilon\left(1-\alpha_{h}\right)\left(2-\alpha_{H}\right)}\right) \frac{n^{2}}{\left|\log \alpha_{h}\right|}-\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right) \frac{L^{n-1}}{\left|\log \alpha_{H}\right|}\right] .
\end{aligned}
$$

Using inequality (3.38) implies that the difference is greater than

$$
\begin{aligned}
& \geq \frac{m^{2}}{L}\left[\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right) \frac{L^{n-1}}{\left|\log \alpha_{H}\right|}-\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right) \frac{L^{n-1}}{\left|\log \alpha_{H}\right|}\right] \\
& \geq 0
\end{aligned}
$$

As we can see, the complexity of the OWMS is not always less than the single resolution algorithm. This is due to the fact that the number of actions for each coarse state is an exponential compared to the number of actions for each single state in the fine model. We will return to this issue in Section 3.6. If the problem has sufficient scale separation (which is the setting of this chapter) then we see that inequality (3.38) is asymptotically satisfied in $\epsilon$ because

$$
\frac{\log \left(\epsilon\left(1-\alpha_{H}\right)\right)}{\log \left(\epsilon\left(1-\alpha_{h}\right)\left(2-\alpha_{H}\right)\right)} \frac{\left|\log \alpha_{h}\right|}{\left|\log \alpha_{H}\right|} \rightarrow 0 \quad \text { as } \quad \epsilon \rightarrow 0
$$

Therefore, for a small enough $\epsilon$, the complexity of the OWMS is less than that of value iteration.

### 3.5.2 Convergence Analysis of AMS

In this section we turn our attention to the full AMS which includes the OWMS as a special case. We first prove some technical lemmas that will be used later on.

Lemma 3.8 $\mathbf{I}_{h}^{H} \mathbf{I}_{H}^{h}=\mathbf{I}_{m}$, where $\mathbf{I}_{m}$ is the identity matrix in $\mathbb{R}^{m \times m}$.

Proof By definition, $\mathbf{I}_{H}^{h}=\operatorname{diag}(\underbrace{\mathbf{1}_{n \times 1}, \mathbf{1}_{n \times 1}, \ldots, \mathbf{1}_{n \times 1}}_{\mathrm{m} \text { copies }})$, so for any $\mathbf{v}=\left(\mathbf{v}_{i}\right) \in \mathbb{R}^{m}$,

$$
\mathbf{I}_{H}^{h} \mathbf{v}=\operatorname{diag}(\underbrace{\mathbf{1}_{n \times 1}, \mathbf{1}_{n \times 1}, \ldots, \mathbf{1}_{n \times 1}}_{\mathrm{m} \text { copies }}) \mathbf{v}=\operatorname{diag}\left(\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}}, \ldots, \mathbf{v}_{\mathbf{m}}\right),
$$

where $\mathbf{v}_{\mathbf{i}}=\mathbf{v}_{i} \mathbf{1}_{n \times 1}$, for $i=1,2, \ldots, m$. The equality above follows from the fact that the vector
$\mathbf{v}$ is premultiplied with a block diagonal matrix. Using the definition of $\mathbf{I}_{h}^{H}$, we obtain

$$
\mathbf{I}_{h}^{H} \mathbf{I}_{H}^{h} \mathbf{v}=\operatorname{diag}\left(\boldsymbol{\varphi}_{1}^{T}, \boldsymbol{\varphi}_{2}^{T}, \ldots, \boldsymbol{\varphi}_{m}^{T}\right) \operatorname{diag}\left(\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}}, \ldots, \mathbf{v}_{\mathbf{m}}\right)
$$

Using the fact that the $\boldsymbol{\varphi}_{i}$ are the stationary distribution vectors,

$$
\sum_{j=1}^{n}\left(\boldsymbol{\varphi}_{i}\right)_{j}=1 \quad \forall i \in\{1,2, \ldots, m\}
$$

we obtain $\boldsymbol{\varphi}_{i}^{T} \mathbf{v}_{\mathbf{i}}=\mathbf{v}_{i}$ and $\mathbf{I}_{h}^{H} \mathbf{I}_{H}^{h} \mathbf{v}=\mathbf{v}$, as claimed.

Lemma $3.9\left\|\mathbf{I}_{H}^{h}\right\|_{\infty}=\left\|\mathbf{I}_{h}^{H}\right\|_{\infty}=1$.

Proof $\mathbf{I}_{H}^{h}$ is a matrix with only one 1 in each of its rows, and so $\left\|\mathbf{I}_{H}^{h}\right\|_{\infty}=1$. On the other hand, $\mathbf{I}_{h}^{H}$ is a stochastic matrix, and so $\left\|\mathbf{I}_{h}^{H}\right\|_{\infty}=1$.

Lemma $3.10\left\|\mathbf{I}-\mathbf{I}_{H}^{h} \mathbf{I}_{h}^{H}\right\|_{\infty} \leq 2$, where $\mathbf{I}$ is the identity matrix in $\mathbb{R}^{m n \times m n}$.

Proof Notice that $\mathbf{I}_{h}^{H}$ is a stochastic matrix, and

$$
\mathbf{I}_{H}^{h} \mathbf{I}_{h}^{H}=\operatorname{diag}(\underbrace{\mathbf{1}_{n \times 1}, \mathbf{1}_{n \times 1}, \ldots, \mathbf{1}_{n \times 1}}_{\mathrm{m} \text { copies }}) \operatorname{diag}\left(\boldsymbol{\varphi}_{1}^{T}, \boldsymbol{\varphi}_{2}^{T}, \ldots, \boldsymbol{\varphi}_{m}^{T}\right)=\operatorname{diag}\left(\hat{\boldsymbol{\varphi}}_{1}^{T}, \hat{\boldsymbol{\varphi}}_{2}^{T}, \ldots, \hat{\boldsymbol{\varphi}}_{m}^{T}\right),
$$

where $\hat{\boldsymbol{\varphi}}_{i}^{T} \triangleq \mathbf{1}_{n \times 1} \boldsymbol{\varphi}_{i}^{T}$ for $i=1,2, \ldots, m$. In addition, $\mathbf{I}_{H}^{h} \mathbf{I}_{h}^{H}$ is also a stochastic matrix because each of $\hat{\boldsymbol{\varphi}}_{i}^{T}$ is a stochastic matrix. Therefore, the sum of the absolute values for every row of $\mathbf{I}-\mathbf{I}_{H}^{h} \mathbf{I}_{h}^{H}$ must be less than or equal to 2.

Suppose we have a current solution $\mathbf{v}_{h}$, we then restrict it to the coarse model for correction, we then prolong the correction to the fine model, and add it to $\mathbf{v}_{h}$. We call this process a correction and the associated correction operator is defined as

$$
\begin{equation*}
\mathcal{T}_{\tau} \mathbf{v}_{h} \triangleq \mathbf{v}_{h}+s \mathbf{I}_{H}^{h}\left(T_{H}^{\tau} \mathbf{I}_{h}^{H} \mathbf{v}_{h}-\mathbf{I}_{h}^{H} \mathbf{v}_{h}\right) \tag{3.39}
\end{equation*}
$$

If the correction $\mathbf{v}_{h}^{\prime}=\mathcal{T}_{\tau} \mathbf{v}_{h}$ is useful for the problem, then the new solution $\mathbf{v}_{h}^{\prime}$ should be closer to the optimal solution than the original $\mathbf{v}_{h}$. In the next lemma we provide a link between the corrected value function $\mathbf{v}_{h}^{\prime}$ and the current incumbent $\mathbf{v}_{h}$.

Lemma 3.11 For the current value $\mathbf{v}_{h}$ in the fine level, let $\mathbf{v}_{h}^{\prime}=\mathcal{T}_{\tau} \mathbf{v}_{h}$, then

$$
\begin{equation*}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\prime}\right\|_{\infty} \leq\left[|1-s|+s \alpha_{H}^{\tau}\right]\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+\left(s \alpha_{H}^{\tau}+s\right) K \epsilon+2 K s, \tag{3.40}
\end{equation*}
$$

where $s \geq 0$ is the fixed stepsize.

## Proof

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\prime}\right\|_{\infty}= & \left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}-s \mathbf{I}_{H}^{h}\left(\mathbf{v}_{H}^{\tau}-\mathbf{I}_{h}^{H} \mathbf{v}_{h}\right)\right\|_{\infty} \\
= & \left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}-s \mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\tau}+s \mathbf{I}_{H}^{h} \mathbf{I}_{h}^{H} \mathbf{v}_{h}\right\|_{\infty} \\
\leq & |1-s|\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s\left\|\mathbf{v}_{h}^{\star}-\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\tau}\right\|_{\infty}+s\left\|\mathbf{v}_{h}-\mathbf{I}_{H}^{h} \mathbf{I}_{h}^{H} \mathbf{v}_{h}\right\|_{\infty} \quad \text { (triangle ineq.) } \\
\leq & |1-s|\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s\left\|\mathbf{v}_{h}^{\star}-\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}\right\|_{\infty} \\
& +s\left\|\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}-\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\tau}\right\|_{\infty}+s\left\|\mathbf{I}-\mathbf{I}_{H}^{h} \mathbf{I}_{h}^{H}\right\|_{\infty}\left\|\mathbf{v}_{h}\right\|_{\infty} \quad \quad \text { (triangle ineq.) } \\
\leq & |1-s|\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s K \epsilon+s\left\|\mathbf{I}_{H}^{h}\right\|_{\infty}\left\|\mathbf{v}_{H}^{\star}-\mathbf{v}_{H}^{\tau}\right\|_{\infty}+2 K s \text { (model assumptions) } \\
\leq & |1-s|\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s K \epsilon+s \alpha_{H}^{\tau}\left\|\mathbf{v}_{H}^{\star}-\mathbf{I}_{h}^{H} \mathbf{v}_{h}\right\|_{\infty}+2 K s \\
\leq & |1-s|\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s K \epsilon+s \alpha_{H}^{\tau}\left\|\mathbf{v}_{H}^{\star}-\mathbf{I}_{h}^{H} \mathbf{v}_{h}^{\star}\right\|_{\infty} \\
& +s \alpha_{H}^{\tau}\left\|\mathbf{I}_{h}^{H} \mathbf{v}_{h}^{\star}-\mathbf{I}_{h}^{H} \mathbf{v}_{h}\right\|_{\infty}+2 K s \\
\leq & |1-s|\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s K \epsilon+s \alpha_{H}^{\tau}\left\|\mathbf{I}_{h}^{H}\right\|_{\infty}\left\|\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}-\mathbf{v}_{h}^{\star}\right\|_{\infty}+s \alpha_{H}^{\tau}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty} \\
& +2 K s \\
\leq & \left.\left(|1-s|+s \alpha_{H}^{\tau}\right)\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+\left(s+s \alpha_{H}^{\tau}\right) K \epsilon+2 K s . \quad \quad \text { (model assumptions) }\right)
\end{aligned}
$$

Lemma 3.11 provides a bound for the difference between the new solution $\mathbf{v}_{h}^{\prime}$ and the optimal solution $\mathbf{v}_{h}^{\star}$. Using the preceding result we then derive the conditions required for the new error
to be smaller than the previous error. Therefore when these conditions are satisfied, Algorithm 3.1 is a contraction, and the convergence is guaranteed by the fixed point theorem.

Theorem 3.12 Algorithm 3.1 is guaranteed to be a contraction if

$$
\begin{aligned}
&\left(1-\alpha_{H}^{\tau}\right)\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty} \geq\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K \quad \text { for } \quad 0 \leq s \leq 1, \\
& {\left[\frac{2}{s}-\left(1+\alpha_{H}^{\tau}\right)\right]\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty} \geq\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K \quad \text { for } \quad s>1 }
\end{aligned}
$$

Proof In the case $0 \leq s \leq 1$, using Lemma 3.11, we obtain

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\prime}\right\|_{\infty} & \leq\left[|1-s|+s \alpha_{H}^{\tau}\right]\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+\left(s \alpha_{H}^{\tau}+s\right) K \epsilon+2 K s \\
& =\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s\left(\left[\alpha_{H}^{\tau}-1\right]\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}\right)+s\left(\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K\right) \\
& \leq\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}-s\left(\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K\right)+s\left(\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K\right) \\
& \leq\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty} .
\end{aligned}
$$

For the case $1<s$, we obtain

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}^{\prime}\right\|_{\infty} & \leq\left[|1-s|+s \alpha_{H}^{\tau}\right]\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+\left(s \alpha_{H}^{\tau}+s\right) K \epsilon+2 K s \\
& =\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s\left(-\frac{2}{s}+\left(1+\alpha_{H}^{\tau}\right)\right)\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}+s\left(\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K\right) \\
& \leq\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}-s\left(\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K\right)+s\left(\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K\right) \\
& \leq\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty} .
\end{aligned}
$$

We note from the conditions of Theorem 3.12 that $\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K$ is a constant throughout all the iterations. However, $\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{h}\right\|_{\infty}$ depends on the current solution $\mathbf{v}_{h}$. This indicates the correction is not guaranteed to be useful when the current solution is too close to the exact solution $\mathbf{v}_{h}^{\star}$. This suggests we should restrict the number of coarse iterations of the algorithm. We should not perform coarse iterations when the current solution is close to $\mathbf{v}_{h}^{\star}$. The result does not provide insight into how to select $s$ since it depends on the optimal solution. In the
result below we provide the range that $s$ can take so that the conditions of Theorem 3.12 are satisfied.

Corollary 3.13 Algorithm 3.1 is a contraction only if the stepsize is chosen so that,

$$
0 \leq s \leq \frac{2}{1+\alpha_{H}^{\tau}}
$$

Proof Using the result from Theorem 3.12 we obtain,

$$
\left(\alpha_{H}^{\tau}+1\right) K \epsilon+2 K \geq 0
$$

Algorithm 3.1 is guaranteed to be a contraction only if

$$
\begin{align*}
1-\alpha_{H}^{\tau} & \geq 0 \text { for } 0 \leq s \leq 1,  \tag{3.41}\\
\frac{2}{s}-\left(1+\alpha_{H}^{\tau}\right) & \geq 0 \text { for } s>1 . \tag{3.42}
\end{align*}
$$

In the case when $s \leq 1$, equation (3.41) is always satisfied, and in addition the following holds,

$$
|1-s|+s \alpha_{H}^{\tau}=1-s+s \alpha_{H}^{\tau}=1-s\left(1-\alpha_{H}^{\tau}\right) \leq 1
$$

However, when $s>1$, equation (3.42) is only satisfied when

$$
s \leq \frac{2}{1+\alpha_{H}^{\tau}}
$$

For $1<s \leq \frac{2}{1+\alpha_{H}^{\tau}}$,

$$
|1-s|+s \alpha_{H}^{\tau}=-1+s+s \alpha_{H}^{\tau}=-1+s\left(1+\alpha_{H}^{\tau}\right) \leq 1 .
$$

The above corollary shows that when $s>2 /\left(1+\alpha_{H}^{\tau}\right)$, it is not guaranteed that the correction would be useful. With the results obtained above concerning the correction iterations we are
now in a position to derive the complexity of the proposed scheme.

Let $\mathbf{v}_{a, h}^{2 i}$ denote the solution after calculations in node $2 i$, and let $\mathbf{v}_{a, H}^{2 i-1}$ be the solution after calculations in node $2 i-1$ for $i=1,2, \ldots, P+1$. Since the incumbent solution $\mathbf{v}_{a, H}^{2 i-1}$ is in the coarse level, we prolongate the solution of the coarse model to the fine model as follows,

$$
\mathbf{v}_{a}^{j}=\left\{\begin{array}{ll}
\mathbf{v}_{a, h}^{j} & \text { if } j \text { is even, } \\
\mathbf{I}_{H}^{h} \mathbf{v}_{a, H}^{j} & \text { if } j \text { is odd, }
\end{array} \quad \text { for } j=1,2, \ldots, 2(P+1)\right.
$$

With this notation the flow of computations for the AMS is,

$$
\mathbf{v}_{a}^{0} \Rightarrow \mathbf{v}_{a}^{1} \Rightarrow \mathbf{v}_{a}^{2} \Rightarrow \cdots \Rightarrow \mathbf{v}_{a}^{2 P+1} \Rightarrow \mathbf{v}_{a}^{2(P+1)}
$$

where $\mathbf{v}_{a}^{2(P+1)}$ is the final solution computed by the algorithm and therefore satisfies,

$$
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{2(P+1)}\right\|_{\infty} \leq \delta
$$

where $\delta$ is a user specified error tolerance. We assume that for P-AMS, we always perform $\tau_{H, P}$ iterations in each coarse iteration node and $\tau_{h, P}$ iterations in first $P$ fine iteration nodes for constants $P, \tau_{h, P}$, and $\tau_{H, P}$. In the complexity analysis below we fix these constants, and calculate the number of iterations the algorithm needs to refine the final solution from the AMS.

Lemma 3.14 Suppose that in the $P$-AMS we perform $\tau_{H, P}$ iterations in node $1,3,5, \ldots, 2 P+1$ and $\tau_{h, P}$ iterations in node $2,4,6, \ldots, 2 P$, and with a constant stepsize $s$ satisfying the conditions in Corollary 3.13. Then the initial point $\left(\mathbf{v}_{a}^{2 P+1}\right)$ from which the computations in the final node $2 P+2$ start, satisfies

$$
\begin{equation*}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{2 P+1}\right\|_{\infty} \leq \eta^{P} K \epsilon+\eta^{P} \alpha_{H}^{\tau_{H, P}} K+\frac{1-\eta^{P+1}}{1-\eta} s C \tag{3.43}
\end{equation*}
$$

where $\eta \triangleq\left(|1-s|+s \alpha_{H}^{\tau_{H, P}}\right) \alpha_{h}^{\tau_{h, P}}$ and $C \triangleq\left(1+\alpha_{H}^{\tau_{H, P}}\right) K \epsilon+2 K$.

Proof We will prove this using induction. Using the contraction mapping property,

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{1}\right\|_{\infty} \leq\left\|\mathbf{v}_{h}^{\star}-\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}\right\|_{\infty}+\left\|\mathbf{I}_{H}^{h} \mathbf{v}_{H}^{\star}-\mathbf{v}_{a}^{1}\right\|_{\infty} & \leq K \epsilon+\alpha_{H}^{\tau_{H, P}}\left\|\mathbf{v}_{H}^{\star}-\mathbf{v}_{H}^{0}\right\|_{\infty}, \\
& =K \epsilon+\alpha_{H}^{\tau_{H, P}} K
\end{aligned}
$$

and

$$
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{2}\right\|_{\infty} \leq \alpha_{h}^{\tau_{h, P}}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{1}\right\|_{\infty} .
$$

Using Lemma 3.11, we have

$$
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{3}\right\|_{\infty} \leq\left[|1-s|+s \alpha_{H}^{\tau_{H, P}}\right]\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{2}\right\|_{\infty}+\left(s \alpha_{H}^{\tau_{H, P}}+s\right) K \epsilon+2 K s,
$$

which gives the following estimate,

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{3}\right\|_{\infty} & \leq\left[|1-s|+s \alpha_{H}^{\tau_{H, P}}\right] \alpha_{h}^{\tau_{h, P}}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{1}\right\|_{\infty}+\left(s \alpha_{H}^{\tau_{H, P}}+s\right) K \epsilon+2 K s \\
& =\eta\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{1}\right\|_{\infty}+s C .
\end{aligned}
$$

By induction, after $P$ pairs, we have

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{2 P+1}\right\|_{\infty} \leq \eta^{P}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{1}\right\|_{\infty}+s C \sum_{k=0}^{P} \eta^{k} & =\eta^{P}\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{1}\right\|_{\infty}+\left(\frac{1-\eta^{P+1}}{1-\eta}\right) s C \\
& \leq \eta^{P} K \epsilon+\eta^{P} \alpha_{H}^{\tau_{H, P}} K+\left(\frac{1-\eta^{P+1}}{1-\eta}\right) s C
\end{aligned}
$$

as required.

Lemma 3.14 establishes the error of the current solution before entering the last node. We now complete the analysis by deriving an upper bound for the number of iterations required in the fine model to get the final solution with tolerance $\delta$.

Lemma 3.15 Suppose that in the $P$-AMS we perform $\tau_{H, P}$ iterations in node $1,3,5, \ldots, 2 P+1$ and $\tau_{h, P}$ iterations in node $2,4,6, \ldots, 2 P$, and with a constant stepsize $s$ satisfying the conditions
in Corollary 3.13. Then the number of iterations in the last node $\tau_{a}$ is bounded by

$$
\begin{equation*}
\tau_{a} \leq \max \left\{\frac{\log \left(\frac{K Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\} \tag{3.44}
\end{equation*}
$$

where

$$
\begin{align*}
Z & \triangleq \eta^{P} \epsilon+\eta^{P} \alpha_{H}^{\tau_{H, P}}+\frac{1-\eta^{P+1}}{1-\eta} s\left(\left(1+\alpha_{H}^{\tau_{H, P}}\right) \epsilon+2\right),  \tag{3.45}\\
\eta & \triangleq\left(|1-s|+s \alpha_{H}^{\tau_{H, P}}\right) \alpha_{h}^{\tau_{h, P}} . \tag{3.46}
\end{align*}
$$

Proof Using Lemma 3.14 implies

$$
\begin{aligned}
\left\|\mathbf{v}_{h}^{\star}-\mathbf{v}_{a}^{2 P+1}\right\|_{\infty} & \leq \eta^{P} K \epsilon+\eta^{P} \alpha_{H}^{\tau_{H, P}} K+\left(\frac{1-\eta^{P+1}}{1-\eta}\right) s C \\
& \leq K \underbrace{\left[\eta^{P} \epsilon+\eta^{P} \alpha_{H}^{\tau_{H, P}}+\frac{1-\eta^{P+1}}{1-\eta} s\left(\left(1+\alpha_{H}^{\tau_{H, P}}\right) \epsilon+2\right)\right]}_{=: Z} .
\end{aligned}
$$

Now let $\mathbf{v}_{h}^{0} \triangleq \mathbf{v}_{a}^{2 P+1}$ and select $\tau_{a}^{\prime}$ such that

$$
\left\|\mathbf{v}_{h}^{\tau_{a}^{\prime}}-\mathbf{v}_{h}^{\star}\right\|_{\infty} \leq \alpha_{h}^{\tau_{a}^{\prime}}\left\|\mathbf{v}_{h}^{0}-\mathbf{v}_{h}^{\star}\right\|_{\infty} \leq \alpha_{h}^{\tau_{a}^{\prime}} K Z=\delta
$$

for a fixed tolerance $\delta$. Using the same analysis as in Lemma 3.5, we obtain

$$
\begin{equation*}
\tau_{a}^{\prime}=\frac{\log \left(\frac{K Z}{\delta}\right)}{\left|\log \alpha_{h}\right|} \tag{3.47}
\end{equation*}
$$

and therefore $\tau_{a} \leq \max \left\{\tau_{a}^{\prime}, 0\right\}$ as required.

Theorem 3.16 The $\mathcal{M M D P}(\epsilon, n, m, L)$, a $P-A M S$ with $\tau_{H, P}$ iterations in node $1,3,5, \ldots, 2 P+$ 1 and $\tau_{h, P}$ iterations in node $2,4,6, \ldots, 2 P$ and a constant stepsize $s$ satisfying the conditions
in Corollary 3.13 has the following worst-case computational complexity,

$$
\begin{equation*}
\mathcal{O}\left(\left[\max \left\{\frac{\log \left(\frac{Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\}+P \tau_{h, P}\right](m n)^{2} L+(P+1) \tau_{H, P} m^{2} L^{n}\right) \tag{3.48}
\end{equation*}
$$

where $Z$ is defined in (3.45).

Proof Using Lemma 3.15, we obtain the total number of iterations in both the fine and coarse models. Therefore, the complexity is the sum of the number of iterations multiplied by the cost of each iteration for both fine and coarse model.

The theorem below shows that OWMS is one specific case of AMS if the parameters of AMS are judiciously chosen.

Theorem 3.17 Suppose the tolerance $\delta<\min \left\{Z, \epsilon\left(2-\alpha_{H}\right)\right\}$, where $Z$ is defined in (3.45). For $\mathcal{M M D \mathcal { P }}(\epsilon, n, m, L), A M S$ has the same complexity as $O W M S$ in the case when $P=0$, $s=0$, and $\tau_{H, P}=\tau_{H, 0}^{\prime}$, where $\tau_{H, 0}^{\prime}$ is defined in equation (3.35).

Proof Using Theorem 3.16 with $P=0, s=0$, and $\tau_{H, P}=\tau_{H, 0}^{\prime}$, where $\tau_{H, 0}^{\prime}$ is defined in equation (3.35), we obtain

$$
\begin{aligned}
& {\left[\frac{\log \left(\frac{Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}+P \tau_{h, P}\right](m n)^{2} L+(P+1) \tau_{H, P} m^{2} L^{n}} \\
& =\frac{\log \left(\frac{Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}(m n)^{2} L+\tau_{H, P} m^{2} L^{n} \\
& =\frac{\log \left(\frac{Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}(m n)^{2} L+\frac{\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right)}{\left|\log \alpha_{H}\right|} m^{2} L^{n}
\end{aligned}
$$

where

$$
\begin{aligned}
Z & =\eta^{P} \epsilon+\eta^{P} \alpha_{H}^{\tau_{H, P}}+\frac{1-\eta^{P+1}}{1-\eta} s\left(\left(1+\alpha_{H}^{\tau_{H, P}}\right) \epsilon+2\right) \\
& =\epsilon+\alpha^{\tau_{H, 0}^{\prime}} \\
& \left.=\epsilon+\epsilon\left(1-\alpha_{H}\right) \quad \text { (Equation (3.34) implies } \alpha_{H}^{\tau_{H, 0}^{\prime}}=\epsilon\left(1-\alpha_{H}\right)\right) \\
& =\epsilon\left(2-\alpha_{H}\right) .
\end{aligned}
$$

Therefore, the complexity of AMS becomes

$$
\mathcal{O}\left(\frac{\log \left(\frac{\epsilon\left(2-\alpha_{H}\right)}{\delta}\right)}{\left|\log \alpha_{h}\right|}(m n)^{2} L+\frac{\log \left(\frac{1}{\epsilon\left(1-\alpha_{H}\right)}\right)}{\left|\log \alpha_{H}\right|} m^{2} L^{n}\right)
$$

which is same as the OWMS.

Using the preceding theorem we can conclude that if we define the parameters

$$
\left.\begin{array}{rl}
\left(s^{\star}, \tau_{h, P}^{\star}, \tau_{H, P}^{\star}, P^{\star}\right) \in \arg \min _{s, \tau_{h, P}, \tau_{H, P}, P}[ & {\left[\max \left\{\frac{\log \left(\frac{Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\}+P \tau_{h, P}\right](m n)^{2} L}
\end{array}\right] \begin{aligned}
& \\
&+(P+1) \tau_{H, P} m^{2} L^{n}
\end{aligned}
$$

then the complexity of AMS with parameters $\left(s^{\star}, \tau_{h, P}^{\star}, \tau_{H, P}^{\star}, P^{\star}\right)$ must be less than or equal to the complexity of OWMS. Notice that the parameters $\left(s^{\star}, \tau_{h, P}^{\star}, \tau_{H, P}^{\star}, P^{\star}\right)$ are optimizing the worst case complexity. While the result above is useful it is difficult to obtain a closed form solution for these parameters. Instead in our numerical results we will use a suboptimal solution that is motivated by the optimal parameter selection problem above.

### 3.6 Action Space Sampling for the Coarse Model

It follows from the complexity analysis of the preceding sections that the advantages of the coarse model are (a) the dimensionality reduction in the state space and (b) the improved convergence rate. However, the action space in the coarse model is exponentially larger than the fine model. If the fine model $\mathcal{M M D P}(\epsilon, n, m, L)$ is aggregated using perturbation theory then the coarse model is an $\mathcal{M D} \mathcal{P}\left(m, L^{n}\right)$ problem. We will take advantage of the well-established links between linear programming and MDPs together with constraints sampling techniques from [CC05, Cal10] to address the computational cost associated with the coarse model.

### 3.6.1 Linear Programming and MDPs

It is well known that the HJB equation (3.10) can be solved by the following LP,

$$
\begin{array}{ll}
\max & \sum_{i \in \mathcal{X}^{H}} \mathbf{v}_{H}(i) \\
\text { s.t } & \mathbf{v}_{H}(i) \leq \frac{G^{H}\left(i, a_{H}\right)}{\left|q_{i i}^{H}\left(a_{H}\right)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{H}\left(a_{H}\right)}{\left|q_{i i}^{H}\left(a_{H}\right)\right|+\rho} \mathbf{v}_{H}(j) \quad \forall a_{H} \in \mathcal{A}_{i}^{H}, i \in \mathcal{X}^{H}
\end{array}
$$

The LP formulation of $\mathcal{M D P}\left(m, L^{n}\right)$ has $m$ variables and $m L^{n}$ constraints. For large-scale problems, it is very likely that $m \ll m L^{n}$, and so we will have a lot more constraints than variables. In this commonly encountered scenario, most of the constraints are not active at the optimum, and eliminating them could reduce the computational cost of the problem [dFVR04]. We will use the constraint sampling technique to reduce the action space and so the complexity. We will make the following assumption regarding the relationship between samples and states.

Assumption 3.18 Let $\mathcal{S S E T} \triangleq\left\{\left(a_{1}, x_{1}\right),\left(a_{2}, x_{2}\right),\left(a_{3}, x_{3}\right), \ldots,\left(a_{R}, x_{R}\right)\right\}$ be the set of $R$ samples from the probability mass function $\psi\left(a_{H}, x_{H}\right)$, and let $\mathcal{S}_{i}^{A} \triangleq\left\{\left(a_{H}, i\right): a_{H} \in \mathcal{A}_{i}^{H}\right\}$. Then, $\mathcal{S S E T} \cap \mathcal{S}_{i}^{A} \neq \emptyset, \forall i \in \mathcal{X}^{H}$.

Assumption 3.18 implies that the set of samples will contain at least one state-action pair for each state. We use this assumption to ensure that our samples are enough to formulate another

MDP which has action sets that are the (non-empty) subset of the action sets in the original problem.

Lemma 3.19 Let $\tilde{\mathcal{A}}_{i}^{H} \triangleq\left\{a_{H}:\left(a_{H}, i\right) \in \mathcal{S S E} \mathcal{T} \cap \mathcal{S}_{i}^{A}\right\}$, then the optimal solution of the following $L P$,

$$
\begin{array}{ll}
\max & \sum_{i \in \mathcal{X}^{H}} \tilde{\mathbf{v}}_{H}(i), \\
\text { s.t. } & \tilde{\mathbf{v}}_{H}(i) \leq \frac{G^{H}\left(i, a_{H}\right)}{\left|q_{i i}^{H}\left(a_{H}\right)\right|+\rho}+\sum_{j \neq i} \frac{q_{i j}^{H}\left(a_{H}\right)}{\left|q_{i i}^{H}\left(a_{H}\right)\right|+\rho} \tilde{\mathbf{v}}_{H}(j) \quad \forall\left(a_{H}, i\right) \in \mathcal{S S E T} . \tag{3.49}
\end{array}
$$

is the value function of the MDP below,

$$
\begin{array}{ll}
\min & \tilde{J}^{H}\left(i, \mathbf{u}_{H}\right)=\mathbb{E}\left[\int_{0}^{\infty} e^{-\rho t} G^{H}\left(x_{H}(t), \mathbf{u}_{H}(x(t))\right) d t\right], \\
\text { s.t } & x_{H} \sim \mathbf{Q}_{H}\left(\mathbf{u}_{H}\left(x_{H}(t)\right)\right), t \geq 0,  \tag{3.50}\\
& x_{H}(0)=i \quad, \quad \mathbf{u}_{H} \in \tilde{\mathcal{U}}^{H}, \\
& \tilde{\mathbf{v}}_{H}(i)=\min _{\mathbf{u}_{H} \in \tilde{\mathcal{U}}^{H}} \tilde{J}^{H}\left(i, \mathbf{u}_{H}\right),
\end{array}
$$

where $\tilde{\mathcal{U}}^{H}$ is the policy space for $\tilde{\mathcal{A}}_{i}^{H}, \forall i \in \mathcal{X}^{H}$.

Proof The LP in (3.49) is just the reformulation of (3.50) as a linear program.

We refer to the MDP in (3.50) as the reduced coarse model. Note that in the reduced coarse model we still maintain the fast convergence rate due to the elimination of the multiscale structure and at the same time we are able to control the complexity per iteration by decreasing the number of actions. Of course when the reduced order policy space contains the optimal policy then indeed the solution of the reduced coarse model coincides with the coarse solution. This simple observation is established below.

Lemma 3.20 The solution of the reduced coarse model is same as the solution of the coarse model when,

$$
\begin{equation*}
\mathbf{u}_{H}^{\star}(i) \in \tilde{\mathcal{A}}_{i}^{H} \quad, \quad \forall i \in \mathcal{X}^{H} . \tag{3.51}
\end{equation*}
$$

In other words, the policy space of the reduced coarse model contains the optimal policy.

Proof Since the policy space in the reduced coarse model is a subset of the policy space in the coarse model, if $\mathbf{u}_{H}^{\star}$ minimizes the expected discounted cost in the coarse model, it also minimizes the expected discounted cost in the reduced coarse model with the same value function.

Of course it is unreasonable to make such a strong assumption as the one above. Instead we will analyze the performance of OWMS and AMS by sampling the actions in the coarse model uniformly. In practice, it is often the case that some action-state pairs are more important than others. As a result the uniform distribution assumption may not be the best from a computational perspective. However, if no additional assumption is made about the MDP then this is a valid assumption to examine. We use basic combinatorics to obtain a quantitative estimate of the probability of obtaining the optimal policy from the reduced coarse model.

Theorem 3.21 For $\mathcal{M M D P}(\epsilon, n, m, L)$ suppose that a $P-A M S$ with $\tau_{H, P}$ iterations in node $1,3,5, \ldots, 2 P+1$ and $\tau_{h, P}$ iterations in node $2,4,6, \ldots, 2 P$ and stepsize $s$ is used. If $R=$ $(1-\sigma)^{1 / m} L^{n}$ samples are drawn from $\mathcal{A}_{i}^{H}, \forall i \in \mathcal{X}^{H}$ then the optimal solution will be obtained with probability $1-\sigma$ and the complexity of $A M S$ is,

$$
\begin{equation*}
\mathcal{O}\left(\left[\max \left\{\frac{\log \left(\frac{Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\}+P \tau_{h, P}\right](m n)^{2} L+(P+1) \tau_{H, P} m^{2} R\right) \tag{3.52}
\end{equation*}
$$

where $Z$ is defined in Lemma 3.15.

Proof For state $i$ in the coarse model, only one optimal action is needed to construct the optimal policy. For $R$ actions that are drawn from $\mathcal{A}_{i}^{H}$, the total number of possible combinations is $\binom{L^{n}}{R}$. If the optimal action is obtained in the samples, the total number of possible
combinations is $\binom{L^{n}-1}{R-1}$. So, the probability of obtaining the optimal action is

$$
\frac{\binom{L^{n}-1}{R-1}}{\binom{L^{n}}{R}}=\frac{R}{L^{n}}
$$

The optimal policy is obtained only if each action space in the reduced coarse model contains its optimal action. The probability of obtaining the optimal policy is then $1-\sigma \triangleq\left(\frac{R}{L^{n}}\right)^{m}$, and so $R=(1-\sigma)^{1 / m} L^{n}$. If $\tilde{\mathbf{v}}_{H}^{\star}=\mathbf{v}_{H}^{\star}$, the convergence of the reduced coarse model is same as coarse model with less actions in each state. Therefore, with $R=(1-\sigma)^{1 / m} L^{n}$, the AMS has probability $1-\sigma$ to obtain $\mathbf{v}_{h}^{\star}$ with complexity

$$
\mathcal{O}\left(\left[\max \left\{\frac{\log \left(\frac{Z}{\delta}\right)}{\left|\log \alpha_{h}\right|}, 0\right\}+P \tau_{h, P}\right](m n)^{2} L+(P+1) \tau_{H, P} m^{2} R\right)
$$

as stated in Theorem 3.16.

OWMS is a specific case of AMS and so Theorem 3.21 covers the case of OWMS too. While the result above guarantees $\tilde{\mathbf{v}}_{H}^{\star}=\mathbf{v}_{H}^{\star}$ with certain probability, it may still require a large number of samples. To address this last point we make use of the result from Calafiore [Cal10] to estimate the number of action-state pairs that would guarantee one extra action-state pair would not change the value function of the reduced coarse model with certain probability. This is useful because it provides a guide on the number of sufficient samples required to obtain the most "useful" actions so that the value function $\tilde{\mathbf{v}}_{H}^{\star}$ is likely to be close to $\mathbf{v}_{H}^{\star}$.

Theorem 3.22 Consider the reduced coarse model with state-action pairs set $\mathcal{S S E T}$ with size $m R$ ( $R$ actions in each state on average) and let Assumption 3.18 hold. Let $\left(\tilde{a}_{H}, \tilde{x}_{H}\right)$ be a stateaction pair drawn from $\psi\left(a_{H}, x_{H}\right)$. Let $\tilde{\mathbf{v}}_{H}^{\star}$ be the value function of the reduced coarse model
with $\mathcal{S S E \mathcal { T }}$, and $\hat{\mathbf{v}}_{H}^{\star}$ be the value function of the reduced coarse model with $\mathcal{S S E \mathcal { T }} \cup\left(\tilde{a}_{H}, \tilde{x}_{H}\right)$. Let

$$
\begin{equation*}
\mathcal{V}(\mathcal{S S E T}) \triangleq \mathbb{P}\left(\left(\tilde{a}_{H}, \tilde{x}_{H}\right) \in \psi\left(a_{H}, x_{H}\right): \tilde{\mathbf{v}}_{H}^{\star}=\hat{\mathbf{v}}_{H}^{\star}\right), \tag{3.53}
\end{equation*}
$$

which is the probability that adding an extra action-state pair drawn from $\psi\left(a_{H}, x_{H}\right)$ does not change the optimal policy in the reduced coarse model. Then,

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{S S E T} \in \psi\left(a_{H}, x_{H}\right)^{m R}: \mathcal{V}(\mathcal{S S E} \mathcal{T}) \geq 1-\ell\right) \geq 1-\beta \tag{3.54}
\end{equation*}
$$

if

$$
\begin{equation*}
m R \geq \frac{2}{\ell} \log \beta^{-1}+\frac{4}{\ell}(m-1) \tag{3.55}
\end{equation*}
$$

for $\ell, \beta \in(0,1)$.

Proof The proof is provided in [Cal10].

Note that the lower bound of the number of state-action pairs does not depend on the number of state-action pairs in the original coarse model. In practice, it is possible that one would have an idea what actions are more likely to be optimal in each state. Such knowledge can be used to construct a better constraint sampling density $\psi\left(a_{H}, x_{H}\right)$.

### 3.7 Numerical Experiments

In this section, we illustrate the performance of the AMS and the OWMS using two numerical examples. The first example is the widely used example from the field of manufacturing we introduced in Section 3.4.3. The second example is motivated from stochastic molecular dynamics. Applications in molecular dynamics (MD) have a strong multiscale structure and applications related to MD and stochastic optimal control are beginning to emerge [SWH12]. In the results below we compare the performance of the proposed algorithms and the conventional value iteration algorithm. The numerical performance of FAS has already been discussed. For reasons explained in Section 3.4.4, FAS is not competitive with any of the other methods.

The AMS requires the specification of 4 parameters. In the numerical examples below we fix $\tau_{h, P}=\tau_{H, P}=100$. The stepsize $s$ is selected according to the estimates in Corollary 3.13. The parameter $P$ is determined adaptively. To monitor the progress of the algorithm we define the following measure,

$$
\Phi(j) \triangleq\left\|A_{h} \mathbf{v}_{a}^{j-2}-A_{h} \mathbf{v}_{a}^{j}\right\|_{\infty}, \quad \forall j \in\left\{2+2 i: i \in \mathbb{Z}^{+}\right\}
$$

which can be interpreted as the improvement of the solution in node $j-1$ and $j$. It follows from Theorem 3.12 that the coarse correction is only guaranteed to be a contraction if the current solution is far away from the true solution. With that in mind, we define

$$
\Psi(j) \triangleq \frac{\Phi(j-2)-\Phi(j)}{\Phi(j-2)}, \quad \forall j \in\left\{2+2 i: i \in \mathbb{Z}^{+}\right\}
$$

to be the percentage change compared to the last two nodes. This measure of change was used to detect whether the coarse correction is still useful during calculations, and we stop using the coarse correction after node $j$ when $\Psi(j)$ is less than some constant $\varrho$. In the experiments below we set $\varrho=0.1$, and we used $\epsilon=10^{-2}$. With this parameter choice for $\epsilon$, the two problems contain some multiscale structure but it is not strong enough to just use the coarse model.

### 3.7.1 Manufacturing Example

Recall that in Section 3.4.3 we introduced an example motivated by a multiscale manufacturing process. We showed that the Full Approximation Scheme (FSA) fails in this example and this was one of our motivations for developing the proposed scheme. Figure 3.7 shows the performance of the different schemes for this example. The parameter settings are exactly the same as in Section 3.4.3. In Figure 3.7 (left) we show the iteration history, in terms of the distance to the exact solution, for each of the algorithms. The exact solution was obtained using linear programming. We do not plot the performance of the FAS for this model because it makes it difficult to see the differences between value iteration and our algorithms. The iteration history of FAS was plotted against value iteration in Figure 3.2. In Figure 3.7 (right)


Figure 3.7: Numerical performance of the different algorithms. Parameters: $\mathbf{v}_{h}^{0}=0, \mathbf{v}_{H}^{0}=0$, $s=1.15$, and $\rho=0.05$. (Left) Iteration History. (Right) Relative increase in realized complexity of the different algorithms. Value iteration was taken to be the base line. Compared to value iteration conventional FAS has an increased complexity, whereas the proposed schemes achieve a $10 \%$ reduction.
we plot the (relative) comparisons of realized complexity of the different algorithms as the number of iterations multiplied by the cost per iteration. We show the realized complexity of each algorithm in relation to the realized complexity of value iteration. Since the size of the problem is not large we do not apply sampling in this example. Both of our proposed multiresolution algorithms are better than solely using the fine model. In this toy example, the total complexity can be reduced by $10 \%$ without any penalty on the accuracy. Notice that in this example, we have $\alpha_{H}=0.9967$. Therefore, the choice of our stepsize $s=1.15$ is reasonable because $s<2 /\left(1+\alpha_{H}^{\tau_{H, P}}\right)$, with $\tau_{H, P}=100$, and $s=1.15$.

### 3.7.2 Example from Molecular Dynamics

In this section we use the proposed scheme to solve a larger problem motivated by molecular dynamics. The problem of controlling molecular dynamics is an active research area with many applications in material science and chemical engineering [SWH12]. The potential energy of
molecules is usually modeled as a stochastic differential equation, or as a Markov chain in the discrete case. Even though the transitions from one energy level to another energy level are considered to be stochastic, the underlying randomness is structured. Molecules are stable when they are at a local minimum of the potential energy and are very likely to make fast changes around the neighborhood of the local minimum. It is rare that molecules would move from one stable configuration to another. The event that a molecule jumps from one well to another is characterized as a rare event.

In this example, we consider a Markov chain with 50 states, where $\hat{\mathbf{Q}}$ is a block diagonal matrix with 10 blocks, and each block is a $5 \times 5$ matrix. The state space is $\mathcal{X}^{h}=\{1,2, \ldots, 50\}$. In this particular example, each block represents the transitions between different configurations within a stable configuration. In practice this Markov chain is obtained by discretizing a stochastic differential equation. For this reason, we assume that $\hat{q}_{i j}=0$ if $|i-j|>1$. The matrix W represents the connection from one stable configuration to another. We assume $w_{i j}=0$ if $(i, j)$ is not from the set $\left\{(a, b):(a, b) \in\{5,6,10,11,15,16,20,21,25,26\}^{2},|b-a| \leq 1\right\}$. Since the system is large, we simply sample the entries for $\hat{\mathbf{Q}}$ and $\mathbf{W}$ uniformly from the set $\{1,2,3, \ldots, 9\}$. In order to introduce a control element into the model, we assume that there exists a catalysis that can be used to speed up or slow down the rate by which the system moves between states. To be precise, we assume the following form of the generator,

$$
\mathbf{Q}_{h}^{\epsilon}(a)=3^{a}\left[\frac{1}{\epsilon} \hat{\mathbf{Q}}+\mathbf{W}\right],
$$

where $a \in\{-1,-2 / 3,-1 / 3,0,1 / 3,2 / 3,1\}$. The objective function is $G(x, a)=x+50|a|$, and as before we solve the infinite horizon model. Optimizing the system with this particular choice of cost function aims to control the dynamics so that the system remains in or close to state 1 without using too much catalysis. Figure 3.8 shows the numerical results of this example. For this example FAS performed particularly bad. In order to have a clearer comparison between the proposed algorithms and value iteration we do not plot the iteration history of the FAS. Notice that the OWMS scheme takes more time to converge than value iteration. After a few hundred iterations in the coarse model, the coarse model becomes ineffective because the


Figure 3.8: Numerical results of different algorithms. Parameters: $\mathbf{v}_{h}^{0}=0, \mathbf{v}_{H}^{0}=0, s=1.1$, $R=10000$, and $\rho=0.05$. (Left) Convergence in each iteration. (Right) Relative increase in realized complexity of the different algorithms. Value iteration was taken to be the base line.
current solution is "too close" to the exact solution. Therefore, in this example, OWMS spends a lot of expensive iterations that do not achieve a significant error reduction. However AMS still outperforms value iteration. In the fine model, each state has 7 available actions, and so in the coarse model, each state has $7^{5}=16807$ actions. As the action space is so large, it is reasonable to apply the action sampling technique described in Section 3.6. In Figure 3.8 we plot the results when using AMS with action sampling (SAMS), and $R=10000$ samples. From Figure 3.8 (left) we see that applying the sampling technique leads to a slower convergence rate of our scheme compared to the original AMS and OWMS. However, since the size of the coarse model is reduced the time spent per iteration is less. This point is made in Figure 3.8 (right) where the proposed scheme with action sampling computes the solution with less realized complexity compared to all the others. The performance is not much better than the original AMS due to the fact that uniform sampling is not very effective. In practice, we would expect that it is possible to find a good distribution $\psi\left(a_{H}, x_{H}\right)$ via empirical analysis. Still even without optimizing the proposed schemes we are able to achieve close to a $20 \%$ improvement over value iteration.

### 3.8 Discussion

We proposed the Alternating Multiresolution Scheme (AMS), for Markov Decision Processes with a multiscale structure. Our scheme is an alternative framework and, under certain conditions, is theoretically superior to the conventional numerical methods used for this class of problems. The main idea of AMS is to use the coarse (aggregate) model as much as possible and avoid using the expensive full (fine) model for all the iterations. It was already known that the coarse model has less states than the fine model. But more importantly we showed that the coarse model is also better conditioned. Using complexity analysis and numerical examples we showed that the proposed scheme outperforms value iteration and the conventional multigrid based method (FAS). We also proposed a sampling method to address the problem of large action space in the coarse model.

Our proposed scheme exploits the multiscale structure of the problem, but does not depend on it, i.e. the convergence does not depend on having scale separation. When there is no scale separation the algorithm still computes the correct solution but there are no real benefits in terms of reduction of computation times. When the multiscale structure is very sharp, most of the calculations will be done in the coarse model, and the final solution is computed by sightly correcting the approximate solution using the fine model.

We believe that the general scheme proposed in this chapter can be extended to more general settings or even to different classes of problems. For example, one could replace value iteration by policy iteration. As long as the underlying algorithm is a contraction, the theoretical results of this chapter can be used to evaluate its performance.

## Chapter 4

## Empirical Risk Minimization:

## Probabilistic Complexity and Stepsize

## Strategy

There are two possible outcomes: if the result confirms the hypothesis, then you've made a measurement. If the result is contrary to the hypothesis, then you've made a discovery.

Enrico Fermi

Empirical risk minimization (ERM) is recognized as a special form in standard convex optimization. When using a first order method, the Lipschitz constant of the empirical risk plays a crucial role in the convergence analysis and stepsize strategies for these problems. We derive the probabilistic bounds for such Lipschitz constants using random matrix theory. We show that, on average, the Lipschitz constant is bounded by the ratio of the dimension of the problem to the amount of training data. We use our results to develop a new stepsize strategy for first order methods. The proposed algorithm, Probabilistic Upper-bound Guided stepsize strategy (PUG), outperforms the regular stepsize strategies with strong theoretical guarantee
on its performance.

### 4.1 Introduction

Empirical risk minimization (ERM) is one of the most powerful tools in applied statistics, and is regarded as the canonical approach to regression analysis. In the context of machine learning and big data analytics, various important problems such as support vector machines, (regularized) linear regression, and logistics regression can be cast as ERM problems, see for e.g. [SSBD14]. In an ERM problem, a training set with $m$ instances, $\left\{\left(\mathbf{a}_{i}, b_{i}\right)\right\}_{i=1}^{m}$, is given, where $\mathbf{a}_{i} \in \mathbb{R}^{n}$ is an input and $b_{i} \in \mathbb{R}$ is the corresponding output, for $i=1,2, \ldots, m$. The ERM problem is then defined as the following convex optimization problem,

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}}\left\{F(\mathbf{x}) \triangleq \frac{1}{m} \sum_{i=1}^{m} \phi_{i}\left(\mathbf{a}_{i}^{T} \mathbf{x}\right)+g(\mathbf{x})\right\} \tag{4.1}
\end{equation*}
$$

where each loss function $\phi_{i}$ is convex with a Lipschitz continuous gradient, and the regularizer $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuous convex function which is possibly nonsmooth. Two common loss functions are

- Quadratic loss function: $\phi_{i}(x)=\frac{1}{2}\left(x-b_{i}\right)^{2}$.
- Logistic loss function: $\phi_{i}(x)=\log \left(1+\exp \left(-x b_{i}\right)\right)$.

One important example of $g$ is the scaled 1-norm $\omega\|\mathbf{x}\|_{1}$ with a scaling factor $\omega \in \mathbb{R}^{+}$. This particular case is known as $\ell_{1}$ regularization, and it has various applications in statistics [BCW14], machine learning [SZ13], signal processing [Don06], etc. The regularizer $g$ acts as an extra penalty function to regularize the solution of (4.1). $\ell_{1}$ regularization encourages sparse solutions, i.e. it favors solutions $\mathbf{x}$ with few non-zero elements. This phenomenon can be explained by the fact that the $\ell_{1}$ norm is the tightest convex relaxation of the $\ell_{0}$ norm, i.e. the cardinality of the non-zero elements of $\mathbf{x}$ [CRT06].

In general, if the regularizer $g$ is nonsmooth, subgradient methods are used to solve (4.1). However, subgradient methods are not advisable if $g$ is simple enough, and one can achieve higher efficiency by generalizing existing algorithms for unconstrained differentiable convex programs. Much research has been undertaken to efficiently solve ERM problems with simple $g$ 's. Instead of assuming the objective function is smooth and continuously differentiable, they aim to solve problems of the following form

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}}\{F(\mathbf{x}) \triangleq f(\mathbf{x})+g(\mathbf{x})\} \tag{4.2}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a convex function with $L$-Lipschitz continuous gradient, and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuous convex function which is nonsmooth but simple. By simple we mean that a proximal projection step can be performed either in closed form or is at least computationally inexpensive. Norms, and the $\ell_{1}$ norm in particular, satisfy this property. A function $f$ is said to have a $L$-Lipschitz continuous gradient if

$$
\begin{equation*}
\|\nabla f(\mathbf{x})-\nabla f(\mathbf{y})\| \leq L\|\mathbf{x}-\mathbf{y}\|, \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n} \tag{4.3}
\end{equation*}
$$

For the purpose of this chapter, we denote the matrix $\mathbf{A} \in \mathbb{R}^{m \times n}$ to be a dataset such that the $i^{\text {th }}$ row of $\mathbf{A}$ is $\mathbf{a}_{i}^{T}$, and so in the case of ERM problems,

$$
\begin{equation*}
f(\mathbf{x})=\frac{1}{m} \sum_{i=1}^{m} \phi_{i}\left(\mathbf{a}_{i}^{T} \mathbf{x}\right)=\frac{1}{m} \sum_{i=1}^{m} \phi_{i}\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right) \tag{4.4}
\end{equation*}
$$

where $\mathbf{e}_{i} \in \mathbb{R}^{m}$ has 1 as its $i^{\text {th }}$ component and 0 's elsewhere. $f$ is called the empirical risk in ERM. We assume that each $\phi_{i}$ has a $\gamma_{i}$-Lipschitz continuous gradient and

$$
\gamma \triangleq \max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right\} .
$$

Many algorithms [BT09, BF95, LSS14, QSG13, YFI89] have been developed to solve (4.1) and (4.2). One famous example is the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [BT09], which is a generalization of the optimal method proposed by Nesterov [Nes04] for unconstrained differentiable convex programs. FISTA, with backtracking stepsize strategy, is
known to converge according to the following rate,

$$
\begin{equation*}
F\left(\mathbf{x}_{k}\right)-F\left(\mathbf{x}_{\star}\right) \leq \frac{2 \eta L\left\|\mathbf{x}_{0}-\mathbf{x}_{\star}\right\|^{2}}{(k+1)^{2}} \tag{4.5}
\end{equation*}
$$

where $\mathbf{x}_{\star}$ is a solution of (4.2), and $\eta$ is the parameter which is used in the backtracking stepsize strategy. The convergence result in (4.5) contains three key components: the distance between the initial guess and the solution $\left\|\mathbf{x}_{0}-\mathbf{x}_{\star}\right\|$, the number of iterations $k$, and the Lipschitz constant $L$. While it is clear that the first two components are important to explain the convergence behavior, the Lipschitz constant, $L$, is relatively mysterious.

The appearance of $L$ in (4.5) is due to algorithm design. In each iteration, one would have to choose a constant $\tilde{L}$ to compute the stepsize that is proportional to $1 / \tilde{L}$, and $\tilde{L}$ has to be large enough to satisfy the properties of the Lipschitz constant locally [BT09, QSG13]. Since the global Lipschitz constant condition (4.3) is a more restrictive condition, the Lipschitz constant $L$ always satisfies the requirement of $\tilde{L}$, and so $L$ is used in convergence analysis. We emphasize that the above requirement of $\tilde{L}$ is not unique for FISTA. For most first order methods that solve (4.2), $L$ also appears in their convergence rates for the same reason.

Despite $L$ being an important quantity in both convergence analysis and stepsize strategy, it is usually unknown and the magnitude could be arbitrary for a general nonlinear function; one could artificially construct a low dimensional function with large Lipschitz constant, and a high dimensional function with small Lipschitz constant.

Therefore, $L$ is often treated as a constant [Nes04, Nes13] that is independent of the dimensions of the problem, and so the convergence result shown in (4.5) is considered to be "dimension-free" because both $\left\|\mathbf{x}_{0}-\mathbf{x}_{\star}\right\|$ and $k$ are independent of the dimension of the problem. Dimension-free convergence shows that for certain types of optimization algorithms, the number of iterations required to achieve a certain accuracy is independent of the dimension of the model. For large scale optimization models that appear in machine learning and big data applications, algorithms with dimension-free convergence are extremely attractive [BT09, BT13, ST13].

On the other hand, since $L$ is considered to be an arbitrary constant, stepsize strategies for first order methods were developed independent of the knowledge of $L$. As we will show later, for adaptive strategies that try to use small $\tilde{L}$ (large stepsize), extra function evaluations will be needed. If one tries to eliminate the extra function evaluations, then $\tilde{L}$ has to be sufficiently large, and thus the stepsize would be small. This trade-off is due to the fact that $L$ is unknown.

In this chapter, we take the first steps to show that knowledge of $L$ can be obtained in the case of ERM because of its statistical properties. For the ERM problem, it is known that the Lipschitz constant is highly related to $\|\mathbf{A}\|[$ BT09, QR14], and so understanding the properties of $\|\mathbf{A}\|$ is the goal of this chapter. If $\mathbf{A}$ is arbitrary, then $\|\mathbf{A}\|$ would also be arbitrary and analyzing $\|\mathbf{A}\|$ would be impossible. However, for ERM problems that appear in practice, A is structured. Since $\mathbf{A}$ is typically constructed from a dataset then it is natural to assume that the rows of $\mathbf{A}$ are independent samples of some random variables. This particular structure of A allows us to consider $\mathbf{A}$ as a non-arbitrary but random matrix. We are therefore justified to apply techniques from random matrix theory to derive the statistical bounds for the Lipschitz constant.

The contributions of this chapter is twofold:
(a) We obtain average/probabilistic complexity bounds which provide a better understanding of how the dimension, size of training set, and correlation affect the computational complexity. In particular, we show that in the case of ERM, the complexity is not "dimension-free".
(b) The derived statistical bounds can be computed/estimated with almost no cost, which is an attractive benefit for algorithms. We develop a novel stepsize strategy called Probabilistic Upper-bound Guided stepsize strategy (PUG). We show that PUG may save unnecessary cost of function evaluations by adaptively choosing $\tilde{L}$ intelligently. Promising numerical results are provided at the end of this chapter.

Much research on bounding extreme singular values using random matrix theory has been taken in recent years, e.g. see [RV10, KM15, Tro12]. However, we would like to emphasize that
developments in random matrix theory is not our objective. Instead, we would like to consider this topic as a new and important application of random matrix theory. To the best of our knowledge, no similar work has been done in understanding how the statistics of the training set would affect the Lipschitz constant, computational complexity, and stepsize.

### 4.2 Preliminaries

This chapter studies the Lipschitz constant $L$ of the empirical risk $f$ given in (4.4). In order to satisfy condition (4.3), one could select an arbitrarily large $L$, however, this would create a looser bound on the complexity (see for e.g. (4.5)). Moreover, $L$ also plays a big role in stepsize strategy for first order algorithms. In many cases such as FISTA, algorithms use stepsize that is proportional to $1 / L$. Therefore, a smaller $L$ is always preferable because it does not only imply lower computational complexity, but also allows a larger stepsize for algorithms. While the lowest possible $L$ that satisfies (4.3) is generally very difficult to compute, in this section, we will estimate the upper and lower bounds of $L$ using the dataset A. For the mathematical clarity, we emphasize that $\|\cdot\|$ represents the standard 2-norm, and some equations presented in this chapter do not hold if other norms is taken.

Notice that the Lipschitz constant condition (4.3) is equivalent to the following condition [Nes04].

$$
\begin{equation*}
f(\mathbf{y}) \leq f(\mathbf{x})+\nabla f(\mathbf{x})^{T}(\mathbf{y}-\mathbf{x})+\frac{L}{2}\|\mathbf{y}-\mathbf{x}\|^{2}, \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{n} \tag{4.6}
\end{equation*}
$$

Therefore, a $L$ that satisfies (4.6) also satisfies (4.3), and vice versa.

Proposition 4.1 Suppose $f$ is of the form (4.4), then L satisfies the Lipschitz constant condition (4.6) with

$$
L \leq\left\|\operatorname{Diag}\left(\sqrt{\frac{\gamma_{1}}{m}}, \cdots, \sqrt{\frac{\gamma_{m}}{m}}\right) \mathbf{A}\right\|^{2} \leq\left\|\operatorname{Diag}\left(\sqrt{\frac{\gamma_{1}}{m}}, \cdots, \sqrt{\frac{\gamma_{m}}{m}}\right)\right\|^{2}\|\mathbf{A}\|^{2} \leq \frac{\gamma}{m}\|\mathbf{A}\|^{2}
$$

where $\gamma_{i}$ is the Lipschitz constant of $\phi_{i}$ for $i=1,2, \ldots, m$ and $\gamma \triangleq \max \left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right\}$.

Proof See Proposition 2.1 in [QR14].

Proposition 4.1 provides an upper bound for $L$, where $\gamma$ is the maximum Lipschitz constant of the loss functions, and it is usually known or easy to compute. For example, it is known that $\gamma=1$ for quadratic loss functions, and $\gamma=\max _{i} b_{i}^{2} / 4$ for logistics loss functions.

The upper bound of $L$ is tight for the class of ERM problems. We can prove that by considering the example of least squares, where we have $\gamma=1$ and

$$
L=\frac{\gamma}{m}\|\mathbf{A}\|^{2}=\frac{1}{m}\|\mathbf{A}\|^{2} .
$$

In order to derive the lower bound of $L$, we need the following assumption.

Assumption 4.2 The loss function $\phi_{i}$ is a strongly convex function, for $i=1,2, \ldots, m$. That is, there exists a positive constant $\tau>0$ such that

$$
\phi_{i}(x)+\phi_{i}^{\prime}(x)(y-x)+\frac{\tau}{2}|y-x|^{2} \leq \phi_{i}(y), \quad \forall x, y \in \mathbb{R}
$$

for $i=1,2, \ldots, m$.

The above assumption requires the loss function $\phi_{i}$ to be strongly convex, which is not restrictive in practical setting. In particular, the quadratic loss function satisfies Assumption 4.2, and the logistics loss function satisfies Assumption 4.2 within a bounded box $[-b, b]$ for any positive $b \in \mathbb{R}^{+}$. With the above assumption, we derive the lower bound of $L$ using $\mathbf{A}$.

Proposition 4.3 Suppose $f$ is of the form (4.4) with $\phi_{i}$ satisfying Assumption 4.2 for $i=$ $1,2, \ldots, m$, then $L$ satisfies the Lipschitz constant condition (4.6) with

$$
\frac{\tau \lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right)}{m} \leq L
$$

Proof By Assumption 4.2, for $i=1,2, \ldots, m$,

$$
\phi_{i}\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{y}\right) \geq \phi_{i}\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right)+\phi_{i}^{\prime}\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right)\left(\mathbf{e}_{i}^{T} \mathbf{A y}-\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right)+\frac{\tau}{2}\left|\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{y}-\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right|^{2} .
$$

Therefore,

$$
\begin{aligned}
f(\mathbf{y}) & \geq \frac{1}{m} \sum_{i=1}^{m}\left(\phi_{i}\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right)+\phi_{i}^{\prime}\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right)\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{y}-\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right)+\frac{\tau}{2}\left|\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{y}-\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right|^{2}\right) \\
& =f(\mathbf{x})+\frac{1}{m} \sum_{i=1}^{m}\left(\mathbf{e}_{i}^{T} \mathbf{A} \phi_{i}^{\prime}\left(\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right)(\mathbf{y}-\mathbf{x})+\frac{\tau}{2}\left|\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{y}-\mathbf{e}_{i}^{T} \mathbf{A} \mathbf{x}\right|^{2}\right) \\
& =f(\mathbf{x})+\langle\nabla f(\mathbf{x}), \mathbf{y}-\mathbf{x}\rangle+\frac{\tau}{2 m}\|\mathbf{A} \mathbf{y}-\mathbf{A} \mathbf{x}\|^{2} \\
& \geq f(\mathbf{x})+\langle\nabla f(\mathbf{x}), \mathbf{y}-\mathbf{x}\rangle+\frac{\tau \lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right)}{2 m}\|\mathbf{y}-\mathbf{x}\|^{2}
\end{aligned}
$$

From Proposition 4.1 and 4.3, we bound $L$ using the largest and lowest eigenvalues of $\mathbf{A}^{T} \mathbf{A}$. Even though A can be completely different for different dataset, the statistical properties of A can be obtained via random matrix theory.

### 4.3 Complexity Analysis using Random Matrix Theory

In this section, we will study the statistical properties of $\|\mathbf{A}\|^{2}=\left\|\mathbf{A}^{T} \mathbf{A}\right\|=\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)$ as well as $\lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right)$. Recall that $\mathbf{A}$ is an $m \times n$ matrix containing $m$ observations, and each observation contains $n$ measurements which are independent samples from $n$ random variables, i.e. we assume the rows of the matrix $\mathbf{A}$ are samples from a vector of $n$ random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with covariance matrix $\boldsymbol{\Sigma}$. To simplify the analysis, we assume, without loss of generality, that the observations are normalized, and so all the random variables have mean zero and unit variance. Therefore, $\mathbb{E}\left[\xi_{i}\right]=0$ for $i=1,2, \cdots, n$, the diagonal elements of $\boldsymbol{\Sigma}$ are all 1 's, and $\boldsymbol{\Sigma}=\mathbb{E}\left[\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right]$. This assumption is useful and simplifies the arguments and the analysis of this section but it is not necessary. The results from this section could be generalized without the above assumption, but it does not give further insights for the purposes of this section. In particular, this assumption will be dropped for the proposed stepsize strategy PUG, and so PUG is vaild for all the datasets used in practice.

### 4.3.1 Statistical Bounds

We will derive both the upper and lower bounds for the expected $\|\mathbf{A}\|^{2}$, and show that the average $\|\mathbf{A}\|^{2}$ increases nearly linearly in both $m$ and $n$. The main tools for the proofs below can be found in Chapter 2 and [Tro12].

## Lower Bounds

We will start by proving the lower bound in the general setting, where the random variables are correlated with general covariance matrix $\boldsymbol{\Sigma}$; then, we will add assumptions on $\boldsymbol{\Sigma}$ to derive lower bounds in different cases.

Theorem 4.4 Let A be an $m \times n$ random matrix in which its rows are independent samples of some random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with $\mathbb{E}\left[\xi_{i}\right]=0$ for $i=1,2, \cdots, n$, and covariance matrix $\boldsymbol{\Sigma}$. Denote $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})$. Then

$$
\begin{equation*}
m \mu_{\max }=m \lambda_{\max }(\boldsymbol{\Sigma}) \leq \mathbb{E}\left[\|\mathbf{A}\|^{2}\right] . \tag{4.7}
\end{equation*}
$$

In particular, if $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ are some random variables with zero mean and unit variance, then

$$
\begin{equation*}
\max \left\{m \mu_{\max }, n\right\} \leq \mathbb{E}\left[\|\mathbf{A}\|^{2}\right] . \tag{4.8}
\end{equation*}
$$

Proof We first prove (4.7). Denote $\mathbf{a}_{i}^{T}$ as the $i^{\text {th }}$ row of $\mathbf{A}$. We can rewrite $\mathbf{A}^{T} \mathbf{A}$ as

$$
\mathbf{A}^{T} \mathbf{A}=\sum_{k=1}^{m} \mathbf{a}_{k} \mathbf{a}_{k}^{T}
$$

where $\mathbf{a}_{k} \mathbf{a}_{k}^{T}$ 's are independent random matrices with $\mathbb{E}\left[\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right]=\boldsymbol{\Sigma}$. Therefore, by Jensen's inequality

$$
\mathbb{E}\left[\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)\right]=\mathbb{E}\left[\lambda_{\max }\left(\sum_{k=1}^{m} \mathbf{a}_{k} \mathbf{a}_{k}^{T}\right)\right] \geq \lambda_{\max }\left(\sum_{k=1}^{m} \mathbb{E}\left[\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right]\right)=m \lambda_{\max }(\boldsymbol{\Sigma}) .
$$

In order to prove (4.8), we use the fact that

$$
\mathbb{E}\left[\|\mathbf{A}\|^{2}\right]=\mathbb{E}\left[\left\|\mathbf{A}^{T}\right\|^{2}\right]=\mathbb{E}\left[\left\|\mathbf{A} \mathbf{A}^{T}\right\|\right] \geq\left\|\mathbb{E}\left[\mathbf{A} \mathbf{A}^{T}\right]\right\|
$$

where the last inequality is obtained by applying Jensen's inequality. We can write $\mathbf{A} \mathbf{A}^{T}$ as

$$
\mathbf{A A}^{T}=\sum_{i=1}^{m} \sum_{j=1}^{m} \mathbf{a}_{i}^{T} \mathbf{a}_{j} \mathbf{Y}_{i, j}
$$

where $\mathbf{Y}_{i, j} \in \mathbb{R}^{m \times m}$ is a matrix such that $\left(\mathbf{Y}_{i, j}\right)_{p, q}=1$ if $i=p$ and $j=q$, and otherwise $\left(\mathbf{Y}_{i, j}\right)_{p, q}=0$. By the assumption that each entry of $\mathbf{A}$ is a random variable with zero mean and unit variance, we obtain

$$
\mathbb{E}\left[\mathbf{a}_{i}^{T} \mathbf{a}_{i}\right]=\mathbb{E}\left[a_{i, 1}^{2}+a_{i, 2}^{2}+\cdots+a_{i, n}^{2}\right]=\mathbb{E}\left[a_{i, 1}^{2}\right]+\mathbb{E}\left[a_{i, 2}^{2}\right]+\cdots+\mathbb{E}\left[a_{i, n}^{2}\right]=n,
$$

for $i=1,2, \cdots, m$, and for $i \neq j$,

$$
\mathbb{E}\left[\mathbf{a}_{i}^{T} \mathbf{a}_{j}\right]=\mathbb{E}\left[a_{i, 1}\right] \mathbb{E}\left[a_{j, 1}\right]+\mathbb{E}\left[a_{i, 2}\right] \mathbb{E}\left[a_{j, 2}\right]+\cdots+\mathbb{E}\left[a_{i, n}\right] \mathbb{E}\left[a_{j, n}\right]=0
$$

Therefore,

$$
\mathbb{E}\left[\|\mathbf{A}\|^{2}\right] \geq\left\|\mathbb{E}\left[\mathbf{A} \mathbf{A}^{T}\right]\right\|=\left\|\mathbb{E}\left[\sum_{i=1}^{m} \sum_{j=1}^{m} \mathbf{a}_{i}^{T} \mathbf{a}_{j} \mathbf{Y}_{i, j}\right]\right\|=\left\|\sum_{i=1}^{m} n \mathbf{Y}_{i, i}\right\|=\left\|n \mathbf{I}_{n}\right\|=n .
$$

Theorem 4.4 provides a lower bound for the expected $\left\|\mathbf{A}^{T} \mathbf{A}\right\|$. The inequality in (4.7) is a general result and makes minimal assumptions on the covariance $\boldsymbol{\Sigma}$. Note that the lower bound is independent of $n$. The reason is that this general setting covers cases where $\boldsymbol{\Sigma}$ is not full rank: some $\xi_{i}$ 's could be fixed 0's instead of having unit variance. In fact, when all $\xi_{i}$ 's are 0 's for $i=1,2, \cdots, n$, which implies $\boldsymbol{\Sigma}=\mathbf{0}_{n \times n}$, the bound (4.7) is tight because $\mathbf{A}=\mathbf{0}_{m \times n}$. For the setting that we consider in this chapter, equation (4.8) is a tighter bound than (4.7) and depends on both $m$ and $n$. In the case where all variables are independent, we could simplify
the results above into the following.

Corollary 4.5 Let A be an $m \times n$ random matrix in which its rows are independent samples of some random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with $\mathbb{E}\left[\xi_{i}\right]=0, \mathbb{E}\left[\xi_{i}^{2}\right]=1$, and $\xi_{i}$ 's are independent for $i=1,2, \cdots, n$, then

$$
\begin{equation*}
\max \{m, n\} \leq \mathbb{E}\left[\|\mathbf{A}\|^{2}\right] . \tag{4.9}
\end{equation*}
$$

Proof Since all random variables are independent, $\boldsymbol{\Sigma}=\mathbf{I}_{n}$ and so $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})=1$.

## Upper Bounds

In order to compute an upper bound for the expected $\left\|\mathbf{A}^{T} \mathbf{A}\right\|$, we first compute its tail bounds. The idea of the proof is to rewrite the $\mathbf{A}^{T} \mathbf{A}$ as a sum of independent random matrices, and then use the existing results in random matrix theory to derive the tail bounds of $\left\|\mathbf{A}^{T} \mathbf{A}\right\|$. We then compute the upper bound for the expected value. Notice that our approach for computing the tail bounds, in principle, is the same as in [Tro12]. However, we present a tail bound that is easier to be integrated into the upper bound of the expected $\left\|\mathbf{A}^{T} \mathbf{A}\right\|$. That is, the derived bound can be directly used to bound $\left\|\mathbf{A}^{T} \mathbf{A}\right\|$ without any numerical constant.

Lemma 4.6 Let A be an $m \times n$ random matrix in which its rows are independent samples of some random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with covariance matrix $\boldsymbol{\Sigma}$. Denote $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})$ and suppose

$$
\begin{equation*}
\lambda_{\max }\left[\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right] \leq R \quad \text { almost surely. } \tag{4.10}
\end{equation*}
$$

Then, for any $\theta, t \in \mathbb{R}^{+}$,

$$
\begin{equation*}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} \leq n \exp \left[-\theta t+m \log \left(1+\left(e^{\theta R}-1\right) \mu_{\max } / R\right)\right] . \tag{4.11}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} \leq n\left[\frac{\mu_{\max }(m R-t)}{t\left(R-\mu_{\max }\right)}\right]^{\frac{t}{R}}\left[1+\frac{t-\mu_{\max } m}{m R-t}\right]^{m} \tag{4.12}
\end{equation*}
$$

Proof Denote $\mathbf{a}_{i}^{T}$ as the $i^{\text {th }}$ row of $\mathbf{A}$. We can rewrite $\mathbf{A}^{T} \mathbf{A}$ as

$$
\mathbf{A}^{T} \mathbf{A}=\sum_{k=1}^{m} \mathbf{a}_{k} \mathbf{a}_{k}^{T}
$$

Notice that $\mathbf{a}_{k} \mathbf{a}_{k}^{T}$ 's are independent, random, positive-semidefinite matrices, and $\mathbb{E}\left[\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right]=\boldsymbol{\Sigma}$, for $k=1,2, \cdots, m$. Also, Using the Lemma 2.13, for any $\theta>0$, we have

$$
\begin{aligned}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} & =\mathbb{P}\left\{\lambda_{\max }\left(\sum_{k=1}^{m} \mathbf{a}_{k} \mathbf{a}_{k}^{T}\right) \geq t\right\} \\
& \leq n \exp \left[-\theta t+m \log \lambda_{\max }\left(\frac{1}{m} \sum_{k=1}^{m} \mathbb{E} e^{\theta \mathbf{a}_{k} \mathbf{a}_{k}^{T}}\right)\right] .
\end{aligned}
$$

Notice that $\lambda_{\max }\left(\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right) \leq R$, by rescaling on Lemma 2.12, we have,

$$
\mathbb{E}\left[e^{\tilde{\theta}(1 / R)\left(\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right)}\right] \preccurlyeq \mathbf{I}_{n}+\left(e^{\tilde{\theta}}-1\right)\left(\mathbb{E}\left[(1 / R)\left(\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right)\right]\right), \quad \text { for any } \tilde{\theta} \in \mathbb{R}
$$

and thus

$$
\begin{aligned}
\mathbb{E}\left[e^{\theta\left(\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right)}\right] \preccurlyeq \mathbf{I}_{n}+ & \frac{\left(e^{\theta R}-1\right)}{R} \mathbb{E}\left[\mathbf{a}_{k} \mathbf{a}_{k}^{T}\right]=\mathbf{I}_{n}+\frac{\left(e^{\theta R}-1\right)}{R} \boldsymbol{\Sigma}, \quad \text { for any } \theta \in \mathbb{R} . \\
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} & \leq n \exp \left[-\theta t+m \log \lambda_{\max }\left(\frac{1}{m} \sum_{k=1}^{m} \mathbf{I}_{n}+\frac{\left(e^{\theta R}-1\right)}{R} \boldsymbol{\Sigma}\right)\right], \\
& =n \exp \left[-\theta t+m \log \left(1+\left(e^{\theta R}-1\right) \lambda_{\max }(\boldsymbol{\Sigma}) / R\right)\right] \\
& =n \exp \left[-\theta t+m \log \left(1+\left(e^{\theta R}-1\right) \mu_{\max } / R\right)\right]
\end{aligned}
$$

where the penultimate equality is valid since

$$
\lambda_{\max }\left(\mathbf{I}_{n}+\boldsymbol{\Sigma}\right)=1+\lambda_{\max }(\boldsymbol{\Sigma}) .
$$

Using standard calculus, the upper bound is minimized when

$$
\theta^{\star}=\frac{1}{R} \log \left[\frac{t\left(R-\mu_{\max }\right)}{\mu_{\max }(m R-t)}\right] .
$$

Therefore,

$$
\begin{aligned}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} & \leq n \exp \left[-\theta^{\star} t+m \log \left(1+\left(e^{\theta^{\star} R}-1\right) \mu_{\max } / R\right)\right] \\
& =n\left[\frac{\mu_{\max }(m R-t)}{t\left(R-\mu_{\max }\right)}\right]^{\frac{t}{R}}\left[1+\frac{t-\mu_{\max } m}{m R-t}\right]^{m}
\end{aligned}
$$

We emphasize that Assumption (4.10) in Lemma 4.6 does not hold for unbounded random variables; however, in practice, assumption (4.10) is mild due to the fact that datasets that are used in the problem (4.1) are usually normalized and bounded. Therefore, it is reasonable to assume that an observation will be discarded if its magnitude is larger than some constant.

We clarify that the tail bound (4.11) is only meaningful when $t$ is sufficiently large; otherwise the right hand side would be greater than or equal to one. The tail bound (4.12) is the tightest bound over all possible $\theta$ 's in (4.11), but it is difficult to interpret the relationships between the variables. The following lemma takes a less optimal $\theta$ in (4.11), but yields a bound that is easier to understand.

Lemma 4.7 In the same setting as Lemma 4.6, we have

$$
\begin{equation*}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} \leq n \exp \left[\frac{2 m \mu_{\max }-t}{R}\right] \tag{4.13}
\end{equation*}
$$

In particular, for $\epsilon \in \mathbb{R}$, we have

$$
\begin{equation*}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \leq 2 m \mu_{\max }-R \log \left(\frac{\epsilon}{n}\right)\right\} \geq 1-\epsilon \tag{4.14}
\end{equation*}
$$

Proof Using equation (4.11), and the fact that $\log (y) \leq y-1, \forall y \in \mathbb{R}^{+}$, we have

$$
\begin{equation*}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} \leq n \exp \left[-\theta t+\frac{m \mu_{\max }}{R}\left(e^{\theta R}-1\right)\right] . \tag{4.15}
\end{equation*}
$$

The above upper bound is minimized when $\theta=(1 / R) \log \left[t /\left(m \mu_{\max }\right)\right]$, and so

$$
\begin{aligned}
\mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right) \geq t\right\} & \leq n \exp \left[-\frac{t}{R} \log \left[\frac{t}{m \mu_{\max }}\right]+\frac{m \mu_{\max }}{R}\left(\frac{t}{m \mu_{\max }}-1\right)\right] \\
& =n \exp \left[\frac{t}{R}\left(-\log \left[\frac{t}{m \mu_{\max }}\right]+m \mu_{\max }\left(\frac{1}{m \mu_{\max }}-\frac{1}{t}\right)\right)\right] \\
& =n \exp \left[\frac{t}{R}\left(\log \left[\frac{m \mu_{\max }}{t}\right]+1-\frac{m \mu_{\max }}{t}\right)\right] \\
& =n \exp \left[\frac{t}{R}\left(\log \left[\frac{m \mu_{\max } e}{t}\right]-\frac{m \mu_{\max }}{t}\right)\right] \\
& \leq n \exp \left[\frac{t}{R}\left(\frac{m \mu_{\max } e}{t}-1-\frac{m \mu_{\max }}{t}\right)\right] \\
& =n \exp \left[\frac{1}{R}\left(m \mu_{\max }(e-1)-t\right)\right] \\
& \leq n \exp \left[\frac{1}{R}\left(2 m \mu_{\max }-t\right)\right]
\end{aligned}
$$

Set $\epsilon=n \exp \left[\frac{1}{R}\left(2 m \mu_{\max }-t\right)\right]$, we obtain $t=2 m \mu_{\max }-R \log \left(\frac{\epsilon}{n}\right)$.

The bound in (4.14) follows directly from (4.13) and shows that with high probability $1-\epsilon$ (for small $\epsilon$ ), $\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)$ is less than $2 m \mu_{\max }+R \log (n)-R \log (\epsilon)$. Applying the results in Lemma 4.7 provides the upper bound for the expected $\left\|\mathbf{A}^{T} \mathbf{A}\right\|$.

Theorem 4.8 In the same setting as Lemma 4.6, we have

$$
\begin{equation*}
\mathbb{E}\left[\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)\right] \leq 2 m \mu_{\max }+R \log (n)+R . \tag{4.16}
\end{equation*}
$$

Proof Using the equation (4.13), and the fact that

$$
1 \leq n \exp \left[\frac{2 m \mu_{\max }-t}{R}\right] \quad \text { when } \quad t \leq 2 m \mu_{\max }-R \log \left[\frac{1}{n}\right]
$$

we have

$$
\begin{aligned}
\mathbb{E}\left[\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)\right] & =\int_{0}^{\infty} \mathbb{P}\left\{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)>t\right\} \mathrm{d} t, \quad \text { (see [Bil12] for details) } \\
& \leq \int_{0}^{2 m \mu_{\max }-R \log \left[\frac{1}{n}\right]} 1 \mathrm{~d} t+\int_{2 m \mu_{\max }-R \log \left[\frac{1}{n}\right]}^{\infty} n \exp \left[\frac{2 m \mu_{\max }-t}{R}\right] \mathrm{d} t \\
& =2 m \mu_{\max }-R \log \left[\frac{1}{n}\right]+R .
\end{aligned}
$$

Therefore, for a matrix $\mathbf{A}$ which is constructed by a set of normalized data, we obtain the bound

$$
\begin{equation*}
\max \left\{m \mu_{\max }, n\right\} \leq \mathbb{E}\left[\|\mathbf{A}\|^{2}\right] \leq 2 m \mu_{\max }+R \log (n)+R . \tag{4.17}
\end{equation*}
$$

The result in (4.17) might look confusing because for small $m$ and large $n$, the lower bound is of the order of $n$ while the upper bound is of the order of $\log (n)$. The reason is that we have to take into account the factor of dimensionality in the constant $R$. To illustrate this, we prove the following corollary.

Corollary 4.9 Let $\mathbf{A}$ be an $m \times n$ random matrix in which its rows are independent samples of some random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with $\mathbb{E}\left[\xi_{i}\right]=0$ for $i=1,2, \cdots, n$, and covariance matrix $\boldsymbol{\Sigma}=\mathbb{E}\left[\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right]$. Denote $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})$ and suppose $\left|\xi_{i}\right| \leq c$ almost surely for $i=$ $1,2, \cdots, n$. Then

$$
\begin{equation*}
\lambda_{\max }\left[\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right] \leq c^{2} n \quad \text { almost surely. } \tag{4.18}
\end{equation*}
$$

and so

$$
\begin{equation*}
\max \left\{m \mu_{\max }, n\right\} \leq \mathbb{E}\left[\|\mathbf{A}\|^{2}\right] \leq 2 m \mu_{\max }+c^{2} n \log (n)+c^{2} n \tag{4.19}
\end{equation*}
$$

Proof Since $\boldsymbol{\xi} \boldsymbol{\xi}^{T}$ is a symmetric rank 1 matrix, we have

$$
\lambda_{\max }\left(\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right)=\left\|\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right\| \leq n\left\|\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right\|_{\max }=n \max _{1 \leq i, j \leq n}\left\{\left|\xi_{i} \xi_{j}\right|\right\} \leq c^{2} n \quad \text { almost surely } .
$$

Therefore, $R$ increases linearly in $n$ for bounded $\boldsymbol{\xi}$. Recall that the lower bound of the expected $\|\mathbf{A}\|^{2}$ is linear in both $m$ and $n$, and the upper bound in (4.19), is almost linear in both $m$ and $n$. Therefore, our results on the bounds for the expected Lipschitz constant are nearly-optimal up to some constant.

On the other hand, in order to obtain the lower bound of $L$, we also need tail bound of $\lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right)$, which is provided in the following theorem.

Theorem 4.10 Let $\mathbf{A}$ be an $m \times n$ random matrix in which its rows are independent samples of some random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with covariance matrix $\boldsymbol{\Sigma}$. Denote $\mu_{\min }=\lambda_{\min }(\boldsymbol{\Sigma})$ and suppose $\left|\xi_{i}\right| \leq c$ almost surely for $i=1,2, \ldots, n$.

Then, if $\mu_{\min } \neq 0$, for any $\epsilon \in\left(n \exp \left[-\frac{m \mu_{\min }}{2 n c^{2}}\right], n\right)$

$$
\mathbb{P}\left\{\lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right) \leq \sqrt{2 c^{2} n m \mu_{\min } \log \left(\frac{n}{\epsilon}\right)}+m \mu_{\min }\right\} \leq \epsilon
$$

Proof Suppose $\left|\xi_{i}\right| \leq c$ almost surely for $i=1,2, \ldots, n$. Then using Corollary 4.9 we have

$$
\lambda_{\max }\left[\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right] \leq c^{2} n=R \quad \text { almost surely. }
$$

Using the Theorem 1.1 from [Tro12], for any $\theta \in(0,1)$ we have

$$
\begin{aligned}
\mathbb{P}\left\{\lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right) \leq \theta m \mu_{\min }\right\} & \leq n\left[\frac{\exp [\theta-1]}{\theta^{\theta}}\right]^{m \mu_{\min } / R} \\
& =n \exp \left[(-(1-\theta)-\theta \log (\theta))\left(\frac{m \mu_{\min }}{R}\right)\right] .
\end{aligned}
$$

Notice that $\theta>0$ and

$$
2 \log (\theta) \geq 2\left(1-\frac{1}{\theta}\right)=\frac{2(\theta-1)}{\theta} \geq \frac{(\theta+1)(\theta-1)}{\theta}=\frac{\theta^{2}-1}{\theta}
$$

and so

$$
\begin{aligned}
\mathbb{P}\left\{\lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right) \leq \theta m \mu_{\min }\right\} & \leq n \exp \left[(-(1-\theta)-\theta \log (\theta))\left(\frac{m \mu_{\min }}{R}\right)\right] \\
& \leq n \exp \left[\left(-(1-\theta)-\theta \frac{\theta^{2}-1}{2 \theta}\right)\left(\frac{m \mu_{\min }}{R}\right)\right] \\
& =n \exp \left[-\frac{1}{2}(\theta-1)^{2}\left(\frac{m \mu_{\min }}{R}\right)\right] .
\end{aligned}
$$

For $\mu_{\text {min }} \neq 0$, we let $\epsilon=n \exp \left[-(\theta-1)^{2} \frac{m \mu_{\text {min }}}{2 R}\right]$ and obtain,

$$
\theta=\sqrt{\frac{2 R}{m \mu_{\min }} \log \left(\frac{n}{\epsilon}\right)}+1
$$

Therefore,

$$
\mathbb{P}\left\{\lambda_{\min }\left(\mathbf{A}^{T} \mathbf{A}\right) \leq \sqrt{2 R m \mu_{\min } \log \left(\frac{n}{\epsilon}\right)}+m \mu_{\min }\right\} \leq \epsilon
$$

for $\epsilon \in\left(n \exp \left[-\frac{m \mu_{\min }}{2 R}\right], n\right)$

For the tail bound in Theorem 4.10 to be meaningful, $m$ has to be sufficiently large compared to $n$. Also, $\mu_{\min }$ is required to be non-zero, which implies that all independent variables ( $\xi_{i}$ 's) are linearly independent. In such cases, the smallest eigenvalue $\lambda_{\text {min }}\left(\mathbf{A}^{T} \mathbf{A}\right)$ is at least $\mathcal{O}(\sqrt{n m \log n}+m)$ with high probability.

### 4.3.2 Complexity Analysis

In this section, we will use the probabilistic bounds of $L$ to study the complexity of solving ERM. We focus only on FISTA for illustrative purpose and clear presentation of the idea of the proposed approach. But the approach developed in this section can be applied to other algorithms as well.

By the assumption that $\mathbf{A}$ is a random matrix, we also have the solution $\mathbf{x}_{\star}$ as a random vector. Notice that the study of randomization of $\mathbf{x}_{\star}$ is not covered this chapter. In particular, if the statistical properties of $\mathbf{x}_{\star}$ can be obtained, existing optimization algorithms might not be needed to solve the ERM problem. Therefore, in this chapter, we remove this consideration by
denoting a constant $M$ such that $\left\|\mathbf{x}_{0}-\mathbf{x}_{\star}\right\|^{2} \leq M$. In such case, we have the FISTA convergence rate

$$
\begin{equation*}
F\left(\mathbf{x}_{k}\right)-F\left(\mathbf{x}_{\star}\right) \leq \frac{2 \eta L M}{(k+1)^{2}} \tag{4.20}
\end{equation*}
$$

where $\mathbf{x}_{\star}$ is the solution of (4.1), and $\eta>1$ is the parameter which is used in the backtracking stepsize strategy.

By Corollary 4.9, we know

$$
\begin{equation*}
\max \left\{\gamma \mu_{\max }, \frac{\gamma n}{m}\right\} \leq \frac{\gamma}{m} \mathbb{E}\left[\|\mathbf{A}\|^{2}\right] \leq 2 \gamma \mu_{\max }+\frac{\gamma}{m}\left(c^{2} n \log (n)+c^{2} n\right) \tag{4.21}
\end{equation*}
$$

and we are now in the position for the following theorem.

Theorem 4.11 Consider the composite program (4.2) with $f$ that is in the form of (4.4), where $\mathbf{A}$ is an $m \times n$ random matrix in which its rows are independent samples of some random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with covariance matrix $\boldsymbol{\Sigma}$. Suppose $\left|\xi_{i}\right| \leq c$ almost surely for $i=$ $1,2, \cdots, n$ and $\left\|\mathbf{x}_{0}-\mathbf{x}_{\star}\right\|^{2} \leq M$ for some positive constant $M$. Then the expected convergence of FISTA with backtracking stepsize strategy is

$$
\begin{equation*}
\mathbb{E}\left[F\left(\mathbf{x}_{k}\right)-F\left(\mathbf{x}_{\star}\right)\right] \leq \frac{2 \eta M}{(k+1)^{2}}\left(2 \gamma \mu_{\max }+\frac{\gamma}{m}\left(c^{2} n \log (n)+c^{2} n\right)\right) \tag{4.22}
\end{equation*}
$$

where $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma}), \eta>1$ is the parameter which is used in the backtracking stepsize strategy, and the expectation is taken with respect to the uncertainty of $\mathbf{A}$.

Proof This result can be obtained by combining results in Proposition 4.1, Corollary 4.9, and (4.20) (or equivalently see (4.5)).

In (4.21), the lower bound of $(\gamma / m) \mathbb{E}\left[\|\mathbf{A}\|^{2}\right]$ is linear in $n / m$, and upper bound is nearlylinear in $n / m$. This suggests that the average complexity of ERM is bounded by the ratio of the dimensions to the amount of data. In particular, problems with overdetermined systems $(m \gg n)$ can be solved more efficiently than problems with underdetermined systems $(m<n)$.

Another critical factor of the complexity is $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})$, where $\boldsymbol{\Sigma}$ is the covariance matrix of the rows of $\mathbf{A}$. In the ideal situation of regression analysis, all inputs should be statistically linearly independent. In such cases, since we assume the diagonal elements of $\Sigma$ are 1's, $\mu_{\max }=1$. It is, however, almost impossible to ensure this situation for practical applications. In practice, since $\boldsymbol{\Sigma} \in \mathbb{R}^{n \times n}, \mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})=\|\boldsymbol{\Sigma}\|$ is likely to increase as $n$ increases.

Similarly we can compute the probabilistic lower bound of $L$ in the case that $m$ is sufficiently larger than $n$. Using Theorem 4.10, we can show that $L$ is bounded above by

$$
\mathcal{O}\left(\sqrt{(n \log n) / m}+\mu_{\min }\right)
$$

We emphasize the lower bound of $L$ is not equivalent to the lower bound of the complexity. However, since the stepsize of first order method algorithms is proportional to $1 / L$, this result indicates that high dimensional problems might have smaller stepsize in order to guarantee convergence.

### 4.4 PUG: Probabilistic Upper-bound Guided stepsize strategy

The tail bounds in Section 4.3, as a by-product of the upper bound in Section 4.3.1, can also be used in algorithms. As mentioned in the introduction, $L$ is an important quantity in the stepsize strategy since the stepsize is usually inversely proportional to $L$. However, in large scale optimization, the computational cost of evaluating $\|\mathbf{A}\|^{2}$ is very expensive. One could use backtracking techniques to avoid the evaluation of the Lipschitz constant; in each iteration, we find a large enough constant $\tilde{L}$ such that it satisfies the properties of the Lipschitz constant locally. In the case of FISTA [BT09], for the $k^{\text {th }}$ iteration with incumbent $\mathbf{x}_{k}$ one has to find a $\tilde{L}$ such that

$$
\begin{equation*}
F\left(p_{\tilde{L}}\left(\mathbf{x}_{k}\right)\right) \leq Q_{\tilde{L}}\left(p_{\tilde{L}}\left(\mathbf{x}_{k}\right), \mathbf{x}_{k}\right), \tag{4.23}
\end{equation*}
$$

where,

$$
Q_{\tilde{L}}(\mathbf{x}, \mathbf{y}) \triangleq f(\mathbf{y})+\langle\mathbf{x}-\mathbf{y}, \nabla f(\mathbf{y})\rangle+\frac{\tilde{L}}{2}\|\mathbf{x}-\mathbf{y}\|^{2}+g(\mathbf{x})
$$

and $p_{\tilde{L}}(\mathbf{y}) \triangleq \arg \min _{\mathbf{x}}\left\{Q_{\tilde{L}}(\mathbf{x}, \mathbf{y}): \mathbf{x} \in \mathbb{R}^{n}\right\}$. Equation (4.23) is identical to the Lipschitz constant condition (4.6) with specifically $\mathbf{y}=p_{\tilde{L}}\left(\mathbf{x}_{k}\right)$ and $\mathbf{x}=\mathbf{x}_{k}$. Therefore, (4.23) is a less restrictive condition compared to the Lipschitz constant condition (4.6). This indicates that $\tilde{L}$ could be much smaller than $L$, and so it yields to a larger stepsize. On the other hand, for $\tilde{L} \geq L$, it is guaranteed that the local Lipschitz constant condition will be satisfied. In both cases, when $L$ is intractable, we would not be able to distinguish the two cases by just having $\tilde{L}$ that satisfies (4.23).

As we can see, finding a good $\tilde{L}$ involves a series of function evaluations. In the next section, we will review the commonly used stepsize strategies.

### 4.4.1 Current Stepsize Strategies

To the best of our knowledge, current strategies fall into four categories:
(i). A fixed stepsize from estimation of $\|\mathbf{A}\|^{2}$.
(ii). Backtracking-type methods with initial guess $\tilde{L}_{0}$, and monotonic increases $\tilde{L}=\eta^{p} \tilde{L}_{0}$ when it does not satisfy the Lipschitz condition locally $(\eta>1, p=0,1, \ldots)$. See [BT09] for details.
(iii). Adaptive-type methods with initial guess $\tilde{L}_{0}$. Suppose $\tilde{L}_{k}$ is used for the $k^{\text {th }}$ iteration, then find the smallest $p$ such that $\tilde{L}_{k+1}=2^{p} \tilde{L}_{k}$ satisfies the Lipschitz condition locally $(p=-1,0,1, \ldots)$. See Nesterov's universal gradient methods [Nes15] for details.
(iv). Adaptive stepsize strategies for a specific algorithm. See [GK13] for example.

Theorem 4.12 Suppose $\tilde{L}$ is used as an initial guess for the $k^{\text {th }}$ iteration, and we select the smallest $q \in \mathbb{N}$ such that $\tilde{L}_{k}=\eta^{q} \tilde{L}$ satisfies the local condition, for $\eta \geq 1$. To guarantee
convergence, it requires

$$
q \geq \max \left\{\frac{1}{\log \eta}(\log L-\log \tilde{L}), 0\right\}
$$

which is also the number of function evaluations required. We have

$$
\begin{array}{cc}
L \leq \tilde{L}_{k} \leq \eta L, & \text { if } \quad \tilde{L} \leq L \\
L \leq \tilde{L}_{k}=\tilde{L}, & \text { if } \quad L \leq \tilde{L} .
\end{array}
$$

Proof To guarantee convergence, it requires $q$ such that $\tilde{L}_{k}=\eta^{q} \tilde{L} \geq L$. If $\tilde{L} \leq L, q$ should be selected such that $\eta^{q} \tilde{L} \leq \eta L$; otherwise $q-1$ will be large enough to be selected, i.e. $\tilde{L}_{k}=\eta^{q-1} \tilde{L} \geq L$.

Theorem 4.12 covers the setting of choice (i)-(iii), also referred to as the fixed stepsize strategy, backtracking method, and Nesterov's adaptive method, respectively. For fixed stepsize strategies, $\tilde{L} \geq L$ is selected for all iterations, which yields $q=0$, and thus checking the local condition is not required [BT09]. For backtracking methods, $\tilde{L}=\tilde{L}_{k-1}$ and $\eta>1$ is a parameter of the strategy. Since $\tilde{L}_{k}$ is monotonically increasing in $k, q$ is monotonically decreasing. Therefore, $q$ at the $k^{\text {th }}$ iteration is equivalent to the total number of (extra) function evaluations for the rest of the iterations.

On the other hand, for Nesterov's adaptive method, $\tilde{L}=\tilde{L}_{k-1} / 2$ and $\eta=2 . \quad \tilde{L}_{k}$ is not monotonically increasing in $k$, and in each iteration, $q$ is the number of function evaluations in the worst case. Notice that once the worst case occurs (having $q$ function evaluations) in the $k^{\text {th }}$ iteration, $q$ will be smaller since $\tilde{L}_{k}$ is sufficiently large. In Nesterov's universal gradient methods [Nes15], Nesterov proved that for $k$ iterations, the number of function evaluations is bounded by $\mathcal{O}(2 k)$.

Theorem 4.12 illustrates the trade-off between three aspects: aggressiveness of initial guess $\tilde{L}$, recovering rate $\eta$, and the convergence rate. Methods with small (aggressive) initial guess $\tilde{L}$ have the possibility to result in larger stepsize. However, it will yield a larger $q$, the number of function evaluations in the worst case. One could reduce $q$ by setting a larger $\eta$, and so $\tilde{L}$ could scale quickly towards $L$, but it will generate a slower rate of convergence ( $\eta L$ ). If one
wants to preserve a good convergence rate (small $\eta$ ) with small number of function evaluations (small $q$ ), then $\tilde{L}$ could not be too small. In that case one has to give up on the opportunity of having large stepsizes. The fixed stepsize strategy is the extreme case of minimizing $q$ by giving up the opportunity of having larger stepsizes.

The proposed stepsize strategy PUG tries to reduce $\tilde{L}$ as (iii), but guides $\tilde{L}$ to increase reasonably and quickly when it fails to satisfy the local condition. In particular, by replacing $L$ with its probabilistic upper bound, aggressive $\tilde{L}$ and fast recovering rate are allowed without slowing the convergence. This above feature does not obey the trade-off that constrains choice (i)-(iii). Also, PUG is flexible compared to (iv). It can be applied to all algorithms that require $L$, as well as mini-batch and block-coordinate-type algorithms which require submatrix of $\mathbf{A}$.

### 4.4.2 PUG

In this section, we will use the tail bounds to develop PUG. Using equation (4.14), we first define the upper bound at different confidence level,

$$
\begin{equation*}
L \leq \mathcal{U}(\epsilon) \triangleq 2 \gamma \mu_{\max }-\frac{\gamma R}{m} \log \left(\frac{\epsilon}{n}\right) \tag{4.24}
\end{equation*}
$$

with probability of at least $1-\epsilon$. We point out that the probabilistic upper bound (4.14) does not rely on the assumption that the dataset is normalized with mean zero and unit variance, and so it is applicable to all types of datasets. The basic idea of PUG is to use the result in the following theorem.

Theorem 4.13 Suppose $\tilde{L}$ is used as an initial guess for the $k^{\text {th }}$ iteration, and we denote

$$
\eta_{P U G, N}=\left(\frac{\mathcal{U}(\epsilon)}{\tilde{L}}\right)^{1 / N}
$$

where $\mathcal{U}(\epsilon)$ is defined as in (4.24). If we select the smallest $q \in \mathbb{N}$ such that $\tilde{L}_{k}=\eta_{\text {PUG,N }}^{q} \tilde{L}$ satisfies the local condition, then with probability of at least $1-\epsilon$, it requires $q=N$ to guarantee

```
Algorithm 4.1 PUG
    Input: \(\tilde{L}_{k}\) from last iteration
    Initialization: Set \(\tilde{L}=\tilde{L}_{k} / 2, \epsilon=\min \left\{0.1, \epsilon_{0}\right\}\) (Require: \(\epsilon_{0}\) small enough such that \(\mathcal{U}(\epsilon)>\)
    \(\tilde{L}\) )
    Set \(\eta_{\text {PUG }}=\sqrt{\mathcal{U}(\epsilon) / \tilde{L}}\)
    while \(\tilde{L}\) does not satisfy Lipschitz constant condition locally do
        Set \(\tilde{L}=\eta_{\text {PUG }} \tilde{L}\)
    end while
    Output: Lipschitz constant \(\tilde{L}_{k+1}=\tilde{L}\)
```

convergence. In particular, we have

$$
\begin{gathered}
L \leq \tilde{L}_{k} \leq \mathcal{U}(\epsilon), \quad \text { if } \quad \tilde{L} \leq L \\
L \leq \tilde{L}_{k}=\tilde{L},
\end{gathered} \quad \text { if } \quad L \leq \tilde{L}, ~ \$
$$

with probability of at least $1-\epsilon$.

Proof To guarantee convergence, it requires $q$ such that $\tilde{L}_{k}=\eta_{\mathrm{PUG}, N}^{q} \tilde{L} \geq L$. When $q=N$, $\tilde{L}_{k}=\mathcal{U}(\epsilon) \geq L$ with probability of at least $1-\epsilon$.

Theorem 4.13 shows the potential advantage of PUG. With any initial guess $\tilde{L}$, PUG is able to scale $\tilde{L}$ quickly towards $L$ without interfering with the probabilistic convergence rate. This unique feature allows an aggressive initial guess $\tilde{L}$ as Nesterov's adaptive strategy without low recovering rate nor slow convergence rate. Algorithm 4.1 provided details of PUG with $N=2$, which is chosen in order to be comparable with the Nesterov's adaptive method. We point out that,

$$
\mathcal{U}(\epsilon) \rightarrow \infty \quad \text { as } \quad \epsilon \rightarrow 0
$$

Therefore, the convergence of FISTA is guaranteed with PUG, even in the extreme case that $L \leq \mathcal{U}(\epsilon)$ with $\epsilon \approx 0$.

In the case where computing $\mu_{\max }$ is impractical, it could be bounded by

$$
\begin{equation*}
\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})=\left\|\mathbb{E}\left[\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right]\right\| \leq \mathbb{E}\left[\left\|\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right\|\right]=\mathbb{E}\left[\boldsymbol{\xi}^{T} \boldsymbol{\xi}\right]=\sum_{i=1}^{n} \mathbb{E}\left[\xi_{i}^{2}\right]=\sum_{i=1}^{n}\left(\operatorname{Var}\left(\xi_{i}\right)+\left(\mathbb{E}\left[\xi_{i}\right]\right)^{2}\right) \tag{4.25}
\end{equation*}
$$

With the assumption that $\xi_{i}$ 's have zero mean and unit variance, $\mu_{\max } \leq n$. For $\mathbf{A}$ that does not satisfy these assumptions due to different normalization process of the data, (4.25) could be used to bound $\mu_{\max }$. For the $R$ in (4.24), one could use $c^{2} n$ as in Corollary 4.9, or $\max _{i} \mathbf{a}_{i}^{T} \mathbf{a}_{i}$ since $\lambda_{\max }\left[\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right]=\left\|\boldsymbol{\xi} \boldsymbol{\xi}^{T}\right\|=\boldsymbol{\xi}^{T} \boldsymbol{\xi}$.

### 4.4.3 Convergence Bounds: Regular Strategies vs. PUG

Different stepsize strategies would lead to different convergence rates even for the same algorithm. Since PUG is based on the probabilistic upper bound $\mathcal{U}(\epsilon)$ in (4.24), it leads to a probabilistic convergence of FISTA.

Theorem 4.14 Consider the composite program (4.2) with $f$ that is in the form of (4.4), where $\mathbf{A}$ is an $m \times n$ random matrix in which its rows are independent samples of some random variables $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$ with covariance matrix $\boldsymbol{\Sigma}$. Suppose $\left|\xi_{i}\right| \leq c$ almost surely for $i=1,2, \cdots, n$ and $\left\|\mathbf{x}_{0}-\mathbf{x}_{\star}\right\|^{2} \leq M$ for some positive constant $M$. Then the convergence of FISTA with PUG (Algorithm 4.1) is

$$
\begin{equation*}
F\left(\mathbf{x}_{k}\right)-F\left(\mathbf{x}_{\star}\right) \leq \frac{2 M}{(k+1)^{2}}\left(2 \gamma \mu_{\max }-\frac{\gamma R}{m} \log \left(\frac{\epsilon}{n}\right)\right) \tag{4.26}
\end{equation*}
$$

with probability at least $1-\epsilon$, where $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})$.

Proof This result can be obtained by combining results in Proposition 4.1, Lemma 4.7, and the same argument as in the proof of convergence in [BT09].

When using regular stepsize strategies, FISTA results in convergence rates that are in the form of (4.20) with different $\eta$ 's $(\eta>1)$. For a backtracking strategy, $\eta$ would be an user-specified
parameter. It is clear from (4.20) that convergence is better when $\eta$ is close to 1 . However, it would take more iterations and more function evaluations to find a satisfying stepsize, and these costs are not captured in (4.20). In the case of Nesterov's adaptive strategy [Nes15], $\eta=2$. Using the same analysis as in Section 4.3.2, $L$ should be replaced with the upper bound in (4.21) for the average case, or $\mathcal{U}(\epsilon)$ in (4.24) for the probabilistic case. For the probabilistic case, those convergences are of the same order as in the case of using PUG, as shown in (4.26).

Therefore, PUG is competitive compared to other stepsize strategies in the probabilistic case. The strength of PUG comes from the fact that it is adaptive with strong theoretical guarantee that with high probability, $\tilde{L}_{k}$ will quickly be accepted at each iteration.

### 4.4.4 Mini-batch Algorithms and Block-coordinate Algorithms

For mini-batch algorithms, each iteration is performed using only a subset of the whole training set. Therefore, in each iteration, we consider a matrix that contains the corresponding subset. This matrix is a submatrix of $\mathbf{A}$ with the same structure, and therefore it is also a random matrix with smaller size $\bar{m}$-by- $n$, where $\bar{m}<m$. Using the existing results, we can conclude that the associated $\mathcal{U}(\epsilon)$ in each iteration would be larger than those in full-batch algorithms. As a result, the guaranteed stepsize for mini-batch algorithms tends to be smaller than full-batch algorithms.

On the other hand, block-coordinate algorithms do not update all dimensions at once in each iteration. Rather, a subset of dimensions will be selected to perform the update. In such a setting, we only consider the variables (columns of A) that are associated with the selected coordinates. We should consider a submatrix that is formed by columns of A. This submatrix itself is also a random matrix with smaller size $m$-by- $\bar{n}$, where $\bar{n}<n$. Using the existing results, the guaranteed stepsize for block-coordinate algorithms tends to be larger.

Thus, with minor modifications PUG can be applied to mini-batch and block-coordinate algorithms.


Figure 4.1: Case I, $m=n$


Figure 4.2: Case II, $2 m=n$


Figure 4.3: Case III, $n=1024$

### 4.5 Numerical Experiments

In the first part of this section, we will apply the bounds from Section 4.3 to illustrate the relationship between different parameters and $L$. Then, we will perform the PUG on two regression examples.

### 4.5.1 Numerical Simulations for Average $L$

We consider three cases, and in each case we simulate A's in different dimension $m$ 's and $n$ 's. Each configuration is simulated with 1000 instances, and we study the sample average behaviors of $L$.

In the first case, we consider the most complicated situation and create random vector such that its entries are not identical nor independent. We use a mixture of three types of random variables (exponential, uniform, and multivariate normal) to construct the matrix $\mathbf{A} \in \mathbb{R}^{m \times n}$. The rows of $\mathbf{A}$ are independent samples of $\boldsymbol{\xi}^{T}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)$. We divide $\mathbf{A}$ into three parts with $n_{1}, n_{2}$, and $n_{3}$ columns. Note that $n_{1}=n_{2}=n_{3}=n / 3$ up to rounding errors. We assign $\boldsymbol{\xi}$ with the elements where

$$
\xi_{j} \sim \begin{cases}\operatorname{Exp}(1)-1 & \text { if } j \leq n_{1}  \tag{4.27}\\ \mathcal{U}(-\sqrt{3}, \sqrt{3}) & \text { if } n_{1}<j \leq n_{1}+n_{2}\end{cases}
$$

and $\left(\xi_{n_{1}+n_{2}+1}, \xi_{n_{1}+n_{2}+2}, \cdots, \xi_{n}\right) \sim \mathcal{N}\left(\mathbf{0}_{n_{3} \times 1}, \hat{\boldsymbol{\Sigma}}\right) . \hat{\boldsymbol{\Sigma}}$ is a $n_{3} \times n_{3}$ matrix with 1 on the diagonal
and 0.5 otherwise. $\xi_{1}, \xi_{2}, \cdots, \xi_{n_{1}+n_{2}}$ are independent.

The scaling factors of the uniform distribution and exponential distribution are used to normalize the uniform random variables $\xi_{j}$ such that $\mathbb{E}\left[\xi_{j}\right]=0$, and $\mathbb{E}\left[\xi_{j}^{2}\right]=1$. Some entries of $\mathbf{A}$ are normally distributed or exponentially distributed, and we approximate the upper bound of the entries with $c=3$. From statistics, we know that with very high probability, this approximation is valid.

In Figure 4.1, we plot the sample average Lipschitz constant over 1000 instances. As expected, the expected Lipschitz constant is "trapped" between its lower and upper bound. We can see that the expected $L$ increases when $m$ and $n$ increases with the ratio $n / m$ is fixed. This phenomenon is due the fact that $\mu_{\max }=\lambda_{\max }(\boldsymbol{\Sigma})$ increases as $n$ increases.

To further illustrate this, we consider the second case. The setting in this case is the same as the first case except that we replace $\hat{\boldsymbol{\Sigma}}$ with $\mathbf{I}_{n}$. So, all the variables are linearly independent. In the case, $\mu_{\max }=1$ regardless the size of the $\mathbf{A}$. The ratio $n / m=2$ is fixed in this example. From Figure 4.2, the sample average $L$ does not increase rapidly as the size of $\mathbf{A}$ increases. These results match with the bound (4.21).

In the last case, we investigate the effect of the ratio $n / m$. The setting is same as the first case, but we keep $n=1024$ and experiment with different $m$ 's. From Figure 4.3, the sample average $L$ decreases as $m$ increases. This result suggests that a large dataset is favorable in terms of complexity, especially for large-scale (large $n$ ) ERM problems.

### 4.5.2 Regularized Logistics Regression

We implement FISTA with three different stepsize strategies (i) the regular backtracking stepsize strategy, (ii) the Nesterov's adaptive stepsize strategy, and (iii) the proposed adaptive stepsize strategy PUG. We compare the three strategies with an example in a $\ell_{1}$ regularized logistic regression problem, in which we solve the convex optimization problem

$$
\min _{\mathbf{x} \in \mathbb{R}^{n}} \frac{1}{m} \sum_{i=1}^{m} \log \left(1+\exp \left(-b_{i} \mathbf{x}^{T} \mathbf{a}_{i}\right)\right)+\omega\|\mathbf{x}\|_{1} .
$$

|  | Backtracking | Nesterov | PUG |
| :--- | :---: | :---: | :---: |
| T | 1.00 x | 0.31 x | $\mathbf{0 . 2 8 x}$ |
| nIter | 1.00 x | $\mathbf{0 . 2 1 x}$ | 0.25 x |
| nFunEva | 1.00 x | 0.28 x | $\mathbf{0 . 2 7 x}$ |
| Avg. $\tilde{L}$ | 1.00 x | $\mathbf{0 . 1 6 x}$ | 0.24 x |

Table 4.1: Gisette

|  | Backtracking | Nesterov | PUG |
| :--- | :---: | :---: | :---: |
| T | 1.00 x | 1.04 x | $\mathbf{0 . 7 8 x}$ |
| nIter | 1.00 x | 0.69 x | $\mathbf{0 . 6 1 x}$ |
| nFunEva | 1.00 x | 0.92 x | $\mathbf{0 . 7 1 x}$ |
| Avg. $\tilde{L}$ | 1.00 x | $\mathbf{0 . 5 4 x}$ | 0.68 x |

Table 4.2: YearPredictionMSDt

We use the dataset gisette for $\mathbf{A}$ and $\mathbf{b}$. Gisette is a handwritten digits dataset from the NIPS 2003 feature selection challenge. The matrix $\mathbf{A}$ is a $6000 \times 5000$ dense matrix, and so we have $n=5000$ and $m=6000$. The parameter $\omega$ is chosen to be the same as [LSS14, YHL12]. Gisette can be found at https://www.csie.ntu.edu.tw/ ${ }^{\sim}$ cjlin/libsumtools/datasets. We chose $\tilde{L}_{0}=1$ for all three stepsize strategies. For the backtracking stepsize strategy, we chose $\eta=1.5$.

Table 4.1 shows the performances of the three stepsize strategies. T is the scaled computational time, nIter is the scaled number of iterations, nFunEva is the scaled number of function evaluations, and Avg. $\tilde{L}$ is the average of $\tilde{L}$ used. This result encourages the two adaptive stepsize strategies as the number of iterations needed and the computational time are significantly smaller compared to the regular backtracking algorithm. This is due to the fact that $\tilde{L}$ could be a lot smaller than the Lipschitz constant $L$ in this example, and so the two adaptive strategies provide more efficient update for FISTA. As shown in Table 4.1, even though Nesterov's strategy yields smaller numbers of iterations, it leads to higher numbers of function evaluations and so it takes more time than PUG.

### 4.5.3 Regularized Linear Regression

We also compare the three strategies with an example in a $\ell_{1}$ regularized linear regression problem, a.k.a LASSO, in which we solve the convex optimization problem

$$
\min _{\mathbf{x} \in \mathbb{R}^{n}} \frac{1}{2 m} \sum_{i=1}^{m}\left(\mathbf{x}^{T} \mathbf{a}_{i}-b_{i}\right)^{2}+\omega\|\mathbf{x}\|_{1} .
$$

We use the dataset YearPredictionMSDt (testing dataset) for $\mathbf{A}$ and $\mathbf{b}$. YearPredictionMSDt has a $51630 \times 90$ dense matrix $\mathbf{A}$, and so we have $n=90$ and $m=51630$. The parameter $\omega$ is chosen to be $10^{-6}$. YearPredictionMSD can be found at
https://www.csie.ntu.edu.tw/~ cjlin/libsvmtools/datasets.

We chose $\tilde{L}_{0}=1$ for all three stepsize strategies. For the backtracking stepsize strategy, we chose $\eta=1.5$.

Table 4.2 shows the performance of the three stepsize strategies, and the structure is same as Table 4.1. Unlike Gisette, adaptive strategies failed to provide small $\tilde{L}$ compared to $L$. Nesterov's strategy could not take the advantage of its adaptive feature. In particular, compared to backtracking strategy, even though Nesterov's strategy yielded a $31 \%$ reduction in terms of number of iterations, the number of function evaluations is only $8 \%$ better than the backtracking strategy. This explains the reason why Nesterov's strategy did not outperform the backtracking strategy in this example. PUG, on the other hand, maintains good performance due to the fact that it requires fewer numbers of iterations.

### 4.6 Conclusions and Perspectives

The analytical results in this chapter show the relationship between the Lipschitz constant and the training set of an ERM problem. These results provide insightful information about the complexity of ERM problems, as well as opening up opportunities for new stepsize strategies for optimization problems.

One interesting extension could be to apply the same approach to different machine learning models, such as neural networks, deep learning, etc.

## Chapter 5

# Multilevel Methods for Unconstrained Convex Optimization 

Life is like riding a bicycle. To keep your balance you must keep moving.

Albert Einstein

Building upon multigrid methods, the framework of multilevel optimization methods was developed to solve structured optimization problems, including problems in optimal control $\left[\mathrm{GMS}^{+} 10\right]$, image processing [PLRR], etc. In this chapter, we give a broader view of the multilevel framework and establish some connections between multilevel algorithms and the other approaches. An interesting case of the so called Galerkin model is further studied. By studying three different case studies of the Galerkin model, we take the first step to show how the structure of optimization problems could improve the convergence of multilevel algorithms.

### 5.1 Introduction

Multigrid methods are considered as the standard approach in solving differential equations [BHM00, Hac03, HYB17, Str07, TOS01, Wes92]. When solving a differential equation using
numerical methods, an approximation of the solution is obtained on a mesh via discretization. The computational cost of solving the discretized problem, however, varies and it depends on the choice of the mesh size used. Therefore, by considering different mesh sizes, a hierarchy of discretized models can be defined. In general, a more accurate solution can be obtained with a smaller mesh size chosen, which results in a discretized problem in higher dimensions. We shall follow the traditional terminologies in the multigrid community and call a fine model to be the discretization in which its solution is sufficiently close to the solution of the original differential equation; otherwise we call it coarse model [BHM00]. The main idea of multigrid methods is to make use of the geometric similarity between different discretizations. In particular, during the iterative process of computing a solution of the fine model, one replaces part of the computations with the information from coarse models. The advantages of using multigrid methods are twofold. Firstly, coarse models are in the lower dimensions compared to the fine model, and so the computational cost is reduced. Secondly and interestingly, the directions generated by coarse model and fine model are in fact complementary. It has been shown that using the fine model is effective in reducing the high frequency components of the residual (error) but ineffective in reducing and alternating the low frequency components. Those low frequency components, however, will become high frequency after dimensional reduction. Thus, they could be eliminated effectively using coarse models [BHM00, Str07].

This idea of multigrid was extended to optimization. Nash [Nas00] proposed a multigrid framework for unconstrained infinite-dimensional convex optimization problems. Examples of such problems could be found in the area of optimal control. Following the idea of Nash, many multigrid optimization methods were further developed [Nas00, Nas14, LN13, LN05, KM16, WG09, GST08]. In particular, Wen and Goldfarb [WG09] provided a line search-based multigrid optimization algorithm under the framework in [Nas00], and further extended the framework to nonconvex problems. Gratton et al. [GST08] provided a sophisticated trust-region version of multigrid optimization algorithms, in which they called it multiscale algorithm, and in the later developments [WG09], the name multilevel algorithm is used. In this chapter, we will consistently use the name multilevel algorithms for all these optimization algorithms, but we emphasize that the terms multilevel, multigrid, and multiscale were used interchangeably in
different literatures. On the other hand, we keep the name multigrid methods for the conventional multigrid methods that solve linear or nonlinear equations that are discretizations arising from partial differential equations (PDEs).

It is worth mentioning that different multilevel algorithms were developed beyond infinitedimensional problems, see for example Markov decision processes [HP14] (Chapter 3 in the thesis), image deblurring [PLRR], and face recognition [HPZ15]. The above algorithms all have the same aim: to speed up the computations by making use of the geometric similarity between different models in the hierarchy.

The numerical performance of multilevel algorithms has been satisfying. In particular, both of the line-search based [WG09] and trust-region based [GMS $\left.{ }^{+} 10\right]$ algorithms outperform standard methods when solving infinite-dimensional problems. Numerical results show that multilevel algorithms can take the advantage of the geometric similarity between different discretizations just as the original multigrid methods.

However, to the best of our knowledge, no theoretical result is able to show the advantages of using multilevel optimization algorithms. For the line-search based algorithm, Wen and Goldfarb [WG09] proved a sublinear convergence rate for strongly convex problems and convergence for nonconvex problems. Gratton et al. [GST08] proved that their trust-region based multilevel algorithm requires the same order of number of iterations as compared to the gradient descent. Building upon the above developments, in this chapter, we aim to address three fundamental issues with the current multilevel optimization framework. Firstly, under the general framework of multilevel optimization, could we connect classical optimization algorithms with the recently developed multilevel optimization algorithms? Secondly, could we extend the current analysis and explain why multilevel optimization algorithms outperform standard methods for some classes of problems (e.g. infinite-dimensional problems)? Thirdly, how do we construct a coarse model when the hierarchy is not obvious?

The contributions of this chapter are:

- We provide a more complete view of line search multilevel algorithms, and in particular,
we connect the general framework of the multilevel algorithm with classical optimization algorithms, such as variable metric methods and block-coordinate type methods. We also make a connection with the stochastic variance reduced gradient (SVRG) algorithm [JZ13].
- We analyze the multilevel algorithm with the Galerkin model. The key feature of the Galerkin model is that a coarse model is created from the first and second order information of the fine model. The name "Galerkin model" is given in [GST08] since this is related to the Galerkin approximation in algebraic multigrid methods [Stü01]. We will call this algorithm the Galerkin-based Algebraic Multilevel Algorithm (GAMA). A global convergence analysis of GAMA is provided.
- We propose to use the composite rate for analysis of the local convergence of GAMA. As we will show later, neither linear convergence nor quadratic convergence is suitable when studying the local convergence due to the broadness of GAMA.
- We study the composite rate of GAMA in a case study of infinite dimensional optimization problems. We show that the linear component of the composite rate is inversely proportional to the smoothness of the residual, which agrees with the findings in conventional multigrid methods.
- We show that GAMA can be set up as Newton's method in lower dimensions with low rank approximation to Hessians. This is done by a low rank approximation method called the naïve Nyström method. We show how the dimensions of the coarse model and the spectrum of the eigenvalues would affect the composite rate.
- GAMA can also be set up as Newton's method with block-diagonal approximation of the Hessians. We define a class of objective functions with weakly-connected Hessians. That is, the Hessians of the function have the form of a linear combination of a block-diagonal matrix and a general matrix which its entries are in $\mathcal{O}(\delta)$, for $\delta \ll 1$. We show how $\delta$ would vary the composite rate, and at the limit $\delta \rightarrow 0$, GAMA would achieve the quadratic rate of convergence.

The rest of this chapter is structured as follows: In Section 5.2 we provide background material and introduce different variants of multilevel algorithms. We also show that several existing optimization algorithms are in fact special cases under the general framework of multilevel algorithms. In Section 5.3, we study the convergence of GAMA. We first derive the global convergence rate of GAMA, and then show that GAMA exhibits composite convergence when the current incumbent is sufficiently close to the optimum. Composite convergence rate is defined as a linear combination of linear convergence and quadratic convergence, and we denote $r_{1}$ and $r_{2}$ as the coefficient of linear rate and quadratic rate, respectively. Using these results, in Section 5.4 we derive the complexity of both GAMA and Newton's method. When $r_{1}$ is sufficiently small, we show that GAMA has less complexity compared to Newton's method. In Sections 5.5-5.7, three special cases of GAMA are considered. We compute $r_{1}$ in each case and show the relationship between $r_{1}$ and the structure of the problem. In Section 5.5, we study problems arising from discretizations of one-dimensional PDE problems; in Section 5.6 we study problems where the low rank approximations of Hessians are sufficiently accurate; in Section 5.7 we study problems where the Hessians of the objective function are nearly block-diagonal. In Section 5.8 we illustrate the convergence of GAMA using several numerical examples, including variational optimization problems and machine learning problems.

### 5.2 Multilevel Models

In this section a broad view of the general multilevel framework will be provided. We start with basic settings and the core idea of multilevel algorithms in [GST08, LN05, WG09], then we show that the general multilevel framework covers several optimization algorithms, including the variable metric methods, block-coordinate descent, and stochastic variance reduced gradient. At the end of this section we provide the settings and details of the core topic of this chapter Galerkin model.

### 5.2.1 Basic Settings

In this chapter we are interested in solving,

$$
\begin{equation*}
\min _{\mathbf{x}_{h} \in \mathbb{R}^{N}} f_{h}\left(\mathbf{x}_{h}\right), \tag{5.1}
\end{equation*}
$$

where $\mathbf{x}_{h} \in \mathbb{R}^{N}$, and function $f_{h}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is continuous, differentiable, and strongly convex.

We first clarify the use of the subscript $h$. Throughout this chapter, the lower case $h$ represents that this is associated with the fine (exact) model. To use multilevel methods, one needs to formulate a hierarchy of models, and models with lower dimensions (resolutions) called the coarse models. To avoid the unnecessary complications, in this chapter we consider only two models in the hierarchy: fine and coarse. In the same manner of using subscript $h$, we assign the upper case $H$ to represent the association with coarse model. We assign $N$ and $n(n \leq N)$ to be the dimensions of the fine model and the coarse model, respectively. For instance, any vector that is within the space $\mathbb{R}^{N}$ is denoted with subscript $h$, and similarly, any vector with subscript $H$ is within the space $\mathbb{R}^{n}$.

Assumption 5.1 There exists constants $\mu_{h}, L_{h}$, and $M_{h}$ such that

$$
\begin{equation*}
\mu_{h} \mathbf{I} \preccurlyeq \nabla^{2} f_{h}\left(\mathbf{x}_{h}\right) \preccurlyeq L_{h} \mathbf{I}, \quad \forall \mathbf{x}_{h} \in \mathbb{R}^{N}, \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla^{2} f_{h}\left(\mathbf{x}_{h}\right)-\nabla^{2} f_{h}\left(\mathbf{y}_{h}\right)\right\| \leq M_{h}\left\|\mathbf{x}_{h}-\mathbf{y}_{h}\right\|, \quad \forall \mathbf{x}_{h}, \mathbf{y}_{h} \in \mathbb{R}^{N} . \tag{5.3}
\end{equation*}
$$

Equation (5.2) implies

$$
\left\|\nabla f_{h}\left(\mathbf{x}_{h}\right)-\nabla f_{h}\left(\mathbf{y}_{h}\right)\right\| \leq L_{h}\left\|\mathbf{x}_{h}-\mathbf{y}_{h}\right\|, \quad \forall \mathbf{x}_{h}, \mathbf{y}_{h} \in \mathbb{R}^{N}
$$

The above assumption of the objective function will be used throughout this chapter, and it is common when studying second order algorithms.

Multilevel methods require mapping information across different dimensions. To this end, we define a matrix $\mathbf{P} \in \mathbb{R}^{N \times n}$ to be the prolongation operator which maps information from coarse to fine, and we define a matrix $\mathbf{R} \in \mathbb{R}^{n \times N}$ to be the restriction operator which maps information from fine to coarse. We make the following assumption on $\mathbf{P}$ and $\mathbf{R}$.

Assumption 5.2 The restriction operator $\mathbf{R}$ is the transpose of the prolongation operator $\mathbf{P}$ up to a constant $c$. That is,

$$
\mathbf{P}=c \mathbf{R}^{T}, \quad c>0
$$

Without loss of generality, we take $c=1$ throughout this chapter to simplify the use of notation for the analysis. We also assume any useful (non-zero) information in the coarse model will not become zero after prolongation and make the following assumption.

Assumption 5.3 The prolongation operator $\mathbf{P}$ has full column rank, and so

$$
\operatorname{rank}(\mathbf{P})=n
$$

Notice that Assumption 5.2 and 5.3 are standard assumptions for multilevel methods [BHM00, Hac03, WG09]. Since $\mathbf{P}$ has full column rank, we define the pseudoinverse and its norm

$$
\begin{equation*}
\mathbf{P}^{+}=(\mathbf{R P})^{-1} \mathbf{R}, \quad \text { and } \quad \nu_{L}=\left\|\mathbf{P}^{+}\right\| . \tag{5.4}
\end{equation*}
$$

The coarse model is constructed in the following manner. Suppose in the $k^{\text {th }}$ iterations we have an incumbent solution $\mathbf{x}_{h, k}$ and gradient $\nabla f_{h, k} \triangleq \nabla f_{h}\left(\mathbf{x}_{h, k}\right)$. Then the corresponding coarse model is,

$$
\begin{equation*}
\min _{\mathbf{x}_{H} \in \mathbb{R}^{n}} \phi_{H}\left(\mathbf{x}_{H}\right) \triangleq f_{H}\left(\mathbf{x}_{H}\right)+\left\langle\mathbf{v}_{H}, \mathbf{x}_{H}-\mathbf{x}_{H, 0}\right\rangle \tag{5.5}
\end{equation*}
$$

where,

$$
\mathbf{v}_{H} \triangleq-\nabla f_{H, 0}+\mathbf{R} \nabla f_{h, k}
$$

$\mathbf{x}_{H, 0}=\mathbf{R x}_{h, k}$, and $f_{H}: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Similar to $\nabla f_{h, k}$, we denote $\nabla f_{H, 0} \triangleq \nabla f_{H}\left(\mathbf{x}_{H, 0}\right)$ and
$\nabla \phi_{H, 0} \triangleq \nabla \phi_{H}\left(\mathbf{x}_{H, 0}\right)$ to simplify notation. Similar notation will be used consistently unless it is specified otherwise. We emphasize the construction of coarse model (5.5) is common in the line of multilevel optimization research and it is not original in this chapter. See for example [GST08, LN05, WG09]. Note that when constructing the coarse model (5.5), one needs to add an additional linear term on $f_{H}\left(\mathrm{x}_{H}\right)$. This linear term ensures the following is satisfied,

$$
\begin{equation*}
\nabla \phi_{H, 0}=\mathbf{R} \nabla f_{h, k} . \tag{5.6}
\end{equation*}
$$

For infinite-dimensional optimization problems, one can define $f_{h}$ and $f_{H}$ using discretization with different mesh sizes. In general, $f_{h}$ is the function that is sufficiently close to the original problem, and that can be achieved using small mesh sizes. Based on geometric similarity between discretizations with different meshes, $f_{h} \approx f_{H}$ even though $n \leq N$.

However, we want to emphasize $f_{h} \approx f_{H}$ is not a necessary requirement when using multilevel methods. In principle, $f_{H}\left(\mathbf{x}_{H}\right)$ can be any function. Galerkin model, as we will show later, is a quadratic model where $f_{H}$ is chosen to be an approximation of the Hessian of $f_{h}$.

### 5.2.2 The General Multilevel Algorithm

The main idea of multilevel algorithms is to use the coarse model to compute search directions. We call such direction the coarse correction step. When using coarse correction steps, we compute the direction by solving the corresponding coarse model (5.5) and perform the update

$$
\mathbf{x}_{h, k+1}=\mathbf{x}_{h, k}+\alpha_{h, k} \hat{\mathbf{d}}_{h, k},
$$

with

$$
\begin{equation*}
\hat{\mathbf{d}}_{h, k} \triangleq \mathbf{P}\left(\mathbf{x}_{H, \star}-\mathbf{x}_{H, 0}\right) \tag{5.7}
\end{equation*}
$$

where $\mathbf{x}_{H, \star}$ is the solution of the coarse model, and $\alpha_{h, k} \in \mathbb{R}^{+}$is the stepsize. We clarify that the "hat" in $\hat{\mathbf{d}}_{h, k}$ is used to identify a coarse correction step. The subscript $h$ in $\hat{\mathbf{d}}_{h, k}$ is used because $\hat{\mathbf{d}}_{h, k} \in \mathbb{R}^{N}$.

We should emphasize that $\mathbf{x}_{H, \star}$ in (5.7) can be replaced by $\mathbf{x}_{H, r}$ for $r=1,2, \ldots$, i.e. the incumbent solution of the coarse mode (5.5) after $r^{\text {th }}$ iterations. However, for the purpose of this chapter and simplicity, we ignore this case unless there is extra specification, and we let (5.7) be the coarse correction step.

It is known that the coarse correction step $\hat{\mathbf{d}}_{h, k}$ is a descent direction if $f_{H}$ is convex. The following lemma states this argument rigorously. Even though the proof is provided in [WG09], we provide it with our notation for the completeness of this chapter.

Lemma 5.4 ([WG09]) If $f_{H}$ is a convex function, then the coarse correction step is a descent direction. In particular, in the $k^{\text {th }}$ iteration,

$$
\nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k} \leq \phi_{H, \star}-\phi_{H, 0} \leq 0
$$

## Proof

$$
\begin{aligned}
\nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k} & =\nabla f_{h, k}^{T} \mathbf{R}^{T}\left(\mathbf{x}_{H, \star}-\mathbf{x}_{H, 0}\right) \\
& =\left(\mathbf{R} \nabla f_{h, k}\right)^{T}\left(\mathbf{x}_{H, \star}-\mathbf{x}_{H, 0}\right) \\
& =\nabla \phi_{H, 0}^{T}\left(\mathbf{x}_{H, \star}-\mathbf{x}_{H, 0}\right) \\
& \leq \phi_{H, \star}-\phi_{H, 0}
\end{aligned}
$$

as required.

The last inequality holds because $\phi_{H}$ is a convex function. Even though Lemma 5.4 states that $\hat{\mathbf{d}}_{h, k}$ is a descent direction, using coarse correction step solely is not sufficient to solve the fine model (5.1).

Proposition 5.5 Suppose $\nabla f_{h, k} \neq 0$ and $\nabla f_{h, k} \in \operatorname{null}(\mathbf{R})$, then the coarse correction step

$$
\hat{\mathbf{d}}_{h, k}=0 .
$$

Proof From (5.6), $\mathbf{x}_{H, \star}=\mathbf{x}_{H, 0}$ when $\mathbf{R} \nabla f_{h, k}=0$. Thus, $\hat{\mathbf{d}}_{h, k}=\mathbf{P}\left(\mathbf{x}_{H, \star}-\mathbf{x}_{H, 0}\right)=0$.

Recall that $\mathbf{R} \in \mathbb{R}^{n \times N}$, and so for $n<N$, a coarse correction step could be zero and make no progress even when the first order necessary condition $\nabla f_{h}=0$ has not been satisfied.

## Fine Correction Step

Two approaches can be used when the coarse correction step is not progressing nor effective. The first approach is to compute directions using standard optimization methods. We call such step the fine correction step. As opposed to coarse correction step $\hat{\mathbf{d}}_{h, k}$, we abandon the use of "hat" for all fine correction steps and denote them as $\mathbf{d}_{h, k}$ 's.

Classical examples of $\mathbf{d}_{h, k}$ 's are steps that are computed by standard methods such as gradient descent method, quasi-Newton method, etc. We perform fine correction steps when coarse correction steps are not effective. That is,

$$
\begin{equation*}
\left\|\mathbf{R} \nabla f_{h, k}\right\|<\kappa\left\|\nabla f_{h, k}\right\| \quad \text { or } \quad\left\|\mathbf{R} \nabla f_{h, k}\right\|<\epsilon, \tag{5.8}
\end{equation*}
$$

where $\kappa \in(0, \min (1,\|\mathbf{R}\|))$, and $\epsilon \in(0,1)$. The above criteria prevent using coarse model when $\mathbf{x}_{H, 0} \approx \mathbf{x}_{H, \star}$, i.e. the coarse correction step $\hat{\mathbf{d}}_{h, k}$ is close to $\mathbf{0}$. We point out that these criteria were also proposed in [WG09]. We also make the following assumption on the fine correction step throughout this chapter.

Assumption 5.6 There exists strictly positive constants $\zeta_{1}, \zeta_{2}>0$ such that

$$
\left\|\mathbf{d}_{h, k}\right\| \leq \zeta_{1}\left\|\nabla f_{h, k}\right\|, \quad \text { and } \quad-\nabla f_{h, k}^{T} \mathbf{d}_{h, k} \geq \zeta_{2}\left\|\nabla f_{h, k}\right\|^{2}
$$

where $\mathbf{d}_{h, k}$ is a fine correction step. As a consequence, there exists a constant $\Lambda_{h}>0$ such that

$$
f_{h, k}-f_{h, k+1} \geq \Lambda_{h}\left\|\nabla f_{h, k}\right\|^{2}
$$

where $f_{h, k+1}$ is updated using a fine correction step.

As we will show later, Assumption 5.6 is not restrictive, and $\Lambda_{h}$ is known for well-known cases
like gradient descent, Newton method, etc. Using the combination of fine and coarse correction steps is the standard approach in multilevel methods, especially for PDE-based optimization problems [GST08, LN05, WG09].

## Multiple P's and R's

The second approach to overcome issue of ineffective coarse correction step is by creating multiple coarse models with different $\mathbf{P}$ 's and R's.

Proposition 5.7 Suppose $\mathbf{R}_{1}, \mathbf{R}_{2}, \ldots, \mathbf{R}_{p}$ are all restriction operators that satisfy Assumption 5.2 and 5.3, where $\mathbf{R}_{i} \in \mathbb{R}^{n_{i} \times N}$ for $i=1,2, \ldots, p$. Denote $\mathcal{S}$ to be a set that contains the rows of $\mathbf{R}_{i}$ 's in $\mathbb{R}^{N}$, for $i=1,2, \ldots, p$. If

$$
\operatorname{span}(\mathcal{S})=\mathbb{R}^{N}
$$

then for $\nabla f_{h, k} \neq 0$ there exists at least one $\mathbf{R}_{j} \in\left\{\mathbf{R}_{i}\right\}_{i=1}^{p}$ such that

$$
\hat{\mathbf{d}}_{h, k} \neq 0 \quad \text { and } \quad \nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k}<0
$$

where $\hat{\mathbf{d}}_{h, k}$ is the coarse correction step computed using $\mathbf{R}_{j}$.

Proof Since $\operatorname{span}(\mathcal{S})=\mathbb{R}^{N}$, then for $\nabla f_{h, k} \neq 0$, there exists one $\mathbf{R}_{j}$ such that $\mathbf{R}_{j} \nabla f_{h, k} \neq 0$. So the corresponding coarse model would have $\mathbf{x}_{H, \star} \neq \mathbf{x}_{H, 0}$, and thus $\hat{\mathbf{d}}_{h, k_{j}} \neq 0$.

Proposition 5.7 shows that if the rows of the restriction operators $\mathbf{R}_{i}$ 's span $\mathbb{R}^{N}$, then at least one coarse correction step from these restriction operators would be nonzero and thus effective. In each iteration, one could use a similar idea as in (5.8) to rule out ineffective coarse models. However, this checking process could be expensive for large scale problems with large $p$ (number of restriction operators). To omit this checking process, one could choose the following alternatives.
i. Cyclical approach: choose $\mathbf{R}_{1}, \mathbf{R}_{2}, \ldots, \mathbf{R}_{p}$ in order at each iteration, and choose $\mathbf{R}_{1}$ after $\mathbf{R}_{p}$.
ii. Probabilistic approach: assign a probability mass function with $\left\{\mathbf{R}_{i}\right\}_{i=1}^{p}$ as a sample space, and choose the coarse model randomly based on the mass function. The mass function has to be strictly positive for each $\mathbf{R}_{i}$.

We point out that this idea of using multiple coarse models is related to domain decomposition methods, which solve (non-)linear equations arising from PDEs. Domain decomposition methods partition the problem domain into several sub-domains, and thus decompose the original problem into several smaller problems. We refer the readers to [CS94] for more details about domain decomposition methods.

In Section 5.2.3, we will show that using multiple $\mathbf{P}$ 's and $\mathbf{R}$ 's is not new in the optimization research community. Using the above multilevel framework, one can re-generate the blockcoordinate descent.

### 5.2.3 Connection with Variable Metric Methods

Using the above multilevel framework, in the rest of this section we will introduce different versions of multilevel algorithms: variable metric methods, block-coordinate descent, and stochastic variance reduced gradient. At the end of this section we will introduce the Galerkin model, which is an interesting case of the multilevel framework.

Recall that for variable metric methods, the direction $\mathbf{d}_{h, k}$ is computed by solving

$$
\begin{align*}
\mathbf{d}_{h, k} & =\arg \min _{\mathbf{d}} \frac{1}{2}\langle\mathbf{d}, \mathbf{Q} \mathbf{d}\rangle+\left\langle\nabla f_{h, k}, \mathbf{d}\right\rangle, \\
& =-\mathbf{Q}^{-1} \nabla f_{h, k} \tag{5.9}
\end{align*}
$$

where $\mathbf{Q} \in \mathbb{R}^{N \times N}$ is a positive definite matrix. When $\mathbf{Q}=\mathbf{I}, \mathbf{d}_{h, k}$ is the gradient descent search direction. When $\mathbf{Q}=\nabla^{2} f_{h, k}, \mathbf{d}_{h, k}$ is the search direction by Newton's method. When $\mathbf{Q}$ is an approximation of the Hessian, then $\mathbf{d}_{h, k}$ is the quasi-Newton search direction.

To show the connections between multilevel methods and variable metric methods, consider the following $f_{H}$.

$$
\begin{equation*}
f_{H}\left(\mathbf{x}_{H}\right)=\frac{1}{2}\left\langle\mathbf{x}_{H}-\mathbf{x}_{H, 0}, \mathbf{Q}_{H}\left(\mathbf{x}_{H}-\mathbf{x}_{H, 0}\right)\right\rangle, \tag{5.10}
\end{equation*}
$$

where $\mathbf{Q}_{H} \in \mathbb{R}^{n \times n}$, and $\mathbf{x}_{H, 0}=\mathbf{R} \mathbf{x}_{h, k}$ as defined in (5.5). Applying the definition of the coarse model (5.5), we obtain

$$
\begin{equation*}
\min _{\mathbf{x}_{H} \in \mathbb{R}^{n}} \phi_{H}\left(\mathbf{x}_{H}\right)=\frac{1}{2}\left\langle\mathbf{x}_{H}-\mathbf{x}_{H, 0}, \mathbf{Q}_{H}\left(\mathbf{x}_{H}-\mathbf{x}_{H, 0}\right)\right\rangle+\left\langle\mathbf{R} \nabla f_{h, k}, \mathbf{x}_{H}-\mathbf{x}_{H, 0}\right\rangle \tag{5.11}
\end{equation*}
$$

Thus from the definition in (5.7), the associated coarse correction step is,

$$
\begin{equation*}
\hat{\mathbf{d}}_{h, k}=\mathbf{P}(\arg \min _{\mathbf{d}_{H} \in \mathbf{R}^{n}} \underbrace{\frac{1}{2}\left\langle\mathbf{d}_{H}, \mathbf{Q}_{H} \mathbf{d}_{H}\right\rangle+\left\langle\mathbf{R} \nabla f_{h, k}, \mathbf{d}_{H}\right\rangle}_{\mathbf{d}_{H}=\mathbf{x}_{H}-\mathbf{x}_{H, 0}})=-\mathbf{P Q}_{H}^{-1} \mathbf{R} \nabla f_{h, k} . \tag{5.12}
\end{equation*}
$$

Therefore, with this specific $f_{H}$ in (5.10), the resulting coarse model (5.11) is analogous to variable metric methods. In a naïve case where $n=N$ and $\mathbf{P}=\mathbf{R}=\mathbf{I}$, the corresponding coarse correction step (5.12) would be the same as gradient descent direction, Newton direction, and quasi-Newton direction for $\mathbf{Q}_{H}$ that is identity matrix, Hessian, and approximation of Hessian, respectively.

### 5.2.4 Connection with Block-coordinate Descent

Interestingly, the coarse model (5.11) is also related to block-coordinate type methods. Suppose we have $p$ coarse models with prolongation and restriction operators, $\left\{\mathbf{P}_{i}\right\}_{i=1}^{p}$ and $\left\{\mathbf{R}_{i}\right\}_{i=1}^{p}$, respectively. For each coarse model, we let (5.10) be the corresponding $f_{H}$ with $\mathbf{Q}_{H}=\mathbf{I}$, and we further restrict our setting with the following properties.

1. $\mathbf{P}_{i} \in \mathbb{R}^{N \times n_{i}}, \forall i=1,2, \ldots, p$.
2. $\mathbf{P}_{i}=\mathbf{R}_{i}^{T}, \forall i=1,2, \ldots, p$.
3. $\left[\mathbf{P}_{1} \mathbf{P}_{2} \ldots \mathbf{P}_{p}\right]=\mathbf{I}$.

From (5.12), the above setting results in $\hat{\mathbf{d}}_{h, k_{i}}=-\mathbf{P}_{i} \mathbf{R}_{i} \nabla f_{h, k}$, where $\hat{\mathbf{d}}_{h, k_{i}}$ is the coarse correction step for the $i^{\text {th }}$ model. Notice that

$$
\left(\mathbf{P}_{i} \mathbf{R}_{i} \nabla f_{h, k}\right)_{j}= \begin{cases}\left(\nabla f_{h, k}\right)_{j} & \text { if } \sum_{q=1}^{i-1} n_{q}<j \leq \sum_{q=1}^{i} n_{q} \\ 0 & \text { otherwise }\end{cases}
$$

Therefore, $\hat{\mathbf{d}}_{h, k_{i}}$ is equivalent to a block-coordinate descent update [BT13]. When $n_{i}=1$, for $i=1,2, \ldots, p$, it becomes a coordinate descent method. When $1<n_{i}<N$, for $i=1,2, \ldots, p$, it becomes a block-coordinate descent. When the $\mathbf{P}_{i}$ 's and $\mathbf{R}_{i}$ 's are chosen using the cyclical approach, then it would be a cyclical (block)-coordinate descent. When the $\mathbf{P}_{i}$ 's and $\mathbf{R}_{i}$ 's are chosen using the probabilistic approach, then it would be a randomized (block)-coordinate descent method.

### 5.2.5 Connection with SVRG

The multilevel framework is also related to the Stochastic Variance Reduced Gradient (SVRG) and its variants [GGR16, JZ13, MNJ16], which is a state-of-the-art algorithm for structured machine learning problems. Suppose the fine model has the following form

$$
\min _{\mathbf{x}_{h} \in \mathbb{R}^{N}} f_{h}\left(\mathbf{x}_{h}\right)=\frac{1}{M} \sum_{i=1}^{M} f_{i}\left(\mathbf{x}_{h}\right) .
$$

We denote a set, $\mathcal{S}_{H} \subseteq\{1,2, \ldots, M\}$ with $\left|\mathcal{S}_{H}\right|=m$, and construct the following coarse model

$$
\min _{\mathbf{x}_{H} \in \mathbb{R}^{N}} f_{H}\left(\mathbf{x}_{H}\right)=\frac{1}{m} \sum_{i \in \mathcal{S}_{H}} f_{i}\left(\mathbf{x}_{H}\right) .
$$

In this particular case where $\mathbf{x}_{h}, \mathbf{x}_{H} \in \mathbb{R}^{N}$, no dimension is reduced, and we let $\mathbf{P}=\mathbf{R}=\mathbf{I}$. In the $k^{\text {th }}$ iteration with incumbent $\mathrm{x}_{k}$, the coarse model is

$$
\min _{\mathbf{x}_{H} \in \mathbb{R}^{n}} \frac{1}{m} \sum_{i \in \mathcal{S}_{H}} f_{i}\left(\mathbf{x}_{H}\right)+\left\langle-\frac{1}{m} \sum_{i \in \mathcal{S}_{H}} \nabla f_{i}\left(\mathbf{x}_{h, k}\right)+\frac{1}{M} \sum_{i=1}^{M} \nabla f_{i}\left(\mathbf{x}_{h, k}\right), \mathbf{x}_{H}-\mathbf{x}_{h, k}\right\rangle .
$$

Suppose gradient descent is applied for $K$ steps to solve the above coarse model, then

$$
\mathbf{x}_{H, j}=\mathbf{x}_{H, j-1}-\alpha_{H, j}\left(\frac{1}{m} \sum_{i \in \mathcal{S}_{H}} \nabla f_{i}\left(\mathbf{x}_{H, j-1}\right)-\frac{1}{m} \sum_{i \in \mathcal{S}_{H}} \nabla f_{i}\left(\mathbf{x}_{h, k}\right)+\frac{1}{M} \sum_{i=1}^{M} \nabla f_{i}\left(\mathbf{x}_{h, k}\right)\right),
$$

for $j=1,2, \ldots, K$. The above update is the key step in SVRG and its variants. In particular, when $m=K_{d}=1$, the above setting is the same as the original SVRG in [JZ13] with 1 inner iteration. Even though the coarse model is in the same dimension as the fine model, the cost of computing function values and gradients is much cheaper when $m \ll M$.

### 5.2.6 The Galerkin Model

We end this section with the core topic of this chapter - the Galerkin model. The Galerkin coarse model is a special case of (5.11) where,

$$
\begin{equation*}
\mathbf{Q}_{H}=\nabla_{H}^{2} f_{h, k} \triangleq \mathbf{R} \nabla^{2} f_{h, k} \mathbf{P} \tag{5.13}
\end{equation*}
$$

and so the Galerkin (coarse) model is,

$$
\begin{equation*}
\min _{\mathbf{x}_{H} \in \mathbb{R}^{n}} \phi_{H}\left(\mathbf{x}_{H}\right)=\frac{1}{2}\left\langle\mathbf{x}_{H}-\mathbf{x}_{H, 0}, \nabla_{H}^{2} f_{h, k}\left(\mathbf{x}_{H}-\mathbf{x}_{H, 0}\right)\right\rangle+\left\langle\mathbf{R} \nabla f_{h, k}, \mathbf{x}_{H}-\mathbf{x}_{H, 0}\right\rangle . \tag{5.14}
\end{equation*}
$$

According to (5.12), the corresponding coarse correction step is

$$
\begin{equation*}
\hat{\mathbf{d}}_{h, k}=-\mathbf{P}\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{-1} \mathbf{R} \nabla f_{h, k}=-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla f_{h, k} . \tag{5.15}
\end{equation*}
$$

The Galerkin model is closely related to algebraic multigrid methods which solve (non-)linear equations arising from PDEs. Algebraic multigrid methods are used when the computation or implementation of $f_{H}$ is difficult (see e.g. [Stü01]). In the context of multilevel optimization, to the best of our knowledge, this is first mentioned in [GST08] by Gratton, Sartenaer, and Toint. In [GST08] a trust-region type multilevel method is proposed to solve PDE-based optimization problems, and the Galerkin model is described as a "radical strategy". In a later paper from Gratton et al. [GMS $\left.{ }^{+} 10\right]$, the trust-region type multilevel method is tested numerically, and

Galerkin model provides good numerical results.

It is worth mentioning that the above coarse correction step is equivalent to the solution of the system of linear equations,

$$
\begin{equation*}
\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P d}_{H}=-\mathbf{R} \nabla f_{h, k} \tag{5.16}
\end{equation*}
$$

which is the general case of the Newton's method in which $\mathbf{P}=\mathbf{R}=\mathbf{I}$. Using Assumption 5.3, we can show that $\nabla_{H}^{2} f_{h, k}$ is positive definite, and so equation (5.16) has a unique solution.

Proposition 5.8 $\mathbf{R} \nabla^{2} f_{h}\left(\mathbf{x}_{h}\right) \mathbf{P}$ is positive definite, and in particular,

$$
\mu_{h} \nu_{L}^{-2} \mathbf{I} \preceq \mathbf{R} \nabla^{2} f_{h}\left(\mathbf{x}_{h}\right) \mathbf{P} \preceq L_{h} \nu_{U}^{2} \mathbf{I}
$$

where $\nu_{U} \triangleq \max \{\|\mathbf{P}\|,\|\mathbf{R}\|\}$ and $\nu_{L}=\left\|\mathbf{P}^{+}\right\|$as defined in (5.4). $L_{h}$ and $\mu_{h}$ are defined in Assumption 5.1.

## Proof

$$
\mathbf{x}^{T}\left(\mathbf{R} \nabla^{2} f_{h}\left(\mathbf{x}_{h}\right) \mathbf{P}\right) \mathbf{x}=(\mathbf{P} \mathbf{x})^{T} \nabla^{2} f_{h}\left(\mathbf{x}_{h}\right)(\mathbf{P} \mathbf{x}) \leq L_{h}\|\mathbf{P} \mathbf{x}\|^{2} \leq L_{h} \nu_{U}^{2}\|\mathbf{x}\|^{2}
$$

Also,

$$
\mathbf{x}^{T}\left(\mathbf{R} \nabla^{2} f_{h}\left(\mathbf{x}_{h}\right) \mathbf{P}\right) \mathbf{x}=(\mathbf{P} \mathbf{x})^{T} \nabla^{2} f_{h}\left(\mathbf{x}_{h}\right)(\mathbf{P} \mathbf{x}) \geq \mu_{h}\|\mathbf{P} \mathbf{x}\|^{2} \geq \frac{\mu_{h}}{\left\|\mathbf{P}^{+}\right\|^{2}}\|\mathbf{x}\|^{2}=\frac{\mu_{h}}{\nu_{L}^{2}}\|\mathbf{x}\|^{2}
$$

So we obtain the desired result.

### 5.3 Convergence of GAMA

In this section we will analyze GAMA that is stated as Algorithm 5.1. The fine correction steps in Algorithm 5.1 are deployed by variable metric methods, and an Armijo's rule is used as stepsize strategy for both fine and coarse correction steps. We emphasize that Algorithm

```
Algorithm 5.1 GAMA
    Input: \(\kappa, \epsilon, \rho_{1} \in(0,0.5), \beta_{l s} \in(0,1)\),
            \(\mathbf{P} \in \mathbb{R}^{N \times n}\) and \(\mathbf{R} \in \mathbb{R}^{n \times N}\) which satisfy Assumption 5.2 and 5.3.
    Initialization: \(\mathbf{x}_{h, 0} \in \mathbb{R}^{N}\)
    for \(k=0,1,2, \ldots\) do
        Compute the direction
\[
\mathbf{d}= \begin{cases}\hat{\mathbf{d}}_{h, k} \text { in (5.15) } & \text { if }\left\|\mathbf{R} \nabla f_{h, k}\right\|>\kappa\left\|\nabla f_{h, k}\right\| \text { and }\left\|\mathbf{R} \nabla f_{h, k}\right\|>\epsilon, \\ \mathbf{d}_{h, k} \text { in (5.9) } & \text { otherwise. }\end{cases}
\]
```

Find the smallest $q \in \mathbb{N}$ such that for stepsize $\alpha_{h, k}=\beta_{l s}^{q}$,

$$
f_{h}\left(\mathbf{x}_{h, k}+\alpha_{h, k} \mathbf{d}\right) \leq f_{h, k}+\rho_{1} \alpha_{h, k} \nabla^{T} f_{h, k} \mathbf{d}
$$

Update

$$
\mathbf{x}_{h, k+1} \triangleq \mathbf{x}_{h, k}+\alpha_{h, k} \mathbf{d} .
$$

end for
5.1 is the basic version of GAMA, but the general techniques of analysis in this section could be applied to its variants which we introduced in Section 5.2. The results in this section will be used in Section 5.3 to compare the complexity between GAMA and Newton's method.

We will first show that Algorithm 5.1 achieves a sublinear rate of convergence. In particular, we will show that for $k=0,1, \ldots$,

$$
f_{h, k}-f_{h, \star} \leq \frac{C}{2+k}
$$

for some constant $C$ which we will specify later in this section. We then analyze the maximum number of coarse correction steps that would be taken by Algorithm 5.1, and the condition under which the coarse correction steps yield quadratic reduction in the gradients in the subspace. At the end of this section, we will provide the composite convergence rate for the coarse correction steps.

To provide convergence properties when coarse correction steps are used, the following quantity will be used:

$$
\chi_{H, k} \triangleq\left[\left(\mathbf{R} \nabla f_{h, k}\right)^{T}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla f_{h, k}\right]^{1 / 2}
$$

Notice that $\chi_{H, k}$ is analogous to the Newton decrement, which is used to study the convergence
of Newton's method [BV04]. In particular, the defined $\chi_{H, k}$ has the following properties.

1. $\nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k}=-\chi_{H, k}^{2}$.
2. $\hat{\mathbf{d}}_{h, k}^{T} \nabla^{2} f_{h, k} \hat{\mathbf{d}}_{h, k}=\chi_{H, k}^{2}$.

We omit the proofs of the above properies since these can be done by using direct computation and the definition of $\chi_{H, k}$.

### 5.3.1 The Worst Case $\mathcal{O}(1 / k)$ Convergence

We will show that Algorithm 5.1 will achieve a sublinear rate of convergence. We will deploy the techniques from [BT13] and [BV04]. Starting with the following lemma, we state reduction in function value using coarse correction steps. We would like to clarify that even though GAMA is considered as a special case in [WG09], we take advantage of this simplification and specification to provide analysis with results that are easier to interpret. In particular, the analysis of stepsizes $\alpha_{h, k}$ 's in [WG09] relies on the maximum number of iterations taken. This result is unfavourable and unnecessary for the settings we consider.

Lemma 5.9 The coarse correction step $\hat{\mathbf{d}}_{h, k}$ in Algorithm 5.1 will lead to reduction in function value

$$
f_{h, k}-f_{h}\left(\mathbf{x}_{h, k}+\alpha_{h, k} \hat{\mathbf{d}}_{h, k}\right) \geq \frac{\rho_{1} \kappa^{2} \beta_{l s} \mu_{h}}{L_{h}^{2}}\left\|\nabla f_{h, k}\right\|^{2}
$$

where $\rho_{1}, \kappa$, and $\beta_{l s}$ are user-defined parameters in Algorithm 5.1. $L_{h}$ and $\mu_{h}$ are defined in Assumption 5.1.

Proof By mean value theorem,

$$
\begin{aligned}
f\left(\mathbf{x}_{h, k}+\alpha \hat{\mathbf{d}}_{h, k}\right) & \leq f_{h, k}+\alpha\left\langle\nabla f_{h, k}, \hat{\mathbf{d}}_{h, k}\right\rangle+\frac{L_{h}}{2} \alpha^{2}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{2}, \\
& \leq f_{h, k}-\alpha \chi_{H, k}^{2}+\frac{L_{h}}{2 \mu_{h}} \alpha^{2} \chi_{H, k}^{2}
\end{aligned}
$$

since

$$
\mu_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{2} \leq \hat{\mathbf{d}}_{h, k}^{T} \nabla^{2} f\left(x_{k}\right) \hat{\mathbf{d}}_{h, k}=\chi_{H, k}^{2} .
$$

Notice that $\hat{\alpha}=\mu_{h} / L_{h}$, we have

$$
-\hat{\alpha}+\frac{L_{h}}{2 \mu_{h}} \hat{\alpha}^{2}=-\hat{\alpha}+\frac{L_{h}}{2 \mu_{h}} \frac{\mu_{h}}{L_{h}} \hat{\alpha}=-\frac{1}{2} \hat{\alpha}
$$

and

$$
\begin{aligned}
f\left(\mathbf{x}_{h, k}+\hat{\alpha} \hat{\mathbf{d}}_{h, k}\right) & \leq f_{h, k}-\frac{\hat{\alpha}}{2} \chi_{H, k}^{2} \\
& \leq f_{h, k}+\frac{\hat{\alpha}}{2} \nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k} \\
& <f_{h, k}+\rho_{1} \hat{\alpha} \nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k}
\end{aligned}
$$

which satisfies the Armijo's rule. Therefore, the line search will return a stepsize $\alpha_{h, k} \geq \hat{\alpha}=$ $\left(\beta_{l s} \mu_{h}\right) / L_{h}$. Using the fact that

$$
\frac{1}{L_{h}}\left\|\mathbf{R} \nabla f\left(x_{k}\right)\right\|^{2} \leq\left(\mathbf{R} \nabla f\left(x_{k}\right)\right)^{T}\left[\nabla_{H}^{2} f\left(x_{k}\right)\right]^{-1} \mathbf{R} \nabla f\left(x_{k}\right)=\chi_{H, k}^{2}
$$

we obtain

$$
\begin{align*}
f\left(\mathbf{x}_{h, k}+\alpha_{h, k} \hat{\mathbf{d}}_{h, k}\right)-f_{h, k} & \leq \rho_{1} \alpha_{h, k} \nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k} \\
& \leq-\rho_{1} \hat{\alpha} \chi_{H, k}^{2} \\
& \leq-\rho_{1} \frac{\beta_{l s} \mu_{h}}{L_{h}^{2}}\left\|\mathbf{R} \nabla f_{h, k}\right\|^{2} \\
& \leq-\frac{\rho_{1} \kappa^{2} \beta_{l s} \mu_{h}}{L_{h}^{2}}\left\|\nabla f_{h, k}\right\|^{2} \tag{5.8}
\end{align*}
$$

as required.

Using the result in Lemma 5.9, we derive the guaranteed reduction in function value in the following two lemmas.

Lemma 5.10 Let $\Lambda \triangleq \min \left\{\Lambda_{h}, \frac{\rho_{1} \kappa^{2} \beta_{l s} \mu_{h}}{L_{h}^{2}}\right\}$. Then the step $\mathbf{d}$ in Algorithm 5.1 will lead to

$$
f_{h, k}-f_{h, k+1} \geq \Lambda\left\|\nabla f_{h, k}\right\|^{2}
$$

where $\rho_{1}, \kappa$, and $\beta_{l s}$ are user-defined parameters in Algorithm 5.1. $L_{h}$ and $\mu_{h}$ are defined in Assumption 5.1. $\Lambda_{h}$ is defined in Assumption 5.6.

Proof This is a direct result from Lemma 5.9 and Assumption 5.6.

Lemma 5.11 Suppose

$$
\mathcal{R}\left(\mathbf{x}_{h, 0}\right) \triangleq \max _{\mathbf{x}_{h} \in \mathbb{R}^{N}}\left\{\left\|\mathbf{x}_{h}-\mathbf{x}_{h, \star}\right\|: f_{h}\left(\mathbf{x}_{h}\right) \leq f_{h}\left(\mathbf{x}_{h, 0}\right)\right\}
$$

Then step in Algorithm 5.1 will guarantee

$$
f_{h, k}-f_{h, k+1} \geq \frac{\Lambda}{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}\left(f_{h, k}-f_{h, \star}\right)^{2}
$$

where $\Lambda$ is defined in Lemma 5.10.

Proof By convexity, for $k=0,1,2, \ldots$,

$$
\begin{aligned}
f_{h, k}-f_{h, \star} & \leq\left\langle\nabla f_{h, k}, \mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\rangle \\
& \leq\left\|\nabla f_{h, k}\right\|\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| \\
& \leq \mathcal{R}\left(\mathbf{x}_{h, 0}\right)\left\|\nabla f_{h, k}\right\|
\end{aligned}
$$

Using Lemma 5.10, we have

$$
\begin{aligned}
f_{h, k}-f_{h, \star} & \leq \mathcal{R}\left(\mathbf{x}_{h, 0}\right) \sqrt{\Lambda^{-1}\left(f_{h, k}-f_{h, k+1}\right)}, \\
\left(\frac{f_{h, k}-f_{h, \star}}{\mathcal{R}\left(\mathbf{x}_{h, 0}\right)}\right)^{2} & \leq \Lambda^{-1}\left(f_{h, k}-f_{h, k+1}\right) \\
\Lambda\left(\frac{f_{h, k}-f_{h, \star}}{\mathcal{R}\left(\mathbf{x}_{h, 0}\right)}\right)^{2} & \leq f_{h, k}-f_{h, k+1},
\end{aligned}
$$

as required.

The constant $\Lambda$ in Lemma 5.11 depends on $\Lambda_{h}$, which is introduced in Assumption 5.6. This constant depends on both the fine correction step chosen and the user-defined parameter $\rho_{1}$ in Armijo's rule. For instance,

$$
\Lambda_{h}=\left\{\begin{array}{lll}
\frac{\rho_{1} \mu_{h}}{L_{h}^{2}} & \text { if } & \mathbf{d}_{h, k}=-\left[\nabla^{2} f_{h, k}\right]^{-1} \nabla f_{h, k} \\
\frac{\rho_{1}}{L_{h}} & \text { if } & \mathbf{d}_{h, k}=-\nabla f_{h, k}
\end{array}\right.
$$

In order to derive the convergence rate in this section, we use the following lemma on nonnegative scalar sequences.

Lemma 5.12 ([BT13]) Let $\left\{A_{k}\right\}_{k \geq 0}$ be a nonnegative sequence of the real numbers satisfying

$$
A_{k}-A_{k+1} \geq \gamma A_{k}^{2}, \quad k=0,1,2, \ldots
$$

and

$$
A_{0} \leq \frac{1}{q \gamma}
$$

for some positive $\gamma$ and $q$. Then

$$
A_{k} \leq \frac{1}{\gamma(k+q)}, \quad k=0,1,2, \ldots
$$

and so

$$
A_{k} \leq \frac{1}{\gamma k}, \quad k=0,1,2, \ldots
$$

Proof see Lemma 3.5 in [BT13].

Combining the above results, we obtain the rate of convergence.

Theorem 5.13 Let $\left\{\mathbf{x}_{k}\right\}_{k \geq 0}$ be the sequence that is generated by Algorithm 5.1. Then,

$$
f_{h, k}-f_{h, \star} \leq \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda} \frac{1}{2+k},
$$

where $\Lambda$ and $\mathcal{R}(\cdot)$ are defined as in Lemma 5.10 and 5.11, respectively.

Proof Notice that by Lemma 5.11

$$
f_{h, k}-f_{h, k+1} \geq \frac{\Lambda}{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}\left(f_{h, k}-f_{h, \star}\right)^{2}
$$

and so

$$
\left(f_{h, k}-f_{h, \star}\right)-\left(f_{h, k+1}-f_{h, \star}\right) \geq \frac{\Lambda}{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}\left(f_{h, k}-f_{h, \star}\right)^{2} .
$$

Also, we have

$$
\begin{aligned}
f_{h, 0}-f_{h, \star} \leq \frac{L_{h}}{2}\left\|\mathbf{x}_{h, 0}-\mathbf{x}_{h, \star}\right\|^{2} \leq \frac{L_{h}}{2} \mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right) \leq \frac{L_{h}^{2} \mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{2 \mu_{h}} & \leq \frac{L_{h}^{2} \mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{2 \mu_{h} \beta_{l s} \kappa^{2} \rho_{1}} \\
& \leq \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{2 \Lambda}
\end{aligned}
$$

where the first two inequalities hold because of descent lemma and the definition of $\mathcal{R}(\cdot)$ in Lemma 5.11, and the last inequality holds because of the definition of $\Lambda$ in Lemma 5.10. We also use the fact that $\mu_{h} \leq L_{h}$ and $\beta_{l s}, \kappa, \rho_{1} \leq 1$.

Let $A_{k} \triangleq f_{h, k}-f_{h, \star}, \gamma \triangleq \frac{\Lambda}{R^{2}\left(\mathbf{x}_{h, 0}\right)}$, and $q \triangleq 2$. By applying Lemma 5.12 , we have

$$
f_{h, k}-f_{h, \star} \leq \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda} \frac{1}{2+k},
$$

as required.

Theorem 5.13 provides the sublinear convergence of Algorithm 5.1. We emphasize that the rate is inversely proportional to $\Lambda=\min \left\{\Lambda_{h}, \rho_{1} \kappa^{2} \mu_{h} / L_{h}^{2}\right\}$, and so small $\kappa$ would result in low convergence. Therefore, even though $\kappa$ could be arbitrary small, it is not desirable in terms of worst case complexity. Note that $\kappa$ is a user-defined parameter for determining whether coarse correction step would be used. If $\kappa$ is chosen to be too large, then it is less likely that the coarse correction step would be used. In the extreme case where $\kappa \geq\|\mathbf{R}\|$, coarse correction
step would not be deployed because

$$
\left\|\mathbf{R} \nabla f_{h, k}\right\| \leq\|\mathbf{R}\|\left\|\nabla f_{h, k}\right\|
$$

and so Algorithm 5.1 reduces to the standard variable metric method. Therefore, there is a trade-off between the worst case complexity and the likelihood that coarse correction step would be deployed.

Bear in mind that one can deploy GAMA without using any fine correction step, as stated in Section 5.2.2. In this case the criterion (5.8) would not be used, but we clarify that the analysis in this section is still valid as long as we assume there are constants $\kappa, \epsilon$ such that criterion (5.8) is always satisfied.

### 5.3.2 Maximum Number of Iterations of Coarse Correction Step

We now discuss the maximum number of coarse correction steps in Algorithm 5.1. The following lemma will state the sufficient conditions for not taking any coarse correction step.

Lemma 5.14 No coarse correction step in Algorithm 5.1 will be taken when

$$
\left\|\nabla f_{h, k}\right\| \leq \frac{\epsilon}{\nu_{U}}
$$

where $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\}$, and $\epsilon$ is a user-defined parameter in Algorithm 5.1.

Proof Recall that in Algorithm 5.1, the coarse step is only taken when $\left\|\mathbf{R} \nabla f_{h, k}\right\|>\epsilon$. We have,

$$
\left\|\mathbf{R} \nabla f_{h, k}\right\| \leq \nu_{U}\left\|\nabla f_{h, k}\right\| \leq \nu_{U} \frac{\epsilon}{\nu_{U}}=\epsilon
$$

and so no coarse correction step will be taken.

The above lemma states the condition when the coarse correction step would not be performed. We then investigate the maximum number of iterations to achieve that sufficient condition.

Lemma 5.15 Let $\left\{\mathbf{x}_{k}\right\}_{k \geq 0}$ be a sequence generated by Algorithm 5.1. Then, $\forall \bar{\epsilon}, \bar{k}>0$ such that,

$$
\bar{k} \geq\left(\frac{1}{\bar{\epsilon}}\right)^{2} \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda^{2}}-2
$$

we obtain

$$
\left\|\nabla f_{h}\left(\mathbf{x}_{h, \bar{k}}\right)\right\| \leq \bar{\epsilon}
$$

where $\Lambda$ and $\mathcal{R}(\cdot)$ are defined as in Lemma 5.10 and 5.11, respectively.

Proof We know that

$$
\Lambda\left\|\nabla f_{h, k}\right\|^{2} \leq f_{h, k}-f_{h, k+1}
$$

Also, we have,

$$
f_{h, k}-f_{h, \star} \leq \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda} \frac{1}{2+k} .
$$

Therefore,

$$
\begin{aligned}
\left\|\nabla f_{h, k}\right\|^{2} & \leq \frac{1}{\Lambda}\left(f_{h, k}-f_{h, k+1}\right) \\
& \leq \frac{1}{\Lambda}\left(f_{h, k}-f_{h, \star}\right) \\
& \leq \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda^{2}} \frac{1}{2+k}
\end{aligned}
$$

For

$$
k=\left(\frac{1}{\bar{\epsilon}}\right)^{2} \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda^{2}}-2,
$$

we have

$$
\left\|\nabla f_{h, k}\right\| \leq \sqrt{\frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda^{2}} \frac{1}{2+k}} \leq \sqrt{\frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda^{2}}(\bar{\epsilon})^{2}} \frac{\Lambda^{2}}{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}=\bar{\epsilon}
$$

as required.

By integrating the above results, we obtain the maximum number of iterations to achieve $\left\|\nabla f_{h, k}\right\| \leq \epsilon / \nu_{U}$. That is, no coarse correction step will be taken after

$$
\left(\frac{\nu_{U}}{\epsilon}\right)^{2} \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda^{2}}-2 \text { iterations. }
$$

Notice that the smaller $\epsilon$, the more coarse correction step will be taken. Depending on the choice of $\mathbf{d}_{h, k}$, the choice of $\epsilon$ could be different. For example, if $\mathbf{d}_{h, k}$ is chosen as the Newton step where $\mathbf{d}_{h, k}=-\left[\nabla^{2} f_{h, k}\right]^{-1} \nabla f_{h, k}$, one good choice of $\epsilon$ could be $3 \nu_{U}\left(1-2 \rho_{1}\right) \mu_{h}^{2} / L_{h}$ if $\mu_{h}$ and $L_{h}$ are known. This is because Newton's method achieves quadratic rate of convergence when $\left\|\nabla f_{h, k}\right\| \leq 3\left(1-2 \rho_{1}\right) \mu_{h}^{2} / L_{h}$ [BV04]. Therefore, for such $\epsilon$, no coarse correction step would be taken when the Newton method performs in its quadratically convergent phase.

### 5.3.3 Quadratic Phase in Subspace

We now state the required condition for the stepsize to achieve $\alpha_{h, k}=1$, and then we will show that when $\left\|\mathbf{R} \nabla f_{h, k}\right\|$ is sufficiently small, the coarse correction step would reduce $\left\|\mathbf{R} \nabla f_{h, k}\right\|$ quadratically. The results below are analogous to the analysis of the Newton's method in [BV04].

Lemma 5.16 Suppose the coarse correction step $\hat{\mathbf{d}}_{h, k}$ in Algorithm 5.1 is taken, then $\alpha_{h, k}=1$ when

$$
\left\|\mathbf{R} \nabla f_{h, k}\right\| \leq \eta=\frac{3 \mu_{h}^{2}}{M_{h}}\left(1-2 \rho_{1}\right)
$$

where $\rho_{1}$ is a user-defined parameter in Algorithm 5.1. $M_{h}$ and $\mu_{h}$ are defined in Assumption 5.1.

Proof By Lipschitz continuity (5.3),

$$
\left\|\nabla^{2} f_{h}\left(\mathbf{x}_{h, k}+\alpha \hat{\mathbf{d}}_{h, k}\right)-\nabla^{2} f_{h, k}\right\| \leq \alpha M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|,
$$

which implies

$$
\left\|\hat{\mathbf{d}}_{h, k}^{T}\left(\nabla^{2} f_{h}\left(\mathbf{x}_{h, k}+\alpha \hat{\mathbf{d}}_{h, k}\right)-\nabla^{2} f_{h, k}\right) \hat{\mathbf{d}}_{h, k}\right\| \leq \alpha M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{3}
$$

Let $\tilde{f}(\alpha)=f_{h}\left(\mathbf{x}_{h, k}+\alpha \hat{\mathbf{d}}_{h, k}\right)$. Then the above inequality can be rewritten as

$$
\left|\tilde{f}^{\prime \prime}(\alpha)-\tilde{f}^{\prime \prime}(0)\right| \leq \alpha M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{3}
$$

and so

$$
\tilde{f}^{\prime \prime}(\alpha) \leq \tilde{f}^{\prime \prime}(0)+\alpha M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{3}
$$

Since $\tilde{f}^{\prime \prime}(0)=\hat{\mathbf{d}}_{h, k}^{T} \nabla^{2} f_{h, k} \hat{\mathbf{d}}_{h, k}=\chi_{H, k}^{2}$,

$$
\tilde{f}^{\prime \prime}(\alpha) \leq \chi_{H, k}^{2}+\alpha M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{3}
$$

By integration,

$$
\tilde{f}^{\prime}(\alpha) \leq \tilde{f}^{\prime}(0)+\alpha \chi_{H, k}^{2}+\left(\alpha^{2} / 2\right) M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{3} .
$$

Similarly, $\tilde{f}^{\prime}(0)=\nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k}=-\chi_{H, k}^{2}$, and so

$$
\tilde{f}^{\prime}(\alpha) \leq-\chi_{H, k}^{2}+\alpha \chi_{H, k}^{2}+\left(\alpha^{2} / 2\right) M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{3} .
$$

Integrating the above inequality, we obtain

$$
\tilde{f}(\alpha) \leq \tilde{f}(0)-\alpha \chi_{H, k}^{2}+\left(\alpha^{2} / 2\right) \chi_{H, k}^{2}+\left(\alpha^{3} / 6\right) M_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{3}
$$

Recall that $\mu_{h}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{2} \leq \hat{\mathbf{d}}_{h, k}^{T} \nabla^{2} f_{h, k} \hat{\mathbf{d}}_{h, k}=\chi_{H, k}^{2} ;$ thus,

$$
\tilde{f}(\alpha) \leq \tilde{f}(0)-\alpha \chi_{H, k}^{2}+\frac{\alpha^{2}}{2} \chi_{H, k}^{2}+\frac{\alpha^{3} M_{h}}{6 \mu_{h}^{3 / 2}} \chi_{H, k}^{3}
$$

Let $\alpha=1$,

$$
\begin{aligned}
\tilde{f}(1)-\tilde{f}(0) & \leq-\chi_{H, k}^{2}+\frac{1}{2} \chi_{H, k}^{2}+\frac{M_{h}}{6 \mu_{h}^{3 / 2}} \chi_{H, k}^{3} \\
& =-\left(\frac{1}{2}-\frac{M_{h}}{6 \mu_{h}^{3 / 2}} \chi_{H, k}\right) \chi_{H, k}^{2} .
\end{aligned}
$$

Using the fact that

$$
\left\|\mathbf{R} \nabla f_{h, k}\right\| \leq \eta=\frac{3 \mu_{h}^{2}}{M_{h}}\left(1-2 \rho_{1}\right)
$$

and

$$
\chi_{H, k}=\left(\left(\mathbf{R} \nabla f_{h, k}\right)^{T}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla f_{h, k}\right)^{1 / 2} \leq \frac{1}{\sqrt{\mu_{h}}}\left\|\mathbf{R} \nabla f_{h, k}\right\|,
$$

we have

$$
\chi_{H, k} \leq \frac{3 \mu_{h}^{3 / 2}}{M_{h}}\left(1-2 \rho_{1}\right) \quad \Longleftrightarrow \quad \rho_{1} \leq \frac{1}{2}-\frac{M_{h}}{6 \mu_{h}^{3 / 2}} \chi_{H, k}
$$

Therefore,

$$
\tilde{f}(1)-\tilde{f}(0) \leq-\rho_{1} \chi_{H, k}^{2}=\rho_{1} \nabla f_{h, k}^{T} \hat{\mathbf{d}}_{h, k},
$$

and we have $\alpha_{h, k}=1$ when $\left\|\mathbf{R} \nabla f_{h, k}\right\| \leq \eta$.

The above lemma yields the following theorem.

Theorem 5.17 Suppose the coarse correction step $\hat{\mathbf{d}}_{h, k}$ in Algorithm 5.1 is taken and $\alpha_{h, k}=1$, then

$$
\left\|\mathbf{R} \nabla f_{h, k+1}\right\| \leq \frac{\nu_{U}^{3} \nu_{L}^{4} M_{h}}{2 \mu_{h}^{2}}\left\|\mathbf{R} \nabla f_{h, k}\right\|^{2}
$$

where $M_{h}$ and $\mu_{h}$ are defined in Assumption 5.1, $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\}$ and $\nu_{L}=\left\|\mathbf{P}^{+}\right\|$.

Proof Since $\alpha_{h, k}=1$, we have

$$
\begin{aligned}
\left\|\mathbf{R} \nabla f_{h, k+1}\right\| & =\left\|\mathbf{R} \nabla f_{h}\left(\mathbf{x}_{h, k}+\hat{\mathbf{d}}_{h, k}\right)-\mathbf{R} \nabla f_{h, k}+\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla f_{h, k}\right\| \\
& \leq\|\mathbf{R}\|\left\|\nabla f_{h}\left(\mathbf{x}_{h, k}+\hat{\mathbf{d}}_{h, k}\right)-\nabla f_{h, k}-\nabla^{2} f_{h, k} \hat{\mathbf{d}}_{h, k}\right\| \\
& \leq \nu_{U}\left\|\int_{0}^{1}\left(\nabla^{2} f_{h}\left(\mathbf{x}_{h, k}+t \hat{\mathbf{d}}_{h, k}\right)-\nabla^{2} f_{h, k}\right) \hat{\mathbf{d}}_{h, k} d t\right\| \\
& \leq \nu_{U} \frac{M_{h}}{2}\left\|\hat{\mathbf{d}}_{h, k}\right\|^{2} .
\end{aligned}
$$

Notice that

$$
\begin{aligned}
\left\|\hat{\mathbf{d}}_{h, k}\right\| & =\left\|\mathbf{P}\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{-1} \mathbf{R} \nabla f_{h, k}\right\| \\
& \leq\|\mathbf{P}\|\left\|\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{-1}\right\|\left\|\mathbf{R} \nabla f_{h, k}\right\| \\
& \leq \frac{\nu_{U} \nu_{L}^{2}}{\mu_{h}}\left\|\mathbf{R} \nabla f_{h, k}\right\| .
\end{aligned}
$$

Thus,

$$
\left\|\mathbf{R} \nabla f_{h, k+1}\right\| \leq \frac{\nu_{U}^{3} \nu_{L}^{4} M_{h}}{2 \mu_{h}^{2}}\left\|\mathbf{R} \nabla f_{h, k}\right\|^{2}
$$

as required.

The above theorem states the quadratic convergence of $\left\|\nabla f_{h, k}\right\|$ within the subspace range( $\mathbf{R}$ ). However, it does not give insight on the convergence behaviour on the full space $\mathbb{R}^{N}$. To address this, we study the composite rate of convergence in the next section.

### 5.3.4 Composite Convergence Rate

At the end of this section, we study the convergence properties of the coarse correction step when the incumbent is sufficiently close to the solution. In particular, we deploy the idea of composite convergence rate in [EM15], and consider the convergence of the coarse correction step as a combination of linear and quadratic convergence.

The reason for proving composite convergence is due to the broadness of GAMA. Suppose in the naïve case when $\mathbf{P}=\mathbf{R}=\mathbf{I}$, then the coarse correction step in GAMA becomes Newton's
method. In this case we expect quadratic convergence when the incumbent is sufficiently close to the solution. On the other hand, suppose $\mathbf{P}$ is any column of $\mathbf{I}$ and $\mathbf{R}=\mathbf{P}^{T}$, then the coarse correction step is a (weighted) coordinate descent direction, as described in Section 5.2.4. One should expect not more than linear convergence in that case. Therefore, both quadratic convergence and linear convergence are not suitable for GAMA, and one needs a combination of them. In this chapter, we propose to use composite convergence, and show that it can better explain the convergence of different variants of GAMA.

We would like to emphasize the difference between our setting and [EM15]. To the best of our knowledge, composite convergence rate was used in [EM15] to study subsample Newton methods for machine learning problems without dimensionality reduction. In this chapter, the class of problems that we consider is not restricted to machine learning, and we focus on the Galerkin model, which is a reduced dimension model. The results presented in this section are not direct results of the approach in [EM15]. In particular, if the exact analysis of [EM15] is taken, the derived composite rate would not be useful in our setting, because the coefficient of the linear component would be greater than 1 .

Theorem 5.18 Suppose the coarse correction step $\hat{\mathbf{d}}_{h, k}$ in Algorithm 5.1 is taken and $\alpha_{h, k}=1$, then

$$
\begin{align*}
&\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\| \\
&+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\|^{2} \tag{5.17}
\end{align*}
$$

where $M_{h}$ and $\mu_{h}$ are defined in Assumption 5.1, $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\}$ and $\nu_{L}=\left\|\mathbf{P}^{+}\right\|$. The operator $\nabla_{H}^{2}$ is defined in (5.13).

Proof Denote

$$
\tilde{\mathbf{Q}}=\int_{0}^{1} \nabla^{2} f\left(\mathbf{x}_{h, \star}-t\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right) \mathrm{d} t,
$$

we have

$$
\begin{aligned}
\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}= & \mathbf{x}_{h, k}-\mathbf{x}_{h, \star}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla f_{h, k} \\
= & \mathbf{x}_{h, k}-\mathbf{x}_{h, \star}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \tilde{\mathbf{Q}}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) \\
= & \left(\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \tilde{\mathbf{Q}}\right)\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) \\
= & \left(\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right)\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) \\
& +\left(\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \tilde{\mathbf{Q}}\right)\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) \\
= & \left(\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right)(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) \\
& +\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R}\left(\nabla^{2} f_{h, k}-\tilde{\mathbf{Q}}\right)\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right),
\end{aligned}
$$

where the last equality holds since

$$
\left(\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right) \mathbf{P R}=\mathbf{P R}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k} \mathbf{P R}=\mathbf{P R}-\mathbf{P R}=\mathbf{0} .
$$

Note that

$$
\left\|\nabla^{2} f_{h, k}-\tilde{\mathbf{Q}}\right\|=\| \nabla^{2} f_{h, k}-\int_{0}^{1} \nabla^{2} f\left(\mathbf{x}_{h, \star}-t\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) \mathrm{d} t\left\|\leq \frac{M_{h}}{2}\right\| \mathbf{x}_{h, k}-\mathbf{x}_{h, \star} \| .\right.
$$

Therefore,

$$
\begin{aligned}
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq & \left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\| \\
& +\left\|\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R}\right\| \frac{M_{h}}{2}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2}, \\
\leq & \left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\| \\
& +\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2},
\end{aligned}
$$

as required.

Theorem 5.18 provides the composite convergence rate for the coarse correction step. However, some terms remain unclear, in particular $\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|$. Notice that in the case
when $\operatorname{rank}(\mathbf{P})=N$ (i.e. $\mathbf{P}$ is invertible),

$$
\begin{aligned}
\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\| & =\left\|\mathbf{I}-\mathbf{P}\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|, \\
& =\left\|\mathbf{I}-\mathbf{P P}^{-1}\left[\nabla^{2} f_{h, k}\right]^{-1} \mathbf{R}^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|, \\
& =0 .
\end{aligned}
$$

It is intuitive to consider that $\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|$ should be small and less than 1 when $\operatorname{rank}(\mathbf{P})$ is close to but not equal to $N$. However, the above intuition is not true, and we prove this in the following lemma.

Lemma 5.19 Suppose $\operatorname{rank}(\mathbf{P}) \neq N$, then

$$
1 \leq\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\| \leq \sqrt{\frac{L_{h}}{\mu_{h}}}
$$

where $L_{h}$ and $\mu_{h}$ are defined in Assumption 5.1. The operator $\nabla_{H}^{2}$ is defined in (5.13).

Proof Since $\nabla^{2} f_{h, k}$ is a positive definite matrix, consider the eigendecomposition of $\nabla^{2} f_{h, k}$,

$$
\nabla^{2} f_{h, k}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{U}^{T}
$$

where $\boldsymbol{\Sigma}$ is a diagonal matrix containing the eigenvalues of $\nabla^{2} f_{h, k}$, and $\mathbf{U}$ is a orthogonal matrix where its columns are eigenvectors of $\nabla^{2} f_{h, k}$.

In this proof, we rely on results in orthogonal projection for real matrices (see [HMT11] for more details). An orthogonal projector is an symmetric matrix such that $\Gamma^{2}=\Gamma$, which implies $0 \preceq \boldsymbol{\Gamma} \preceq \mathbf{I}$. For a full column rank matrix $\mathbf{M}$, it unique orthogonal projector is

$$
\boldsymbol{\Gamma}_{\mathbf{M}}=\mathbf{M}\left(\mathbf{M}^{T} \mathbf{M}\right)^{-1} \mathbf{M}^{T}
$$

with range $\left(\boldsymbol{\Gamma}_{\mathbf{M}}\right)=\operatorname{range}(\mathbf{M})$. The matrix $\mathbf{I}-\boldsymbol{\Gamma}_{\mathbf{M}}$ is also an orthogonal projector.

Using the above results and definitions, we have

$$
\begin{aligned}
& \mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k} \\
= & \mathbf{I}-\mathbf{P}\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}, \\
= & \mathbf{U} \boldsymbol{\Sigma}^{-1 / 2} \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}-\mathbf{U} \boldsymbol{\Sigma}^{-1 / 2} \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}\left[\mathbf{R U} \boldsymbol{\Sigma}^{1 / 2} \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}\right]^{-1} \mathbf{R} \mathbf{U} \boldsymbol{\Sigma}^{1 / 2} \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T},
\end{aligned}
$$

(by eigendecomposition)

$$
=\mathbf{U} \boldsymbol{\Sigma}^{-1 / 2} \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}
$$

$$
-\mathbf{U} \boldsymbol{\Sigma}^{-1 / 2}\left(\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}\right)\left[\left(\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}\right)^{T}\left(\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}\right)\right]^{-1}\left(\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}\right)^{T} \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}
$$

(grouping ( $\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}$ )'s to be in the form of orthogonal projector)

$$
=\mathbf{U} \boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}
$$

where $\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}$ is the orthogonal projection operator onto the range of $\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}$, and so

$$
\begin{aligned}
\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\| & =\| \mathbf{U} \boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2}} \mathbf{U}^{T} \mathbf{P}\right. \\
& ) \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \| \\
& =\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\|
\end{aligned}
$$

For the upper bound, we have

$$
\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\| \leq\left\|\boldsymbol{\Sigma}^{-1 / 2}\right\|\left\|\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right)\right\|\left\|\boldsymbol{\Sigma}^{1 / 2}\right\| \leq \sqrt{\frac{L_{h}}{\mu_{h}}}
$$

since $\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}$ is an orthogonal projector and $\left\|\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right)\right\| \leq 1$. For the lower bound, we have

$$
\begin{aligned}
\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\| & =\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right)\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\| \\
& =\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2} \boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\| \\
& \leq\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\|\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\| \\
& =\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\|^{2}
\end{aligned}
$$

The assumption $\operatorname{rank}(\mathbf{P}) \neq N$ implies that range $(\mathbf{P}) \neq \operatorname{range}(\mathbf{I})$ and so range $\left(\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \neq$
range $(\mathbf{I})$. Thus,

$$
\mathbf{I} \neq \boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}} \quad \text { and } \quad\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\| \neq 0
$$

Therefore, $1 \leq\left\|\boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2}\right\|$, as required.

Lemma 5.19 clarifies the fact that the term $\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|$ is at least 1 when $n<N$. This fact reduces the usefulness of the composite convergence rate in Theorem 5.18. In Section 5.5-5.7, we will investigate different Galerkin models, and show that $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|$ is sufficiently small in those cases.

### 5.4 Complexity Analysis

In this section we will perform the complexity analysis for both the Newton's method and GAMA. Our complexity analysis for Newton's method is a variant of the results in [BV04, Kan52, Pol87]. The main difference is that in this chapter we focus on the complexity that yield $\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\| \leq \epsilon_{h}$ accuracy instead of $\left\|\nabla f_{h, k}\right\| \leq \epsilon_{h}$. This choice is made for simpler comparison with GAMA. At the end of this section, we compare the complexity of Newton's method and GAMA, and we will state the condition for which GAMA has lower complexity.

### 5.4.1 Complexity Analysis: Newton's Method

It is known that for Newton's method, the algorithm enters its quadratic convergence phase when $\alpha_{h, k}=1$, with

$$
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq \frac{M_{h}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2}
$$

The above equation, however, does not guarantee that $\left\|\mathrm{x}_{h, k+1}-\mathrm{x}_{h, \star}\right\|$ is a contraction. To obtain this guarantee, it requires

$$
\begin{equation*}
\frac{M_{h}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|<1 \quad \Longleftrightarrow\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|<\frac{2 \mu_{h}}{M_{h}} \tag{5.18}
\end{equation*}
$$

Moreover, $\alpha_{h, k}=1$ when

$$
\begin{equation*}
\left\|\nabla f_{h, k}\right\| \leq 3\left(1-2 \rho_{1}\right) \frac{\mu_{h}^{2}}{L_{h}} \tag{5.19}
\end{equation*}
$$

In what follows we will first prove the number of iterations needed to satisfy condition (5.18)(5.19) (called the damped Newton phase), and we will then compute the number of iterations needed in the quadratically convergent phase. To this end, we define the following two variables:

- $k_{d}$ : The number of iterations in the damped Newton phase.
- $k_{q}$ : The number of iterations in the quadratically convergent phase.

Thus, the total number of iterations needed is $k_{d}+k_{q}$.

Lemma 5.20 Suppose Newton's method is performed. Then conditions (5.18)-(5.19) are satisfied after

$$
k_{d} \geq\left(\frac{1}{\epsilon_{N}}\right)^{2} \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda_{N}^{2}}-2
$$

iterations, where

$$
\epsilon_{N} \triangleq \underbrace{\min \left\{\frac{3}{2}\left(1-2 \rho_{1}\right), \delta\right\}}_{\triangleq \eta_{N}} \frac{2 \mu_{h}^{2}}{M_{h}}, \forall \delta \in(0,1), \quad \Lambda_{N} \triangleq \frac{\rho_{1} \beta_{l s} \mu_{h}}{L_{h}^{2}} .
$$

Note that $\rho_{1}$ and $\beta_{l s}$ are user-defined parameters in Armijo's rule as Algorithm 5.1; $M_{h}, L_{h}$, and $\mu_{h}$ are defined in Assumption 5.1; $\mathcal{R}(\cdot)$ is defined in Lemma 5.11.

Proof It is known that for Newton's method

$$
f_{h, k+1}-f_{h, k} \leq-\Lambda_{N}\left\|\nabla f_{h, k}\right\|^{2} .
$$

Using the above equation together with the proofs of Lemma 5.11 and Theorem 5.13, we obtain

$$
f_{h, k}-f_{h, \star} \leq \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda_{N}} \frac{1}{2+k} .
$$

Therefore, using the proof of Lemma 5.15, it takes a finite number of iterations, $k_{d}$, to achieve $\left\|\nabla f_{h, k_{d}}\right\| \leq \epsilon_{N}$ for $\epsilon_{N}>0$, and

$$
k_{d} \leq\left(\frac{1}{\epsilon_{N}}\right)^{2} \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda_{N}^{2}}-2
$$

By convexity and the definition of $\epsilon_{N}$, we obtain

$$
\left\|\mathbf{x}_{h, k_{d}}-\mathbf{x}_{h, \star}\right\| \leq \frac{1}{\mu_{h}}\left\|\nabla f_{h, k_{d}}\right\| \leq \frac{1}{\mu_{h}} \epsilon_{N}=\frac{1}{\mu_{h}} \min \left\{\frac{3}{2}\left(1-2 \rho_{1}\right), \delta\right\} \frac{2 \mu_{h}^{2}}{M_{h}}<\frac{2 \mu_{h}}{M_{h}} .
$$

So we obtain the desired result.

Lemma 5.20 gives $k_{d}$, the number of iterations required in order to enter the quadratic phase. In the following lemma we derive $k_{q}$.

Lemma 5.21 Suppose Newton's method is performed and $\left\|\nabla f_{h, 0}\right\| \leq \epsilon_{N}$, where $\epsilon_{N}$ is defined in Lemma 5.20. Then, for $\epsilon_{h}$ and $k_{q}$ such that

$$
\epsilon_{h} \in(0,1), \quad \text { and } \quad k_{q} \geq \frac{1}{\log 2} \log \left(\frac{\log \left(\frac{M_{h} \epsilon_{h}}{2 \mu_{h}}\right)}{\log \eta_{N}}\right)-1
$$

we obtain $\left\|\mathbf{x}_{h, k_{q}}-\mathbf{x}_{h, \star}\right\| \leq \epsilon_{h}$. Note that $M_{h}$ and $\eta_{N}$ are defined in Assumption 5.1 and Lemma 5.20, respectively.

Proof Given that

$$
\left\|\mathbf{x}_{h, 0}-\mathbf{x}_{h, \star}\right\| \leq \frac{1}{\mu_{h}}\left\|\nabla f_{h, 0}\right\| \leq \frac{\epsilon_{N}}{\mu_{h}} \leq \eta_{N} \frac{2 \mu_{h}}{M_{h}}
$$

we have

$$
\begin{aligned}
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| & \leq \frac{M_{h}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} \\
& \leq\left(\frac{M_{h}}{2 \mu_{h}}\right)\left(\frac{M_{h}}{2 \mu_{h}}\right)^{2}\left\|\mathbf{x}_{h, k-1}-\mathbf{x}_{h, \star}\right\|^{4} \\
& \leq\left(\frac{M_{h}}{2 \mu_{h}}\right)^{\sum_{j=0}^{k} 2^{j}}\left\|\mathbf{x}_{h, 0}-\mathbf{x}_{h, \star}\right\|^{2^{k+1}} \\
& =\left(\frac{M_{h}}{2 \mu_{h}}\right)^{2^{k+1}-1}\left(\eta_{N} \frac{2 \mu_{h}}{M_{h}}\right)^{2^{k+1}} \\
& =\frac{2 \mu_{h}}{M_{h}} \eta_{N}^{2^{k+1}}
\end{aligned}
$$

To achieve the desired accuracy, we require

$$
\begin{aligned}
\frac{2 \mu_{h}}{M_{h}} \eta_{N}^{k^{k_{q}+1}} & \leq \epsilon_{h} \\
2^{k_{q}+1} \log \eta_{N} & \leq \log \left(\frac{M_{h} \epsilon_{h}}{2 \mu_{h}}\right), \\
\left(k_{q}+1\right) \log 2 & \geq \log \left(\frac{\log \left(\frac{M_{h} \epsilon_{h}}{2 \mu_{h}}\right)}{\log \eta_{N}}\right), \\
k_{q} & \geq \frac{1}{\log 2} \log \left(\frac{\log \left(\frac{M_{h} \epsilon_{h}}{2 \mu_{h}}\right)}{\log \eta_{N}}\right)-1 .
\end{aligned}
$$

So we obtain the desired result.

Combining the results in Lemma 5.20 and Lemma 5.21, we obtain the complexity of Newton's method.

Theorem 5.22 Suppose Newton's method is performed and $k=k_{d}+k_{q}$, where $k_{d}$ and $k_{q}$ are defined as in Lemma 5.20 and Lemma 5.21, respectively. Then we obtain the $\epsilon_{h}$-accuracy $\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| \leq \epsilon_{h}$ with the complexity

$$
\mathcal{O}\left(\left(k_{d}+k_{q}\right) N^{3}\right) .
$$

Proof The total complexity is the number of iterations, $k_{d}+k_{q}$, multiply by the cost per
iteration, which is $\mathcal{O}\left(N^{3}\right)$.

### 5.4.2 Complexity Analysis: GAMA

We follow the same strategy to compute the complexity of GAMA. In order to avoid unnecessary complications in notations, in the section, we let $r_{1}$ and $r_{2}$ to be the composite rate in which

$$
\begin{equation*}
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq r_{1}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|+r_{2}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} \tag{5.20}
\end{equation*}
$$

when

$$
\begin{equation*}
\left\|\mathbf{R} \nabla f_{h, k}\right\| \leq \frac{3 \mu_{h}^{2}}{M_{h}}\left(1-2 \rho_{1}\right) \tag{5.21}
\end{equation*}
$$

For $\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\|$ in (5.20) to be a contraction, we need $r_{1}<1$ and

$$
\begin{equation*}
\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|<\frac{1-r_{1}}{r_{2}} \tag{5.22}
\end{equation*}
$$

We clarify that the above form in (5.20) is not exactly in the same form of the composite rate in Section 5.3.4, where $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|$ is used instead of $\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|$. The latter case is used solely for simpler analysis, and does not contradict with the results presented in Section 5.3.4; in particular, one can simply let

$$
\begin{equation*}
r_{1}=\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\| \frac{\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|}{\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|} . \tag{5.23}
\end{equation*}
$$

In order to guarantee convergence, we simply assume one fine correction step is taken after a fixed number of coarse correction steps. For the purpose of simplifying analysis, we make the following assumptions on the fine correction step taken.

Assumption 5.23 The coarse correction step of Algorithm 5.1 has the following properties:

1. One fine correction step is taken for every $K_{H}$ coarse correction steps.
2. The computational cost of each fine correction step is $\mathcal{O}\left(C_{h}\right)$, for some $C_{h}$.
3. When the composite rate (5.20) applies for the coarse correction steps, the fine correction step satisfies

$$
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| .
$$

Recall that GAMA only achieves the composite rate when condition (5.21) is satisfied, as stated in Lemma 5.16 and Theorem 5.18. When (5.21) does not hold, a global sublinear rate of convergence is still guaranteed, as concluded in Theorem 5.13. We shall call the former case and the latter case as composite convergent phase and sublinear convergent phase, respectively.

In the following lemma, we compute the number of iterations needed for both composite convergent phase and sublinear convergent phase. Similar to the case of Newton's method, we define the following notation:

- $k_{s}$ : The number of iterations in the sublinear convergent phase.
- $k_{c}$ : The number of iterations in the composite convergent phase.

Thus, the total number of iterations of GAMA would be $k_{s}+k_{c}$.

Lemma 5.24 Suppose Algorithm 5.1 is performed and Assumption 5.23 holds. Then conditions (5.21)-(5.22) are satisfied after

$$
k_{s} \geq\left(\frac{1}{\epsilon_{G}}\right)^{2} \frac{\mathcal{R}^{2}\left(\mathbf{x}_{h, 0}\right)}{\Lambda^{2}}-2
$$

iterations, where

$$
\epsilon_{G} \triangleq \min \left\{\frac{3 \mu_{h}^{2}}{\nu_{U} M_{h}}\left(1-2 \rho_{1}\right), \delta\right\}, \forall \delta \in\left(0, \frac{\mu_{h}\left(1-r_{1}\right)}{r_{2}}\right) .
$$

Note that $\rho_{1}$ is a user-defined parameter in Algorithm 5.1; $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\} ; M_{h}$ and $\mu_{h}$ are defined in Assumption 5.1; $\Lambda$ and $\mathcal{R}(\cdot)$ are defined in Lemma 5.10 and 5.11, respectively; $r_{1}$ and $r_{2}$ are defined in (5.20).

Proof Using the result in Lemma 5.15, we obtain

$$
\left\|\nabla f_{h, k_{s}}\right\| \leq \epsilon_{G}
$$

We then show that the above condition is sufficient for $\alpha_{h, k_{s}}=1$. By definitions,

$$
\left\|\mathbf{R} \nabla f_{h, k_{s}}\right\| \leq \nu_{U}\left\|\nabla f_{h, k_{s}}\right\| \leq \nu_{U} \epsilon_{G} \leq \nu_{U} \frac{3 \mu_{h}^{2}}{\nu_{U} M_{h}}\left(1-2 \rho_{1}\right)=\frac{3 \mu_{h}^{2}}{M_{h}}\left(1-2 \rho_{1}\right)
$$

By Lemma 5.16, $\alpha_{h, k_{s}}=1$. On the other hand,

$$
\left\|\mathbf{x}_{h, k_{s}}-\mathbf{x}_{h, \star}\right\| \leq \frac{1}{\mu_{h}}\left\|\nabla f_{h, k_{s}}\right\|<\frac{1}{\mu_{h}} \frac{\mu_{h}\left(1-r_{1}\right)}{r_{2}}=\frac{1-r_{1}}{r_{2}}
$$

Therefore, we obtain the desired result.

Lemma 5.24 gives the number of iterations required in the sublinear convergent phase, $k_{s}$. In the following lemma, we derive $k_{c}$.

Lemma 5.25 Suppose Algorithm 5.1 is performed, Assumption 5.23 holds, and

$$
\left\|\nabla f_{h, 0}\right\| \leq \epsilon_{G},
$$

where $\epsilon_{G}$ is defined in Lemma 5.24. Then for $\epsilon_{h}$ and $k_{c}$ such that

$$
\epsilon_{h} \in(0,1), \text { and } k_{c} \geq \frac{1+1 / K_{H}}{r_{1}-1}\left(\log \left(\frac{\mu_{h} \epsilon_{h}}{\epsilon_{G}}\right)-\log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+\frac{r_{2} \epsilon_{G}}{\mu_{h} \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)}\right)
$$

we obtain $\left\|\mathrm{x}_{h, k_{c}}-\mathrm{x}_{h, \star}\right\| \leq \epsilon_{h}$. Note that $\mu_{h}$ and $K_{H}$ are defined in Assumption 5.1 and Assumption 5.23, respectively; $r_{1}$ and $r_{2}$ are defined in (5.20).

Proof Based on Assumption 5.23, if $k$ coarse correction steps are needed, $k / K_{H}$ fine correction steps would be taken. The total number of searches would then be $k\left(1+1 / K_{H}\right)$. Therefore, we first neglect the use of fine correction steps, and consider this factor at the end of the proof by multiplying $\left(1+1 / K_{H}\right)$.

We obtain

$$
\left\|\mathbf{x}_{h, 0}-\mathbf{x}_{h, \star}\right\| \leq \frac{1}{\mu_{h}}\left\|\nabla f_{h, 0}\right\| \leq \frac{\epsilon_{G}}{\mu_{h}} .
$$

and $\frac{\epsilon_{G}}{\mu_{h}}<\frac{1-r_{1}}{r_{2}}$, based on the definition of $\epsilon_{G}$. Since $\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|$ is a contraction,

$$
\left\|\mathrm{x}_{h, 0}-\mathrm{x}_{h, \star}\right\| \geq\left\|\mathrm{x}_{h, 1}-\mathrm{x}_{h, \star}\right\| \geq\left\|\mathrm{x}_{h, 2}-\mathrm{x}_{h, \star}\right\| \geq \ldots
$$

Based on the above notations, observations, and the fact that the composite rate holds, we obtain

$$
\begin{aligned}
\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| & \leq\left(r_{1}+r_{2}\left\|\mathbf{x}_{h, k-1}-\mathbf{x}_{h, \star}\right\|\right)\left\|\mathbf{x}_{h, k-1}-\mathbf{x}_{h, \star}\right\| \\
& \leq\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)\left\|\mathbf{x}_{h, k-1}-\mathbf{x}_{h, \star}\right\| \\
& \leq\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{k}\left\|\mathbf{x}_{h, 0}-\mathbf{x}_{h, \star}\right\| \\
& =\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{k} \frac{\epsilon_{G}}{\mu_{h}} .
\end{aligned}
$$

We denote $r(k) \triangleq r_{1}+r_{2}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{k} \frac{\epsilon_{G}}{\mu_{h}}$ and we obtain

$$
\begin{aligned}
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| & \leq r_{1}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|+r_{2}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} \\
& \leq\left(r_{1}+r_{2}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|\right)\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| \\
& \leq r(k)\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| \\
& \leq\left(\prod_{j=0}^{k} r(j)\right)\left\|\mathbf{x}_{h, 0}-\mathbf{x}_{h, \star}\right\| \\
& \leq\left(\prod_{j=0}^{k} r(j)\right) \frac{\epsilon_{G}}{\mu_{h}} .
\end{aligned}
$$

Therefore, it is sufficient to achieve $\epsilon_{h}$-accuracy when

$$
\begin{aligned}
\left(\prod_{j=0}^{k} r(j)\right) \frac{\epsilon_{G}}{\mu_{h}} & \leq \epsilon_{h}, \\
\prod_{j=0}^{k}\left(r_{1}+r_{2}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{j} \frac{\epsilon_{G}}{\mu_{h}}\right) & \leq \frac{\mu_{h} \epsilon_{h}}{\epsilon_{G}}, \\
\sum_{j=0}^{k} \log \left(r_{1}+r_{2}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{j} \frac{\epsilon_{G}}{\mu_{h}}\right) & \leq \log \left(\frac{\mu_{h} \epsilon_{h}}{\epsilon_{G}}\right), \\
\sum_{j=1}^{k+1} \log \left(r_{1}+r_{2}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{j-1} \frac{\epsilon_{G}}{\mu_{h}}\right) & \leq \log \left(\frac{\mu_{h} \epsilon_{h}}{\epsilon_{G}}\right) .
\end{aligned}
$$

Using calculus, we know that

$$
\begin{aligned}
& \sum_{j=1}^{k+1} \log \left(r_{1}+r_{2}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{j-1} \frac{\epsilon_{G}}{\mu_{h}}\right) \quad \text { (this is a monotonic series) } \\
\leq & \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+\int_{1}^{k+1} \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{x-1}\right) \mathrm{d} x \\
\leq & \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+\int_{1}^{k+1}\left(r_{1}-1\right)+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{x-1} \mathrm{~d} x \quad(\log (x) \leq x-1) \\
\leq & \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+k\left(r_{1}-1\right)+\frac{r_{2} \frac{\epsilon_{G}}{\mu_{h}}}{r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}} \int_{1}^{k+1}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{x} \mathrm{~d} x \\
\leq & \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+k\left(r_{1}-1\right)+\frac{r_{2} \frac{\epsilon_{G}}{\mu_{h}}}{r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}}\left(\left.\frac{\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{x}}{\log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)}\right|_{x=1} ^{x=k+1} \quad \quad\right. \text { (from integration) } \\
\leq & \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+k\left(r_{1}-1\right)+\frac{r_{2} \frac{\epsilon_{G}}{\mu_{h}}}{\log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)}\left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)^{k}-\frac{r_{2} \frac{\epsilon_{G}}{\mu_{h}}}{\log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)} \\
\leq & \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+k\left(r_{1}-1\right)-\frac{r_{2} \epsilon_{G}}{\mu_{h} \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)}
\end{aligned}
$$

So, it is sufficient to achieve $\epsilon_{h}$-accuracy if

$$
\begin{aligned}
\log \left(\frac{\mu_{h} \epsilon_{h}}{\epsilon_{G}}\right) & \geq \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+k\left(r_{1}-1\right)-\frac{r_{2} \epsilon_{G}}{\mu_{h} \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)} \\
k\left(r_{1}-1\right) & \leq \log \left(\frac{\mu_{h} \epsilon_{h}}{\epsilon_{G}}\right)-\log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+\frac{r_{2} \epsilon_{G}}{\mu_{h} \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)} \\
k & \geq \frac{1}{r_{1}-1}\left(\log \left(\frac{\mu_{h} \epsilon_{h}}{\epsilon_{G}}\right)-\log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)+\frac{r_{2} \epsilon_{G}}{\mu_{h} \log \left(r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}}\right)}\right) .
\end{aligned}
$$

So we obtain the desired result.

Although the result of Lemma 5.25 states the number of iterations needed for composite convergent phase, the derived result is difficult to interpret. To this end, in the following lemma, we study a special case of Lemma 5.25.

Lemma 5.26 Consider the setting as in Lemma 5.25 with

$$
\epsilon_{G}=\min \left\{\frac{3 \mu_{h}^{2}}{\nu_{U} M_{h}}\left(1-2 \rho_{1}\right), \frac{\mu_{h}\left(1-r_{1}\right)}{2 r_{2}}\right\} .
$$

Then for $\epsilon_{h}$ and $k_{c}$ such that

$$
\epsilon_{h} \in(0,1) \quad \text { and } \quad k_{c} \geq \frac{1+1 / K_{H}}{1-r_{1}}\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+1\right)
$$

we obtain $\left\|\mathbf{x}_{h, k_{c}}-\mathbf{x}_{h, \star}\right\| \leq \epsilon_{h}$. Note that $M_{h}$ and $\mu_{h}$ are defined in Assumption 5.1; $K_{H}$ is defined in Assumption 5.23; $r_{1}$ is defined in (5.20).

Proof By definition,

$$
\epsilon_{G} \leq \frac{\mu_{h}\left(1-r_{1}\right)}{2 r_{2}} \Rightarrow r_{2} \frac{\epsilon_{G}}{\mu_{h}} \leq \frac{1-r_{1}}{2} \quad \text { and } \quad r_{1}+r_{2} \frac{\epsilon_{G}}{\mu_{h}} \leq \frac{1+r_{1}}{2}
$$

Also,

$$
\epsilon_{G} \leq \frac{3 \mu_{h}^{2}}{\nu_{U} M_{h}}\left(1-2 \rho_{1}\right) \Rightarrow \frac{\epsilon_{G}}{\mu_{h}} \leq \frac{3 \mu_{h}}{\nu_{U} M_{h}}\left(1-2 \rho_{1}\right) \leq \frac{3 \mu_{h}}{\nu_{U} M_{h}} .
$$

Thus, using the results in Lemma 5.25, it is sufficient when

$$
\begin{aligned}
k_{c} & \geq \frac{1+1 / K_{H}}{r_{1}-1}\left(\log \left(\frac{\nu_{U} M_{h} \epsilon_{h}}{3 \mu_{h}}\right)-\log \left(\frac{1+r_{1}}{2}\right)+\frac{1-r_{1}}{2 \log \left(\frac{1+r_{1}}{2}\right)}\right), \\
& =\frac{1+1 / K_{H}}{1-r_{1}}\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+\log \left(\frac{1+r_{1}}{2}\right)+\frac{r_{1}-1}{2 \log \left(\frac{1+r_{1}}{2}\right)}\right) .
\end{aligned}
$$

Since

$$
\frac{r_{1}-1}{2 \log \left(\frac{1+r_{1}}{2}\right)}<1 \quad \text { and } \quad \log \left(\frac{1+r_{1}}{2}\right)<0 \quad \text { for } \quad 0<r_{1}<1,
$$

it is sufficient when

$$
k_{c} \geq \frac{1+1 / K_{H}}{1-r_{1}}\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+1\right) .
$$

So we obtain the desired result.

Lemma 5.26 provides a better picture of the convergence when composite rate holds. One can see that the number of iterations required, $k_{c}$, is clearly inverse proportional to $1-r_{1}$.

Theorem 5.27 Suppose Algorithm 5.1 is performed, Assumption 5.23 holds, and $k=k_{s}+k_{c}$, where $k_{s}$ and $k_{c}$ are defined in Lemma 5.24 and 5.25. Then we obtain the $\epsilon_{h}$-accuracy $\| \mathrm{x}_{h, k}-$ $\mathbf{x}_{h, \star} \| \leq \epsilon_{h}$ with complexity

$$
\mathcal{O}\left(\frac{k_{s}+k_{c}}{1+1 / K_{H}} n^{3}+\frac{1 / K_{H}\left(k_{s}+k_{c}\right)}{1+1 / K_{H}} C_{h}\right),
$$

where $K_{H}$ and $C_{h}$ are defined in Assumption 5.23.

Proof The total complexity is the number of iterations, $k_{s}+k_{c}$, multiply by the cost per iteration. Based on Assumption 5.23, $\frac{k_{s}+k_{c}}{1+1 / K_{H}}$ coarse correction steps and $\frac{1 / K_{H}\left(k_{s}+k_{c}\right)}{1+1 / K_{H}}$ fine correction steps are taken. The computational cost of each coarse correction step and fine correction step is $\mathcal{O}\left(n^{3}\right)$ and $\mathcal{O}\left(C_{h}\right)$, respectively.

### 5.4.3 Comparison: Newton v.s. Multilevel

Using the derived complexity results, we now compare the complexity of Newton's method and GAMA. We conclude this section by stating the condition for which GAMA has lower complexity.

Theorem 5.28 Suppose Assumption 5.23 holds, then for sufficiently large enough $N$, the complexity of Algorithm 5.1 is lower than the complexity of Newton's method. In particular, if $\epsilon_{G}$ in Lemma 5.24 is chosen to be

$$
\epsilon_{G} \triangleq \min \left\{\frac{3 \mu_{h}^{2}}{\nu_{U} M_{h}}\left(1-2 \rho_{1}\right), \frac{\mu_{h}\left(1-r_{1}\right)}{2 r_{2}}\right\}
$$

then the complexity of Algorithm 5.1 is lower than the complexity of Newton's method when

$$
\begin{equation*}
r_{1} \leq 1-\frac{\left(K_{H} n^{3}+C_{h}\right)\left(1+1 / K_{H}\right)\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+1\right)}{N^{3}\left(K_{H}+1\right)\left(k_{d}+k_{q}\right)-\left(K_{H} n^{3}+C_{h}\right) k_{s}} \tag{5.24}
\end{equation*}
$$

for

$$
N^{3}\left(K_{H}+1\right)\left(k_{d}+k_{q}\right)-\left(K_{H} n^{3}+C_{h}\right) k_{s}>0 .
$$

Note that $\rho_{1}$ is a user-defined parameter in Algorithm 5.1; $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\} ; M_{h}$ and $\mu_{h}$ are defined in Assumption 5.1; $K_{H}$ and $C_{h}$ are defined in Assumption 5.23; $r_{1}$ and $r_{2}$ are defined in (5.20); $k_{d}, k_{q}$, and $k_{s}$ are defined in Lemma 5.20, 5.21, and 5.24, respectively.

Proof When the complexity of Algorithm 5.1 is less than Newton's method, we have

$$
\begin{aligned}
\frac{k_{s}+k_{c}}{1+1 / K_{H}} n^{3}+\frac{1 / K_{H}\left(k_{s}+k_{c}\right)}{1+1 / K_{H}} C_{h} & \leq\left(k_{d}+k_{q}\right) N^{3}, \\
k_{s} n^{3}+k_{c} n^{3}+\frac{1}{K_{H}}\left(k_{s}+k_{c}\right) C_{h} & \leq\left(1+\frac{1}{K_{H}}\right)\left(k_{d}+k_{q}\right) N^{3}, \\
k_{s}\left(n^{3}+\frac{C_{h}}{K_{H}}\right)+k_{c}\left(n^{3}+\frac{C_{h}}{K_{H}}\right) & \leq\left(1+\frac{1}{K_{H}}\right)\left(k_{d}+k_{q}\right) N^{3}, \\
\left(1+\frac{1}{K_{H}}\right)\left(k_{d}+k_{q}\right) N^{3}-k_{s}\left(n^{3}+\frac{C_{h}}{K_{H}}\right) & \geq k_{c}\left(n^{3}+\frac{C_{h}}{K_{H}}\right) .
\end{aligned}
$$

From the first inequality we can see that it is satisfied when $N$ is sufficiently large. Using the definition of $k_{c}$ in Lemma 5.26, we obtain

$$
\begin{aligned}
\frac{1+1 / K_{H}}{1-r_{1}}\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+1\right) & \leq\left(\frac{\left(K_{H}+1\right) N^{3}}{K_{H} n^{3}+C_{h}}\right)\left(k_{d}+k_{q}\right)-k_{s} \\
\frac{1}{1-r_{1}} & \leq \frac{\left(\frac{\left(K_{H}+1\right) N^{3}}{K_{H} n^{3}+C_{h}}\right)\left(k_{d}+k_{q}\right)-k_{s}}{\left(1+1 / K_{H}\right)\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+1\right)} \\
1-r_{1} & \geq \frac{\left(1+1 / K_{H}\right)\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+1\right)}{\left(\frac{\left(K_{H}+1\right) N^{3}}{K_{H} n^{3}+C_{h}}\right)\left(k_{d}+k_{q}\right)-k_{s}} \\
r_{1} & \leq 1-\frac{\left(1+1 / K_{H}\right)\left(\log \left(\frac{3 \mu_{h}}{\nu_{U} M_{h} \epsilon_{h}}\right)+1\right)}{\left(\frac{\left(K_{H}+1\right) N^{3}}{K_{H} n^{3}+C_{h}}\right)\left(k_{d}+k_{q}\right)-k_{s}}
\end{aligned}
$$

as required.

Theorem 5.28 shows that when the dimension of the fine model, $N$, is sufficiently large, GAMA has lower computational complexity. The condition (5.24) requires a sufficiently small $r_{1}$ in the composite rate (5.20). This result agrees with the intuition with the following reasoning: when $r_{1} \ll 1$, it implies that GAMA converges with very fast linear rate, which could outperform Newton's method because of the cheaper per-iteration cost.

We shall further study the condition (5.24). Assume the cost of fine correction step is at most in the same order of the coarse correction step, i.e. $C_{h}=\mathcal{O}\left(n^{3}\right)$. Then, by fixing all the quantities except $N$, the condition (5.24) can be recognized asymptotically as

$$
r_{1} \leq 1-\mathcal{O}\left(\frac{1}{N^{3}}\right)
$$

Thus, as $N \rightarrow \infty$, the above condition holds even when $r_{1} \approx 1$. This condition is relaxed quickly because $N$ grows in cube.

From equation (5.23), recall that $r_{1} \ll 1$ is equivalent to

$$
\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right)\right\| \ll\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| .
$$

From the above expression, one can see that a small $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right)\right\|$ is equivalent to small $r_{1}$. In the following three sections, we will consider three cases of GAMA and derive the bounds for $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|$ for each case. In particular, we show how the magnitude of $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right)\right\|$ varies depending on the structure of the problems and the parameters chosen.

### 5.5 PDE-based Problems: One-dimensional Case

In this section, we study the Galerkin model that arises from PDE-based problems. We begin with introducing the basic setting, and then we analyze the coarse correction step in this specific case. Building upon the composite rate in Section 5.3.4, at the end of this section we re-derive the composite rate with a more insightful bound of $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right)\right\|$. As mentioned in Section 5.3, this quantity is critical in analyzing the performance and complexity of GAMA.

Since the conventional multigrid methods were originally developed for solving (non-)linear equations arising from PDEs, most research on multilevel optimization algorithms has been focusing on solving the discretizations of infinite-dimensional problems [GMS ${ }^{+}$10, GST08, KM16, LN05, Nas00, WG09]. As mentioned before, the Galerkin model in optimization was first mentioned in [GST08] and later tested numerically in $\left[\mathrm{GMS}^{+} 10\right]$. We point out that from a theoretical perspective, the Galerkin model has been only considered as one special case of the general multilevel framework, and it has not been shown to have any particular advantage. For the trust-region based multilevel algorithm in [GST08], it has the same order of complexity bound as pure gradient descent. For the line-search based multilevel algorithm in [WG09], the convergence rate was proven to be sublinear for strongly convex problems, which agrees with our results in Section 5.3.

For the simplicity of the analysis, we consider specifically the one-dimensional case, i.e. the decision variable of the infinite-dimensional problems is a functional in $\mathbb{R}$. We further assume that the decision variable is discretized uniformly over $[0,1]$ with value 0 on the boundary. We would like to clarify that the approach of analysis in this section could be applied to more


Figure 5.1: $\mathbf{P}$ in (5.25)
general and high dimensional settings.

### 5.5.1 Galerkin Model by One-dimensional Interpolations



Figure 5.2: $\mathbf{R}$ in (5.26)

For one-dimensional problems, we consider the standard linear prolongation operator and restriction operator. Based on the traditional setting in multigrid research, we define the following Galerkin model.

- $N$ is an even number,
- the (fine) discretized decision variable is in $\mathbb{R}^{N-1}$, and
- the coarse model is in $\mathbb{R}^{N / 2-1}$.

For the interpolation operator $\mathbf{P} \in \mathbb{R}^{(N-1) \times(N / 2-1)}$, we consider

$$
\mathbf{P}=\frac{1}{2}\left(\begin{array}{cccc}
1 & & &  \tag{5.25}\\
2 & & & \\
1 & 1 & & \\
& 2 & & \\
& 1 & & \\
& & \ddots & 1 \\
& & & 2 \\
& & & 1
\end{array}\right),
$$

and the restriction operator

$$
\begin{equation*}
\mathbf{R}=\frac{1}{2} \mathbf{P}^{T} \in \mathbb{R}^{(N / 2-1) \times(N-1)} \tag{5.26}
\end{equation*}
$$

Notice that the $\mathbf{P}$ and $\mathbf{R}$ in (5.25) and (5.26) have geometric meanings, and they are one of the standard pairs of operators in multilevel and multigrid methods [BHM00]. As shown in Figure 5.1, $\mathbf{P}$ is an interpolation operator such that one point is interpolated linearly between every two points. On the other hand, from Figure $5.2, \mathbf{R}$ performs a restriction by doing weighted average onto every three points. These two operators assume the boundary condition is zero for both end points. We emphasize that the approach of convergence analysis in this section is not restricted for this specific pair of $\mathbf{P}$ and $\mathbf{R}$. We believe the general approach could be applied to interpolation type operators, especially operators that are designed for PDE-based optimization problems.

### 5.5.2 Analysis

With the definitions (5.25) and (5.26), we investigate the convergence behaviour of the coarse correction step. The analytical tool we use in this section is Taylor's expansion. To deploy this technique, we consider interpolations over the elements of vectors. In particular, we consider interpolations that are twice continuously differentiable with the following definition.

Definition 5.29 For any vector $\mathbf{r} \in \mathbb{R}^{N-1}$, we denote $\mathcal{F}_{\mathbf{r}}^{N-1}$ to be the set of twice continuously differentiable functions such that $\forall w \in \mathcal{F}_{\mathbf{r}}^{N-1}$,

$$
w(0)=w(1)=0, \quad \text { and } \quad w_{i}=w\left(y_{i}\right)=(\mathbf{r})_{i}
$$

where $y_{i}=i / N$ for $i=1,2, \ldots, N-1$.

Using the definitions (5.25) and (5.26), we can estimate the "information loss" via interpolations using the following proposition.

Proposition 5.30 Suppose $\mathbf{P}$ and $\mathbf{R}$ are defined in (5.25) and (5.26), respectively. For any vector $\mathbf{r}_{h} \in \mathbb{R}^{N-1}$, we denote $\left(\mathbf{r}_{h}\right)_{0}=\left(\mathbf{r}_{h}\right)_{N}=0$ and obtain

$$
\left(\mathbf{P R r}_{h}\right)_{j}=\left\{\begin{array}{l}
\frac{1}{4}\left(\left(\mathbf{r}_{h}\right)_{j-1}+2\left(\mathbf{r}_{h}\right)_{j}+\left(\mathbf{r}_{h}\right)_{j+1}\right) \quad \text { if } j \text { is even } \\
\frac{1}{8}\left(\left(\mathbf{r}_{h}\right)_{j-2}+2\left(\mathbf{r}_{h}\right)_{j-1}+2\left(\mathbf{r}_{h}\right)_{j}+2\left(\mathbf{r}_{h}\right)_{j+1}+\left(\mathbf{r}_{h}\right)_{j+2}\right) \quad \text { if } j \text { is odd }
\end{array}\right.
$$

for $j=1,2, \ldots, N-1$.

Proof By the definition of $\mathbf{R}$ and $\mathbf{P}$, we have

$$
\left(\mathbf{R r}_{h}\right)_{j}=\frac{1}{4}\left(\left(\mathbf{r}_{h}\right)_{2 j-1}+2\left(\mathbf{r}_{h}\right)_{2 j}+\left(\mathbf{r}_{h}\right)_{2 j+1}\right), \quad 1 \leq j \leq \frac{n}{2}-1 .
$$

So

$$
\left(\mathbf{P R r}_{h}\right)_{j}=\left(\mathbf{R r}_{h}\right)_{j / 2}=\frac{1}{4}\left(\left(\mathbf{r}_{h}\right)_{j-1}+2\left(\mathbf{r}_{h}\right)_{j}+\left(\mathbf{r}_{h}\right)_{j+1}\right) \quad \text { if } j \text { is even }
$$

and

$$
\begin{aligned}
\left(\mathbf{P R r}_{h}\right)_{j} & =\frac{1}{2}\left(\left(\mathbf{R r}_{h}\right)_{(j-1) / 2}+\left(\mathbf{R r}_{h}\right)_{(j+1) / 2}\right) \\
& =\frac{1}{8}\left(\left(\mathbf{r}_{h}\right)_{j-2}+2\left(\mathbf{r}_{h}\right)_{j-1}+2\left(\mathbf{r}_{h}\right)_{j}+2\left(\mathbf{r}_{h}\right)_{j+1}+\left(\mathbf{r}_{h}\right)_{j+2}\right) \quad \text { if } j \text { is odd. }
\end{aligned}
$$

So we obtain the desired result.

Using the above proposition and Taylor's expansion, we obtain the following lemma.

Lemma 5.31 Suppose $\mathbf{P}$ and $\mathbf{R}$ are defined in (5.25) and (5.26), respectively. For any vector $\mathbf{r}_{h} \in \mathbb{R}^{N-1}$,

$$
\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|_{\infty} \leq \min _{w \in \mathcal{F}_{\tilde{r}_{h}-1}} \max _{y \in[0,1]}\left|w^{\prime \prime}(y)\right| \frac{3}{4 N^{2}}
$$

Note that the definition of $\mathcal{F}_{\mathbf{r}_{h}}^{N-1}$ follows from Definition 5.29.

Proof Using Proposition 5.30 and Taylor's Theorem, in the case that $j$ is even, we obtain

$$
\begin{aligned}
\frac{1}{4}\left(\left(\mathbf{r}_{h}\right)_{j-1}+2\left(\mathbf{r}_{h}\right)_{j}+\left(\mathbf{r}_{h}\right)_{j+1}\right) & =\frac{1}{4}\left(w\left(y_{j-1}\right)+2 w\left(y_{j}\right)+w\left(y_{j+1}\right)\right) \\
& =w\left(y_{j}\right)+\frac{w^{\prime \prime}\left(y_{c 1}\right)}{8} \frac{1}{N^{2}}+\frac{w^{\prime \prime}\left(y_{c 2}\right)}{8} \frac{1}{N^{2}} \\
& =\left(\mathbf{r}_{h}\right)_{j}+\frac{w^{\prime \prime}\left(y_{c 1}\right)+w^{\prime \prime}\left(y_{c 2}\right)}{8} \frac{1}{N^{2}}
\end{aligned}
$$

where $w(\cdot) \in \mathcal{F}_{\mathbf{r}_{h}}^{N-1}, y_{j-1} \leq y_{c 1} \leq y_{j}$, and $y_{j} \leq y_{c 2} \leq y_{j+1}$. Similarly, in the case that $j$ is odd, we have

$$
\begin{align*}
\frac{1}{8}\left(\left(\mathbf{r}_{h}\right)_{j-2}+2\left(\mathbf{r}_{h}\right)_{j-1}+2\left(\mathbf{r}_{h}\right)_{j}\right. & \left.+2\left(\mathbf{r}_{h}\right)_{j+1}+\left(\mathbf{r}_{h}\right)_{j+2}\right) \\
& =\left(\mathbf{r}_{h}\right)_{j}+\frac{4 w^{\prime \prime}\left(y_{c 3}\right)+2 w^{\prime \prime}\left(y_{c 4}\right)+2 w^{\prime \prime}\left(y_{c 5}\right)+4 w^{\prime \prime}\left(y_{c 6}\right)}{16} \frac{1}{N^{2}} \tag{5.27}
\end{align*}
$$

where $y_{j-2} \leq y_{c 3} \leq y_{j}, y_{j-1} \leq y_{c 4} \leq y_{j}, y_{j} \leq y_{c 5} \leq y_{j+1}$, and $y_{j} \leq y_{c 6} \leq y_{j+2}$. Therefore,

$$
\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|_{\infty} \leq \max _{y \in[0,1]}\left|w^{\prime \prime}(y)\right| \frac{3}{4 N^{2}} \quad \text { for } \quad \forall w(\cdot) \in \mathcal{F}_{\mathbf{r}_{h}}^{N-1}
$$

So we obtain the desired result.

Lemma 5.31 provides an upper bound of $\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|_{\infty}$, for any $\mathbf{r}_{h} \in \mathbf{R}^{N-1}$. This result can be used to derive the upper bound of $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|$, where $\mathbf{r}_{h}=\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}$. As we can see, if $\left|w^{\prime \prime}(y)\right|=\mathcal{O}(1)$, where $w \in \mathcal{F}_{\mathbf{r}_{h}}^{N-1}$, then $\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|_{\infty}=\mathcal{O}\left(N^{-2}\right)$. This can be explained by the fact that when the mesh size is fine enough (i.e. large $N$ ), linear interpolation and restriction provide very good estimations of the fine model.

In the following lemma, we provide an upper bound of $\left|w^{\prime \prime}\right|$ in terms of the original vector $\mathbf{r}_{h}$. The idea is to specify the interpolation method in which we construct $w$, and we will use cubic spline in particular. Cubic spline is one of the standard interpolation methods, and the output interpolated function $w$ satisfies the setting in Definition 5.29 and Lemma 5.31.

Lemma 5.32 Suppose $\mathbf{P}$ and $\mathbf{R}$ are defined in (5.25) and (5.26), respectively. For any vector $\mathbf{r}_{h} \in \mathbb{R}^{N-1}$, we obtain

$$
\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|_{\infty} \leq \frac{9}{4 N^{2}}\left\|\mathbf{A r}_{h}\right\|_{\infty}
$$

where

$$
\mathbf{A}=N^{2}\left(\begin{array}{ccccc}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& -1 & \ddots & \ddots & \\
& & \ddots & 2 & -1 \\
& & & -1 & 2
\end{array}\right)
$$

Proof We follow the notation in Definition 5.29. For $w \in \mathcal{F}_{\mathbf{r}_{h}}^{N-1}$ that is constructed via cubic spline, in the interval $\left(y_{i}, y_{i+1}\right)$, we have

$$
w(y)=A w_{i}+B w_{i+1}+C w_{i}^{\prime \prime}+D w_{i+1}^{\prime \prime},
$$

where

$$
\begin{aligned}
A & =\frac{y_{i+1}-y}{y_{i+1}-y_{i}} \\
B & =\frac{y-y_{i}}{y_{i+1}-y_{i}} \\
C & =\frac{1}{6}\left(A^{3}-A\right)\left(y_{i+1}-y_{i}\right)^{2} \\
D & =\frac{1}{6}\left(B^{3}-B\right)\left(y_{i+1}-y_{i}\right)^{2}
\end{aligned}
$$

It is known from [PTVF96] that

$$
\begin{equation*}
\frac{\mathrm{d}^{2} w}{\mathrm{~d} y^{2}}=A w_{i}^{\prime \prime}+B w_{i+1}^{\prime \prime} \tag{5.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{y_{i}-y_{i-1}}{6} w_{i-1}^{\prime \prime}+\frac{y_{i+1}-y_{i-1}}{3} w_{i}^{\prime \prime}+\frac{y_{i+1}-y_{i}}{6} w_{i+1}^{\prime \prime}=\frac{w_{i+1}-w_{i}}{y_{i+1}-y_{i}}-\frac{w_{i}-w_{i-1}}{y_{i}-y_{i-1}} \tag{5.29}
\end{equation*}
$$

for $i=1,2, \ldots, N-1$. Using the above equation (5.28), at the interval $\left(y_{i}, y_{i+1}\right)$, we obtain

$$
\begin{aligned}
\left|\frac{\mathrm{d}^{2} w}{\mathrm{~d} y^{2}}\right|=\left|A w_{i}^{\prime \prime}+B w_{i+1}^{\prime \prime}\right| & =\left|\frac{y_{i+1}-y}{y_{i+1}-y_{i}} w_{i}^{\prime \prime}+\frac{y-y_{i}}{y_{i+1}-y_{i}} w_{i+1}^{\prime \prime}\right| \\
& \leq\left|\frac{y_{i+1}-y}{y_{i+1}-y_{i}}\right|\left|w_{i}^{\prime \prime}\right|+\left|\frac{y-y_{i}}{y_{i+1}-y_{i}}\right|\left|w_{i+1}^{\prime \prime}\right| \\
& \leq \max \left\{\left|w_{i}^{\prime \prime}\right|,\left|w_{i+1}^{\prime \prime}\right|\right\} .
\end{aligned}
$$

Suppose $j \in \arg \max _{i}\left\{\left|w_{i}^{\prime \prime}\right|\right\}_{i}$, then from (5.29) and the fact that $y_{j+1}-y_{j}=1 / N$,

$$
\begin{aligned}
\frac{y_{j+1}-y_{j-1}}{3} w_{j}^{\prime \prime} & =\frac{w_{j+1}-w_{j}}{y_{j+1}-y_{j}}-\frac{w_{j}-w_{j-1}}{y_{j}-y_{j-1}}-\frac{y_{j}-y_{j-1}}{6} w_{j-1}^{\prime \prime}-\frac{y_{j+1}-y_{j}}{6} w_{j+1}^{\prime \prime} \\
\frac{2}{3 N} w_{j}^{\prime \prime} & =N\left(w_{j+1}-w_{j}\right)-N\left(w_{j}-w_{j-1}\right)-\frac{1}{6 N} w_{j-1}^{\prime \prime}-\frac{1}{6 N} w_{j+1}^{\prime \prime} \\
2 w_{j}^{\prime \prime} & =3 N^{2}\left(w_{j+1}-2 w_{j}+w_{j-1}\right)-\frac{1}{2} w_{j-1}^{\prime \prime}-\frac{1}{2} w_{j+1}^{\prime \prime}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left|2 w_{j}^{\prime \prime}\right| & \leq 3 N^{2}\left|w_{j+1}-2 w_{j}+w_{j-1}\right|+\frac{1}{2}\left|w_{j-1}^{\prime \prime}\right|+\frac{1}{2}\left|w_{j+1}^{\prime \prime}\right| \\
2\left|w_{j}^{\prime \prime}\right| & \leq 3 N^{2}\left|w_{j+1}-2 w_{j}+w_{j-1}\right|+\frac{1}{2}\left|w_{j}^{\prime \prime}\right|+\frac{1}{2}\left|w_{j}^{\prime \prime}\right| \\
\left|w_{j}^{\prime \prime}\right| & \leq 3 N^{2}\left|w_{j+1}-2 w_{j}+w_{j-1}\right| .
\end{aligned}
$$

Therefore,

$$
\left|w_{i}^{\prime \prime}\right| \leq \max _{i} 3 N^{2}\left|w_{i+1}-2 w_{i}+w_{i-1}\right|,
$$

and so,

$$
\begin{equation*}
\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|_{\infty} \leq \max _{y \in[0,1]}\left|w^{\prime \prime}(y)\right| \frac{3}{4 N^{2}} \leq \max _{i} \frac{9\left|w_{i+1}-2 w_{i}+w_{i-1}\right|}{4}=\frac{9}{4 N^{2}}\left\|\mathbf{A r}_{h}\right\|_{\infty} \tag{5.30}
\end{equation*}
$$

as required.

Lemma 5.32 provides the discrete version of the result presented in Lemma 5.31. The matrix $\mathbf{A}$ is the discretized Laplacian operator, which is equivalent to twice differentiation using finite difference with a uniform mesh.

### 5.5.3 Convergence

With all the results, we revisit the composite convergence rate with the following corollary.

Corollary 5.33 Suppose $\mathbf{P}$ and $\mathbf{R}$ are defined in (5.25) and (5.26), respectively. If the coarse correction step $\hat{\mathbf{d}}_{h, k}$ in (5.15) is taken with $\alpha_{h, k}=1$, then

$$
\begin{aligned}
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| & \leq \sqrt{\frac{L_{h}}{\mu_{h}}} \min _{w \in \mathcal{F}_{\mathbf{x}_{h, k}-1}^{N}-\mathbf{x}_{h, \star}} \max _{y \in[0,1]}\left|w^{\prime \prime}(y)\right| \frac{3}{4 N^{3 / 2}}+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2}, \\
& \leq \frac{9}{4 N^{3 / 2}} \sqrt{\frac{L_{h}}{\mu_{h}}}\left\|\mathbf{A}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2}
\end{aligned}
$$

where A is defined in Lemma 5.32. Note that $M_{h}, L_{h}$, and $\mu_{h}$ are defined in Assumption 5.1, $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\}$, and $\nu_{L}=\left\|\mathbf{P}^{+}\right\|$.

## Proof

$$
\begin{aligned}
&\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\| \\
&+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} \quad \quad \text { (from Theorem 5.18) } \\
& \leq \sqrt{\frac{L_{h}}{\mu_{h}}} \min _{w \in \mathcal{F}_{\mathbf{x}_{h, k}-1}-\mathbf{x}_{h, \star}} \max _{y \in[0,1]}\left|w^{\prime \prime}(y)\right| \frac{3}{4 N^{3 / 2}}+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} \\
& \quad(\text { from Lemma } 5.19 \text { and Lemma 5.31) } \\
& \leq \frac{9}{4 N^{3 / 2}} \sqrt{\frac{L_{h}}{\mu_{h}}}\left\|\mathbf{A}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} \quad \text { (from (5.30)), }
\end{aligned}
$$

as required.

Corollary 5.33 provides the convergence of using Galerkin model for PDE-based problems that we considered. This result shows the complementarity of the fine correction step and the coarse
correction step. Suppose the fine correction step can effectively reduce $\left\|\mathbf{A}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|$, then the coarse correction step could yield a major reduction based on the result shown in Corollary 5.33.

### 5.6 Low Rank Approximation using Nyström Method

In this section, we focus on the Galerkin model that is based on a low rank approximation of the Hessian matrix. We begin with an introduction of low rank approximation and the Nyström method. Then we make the connection between the Nyström method and the coarse correction step in (5.15). Finally, we re-derive the composite rate with more insightful bounds of both $\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|$ and $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right)\right\|$.

Before introducing the obscure connection between low rank approximation and Galerkin model, let's start with the setting and consider a symmetric positive semi-definite matrix $\mathbf{A} \in \mathbb{R}^{N \times N}$. The best low rank approximation of $\mathbf{A}$ with rank $q$ can be obtained by solving the following optimization problem

$$
\begin{equation*}
\min _{\mathbf{A}_{q} \in \mathbb{R}^{N \times N}}\left\|\mathbf{A}-\mathbf{A}_{q}\right\|, \quad \text { s.t. } \operatorname{rank}\left(\mathbf{A}_{q}\right)=q . \tag{5.31}
\end{equation*}
$$

It is known that the above problem can be solved via eigendecomposition. However, eigendecomposition is computationally expensive. In the context of optimization, the cost for each iteration of Newton's method is not more expensive than performing eigendecomposition. If a Galerkin model is constructed via eigendecomposition, one could apply Newton's method instead.

Although computing the exact solution of (5.31) is unfavorable, we could seek for its approximation. Nyström method was originally developed to numerically approximate eigenfunctions, and the idea was applied later in the machine learning community for the low rank optimization problem [WS01]. It provides a suboptimal solution of the low rank approximation with cheaper computational cost.

Nyström method is performed by the column selection procedure. Consider a set $\mathcal{Q}=\{1,2, \ldots, N\}$,
and suppose a subset $\mathcal{Q}_{1} \subseteq \mathcal{Q}$ with $n$ elements. We denote $q_{i}$ as the $i^{\text {th }}$ element of $\mathcal{Q}_{1}$, for $i=1,2, \ldots, n$. Then one can approximate $\mathbf{A} \in \mathbb{R}^{N \times N}$ using the following procedures.

1. Define a matrix $\mathbf{A}_{1} \in \mathbb{R}^{n \times N}$ such that the $i^{\text {th }}$ row of $\mathbf{A}_{1}$ is the $q_{i}^{\text {th }}$ row of $\mathbf{A}$.
2. Define a matrix $\mathbf{A}_{2} \in \mathbb{R}^{N \times n}$ such that the $i^{\text {th }}$ column of $\mathbf{A}_{2}$ is the $q_{i}^{\text {th }}$ column of $\mathbf{A}$.
3. Define a matrix $\mathbf{A}_{3} \in \mathbb{R}^{n \times n}$ such that $\left(\mathbf{A}_{3}\right)_{i, j}$ is the element of $\mathbf{A}$ in $q_{i}^{\text {th }}$ row and $q_{j}^{\text {th }}$ column.
4. Compute the pseudo-inverse $\mathbf{A}_{3}^{+}$.
5. Compute the low rank approximation of $\mathbf{A}$ by $\mathbf{A}_{2} \mathbf{A}_{3}^{+} \mathbf{A}_{1}$.

Equivalently, the above procedure can be described by using a matrix $\mathbf{S} \in \mathbb{R}^{N \times n}$ such that the $i^{\text {th }}$ column of $\mathbf{S}$ is the $q_{i}^{\text {th }}$ column of the identity matrix $\mathbf{I}$. The output of the above procedure is the same as

$$
\begin{equation*}
\mathbf{A} \approx \mathbf{A}_{2} \mathbf{A}_{3}^{+} \mathbf{A}_{1}=\mathbf{A} \mathbf{S}\left[\mathbf{S}^{T} \mathbf{A S}\right]^{+} \mathbf{S}^{T} \mathbf{A} \tag{5.32}
\end{equation*}
$$

Much research have been focused on developing Nyström method based on different methods on selecting the subset $\mathcal{Q}_{1}$ [DM05, Git13, SS00, WS01]. In this chapter, we consider the naïve Nyström method in which elements in $\mathcal{Q}_{1}$ are selected uniformly without replacement from $\mathcal{Q}$.

### 5.6.1 Galerkin Model by Naïve Nyström Method

Now we are in the position to show how Nyström method can be used to develop Galerkin model. The approximation (5.32) is highly similar to the coarse correction step in a multilevel algorithm.

Definition 5.34 Consider a set $\mathcal{Q}=\{1,2, \ldots, N\}$, and an $n$ elements subset $\mathcal{Q}_{1}$ in which the elements are selected randomly, and uniformly without replacement from $\mathcal{Q}$. Denote $q_{i}$ as the $i^{\text {th }}$ element of $\mathcal{Q}_{1}$. Then the prolongation operator, $\mathbf{P} \in \mathbb{R}^{N \times n}$, and restriction operator, $\mathbf{R} \in \mathbb{R}^{n \times N}$, are generated using naïve Nyström method if
i. The $i^{\text {th }}$ column of $\mathbf{P}$ is the $q_{i}^{\text {th }}$ column of the identity matrix $\mathbf{I}$.

$$
i i . \mathbf{R}=\mathbf{P}^{T}
$$

Definition 5.34 defines the prolongation and restriction operators that are based on naïve Nyström method. One can see the analogy by substituting $\mathbf{S}=\mathbf{P}, \mathbf{S}^{T}=\mathbf{R}$, and $\mathbf{A}=\nabla^{2} f_{h, k}$ in equation (5.32). Under the setting of naïve Nyström method, $\mathbf{P}$ is full column rank, and so Assumption 5.3 is satisfied. Moreover, different from the assumption that $\mathbf{A}$ is positive semi-definite in (5.32), $\nabla^{2} f_{h, k}$ is positive definite as stated in Assumption 5.1, and so it is guaranteed to be invertible. Consider the low rank approximation (5.32) with $\mathbf{S}=\mathbf{P}, \mathbf{S}^{T}=\mathbf{R}$, and $\mathbf{A}=\nabla^{2} f_{h, k}$. Multiplying $\nabla^{2} f_{h, k}^{-1}$ from both left and right yields

$$
\nabla^{2} f_{h, k}^{-1} \approx \mathbf{P}\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{+} \mathbf{R}=\mathbf{P}\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{-1} \mathbf{R}
$$

and so

$$
-\nabla^{2} f_{h, k}^{-1} \nabla f_{h, k} \approx-\mathbf{P}\left[\mathbf{R} \nabla^{2} f_{h, k} \mathbf{P}\right]^{-1} \mathbf{R} \nabla f_{h, k}=\hat{\mathbf{d}}_{h, k}
$$

Thus, the coarse correction step $\hat{\mathbf{d}}_{h, k}$ is an approximation of Newton step. We emphasize that naïve Nyström method is effective in practice, and computationally inexpensive to perform (uniform sampling without replacement).

It is worth mentioning that the coarse correction step is highly related to block-coordinate descent algorithms. In fact, $\mathbf{P}$ and $\mathbf{R}$ from Definition 5.34 can be used to derive block-coordinate descent algorithms, as described in Section 5.2.4. The coarse correction step in this section is different from first order block-coordinate descent type methods because GAMA uses the Hessian $\nabla^{2} f_{h, k}$ instead of the identity matrix in the coarse model (5.11).

Interestingly, similar works have been done from the perspective of block coordinate methods for machine learning problems. In particular, Gower et al. [GGR16] recently developed a stochastic block BFGS for solving objective functions that have the form of sum of functions. The coarse correction step we study in this section is a special case of the stochastic block BFGS: when the previous approximated inverse Hessian is set to zero and when all functions
(in the summation) are used to compute Hessians. On the other hand, the proposed coarse correction step is also studied by Qu et al. [QRTF15] for the dual formulation of empirical risk minimization. In both cases, they provided (expected) linear convergence rates. Moreoever, due to different sources of motivation, they did not mention that Nyström is used inherently within the search direction.

### 5.6.2 Analysis

We are now in the position to analyze the two important factors in the composition convergence rate, $\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|$ and $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right)\right\|$. The analytical tool we use is concentration inequality. The following Chernoff bounds will be used to analyze $\|(\mathbf{I}-$ $\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) \|$.

Theorem 5.35 ([Tro11]) Let $\mathcal{Q}$ be a finite set of positive numbers, and suppose

$$
\max _{q \in \mathcal{Q}} q \leq B
$$

Sample $\left\{q_{1}, q_{2}, \ldots, q_{l}\right\}$ uniformly at random from $\mathcal{Q}$ without replacement. Compute

$$
s=l \cdot \mathbb{E}\left(q_{1}\right)
$$

Then

$$
\begin{aligned}
& \mathbb{P}\left\{\sum_{j} q_{j} \leq(1-\sigma) s\right\} \leq\left(\frac{e^{-\sigma}}{(1-\sigma)^{1-\sigma}}\right)^{s / B} \quad \text { for } \quad \sigma \in[0,1), \quad \text { and } \\
& \mathbb{P}\left\{\sum_{j} q_{j} \geq(1+\sigma) s\right\} \leq\left(\frac{e^{\sigma}}{(1+\sigma)^{1+\sigma}}\right)^{s / B} \quad \text { for } \quad \sigma \geq 0
\end{aligned}
$$

Proof See Theorem 2.1 from Tropp [Tro11].

Theorem 5.35 is useful to derive statistical bounds for $\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|$, for any $\mathbf{r}_{h} \in \mathbb{R}^{N}$. The results are provided in the following lemma.

Lemma 5.36 Suppose the prolongation operator $\mathbf{P} \in \mathbb{R}^{N \times n}$ and the restriction operator $\mathbf{R} \in$ $\mathbb{R}^{n \times N}$ are generated using the naïve Nyström method according to Definition 5.34 and $\mathbf{r}_{h} \in \mathbb{R}^{N}$. Then $\forall \sigma \in[0,1)$, we obtain

$$
\mathbb{P}\left\{\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\| \leq \sqrt{(1-\sigma) \frac{N-n}{N}}\left\|\mathbf{r}_{h}\right\|\right\} \leq\left(\frac{e^{-\sigma}}{(1-\sigma)^{1-\sigma}}\right)^{\frac{N-n}{N}\left\|\mathbf{r}_{h}\right\|^{2} /\left\|\mathbf{r}_{h}\right\|_{\infty}^{2}},
$$

and $\forall \sigma \geq 0$, we obtain

$$
\mathbb{P}\left\{\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\| \geq \sqrt{(1+\sigma) \frac{N-n}{N}}\left\|\mathbf{r}_{h}\right\|\right\} \leq\left(\frac{e^{\sigma}}{(1+\sigma)^{1+\sigma}}\right)^{\frac{N-n}{N}\left\|\mathbf{r}_{h}\right\|^{2} /\left\|\mathbf{r}_{h}\right\|_{\infty}^{2}}
$$

Proof We denote $\mathcal{Q}=\{1,2, \ldots, N\}$ to be a set of indices, a subset $\mathcal{Q}_{1} \subset \mathcal{Q}$ such that

$$
\operatorname{range}(\mathbf{P})=\operatorname{span}\left(\left\{\mathbf{e}_{j}: j \in \mathcal{Q}_{1}\right\}\right)
$$

and the complement $\mathcal{Q}_{2}=\mathcal{Q} \backslash \mathcal{Q}_{1}$.

These definitions lead to

$$
\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|^{2}=\sum_{j \in \mathcal{Q}_{2}}\left(\mathbf{r}_{h}\right)_{j}^{2}
$$

since $\mathcal{Q}_{2}$ is a set of indices that are associated with the selected coordinates in $\mathbf{I}-\mathbf{P R}$. Therefore, $\mathcal{Q}_{2}$ contains $N-n$ samples from $\mathcal{Q}$ that are distributed uniformly without replacement. By applying Theorem 5.35, we obtain

$$
\max _{j \in \mathcal{Q}}\left(\mathbf{r}_{h}\right)_{j}^{2}=\left\|\mathbf{r}_{h}\right\|_{\infty}^{2}
$$

and

$$
s=(N-n) \frac{1}{N} \sum_{j \in \mathcal{Q}}\left(\mathbf{r}_{h}\right)_{j}^{2}=\frac{N-n}{N}\left\|\mathbf{r}_{h}\right\|^{2}
$$

By direct substitutions, we obtain the desired result.

Lemma 5.36 provides bounds for $\left\|(\mathbf{I}-\mathbf{P R}) \mathbf{r}_{h}\right\|$, for any $\mathbf{r}_{h} \in \mathbb{R}^{N}$. On the other hand, we bear in mind that Nyström method is a method of computing low rank approximations. In the following lemma, we will show that this feature is shown in the bound of $\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|$.

Lemma 5.37 Suppose the prolongation operator $\mathbf{P} \in \mathbb{R}^{N \times n}$ and the restriction operator $\mathbf{R} \in$ $\mathbb{R}^{n \times N}$ are generated using the naïve Nyström method according to Definition 5.34. For $p \in$ $\{1,2, \ldots, N\}$, let the eigendecomposition of $\nabla^{2} f_{h, k}$ have the following form

$$
\nabla^{2} f_{h, k}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{U}^{T}=\left(\begin{array}{ll}
\mathbf{U}_{1} & \mathbf{U}_{2}
\end{array}\right)\left(\begin{array}{ll}
\boldsymbol{\Sigma}_{1} & \\
& \boldsymbol{\Sigma}_{2}
\end{array}\right)\binom{\mathbf{U}_{1}^{T}}{\mathbf{U}_{2}^{T}}
$$

where $\boldsymbol{\Sigma}_{1} \in \mathbb{R}^{p \times p}, \boldsymbol{\Sigma}_{2} \in \mathbb{R}^{(N-p) \times(N-p)}, \mathbf{U}_{1} \in \mathbb{R}^{N \times p}$, and $\mathbf{U}_{2} \in \mathbb{R}^{N \times(N-p)}$ are the sub-matrices of $\boldsymbol{\Sigma}$ and $\mathbf{U}$. Denote $\tau$ as the coherence of $\mathbf{U}_{1}$,

$$
\tau \triangleq \frac{N}{p} \max _{i}\left(\mathbf{U}_{1} \mathbf{U}_{1}^{T}\right)_{i i}
$$

Then, for $\beta, \sigma$ and $n$ such that

$$
\beta, \sigma \in(0,1), \quad \text { and } \quad n \geq \frac{2 \tau p \log \left(\frac{p}{\beta}\right)}{(1-\sigma)^{2}}
$$

we obtain

$$
\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\| \leq \sqrt{\frac{\lambda_{p+1}\left(\nabla^{2} f_{h, k}\right)}{\mu_{h}}\left(1+\frac{N}{n \sigma}\right)},
$$

with probability at least $1-\beta$. Note that $\lambda_{p+1}\left(\nabla^{2} f_{h, k}\right)$ is the $p+1^{\text {th }}$ largest eigenvalue of $\nabla^{2} f_{h, k}$.

Proof Following from Lemma 5.19, we have

$$
\begin{aligned}
\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\| & =\left\|\mathbf{U} \boldsymbol{\Sigma}^{-1 / 2}\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}\right\|, \\
& \leq\left\|\mathbf{U} \boldsymbol{\Sigma}^{-1 / 2}\right\|\left\|\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2}} \mathbf{U}^{T} \mathbf{P}\right) \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}\right\|, \\
& \leq \sqrt{\frac{1}{\mu_{h}}}\left\|\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}\right\| .
\end{aligned}
$$

Using results from Gittens [Git11], Theorem 2,

$$
\left\|\left(\mathbf{I}-\boldsymbol{\Gamma}_{\boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T} \mathbf{P}}\right) \boldsymbol{\Sigma}^{1 / 2} \mathbf{U}^{T}\right\| \leq \sqrt{\lambda_{p+1}\left(\nabla^{2} f_{h, k}\right)\left(1+\frac{N}{n \sigma}\right)}
$$

with probability at least $1-\beta$.

In addition to Lemma 5.19, Lemma 5.37 provides a new alternative for bounding the term $\left\|\mathbf{I}-\mathbf{P}\left[\nabla_{H}^{2} f_{h, k}\right]^{-1} \mathbf{R} \nabla^{2} f_{h, k}\right\|$. This is a direct result from the fact that Nyström is used inherently with the $\mathbf{P}$ and $\mathbf{R}$ in Definition 5.34. As we will show later, this result would improve the convergence rate if the Hessian can be well-approximated using low rank approximation.

As mentioned in [Git11, CR09], we would like to point out that the coherence $\tau$ defined in Lemma 5.19 ranges from 1 to $N / p$. For an $N \times p$ random orthogonal matrix in which its columns are selected uniformly among all families of $p$ orthonormal vectors, its coherence is bounded by $\mathcal{O}(\max \{p, \log N\} / p)$ with high probability [CR09].

### 5.6.3 Convergence

Using the above results, we obtain the following corollaries.

Corollary 5.38 Suppose $\mathbf{P} \in \mathbb{R}^{N \times n}$ and $\mathbf{R} \in \mathbb{R}^{n \times N}$ are generated using the naïve Nyström method according to Definition 5.34, and $\tau$ is the coherence as defined in Lemma 5.37. If the coarse correction step $\hat{\mathbf{d}}_{h, k}$ is taken with $\alpha_{h, k}=1$, then $\forall \sigma_{2} \geq 0$,

$$
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq \sqrt{\frac{L_{h}}{\mu_{h}}\left(1+\sigma_{2}\right) \frac{N-n}{N}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\|^{2}
$$

with probability at least

$$
\begin{equation*}
1-\left(\Phi\left(\sigma_{2}\right)\right)^{\frac{N-n}{N}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\|^{2} /\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\|_{\infty}^{2}} \quad \text { for } \quad \Phi\left(\sigma_{2}\right)=\frac{e^{\sigma_{2}}}{\left(1+\sigma_{2}\right)^{1+\sigma_{2}}} . \tag{5.33}
\end{equation*}
$$

Note that $L_{h}, M_{h}$, and $\mu_{h}$ are defined in Assumption 5.1, $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\}$ and $\nu_{L}=\left\|\mathbf{P}^{+}\right\|$.

Proof The result can be obtained by combining results from Lemma 5.36 with $\mathbf{r}_{h}=\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}$, Lemma 5.19, and Theorem 5.18.

Corollary 5.38 provides the probabilistic composite convergence rate. As expected, the coefficient of the linear component goes to 0 as $n \rightarrow N$. We point out that when $n=N$, the probability in (5.33) is equal to zero since $(N-n) / N=0$. Thus, Corollary 5.38 is not meaningful at the exact limit of $n=N$. However, in this case, no dimension is reduced, and so based on Theorem 5.18, the quadratic convergence is obtained.


Figure 5.3: $\Phi\left(\sigma_{2}\right)$ in (5.33)

Figure 5.3 shows the value of $\Phi\left(\sigma_{2}\right)$ in (5.33), and one can see that with reasonably small $\sigma_{2}$, $\Phi\left(\sigma_{2}\right) \ll 1$. Also, since $\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2}$ is the sum of squares of the error in each dimension, it is reasonable to expect that it is in $\mathcal{O}(N)$. Therefore, one could expect that

$$
\frac{N-n}{N} \frac{\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2}}{\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\|_{\infty}^{2}} \sim \mathcal{O}(N-n)
$$

and so for $n<N$, the power coefficient above should reduce $\Phi\left(\sigma_{2}\right)$ further.

While Corollary 5.38 illustrates how $\left\|(\mathbf{I}-\mathbf{P R})\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, k}\right)\right\|$ varies with respect to $n$, it does not show that using the prolongation and restriction operators that are inspired by Nyström method has any advantage when Hessians have the low rank structure. By combining result in Lemma 5.37, we obtain the following corollary.

Corollary 5.39 Suppose $\mathbf{P} \in \mathbb{R}^{N \times n}$ and $\mathbf{R} \in \mathbb{R}^{n \times N}$ are generated using naïve Nyström method according to Definition 5.34, and $\tau$ is the coherence as defined in Lemma 5.37. If the coarse
correction step $\hat{\mathbf{d}}_{h, k}$ is taken with $\alpha_{h, k}=1$, then $\forall \beta, \sigma_{1} \sigma_{2}, p, n$ such that

$$
\beta, \sigma_{1} \in(0,1), \quad \sigma_{2} \geq 0, \quad p \in\{1,2, \ldots, N\}, \quad \text { and } \quad n \geq \frac{2 \tau p \log \left(\frac{p}{\beta}\right)}{\left(1-\sigma_{1}\right)^{2}}
$$

we obtain

$$
\begin{aligned}
&\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, *}\right\| \leq \sqrt{\frac{\lambda_{p+1}\left(\nabla^{2} f_{h, k}\right)}{\mu_{h}}\left(1+\frac{N}{n \sigma_{1}}\right)\left(1+\sigma_{2}\right) \frac{N-n}{N}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| \\
&+\frac{M_{h} \nu_{U}^{2} \nu_{L}^{2}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2}
\end{aligned}
$$

with probability at least

$$
(1-\beta)\left(1-\left(\Phi\left(\sigma_{2}\right)\right)^{\frac{N-n}{N}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} /\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\|_{\infty}^{2}}\right) \quad \text { for } \quad \Phi\left(\sigma_{2}\right)=\frac{e^{\sigma_{2}}}{\left(1+\sigma_{2}\right)^{1+\sigma_{2}}}
$$

Note that $L_{h}, M_{h}$, and $\mu_{h}$ are defined in Assumption 5.1; $\nu_{U}=\max \{\|\mathbf{P}\|,\|\mathbf{R}\|\}$ and $\nu_{L}=\left\|\mathbf{P}^{+}\right\|$; $\lambda_{p+1}\left(\nabla^{2} f_{h, k}\right)$ is the $p+1^{\text {th }}$ largest eigenvalue of $\nabla^{2} f_{h, k}$.

Proof The result can be obtained by combining results from Lemma 5.36 with $\mathbf{r}_{h}=\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}$, Lemma 5.37, and Theorem 5.18.

Compared to Corollary 5.38, Corollary 5.39 replaces the largest eigenvalue of $\nabla^{2} f_{h, k}, L_{h}$, with the scaled $p+1^{\text {th }}$ largest eigenvalue, $\lambda_{p+1}\left(\nabla^{2} f_{h, k}\right)$, with high probability. It provides a clear advantage when there is a large gap between the $p^{\text {th }}$ and $p+1^{\text {th }}$ eigenvalue, in particular, when

$$
\mu_{h} \leq \lambda_{N}\left(\nabla^{2} f_{h, k}\right) \leq \cdots \leq \lambda_{p+1}\left(\nabla^{2} f_{h, k}\right) \ll \lambda_{p}\left(\nabla^{2} f_{h, k}\right) \leq \lambda_{1}\left(\nabla^{2} f_{h, k}\right) \leq L_{h} .
$$

We point out that the concentration inequality is not only useful for getting a composite convergence rate, but also useful for bounding the parameter $\kappa$ in Algorithm 5.1.

Lemma 5.40 Suppose the prolongation operator $\mathbf{P} \in \mathbb{R}^{N \times n}$ and the restriction operator $\mathbf{R} \in$ $\mathbb{R}^{n \times N}$ are generated using the naïve Nyström method according to Definition 5.34. Then $\forall \mathbf{r}_{h} \in$
$\mathbb{R}^{N}, \forall \sigma \in[0,1)$, we obtain

$$
\mathbb{P}\left\{\left\|\mathbf{P R r}_{h, k}\right\| \leq \sqrt{(1-\sigma) \frac{n}{N}}\left\|\mathbf{r}_{h, k}\right\|\right\} \leq\left(\frac{e^{-\sigma}}{(1-\sigma)^{1-\sigma}}\right)^{\frac{n}{N}\left\|\mathbf{r}_{h, k}\right\|^{2} /\left\|\mathbf{r}_{h, k}\right\|_{\infty}^{2}}
$$

and $\forall \sigma \geq 0$, we have

$$
\mathbb{P}\left\{\left\|\mathbf{P R r}_{h, k}\right\| \geq \sqrt{(1+\sigma) \frac{n}{N}}\left\|\mathbf{r}_{h, k}\right\|\right\} \leq\left(\frac{e^{\sigma}}{(1+\sigma)^{1+\sigma}}\right)^{\frac{n}{N}\left\|\mathbf{r}_{h, k}\right\|^{2} /\left\|\mathbf{r}_{h, k}\right\|_{\infty}^{2}}
$$

Proof The proof is exactly the same as in Lemma 5.36 with consideration of $\mathcal{Q}_{1}$ as a sample set instead.

Lemma 5.40 provides the fact that with high probability

$$
\left\|\mathbf{R} \nabla f_{h, k}\right\|=\left\|\mathbf{P R} \nabla f_{h, k}\right\| \geq \mathcal{O}\left(\sqrt{\frac{n}{N}}\right)\left\|\nabla f_{h, k}\right\|
$$

Note that in the analysis in Section 5.3, when the coarse correction step is taken, we assume $\left\|\mathbf{R} \nabla f_{h, k}\right\|>\kappa\left\|\nabla f_{h, k}\right\|$ for some constant $\kappa$. As stated in Lemma 5.10 and Theorem 5.13, the square of this $\kappa$ is proportional to $\Lambda$, which is inversely proportional to the rate of convergence. Therefore, we shall conclude that in the setting considered in this section, with high probability the rate of convergence is inversely proportional to $\mathcal{O}(n / N)$, or equivalently, proportional to $\mathcal{O}(N / n)$.

### 5.7 Block Diagonal Approximation

In this section, we focus on the case that the Hessian $\nabla^{2} f_{h, k}$ is approximated by block diagonal approximation. The structure of this section is similar to the last two sections: we introduce and formally define block diagonal approximation, perform analysis, and finally re-derive the composite rate in this setting.

Definition 5.41 Suppose $\nabla^{2} f_{h, k} \in \mathbb{R}^{N \times N}$ and $n_{1}, n_{2}, \ldots, n_{q} \in \mathbb{N}$ such that $n_{1}+n_{2}+\cdots+n_{q}=$ $N$. Then the $q$-block diagonal approximation of $\nabla^{2} f_{h, k}$ is defined as $\nabla_{B}^{2} f_{h, k}$ where

$$
\left(\nabla_{B}^{2} f_{h, k}\right)_{i, j}= \begin{cases}\left(\nabla^{2} f_{h, k}\right)_{i, j} & \text { if } \sum_{p=1}^{m-1} n_{p}<i, j \leq \sum_{p=1}^{m} n_{p}, \quad \text { for any } m=1,2, \ldots, q \\ 0 & \text { otherwise }\end{cases}
$$

Definition 5.41 states the formal definition of block diagonal approximation of a Hessian. That is, we only preserve the elements which are located in block diagonal positions, and set all the other elements to zeros. Recall that even though Newton's method is one of the best algorithms with quadratic convergence rate, the trade-off, however, goes into the high computational cost at each iteration: solving an $N$-by- $N$ system of linear equations. By replacing the Hessian with its $q$-block diagonal approximation, the corresponding $N$-by- $N$ system of linear equations can be decomposed by $q$ smaller systems of linear equations, and thus lower computational cost is required.

The above block diagonal approximation approach is a special case of the incomplete Hessian Newton minimization method proposed by Xie and Ni [XN09]. In the case where $n_{1}=n_{2}=$ $\cdots=n_{N}=1$, this diagonal approximation is also considered in [FT15]. While it is clear that the block diagonal approximation contains partial second order information and one should expect that it performs better than first order algorithms, no theoretical indication has pointed in this direction.

### 5.7.1 Multiple Galerkin Models

We will show that $q$-block diagonal approximation from Definition 5.41 could be formulated using multiple Galerkin models. We denote the prolongation operators as $\mathbf{P}_{i} \in \mathbb{R}^{N \times n_{i}}$, for $i=1,2, \ldots, q$. Notice that $n_{1}+n_{2}+\cdots+n_{q}=N$, and we assume

$$
\left[\mathbf{P}_{1} \mathbf{P}_{2} \ldots \mathbf{P}_{q}\right]=\mathbf{I}
$$

We also denote the corresponding restriction operators as $\mathbf{R}_{i}=\mathbf{P}_{i}^{T}$, for $i=1,2, \ldots, q$. Then, the block diagonal approximation can be expressed as

$$
\nabla_{\mathrm{B}}^{2} f_{h, k}=\operatorname{diag}\left(\mathbf{R}_{1} \nabla^{2} f_{h, k} \mathbf{P}_{1}, \mathbf{R}_{2} \nabla^{2} f_{h, k} \mathbf{P}_{2}, \ldots, \mathbf{R}_{q} \nabla^{2} f_{h, k} \mathbf{P}_{q}\right),
$$

and the corresponding coarse correction step is defined as

$$
\begin{equation*}
\hat{\mathbf{d}}_{h, k}=-\left[\nabla_{\mathrm{B}}^{2} f_{h, k}\right]^{-1} \nabla f_{h, k}=\sum_{i=1}^{q}-\mathbf{P}_{i}\left[\mathbf{R}_{i} \nabla^{2} f_{h, k} \mathbf{P}_{i}\right] \mathbf{R}_{i} \nabla f_{h, k} \tag{5.34}
\end{equation*}
$$

### 5.7.2 A Counterexample for General Functions

We start with a counterexample to show that it is impossible to be as good as the classical Newton's method for general functions in term of convergence. Suppose we have the following problem

$$
\min _{\mathbf{x}_{h} \in \mathbb{R}^{2}} f_{h}\left(\mathbf{x}_{h}\right) \triangleq \frac{1}{2} \mathbf{x}_{h}^{T}\left(\begin{array}{cc}
1 & -\sqrt{0.5} \\
-\sqrt{0.5} & 1
\end{array}\right) \mathbf{x}_{h}+\mathbf{x}_{h}^{T}\binom{1}{1} .
$$

The above quadratic program (QP) has the positive definite Hessian

$$
\left(\begin{array}{cc}
1 & -\sqrt{0.5} \\
-\sqrt{0.5} & 1
\end{array}\right)=\binom{1}{-\sqrt{0.5}}\left(\begin{array}{cc}
1 & -\sqrt{0.5}
\end{array}\right)+\binom{0}{\sqrt{0.5}}\left(\begin{array}{ll}
0 & \sqrt{0.5}
\end{array}\right) .
$$

Therefore, the above function is a strongly convex function. In this example we assume 2blocks approximation is performed, with $n_{1}=n_{2}=1$. Notice that the classical Newton's method solves the above QP in one iteration. The coarse correction step, on the other hand, fails to do so; in fact, the diagonal of the Hessian has only 1's, which implies that in this particular example, the coarse correction step is equivalent to gradient descent.

### 5.7.3 Weakly connected Hessian

We now introduce a specific class of problems in which the coarse correction step could be as good as Newton's method in the limit.

Definition 5.42 Consider a twice continuously differentiable strongly convex function $f_{h}$ which satisfies Assumption 5.1. $f_{h}$ is said to have $(\delta, q)$-weakly connected Hessians if

$$
\begin{equation*}
\nabla^{2} f_{h}\left(\mathbf{x}_{h}\right)=\mathbf{Q}_{h}\left(\mathbf{x}_{h}\right)+\delta \hat{\mathbf{Q}}_{h}\left(\mathbf{x}_{h}\right) \tag{5.35}
\end{equation*}
$$

where $\mathbf{Q}_{h}\left(\mathbf{x}_{h}\right)=\operatorname{diag}\left(\mathbf{Q}_{h, 1}\left(\mathbf{x}_{h}\right), \mathbf{Q}_{h, 2}\left(\mathbf{x}_{h}\right), \ldots, \mathbf{Q}_{h, q}\left(\mathbf{x}_{h}\right)\right)$ is a block diagonal matrix with $q$ blocks, with $\mathbf{Q}_{h, i}\left(\mathbf{x}_{h}\right) \in \mathbb{R}^{n_{i} \times n_{i}}$ and $\sum_{j=1}^{q} n_{j}=N$ for $i=1,2, \ldots, q$. All $\mathbf{Q}_{h, i}\left(\mathbf{x}_{h}\right)$ 's are positive definite, and there exists positive constants $\mu_{h, q}, \mu_{h, \hat{q}}, L_{h, q}, L_{h, \hat{q}}$ such that

$$
\begin{aligned}
& \mu_{h, q} \mathbf{I} \preccurlyeq \quad \mathbf{Q}_{h}\left(\mathbf{x}_{h}\right) \preccurlyeq L_{h, q} \mathbf{I} \\
& \mu_{h, \hat{q}} \mathbf{I} \preccurlyeq \quad \hat{\mathbf{Q}}_{h}\left(\mathbf{x}_{h}\right) \\
& \preccurlyeq L_{h, \hat{q}} \mathbf{I}
\end{aligned}
$$

Definition 5.42 defines the specific structure we consider in this section. The defined $(\delta, q)$ weakly connected Hessian provides a connection between the block diagonal matrix and general positive definite matrix. Suppose when $\delta=0$, then the $(\delta, q)$-weakly connected Hessian is exactly a block diagonal matrix. Similarly, when $\delta=\mathcal{O}(1)$, then the $(\delta, q)$-weakly connected Hessian is a general positive definite matrix.

Notice that when $\delta=0$, the coarse correction step (5.34) is exactly same as Newton's method. In what follows, we will consider $f_{h}$ which has $(\delta, q)$-weakly connected Hessians and show how the performance of coarse correction step (5.34) converges to quadratic convergence when $\delta \rightarrow 0$.

### 5.7.4 Analysis

In order to analyze the convergence of the coarse correction step (5.34), we relate it to the classical Newton's step and derive the difference using the following propositions.

Proposition 5.43 ([TS86]) For matrices A, B, C, D, suppose A, C, and A + BCD are nonsingular, then

$$
(\mathbf{A}+\mathbf{B C D})^{-1}=\mathbf{A}^{-1}-\mathbf{A}^{-1} \mathbf{B}\left(\mathbf{C}^{-1}+\mathbf{D A}^{-1} \mathbf{B}\right)^{-1} \mathbf{D} \mathbf{A}^{-1}
$$

Proof See [TS86].

Proposition 5.44 Suppose the Hessian $\nabla^{2} f_{h, k}$ is $(\delta, q)$-weakly connected as defined in Definition 5.42, then

$$
\left(\frac{1}{L_{h, \hat{q}}}+\frac{\delta}{L_{h, q}}\right) \mathbf{I} \preccurlyeq \hat{\mathbf{Q}}^{-1}+\delta \mathbf{Q}^{-1} \preccurlyeq\left(\frac{1}{\mu_{h, \hat{q}}}+\frac{\delta}{\mu_{h, q}}\right) \mathbf{I},
$$

and so

$$
\left(\frac{1}{\mu_{h, \hat{q}}}+\frac{\delta}{\mu_{h, q}}\right)^{-1} \mathbf{I} \preccurlyeq\left(\hat{\mathbf{Q}}^{-1}+\delta \mathbf{Q}^{-1}\right)^{-1} \preccurlyeq\left(\frac{1}{L_{h, \hat{q}}}+\frac{\delta}{L_{h, q}}\right)^{-1} \mathbf{I},
$$

where

$$
\left(\frac{1}{L_{h, \hat{q}}}+\frac{\delta}{L_{h, q}}\right)^{-1}=\frac{L_{h, \hat{q}} L_{h, q}}{L_{h, q}+\delta L_{h, \hat{q}}} \quad \text { and } \quad\left(\frac{1}{\mu_{h, \hat{q}}}+\frac{\delta}{\mu_{h, q}}\right)^{-1}=\frac{\mu_{h, \hat{q}} \mu_{h, q}}{\mu_{h, q}+\delta \mu_{h, \hat{q}}} .
$$

The constants $\mu_{h, q}, \mu_{h, \hat{q}}, L_{h, q}, L_{h, \hat{q}}$ are defined in Definition 5.42.

Proof This can be obtained via direct computation.

Proposition 5.45 Suppose the Hessian $\nabla^{2} f_{h, k}$ is $(\delta, q)$-weakly connected as defined in Definition 5.42, then

$$
\hat{\mathbf{Q}}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}=\mathbf{I}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}
$$

and for any $\mathbf{r}_{h} \in \mathbb{R}^{N}$

$$
\frac{1}{L_{h, \hat{q}}} \frac{\mu_{h, \hat{q}} \mu_{h, q}}{\mu_{h, q}+\delta \mu_{h, \hat{q}}}\left\|\mathbf{r}_{h}\right\| \leq\left\|\hat{\mathbf{Q}}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{r}_{h}\right\|
$$

## Proof

$$
\begin{aligned}
\mathbf{I} & =\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \\
& =\hat{\mathbf{Q}}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}
\end{aligned}
$$

and thus,

$$
\mathbf{I}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}=\hat{\mathbf{Q}}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}
$$

For the second part,

$$
\begin{aligned}
\left\|\hat{\mathbf{Q}}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{r}_{h}\right\|^{2} & =\mathbf{r}_{h}^{T}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \hat{\mathbf{Q}}_{h, k}^{-1} \hat{\mathbf{Q}}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{r}_{h} \\
& \geq \frac{1}{L_{h, \hat{q}}^{2}} \mathbf{r}_{h}^{T}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{r}_{h} \\
& \geq \frac{1}{L_{h, \hat{q}}^{2}}\left(\frac{\mu_{h, \hat{q}} \mu_{h, q}}{\mu_{h, q}+\delta \mu_{h, \hat{q}}}\right)^{2}\left\|\mathbf{r}_{h}\right\|^{2}
\end{aligned}
$$

So we obtain the desired result.

We derive the difference between the classical Newton's step and the coarse correction step in the following lemma.

Lemma 5.46 Suppose the function $f_{h}\left(\mathbf{x}_{h}\right)$ has $(\delta, q)$-weakly connected Hessians as defined in Definition 5.42. Let

$$
\begin{align*}
\mathbf{d}_{h, k}^{N} & =-\left[\nabla^{2} f_{h, k}\right]^{-1} \nabla f_{h, k}, \\
\mathbf{d}_{h, k}^{B} & =-\left[\mathbf{Q}_{h, k}\right]^{-1} \nabla f_{h, k} . \tag{5.36}
\end{align*}
$$

Then

$$
\mathbf{d}_{h, k}^{N}=\mathbf{d}_{h, k}^{B}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{d}_{h, k}^{B} .
$$

Proof The Newton's step is

$$
\mathbf{d}_{h, k}^{\mathrm{N}}=-\left[\nabla^{2} f_{h, k}\right]^{-1} \nabla f_{h, k}=-\left[\mathbf{Q}_{h, k}+\delta \hat{\mathbf{Q}}_{h, k}\right]^{-1} \nabla f_{h, k} .
$$

Using Proposition 5.43, we have

$$
\begin{aligned}
{\left[\mathbf{Q}_{h, k}+\delta \hat{\mathbf{Q}}_{h, k}\right]^{-1} } & =\left[\mathbf{Q}_{h, k}+\mathbf{I}\left(\delta \hat{\mathbf{Q}}_{h, k}\right) \mathbf{I}\right]^{-1} \\
& =\mathbf{Q}_{h, k}^{-1}-\mathbf{Q}_{h, k}^{-1}\left(\delta^{-1} \hat{\mathbf{Q}}_{h, k}^{-1}+\mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{Q}_{h, k}^{-1} \\
& =\mathbf{Q}_{h, k}^{-1}-\mathbf{Q}_{h, k}^{-1}(\delta \mathbf{I})(\delta \mathbf{I})^{-1}\left(\delta^{-1} \hat{\mathbf{Q}}_{h, k}^{-1}+\mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{Q}_{h, k}^{-1} \\
& =\mathbf{Q}_{h, k}^{-1}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{Q}_{h, k}^{-1}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathbf{d}_{h, k}^{\mathrm{N}} & =-\left(\mathbf{Q}_{h, k}^{-1}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{Q}_{h, k}^{-1}\right) \nabla f_{h, k}, \\
& =\mathbf{d}_{h, k}^{\mathrm{B}}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{d}_{h, k}^{\mathrm{B}},
\end{aligned}
$$

as required.

### 5.7.5 Convergence

Using Proposition 5.45 and Lemma 5.46, we derive the composite convergence rate.

Theorem 5.47 Suppose the function $f_{h}\left(\mathbf{x}_{h}\right)$ has $(\delta, q)$-weakly connected Hessians defined in Definition 5.42. Suppose $\mathbf{d}_{h, k}^{B}$ in (5.36) is taken and $\alpha_{h, k}=1$, then

$$
\begin{aligned}
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, *}\right\| \leq & \delta \frac{\mu_{h, q}+\delta \mu_{h, \hat{q}}}{\mu_{h, \hat{q}} \mu_{h, q}^{2}} \frac{L_{h, \hat{q}}^{2} L_{h, q}}{L_{h, q}+\delta L_{h, \hat{q}}}\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, k}\right\| \\
& +L_{h, \hat{q}}\left\|\frac{\mu_{h, q}+\delta \mu_{h, \hat{q}}}{\mu_{h, \hat{q}} \mu_{h, q}} \frac{M_{h}}{2 \mu_{h}}\right\| \mathbf{x}_{h, k}-\mathbf{x}_{h, *} \|^{2} .
\end{aligned}
$$

Proof Using Lemma 5.46, we obtain

$$
\begin{aligned}
\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star} & =\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}+\mathbf{d}_{h, k}^{\mathrm{B}}, \\
& =\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}+\mathbf{d}_{h, k}^{\mathrm{B}}+\mathbf{d}_{h, k}^{\mathrm{N}}-\mathbf{d}_{h, k}^{\mathrm{N}}, \\
& =\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}+\mathbf{d}_{h, k}^{\mathrm{N}}\right)+\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1} \mathbf{d}_{h, k}^{\mathrm{B}}, \\
& =\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}+\mathbf{d}_{h, k}^{\mathrm{N}}\right)+\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\left(\mathbf{x}_{h, k+1}-\mathbf{x}_{h, k}\right) .
\end{aligned}
$$

Using the fact that

$$
\begin{aligned}
& \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\left(\mathbf{x}_{h, k+1}-\mathbf{x}_{h, k}\right) \\
&=\mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\left(\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right)-\mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)
\end{aligned}
$$

we have

$$
\begin{align*}
\left(\mathbf{I}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\right) & \left(\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right) \\
& =\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}+\mathbf{d}_{h, k}^{\mathrm{N}}\right)-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right) . \tag{5.37}
\end{align*}
$$

Using Proposition 5.45, we have

$$
\begin{aligned}
\frac{1}{L_{h, \hat{q}}} \frac{\mu_{h, \hat{q}} \mu_{h, q}}{\mu_{h, q}+\delta \mu_{h, \hat{q}}}\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq & \left\|\left(\mathbf{I}-\delta \mathbf{Q}_{h, k}^{-1}\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\right)\left(\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right)\right\|, \\
\leq & \left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}+\mathbf{d}_{h, k}^{\mathrm{N}}\right\| \\
& +\delta\left\|\mathbf{Q}_{h, k}^{-1}\right\|\left\|\left(\hat{\mathbf{Q}}_{h, k}^{-1}+\delta \mathbf{Q}_{h, k}^{-1}\right)^{-1}\right\|\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|, \\
\leq & \frac{M_{h}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|^{2} \\
& +\frac{\delta}{\mu_{h, q}} \frac{L_{h, \hat{q}} L_{h, q}}{L_{h, q}+\delta L_{h, \hat{q}}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\| .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left\|\mathbf{x}_{h, k+1}-\mathbf{x}_{h, \star}\right\| \leq & L_{h, \hat{q}} \frac{\mu_{h, q}+\delta \mu_{h, \hat{q}}}{\mu_{h, \hat{q}} \mu_{h, q}} \frac{M_{h}}{2 \mu_{h}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right\|^{2} \\
& +L_{h, \hat{q}} \frac{\mu_{h, q}+\delta \mu_{h, \hat{q}}}{\mu_{h, \hat{q}} \mu_{h, q}} \frac{\delta}{\mu_{h, q}} \frac{L_{h, \hat{q}} L_{h, q}}{L_{h, q}+\delta L_{h, \hat{q}}}\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|,
\end{aligned}
$$

as required.

Theorem 5.47 shows that the coefficient of $\left\|\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right\|$ is in $\mathcal{O}(\delta)$. As expected, as $\delta \rightarrow 0$, the composite rate in Theorem 5.47 will recover the quadratic convergence, and the linear component of composite rate decays at least linearly with $\delta$.

### 5.8 Numerical Experiments

In this section, we will first verify our convergence results with three numerical examples. Each example will correspond to each of the settings in Section 5.5-5.7. The first example corresponds to Section 5.5, and it is an one-dimensional Poisson's equation, which is a standard example in numerical analysis and multigrid algorithms. In the second example, considered in Section 5.6, we use regularized logistic problem to be the illustrative example. In the third example, we consider a synthetic example to study the case in Section 5.7. We investigate the convergence by varying the parameter $\delta$.

In the second part of this section, we will compare GAMA with other algorithms. We emphasize that the goal of this chapter is to gain understanding in the Galerkin-based multilevel algorithm, which apparently is closely related to many existing algorithms: ranging from conventional multigrid algorithms to machine learning-driven algorithms. The use of this section is to show the potential of Galerkin model, and we are not trying to claim that GAMA outperforms the state-of-the-art algorithms, including variants of GAMA.

### 5.8.1 Poisson's Equation

We consider an one-dimensional Poisson's equation

$$
-\frac{\mathrm{d}^{2}}{\mathrm{~d} q^{2}} u=w(q) \quad \text { in } \quad[0,1], \quad u(0)=u(1)=0
$$

where $w(q)$ is chosen as

$$
w(q)=\sin (4 \pi q)+8 \sin (32 \pi q)+16 \sin (64 \pi q) .
$$

We discretize the above problem and denote $\mathbf{x}, \mathbf{b} \in \mathbb{R}^{N-1}$, where $(\mathbf{x})_{i}=u(i / N)$ and $(\mathbf{b})_{i}=$ $w(i / N)$, for $i=1,2, \ldots, N-1$. By using finite differences, we approximate the above equation with

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{N-1}} \frac{1}{2} \mathbf{x}^{T} \mathbf{A} \mathbf{x}-\mathbf{b}^{T} \mathbf{x} \tag{5.38}
\end{equation*}
$$



Figure 5.4: Convergence of solving Poisson's equation with different $N$ 's
where $\mathbf{A}$ is defined as in Lemma 5.32, which is a discretized Laplacian operator.

Figure 5.4 shows the convergence results of solving (5.38) with different $N$ 's. In this example we use the prolongation and restriction operators that are defined in (5.25) and (5.26). Since there is only one pair of $\mathbf{P}$ and $\mathbf{R}$, we follow the traditional multigrid approach in which we combine the coarse correction step with the fine correction step. Gradient descent is used to compute the fine correction step. The pink stars in Figure 5.4 and Figure 5.5 indicate where coarse correction steps were used.

As expected from Corollary 5.33, the performance of convergence is inversely proportional to the discretization level $N$. More interestingly, one can see the complementary of fine correction step and coarse correction step. From Figure 5.4, fine correction steps are often deployed after coarse correction steps. Each pair of fine and coarse correction steps provides significant improvement in convergence. Figure 5.5 shows the smoothing effect of the fine correction step by looking at the quantity $\left\|\mathbf{A}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, \star}\right)\right\|$, where $\mathbf{A}$ is the discretized Laplacian operator, as defined in Lemma 5.32. As opposed to coarse correction steps, fine correction steps are effective in reducing $\left\|\mathbf{A}\left(\mathbf{x}_{h, k}-\mathbf{x}_{h, *}\right)\right\|$. Once the error is smoothed, coarse correction steps provide large reduction in error, as shown in Figure 5.4.

### 5.8.2 Regularized Logistic Regression

We study the Galerkin model that is generated via naïve Nyström method and consider an example in $\ell_{1}$ regularized logistic regression,

$$
\min _{\mathbf{x} \in \mathbb{R}^{N}} \frac{1}{m} \sum_{i=1}^{m} \log \left(1+\exp \left(-b_{i} \mathbf{x}^{T} \mathbf{a}_{i}\right)\right)+\omega_{1}\|\mathbf{x}\|_{1}
$$

where $\omega_{1} \in \mathbb{R}^{+}$, and $\left\{\left(\mathbf{a}_{i}, b_{i}\right)\right\}_{i=1}^{m}$ is a training set with $m$ instances. For $i=1,2, \ldots, m, \mathbf{a}_{i} \in \mathbb{R}^{N}$ is an input and $b_{i} \in \mathbb{R}$ is the corresponding output.

Notice that the above formulation involves the non-differentiable function $\|\mathbf{x}\|_{1}$, and so the above problem is beyond the scope of the setting in this chapter. To overcome this issue, we replace the $\|\mathbf{x}\|_{1}$ with its approximation, the pseudo-Huber function [FG16], and solve the following formulation.

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{N}} \frac{1}{m} \sum_{i=1}^{m} \log \left(1+\exp \left(-b_{i} \mathbf{x}^{T} \mathbf{a}_{i}\right)\right)+\omega_{1} \sum_{i=1}^{N}\left(\left(\mu_{r}^{2}+\mathbf{x}_{i}^{2}\right)^{1 / 2}-\mu_{r}\right), \tag{5.39}
\end{equation*}
$$

where $\mu_{r} \in \mathbb{R}^{+}$is a parameter, and it provides good approximation of the $\ell_{1}$ norm when $\mu_{r}$ is small.

The dataset gisette is used for $\left\{\left(\mathbf{a}_{i}, b_{i}\right)\right\}_{i=1}^{m}$. Gisette is a handwritten digits dataset from the NIPS 2003 feature selection challenge. In this example $N=5000, m=6000$, and we choose parameter $\omega_{1}$ from [LSS14, YHL12] and $\mu_{r}=0.001$. One can find and download gisette at https://www.csie.ntu.edu.tw/cjlin/libsvmtools/datasets.

Notice that when $\mathbf{P} \in \mathbb{R}^{N \times n}$ and $\mathbf{R} \in \mathbb{R}^{n \times N}$ are generated using naïve Nyström method according to Definition 5.34, $n$ is a user-defined parameter, and the probabilistic approach mentioned in Section 5.2 is used to generate multiple $\mathbf{P}$ 's and $\mathbf{R}$ 's. That is, a pair of $\mathbf{P}$ and $\mathbf{R}$ is sampled uniformly over $\binom{N}{n}$ possible coarse models. This setting satisfies the condition stated in Proposition 5.7, and so no fine correction step is needed.

Figure 5.6 shows the convergence results. As expected from Corollary 5.38 and 5.39, the performance of convergence is proportional to $n$.


Figure 5.6: The $\ell_{1}$ regularized logistic regression example.

### 5.8.3 A Synthetic Example for Block Diagonal Approximation

To study the case of block diagonal approximation in Section 5.7, we construct an artificial example with weakly connected Hessian. In particular, we solve

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{N}} \frac{1}{2} \mathbf{x}^{T}\left(\mathbf{Q}_{h}+\delta \hat{\mathbf{Q}}_{h}\right) \mathbf{x}+\mathbf{b}^{T} \mathbf{x} \tag{5.40}
\end{equation*}
$$

where $\delta \in \mathbb{R}^{+}, \mathbf{Q}_{h}=\operatorname{diag}\left(\mathbf{Q}_{h, 1}, \mathbf{Q}_{h, 2}, \ldots, \mathbf{Q}_{h, p}\right)$ is a block diagonal matrix with $p$ blocks, with $\mathbf{Q}_{h, i}\left(\mathbf{x}_{h}\right) \in \mathbb{R}^{n_{i} \times n_{i}}$ and $\sum_{i=1}^{p} n_{i}=n$ for $i=1,2, \ldots, p$. In this example, we have $N=1000$, $p=10, n_{1}=n_{2}=\cdots=n_{10}=100$. We construct $\hat{\mathbf{Q}}_{h}$ via

$$
\hat{\mathbf{Q}}_{h}=\sum_{j=1}^{N} v_{j} \mathbf{u}_{j} \mathbf{u}_{j}^{T},
$$

where $v_{j} \in \mathbb{R}^{+}$is sampled uniformly from $\left[v_{\delta}, 1+v_{\delta}\right]$, and $\mathbf{u}_{j} \in \mathbb{R}^{N}$ is a random orthonormal vectors, for $j=1,2, \ldots, N$. Each $\mathbf{Q}_{h, i}$ is also constructed similar to $\hat{\mathbf{Q}}_{h}$ but in the smaller dimension $\mathbb{R}^{n_{i} \times n_{i}}$, for $i=1,2, \ldots, p . v_{\delta}=0.0001$ in this example.

We consider the optimization problem in (5.40) with different $\delta$ 's. As expected from Theo-


Figure 5.7: Block diagonal approximation.
rem 5.47, Figure 5.7 shows that the performance of convergence is inversely proportional to $\delta$.

### 5.8.4 Numerical Performance: PDE Test Cases

We now compare the numerical performance of GAMA with the conventional unconstrained optimization algorithms as well as conventional line search multilevel/multigrid algorithm in [WG09]. We focus on PDE-based optimization problems in this section.

We test algorithms on five examples from [WG09, GMS ${ }^{+} 10$ ], and all of them are discretized 2dimensional variational problems over the unit square $\mathcal{S}_{2} \triangleq[0,1] \times[0,1]$. The decision variable, $u(x, y)$, obeys the boundary condition, $u=0$ on $\partial \mathcal{S}_{2}$, for all problems. The five problems are listed in the following.

1. Problem DSSC:

$$
\min _{u \in \mathcal{S}_{2}} \int_{\mathcal{S}_{2}} \frac{1}{2}\|\nabla u(x, y)\|^{2}-\lambda \exp (u(x, y)), \quad \text { where } \quad \lambda=6
$$

2. Problem WEN:

$$
\min _{u \in \mathcal{S}_{2}} \int_{\mathcal{S}_{2}} \frac{1}{2}\|\nabla u(x, y)\|^{2}+\lambda \exp [u(x, y)](u(x, y)-1)-\gamma(x, y) u(x, y)
$$

where $\lambda=6$ and

$$
\gamma(x)=\left[\left(9 \pi^{2}+\lambda \exp \left[\left(x^{2}-x^{3}\right) \sin (3 \pi y)\right]\right)\left(x^{2}-x^{3}\right)+6 x-2\right] \sin (3 \pi y)
$$

3. Problem BRATU:

$$
\min _{u \in \mathcal{S}_{2}} \int_{\mathcal{S}_{2}}\|\Delta u(x, y)-\lambda \exp (u(x, y))\|^{2}, \quad \text { where } \quad \lambda=6.8
$$

4. Problem POSSION2D:

$$
\min _{\mathbf{x}} \frac{1}{2} \mathbf{x}^{T} \mathbf{A} \mathbf{x}-\mathbf{b}^{T} \mathbf{x}
$$

where $\mathbf{A}$ and $\mathbf{b}$ are the discretizations of the Laplacian and the function $\gamma(x, y)=2(y(1-$ $y)+x(1-x))$, respectively.
5. Problem IGNISC:

$$
\begin{aligned}
& \min _{u \in \mathcal{S}_{2}} \int_{\mathcal{S}_{2}}(u(x, y)-z)^{2}+\frac{\beta}{2} \int_{\mathcal{S}_{2}}(\exp [u(x, y)]-\exp [z])^{2} \\
&+\frac{\zeta}{2} \int_{\mathcal{S}_{2}}\|\Delta u(x, y)-\delta \exp (u(x, y))\|^{2},
\end{aligned}
$$

where $\delta=\beta=6.8, \zeta=10^{-5}$, and $z=1 / \pi^{2}$.

Table 5.1 shows the numerical performance of different algorithms, i.e., the CPU time (Time) needed to achieve a small $\left\|\nabla f_{h, k}\right\|$ (Accuracy). We denote the COnventional Multilevel Algorithm as COMA. For both GAMA and COMA, we denote "-NT" and "-qNT" when Newton's method and L-BFGS are used for the fine correction steps, respectively. For all five examples, we choose the fine models to be the discretization with mesh size $\Delta x \times \Delta y$, where $\Delta x=\Delta x=1 / 2^{10}$, and the standard five-point finite differences are used. We point out that all the algorithmic


Table 5.1: PDE-based text examples
settings are the same as in [WG09], including line search strategy, stopping criteria, and choice of parameters.

For both GAMA and COMA, we follow the same strategy as in [WG09], and the standard full multilevel scheme is deployed. Suppose level $j$ is denoted as the discretization with mesh size $\Delta x \times \Delta y$, where $\Delta x=\Delta y=1 / 2^{j}$. For $j=3,4, \ldots, 9$, we compute the solution $\mathbf{x}_{j, \star}$ in level $j$, and use $\mathbf{P}_{j}^{j+1} \mathbf{x}_{j, \star}$ as the initial guess for level $j+1 . \mathbf{P}_{j}^{j+1}$ is denoted as the prolongation operator from level $j$ to level $j+1$.

From Table 5.1, we can see that the multilevel algorithms clearly outperform the conventional algorithms. The performance of GAMA is comparable with COMA and is more robust due to the use of second order information. In the problem BRATU, first order algorithms (i.e. L-BFGS, GAMA-qNT, and COMA-qNT) are not efficient, but GAMA-qNT is able to achieve much better accuracy. Therefore, GAMA is empirically competitive against the conventional multilevel algorithm, and yet more robust with a more understandable rate of convergence.

|  | $f_{i}$ 's | $N$ | $m$ | $\omega_{1}$ | $\omega_{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| YearPredictionMSDt | Quadratic | 90 | 51630 | $10^{-6}$ | $10^{-6}$ |
| log1pE2006test | Quadratic | 4272226 | 3308 | $10^{-6}$ | $10^{-6}$ |
| w8at | Logistic | 300 | 14951 | 0 | $1 / m$ |
| Gisette | Logistic | 5000 | 6000 | $1 /(0.25 m)$ | 0 |
| epsilon_normalizedt | Logistic | 2000 | 100000 | 0 | $1 / m$ |

Table 5.2: Details of ERM Test Examples

### 5.8.5 Numerical Performance: Machine Learning Test Cases

We now study the performance of GAMA that is generated by Nyström method. Suppose we have the training set $\left\{\left(\mathbf{a}_{i}, b_{i}\right)\right\}_{i=1}^{m}$, we use GAMA to solve the empirical risk minimization (ERM) problem

$$
\min _{\mathbf{x} \in \mathbb{R}^{N}} \frac{1}{m} \sum_{i=1}^{m} f_{i}\left(\mathbf{a}_{i}^{T} \mathbf{x}\right)+\omega_{1}\|\mathbf{x}\|_{1}+\frac{\omega_{2}}{2}\|\mathbf{x}\|_{2}^{2},
$$

where $\omega_{1}, \omega_{2} \in \mathbb{R}$ and $\mathbf{a}_{i} \in \mathbb{R}^{N}$, for $i=1,2, \ldots, m$. Special cases of $f_{i}$ include

1. Quadratic loss function: $f_{i}(x)=\frac{1}{2}\left(x-b_{i}\right)^{2}$.
2. Logistic loss function: $f_{i}(x)=\log \left(1+\exp \left(-x b_{i}\right)\right)$.

In the case where $w_{2}=0$ and $f_{i}$ 's are logistic loss functions, we yield the $\ell_{1}$ regularized logistic regression considered in Section 5.8.2. Similar to Section 5.8.2, we replace the $\|\mathbf{x}\|_{1}$ with the pseudo-Huber function.

The numerical test is conducted over five examples. All dataset/training set can be download at https://www.csie.ntu.edu.tw/ ${ }^{\text {c }}$ jlin/libsvmtools/datasets/. Table 5.2 provides details of the test examples. We point out that for logistics regression, we select the choice of $\omega_{1}$ and $\omega_{2}$ based on [LSS14, GGR16]. For linear regression, we simply select $\omega_{1}=\omega_{2}=10^{-6}$, which is a commonly used value.

Figure 5.8-5.12 show the numerical performance of GAMA, compared to Newton's method and L-BFGS. Over these five examples, GAMA only performs coarse correction steps, and $n$ is chosen to be $10 \% N, 20 \% N$, and $30 \% N$. An exception can be found in $\log 1 \mathrm{pE} 2006$ test because these choices of $n$ 's are too large to be traceable. The performance of Newton's method is
also missing for $\log 1 \mathrm{pE} 2006$ test because computing its search direction is intractable due to the size of $N$. From Figure 5.8 and 5.10 , we can see that when $N$ is small, Newton's method outperforms the other methods. This is not surprising since the per-iteration cost is cheap for small $N$ and yet Newton's method enjoys the quadratic convergence. When $N$ is sufficiently large, as showed in Figure 5.9 and 5.11, GAMA is competitive compared to both Newton's method and L-BFGS.

In Figure 5.12, we can see that the performance of GAMA is better than Newton's method and similar to L-BFGS. From Table 5.2, $N=2000$ and it is a reasonably good size for Newton's method. The poor performance of Newton's method is due to the large $m$, which is 100000 . For large $m$, the evaluation of Hessians becomes the computational bottleneck. To further illustrate this, in Figure 5.13, we perform Newton's method and GAMA with sub-sampling. For subsample Newton's method, at each iteration, we evaluate the Hessian based on $\sqrt{m}$ data points in the training set. Data points are sampled uniformly without replacement. For GAMA, we deploy the idea of SVRG, sample $\sqrt{m}$ data points at each coarse correction step, and create a coarse model with

$$
f_{H}(\mathbf{x})=\frac{1}{\sqrt{m}} \sum_{i \in \mathcal{S}_{H}} f_{i}\left(\mathbf{a}_{i}^{T} \mathbf{x}\right)+\omega_{1} \sum_{i=1}^{N}\left(\left(\mu_{r}^{2}+\mathbf{x}_{i}^{2}\right)^{1 / 2}-\mu_{r}\right)+\frac{\omega_{2}}{2}\|\mathbf{x}\|_{2}^{2}
$$

where $\mu_{r}=0.001$ and $\mathcal{S}_{H}$ is the set of the samples. We call the coarse model with above $f_{H}$ the intermediate coarse model. When solving the intermediate coarse model, we apply the Galerkin-model that is generated by Nyström method, and apply five coarse correction steps. The incumbent solution of the intermediate coarse model is then prolonged to the fine model and results in a coarse correction step on the fine model. We clarify that this algorithmic procedure follows the idea of SVRG, as introduced in Section 5.2.5. As shown in Figure 5.13, great improvements are achieved for both (subsample) Newton's method and GAMA. The computational bottleneck of evaluating Hessians is removed by subsampling data points. Since solving a system of 2000 linear equations can be managed easily, Newton's method outperforms all the other method in this case. Notice that since the Hessians are not evaluated exactly in this case, Newton's method and GAMA no longer enjoy quadratic rate and composite rate,
respectively. The theoretical performance of these methods are beyond the scope of this chapter.

### 5.9 Comments and Perspectives

We showed the connections between the general multilevel framework and the conventional optimization methods. The case of using Galerkin model (GAMA) is further studied, and the local composite rate of convergence is derived. When the coefficient of the linear component in composite rate is sufficiently small, then GAMA is superior to Newton's method in complexity. This linear component is then studied in three different cases, and we showed how the structure in each case would improve the rate of convergence.

This work advances research in multilevel optimization algorithms in several non-exploited directions. Firstly, the connections between multilevel framework and standard optimization methods would motivate systematic designs in optimization algorithms, and the multilevel framework could be used beyond the traditional linesearch multilevel method in [WG09].

Secondly, we take the first step towards showing how the structure of problems could improve the convergence. We expect that similar manner of thinking could be applied beyond GAMA, and we believe this line of research could motivate more developments in multilevel algorithms when one tries to tackle problems with specific structure.

We believe the results presented in this chapter can be generalized and refined. For example, the local composite rate of convergence when solving PDE-based optimization can be extended to cases beyond one-dimensional problems or uniform discretization. These extensions would require more careful and tedious algebra, but the general approach presented in Section 5.5 can be applied. On the other hand, one can extend results in Section 5.6 by considering different versions of Nyström method, or even different methods in low rank approximation in general. These generalizations could be done under the general approach of this chapter.
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## Chapter 6

## Discussion

We can only see a short distance ahead, but we can see plenty there that needs to be done.

Alan Turing

Solving optimization problems efficiently could be a difficult or maybe even an impossible task. One obvious bottleneck could be caused by the size of the problem, and many different approaches have been proposed to improve the computational performance. In this thesis, we concentrate on making use of the inherent structure of problems to improve the computation performance. By taking a close look at the structure presented, we are able to design algorithms to tackle problems with special structures.

### 6.1 Summary

In Chapter 3, we considered MDPs with multiscale structure, which we called MMDPs. We showed that the multiscale stucture causes the ill-conditioning when solving MMDPs. Using the existing aggregation techniques, we designed a multilevel algorithm in which part of the computations is replaced by using approximations of the exact MMDPs. We show that the
proposed algorithm is able to circumvent the ill-conditioning of this class of problems, and thus has lower complexity.

In Chapter 4, the class of ERM problems was considered. First order methods are considered to be the standard approach when solving ERMs. Although the existing literature considers the complexity of first order method as "dimension-free", we showed that the complexity of solving ERMs in fact depends on the statistics of the training data. This was achieved by applying random matrix theory to derive bounds for Lipschitz constant of the empirical risk. The results were also used to design a new stepsize strategy for first order algorithms.

Chapter 5 concerns the unconstrained twice continuously differentiable convex programs. The connections between standard optimization methods and the general multilevel framework were discussed. By considering the Galerkin model, we conducted case studies on infinite-dimensional optimization, low rank models, and models with weakly connected Hessians, and we showed how the structure of each case could affect the convergence.

### 6.2 Future Work

There are many exciting unexplored research directions related to this thesis. The general multilevel framework, in our opinion, could be applied beyond the traditional setting of geometric structure. In Chapter 5, we showed that the general multilevel framework could be reduced to some state-of-the-art algorithms for machine learning applications, including block-coordinate gradient descent and SVRG. One interesting extension could be applying state-of-the-art sketching methods to approximate the training set with a smaller matrix and create a coarse model with a smaller dataset. A multilevel algorithm is then created using the general framework, and operations such as function evaluations and gradient evaluations would be much cheaper when the coarse model is used.

Similar ideas could be applied to block-coordinate gradient descent methods. The core idea of these methods is to partition the updates of the decision variables in blocks. However, this partitioning process ignores the correlation among variables and thus these algorithms require
a larger number of iterations. Using the same idea of sketching methods, we can "sketch" the variables that are not selected in the block for each update, add them to the updating block, and so the correlations among variables are preserved.

We believe the general multilevel framework can also be used to design distributed and parallel algorithms. Using a similar idea as SVRG, one can subsample the data into many sub-datasets, and each sub-data would correspond to one coarse model. All coarse models could be solved in a distributed or parallel manner. Since all solutions of the coarse models would provide descent directions, the sum of them will guarantee a descent direction. One would expect that the direction generated by this distributed algorithm will be more robust, compared to using only one coarse model.

In conclusion, we believe the general approach taken in this thesis can be used to tackle structured problems in many applications.
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[^0]:    ${ }^{1}$ Sufficient conditions do not guarantee convergence.
    ${ }^{2}$ Necessary conditions do not guarantee optimality.

[^1]:    ${ }^{3}$ Word count: 4. Characters excluding spaces: 13. Appreciation: Uncountable.

