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Abstract—In this work we show that algebraic lattices con-
structed from error-correcting codes achieve the ergodic capacity
of the fading channel. The main ingredients for our construction
are a generalized version of the Minkowski-Hlawka theorem and
shaping techniques based on the lattice Gaussian distribution.
The structure of the ring of integers in a number field plays
an important role in the proposed construction. In the case
of independent and identically distributed fadings, the lattices
considered exhibit full diversity and an exponential decay of the
probability of error with respect to the blocklength.

I. INTRODUCTION

Lattice codes provide structured solutions for communica-
tion in the presence of Gaussian noise. They have been proved
to be capacity achieving on the AWGN channel [1] and admit
efficient implementations based on error correcting codes, such
as polar [2] and LDPC codes [3].

In contrast, a great part of the literature on lattices for the
fading channel mainly concerns modulation aspects such as
the diversity and the product distance [4]. Signal constellations
with some additional algebraic structure were first investigated
in the context of the Rayleigh fast fading channel [5] and
are well-known to exhibit very good practical performance.
For instance, they achieve full modulation diversity i.e., for
a given blocklength n, their probability of error has optimal
scaling with the signal-to-noise ratio O(SNR−n).

More recently, capacity approaching lattices have been
considered for the fading channel in [6], [7], [8]. Random
arguments are used in [6] to prove that lattices achieve the
“infinite capacity” (or the Poltyrev limit) of the fast fading
channel under some regularity conditions. If applied to usual
mod-p lattices [9], the constellations exhibit diversity one.

In another direction, the work [8] constructs deterministic
lattice codes based on algebraic number theory that operate
at a certain gap to capacity; strong connections between the
minimum product distance and their attainable rates are estab-
lished. However, to our knowledge, the question of whether
lattices with algebraic (multiplicative) structure can operate on
the ergodic fading channel with rates up to the capacity and
vanishing probability of error was still open.

In this work we answer this question in the affirmative by
showing that algebraic lattices codes achieve the capacity in
the ergodic fading channel. The constructions considered here

enjoy some desirable properties of good modulation schemes
(in particular full diversity), while are provably capacity-
achieving. In the same flavor of [8], some ingredients of our
construction leverage from the Geometry of Numbers. The
main techniques used here are:
• A Minkowski-Hlawka theorem for a generalized (alge-

braic) version of Construction A lattices (Theorem 1).
This Construction A was first proposed in [10], but its
asymptotic goodness was up to now unknown.

• Properties of the group of units in the ring of integers
(lemmas 1 and 2).

• The lattice Gaussian distribution for shaping the constel-
lation (Section V).

Comparison with Previous Results

The work [6] presents the analysis of infinite constellations
for the fading channel. Under the condition that the fading
coefficients are identically distributed and obey a regularity
condition (satisfied by many practical distributions), it is
shown that random lattices can achieve the Poltyrev limit of
the fast fading channel, with vanishing error probability. The
error probability decays with quadratic order O(1/n2) with
respect to the dimension.

Algebraic lattices (with full diversity) based on a tower of
number fields with bounded discriminant have been shown
to achieve a constant gap to capacity of the ergodic fading
channel in [8]. For the real Rayleigh fading case, the gap is
greater than 3.97 bits per channel uses and can be reduced to
≈ 1.33 at best, under optimistic assumptions.

Here we bridge the gap between random and algebraic
constructions by considering random algebraic lattices for the
fading channel. While the algebraic structure allows the con-
struction of lattices with full diversity, the random arguments
simplify the analysis and eliminate the gap to capacity. For
iid fadings, the error probability obtained decays exponentially
with the blocklength.

II. INITIAL DEFINITIONS

A. Channel Model

We consider the channel described by the equation

yi = hixi + zi (1)



for i = 1, 2, . . ., where zi is a Gaussian noise ∼ N (0, σ2) and
{hi} is a stationary ergodic random process with E[h2

i ] = 1.
The input values have average power lesser or equal than P .
Let SNR , P/σ2. The capacity of this channel is [11]1

C = E

[
1

2
log
(
1 + h2SNR

)]
nats/channel use

and it is known to be achievable with random codes. A special
case is when the fading coefficients are independent and iden-
tically distributed. Distributions widely used in practice are
the Rayleigh distribution and its generalization, the Nakagami
distribution.

B. Lattices

A (full rank) lattice Λ ⊂ Rn has the form

Λ = {Bu : u ∈ Zn} , (2)

where B ∈ Rn×n is a full rank matrix. The Voronoi region of
a point x ∈ Λ is defined as

VΛ(x) , {y ∈ Rn : ‖x− y‖ ≤ ‖x̄− y‖ for all x̄ ∈ Λ} .

We write VΛ = VΛ(0). The volume of Λ is defined as the
volume of its Voronoi region and denoted by V (Λ). It follows
that V (Λ) = |detB|. Given σ > 0, the volume-to-noise ratio
(VNR) of a lattice is defined as

γΛ(σ) ,
V (Λ)2/n

σ2
.

1) The Lattice Gaussian Distribution: We denote the Gaus-
sian distribution of variance σ2 as

fσ(x) ,
1

(
√

2πσ)n
e−
‖x‖2

2σ2 ,

for all x ∈ Rn. The discrete Gaussian distribution is the
following discrete distribution taking values in λ ∈ Λ with
probability

DΛ,σ(λ) ,
fσ(λ)∑

x∈Λ fσ(x)

For a lattice Λ and for a parameter σ, an important quantity
is the flatness factor, given by

εΛ(σ) , max
x∈VΛ

|V (Λ)fσ,Λ(x)− 1| . (3)

2) Product distance: The product distance of a lattice Λ is
defined as

dprod(Λ) , min
(x1,...,xn)∈Λ\{0}

n∏
i=1

|x1 . . . xn| (4)

If dprod(Λ) > 0, we say that Λ has full diversity. The error
probability of a constellation chosen from a lattice with full
diversity scales with order O(SNR−n) [5], which motivates
the terminology.

1All logarithms in this paper are with respect to base e

3) The Minkowski-Hlawka Theorem: An important element
to show the existence of “good” lattices (with respect to
various measures of goodness) is the Minkowski-Hlawka Theo-
rem. Minkowski-Hlawka ensembles are families of lattices that
satisfy a certain “mean-value theorem”, as formalized next.

Definition 1. An infinite ensemble L of lattices of volume V
is said to be Minkowski-Hlawka (or MH) if for any integrable
function f : Rn → R vanishing outside a bounded set, we
have

EL

 ∑
x∈Λ\{0}

f(x)

 = V −1

∫
Rn
f(x)dx. (5)

Several MH ensembles were proposed in the Geometry of
Numbers. A particularly useful construction was exhibited in
[9], who showed an ensembles of lattices based on Construc-
tion A from codes over the field Fp are asymptotically MH
ensembles, as the alphabet size goes to infinity.

III. CONSTRUCTION A
We now describe the algebraic Construction A proposed in

[10]. We recall some main definitions and results, but assume
some basic familiarity with Algebraic Number Theory.

Let K/Q be a field extension of degree [K : Q] = n.
There are σ1, . . . , σn homomorphisms from K to C that fix
Q. We assume that K/Q is totally real, i.e., the image of the
homomorphisms (called the embeddings) is in R. We further
assume that the extension is Galois, in which case σi(K) = K
for all i, and that the embeddings form an Abelian group under
composition. Let OK be the ring of integers of K, i.e., the
elements in K that are the root of a monic polynomial with
coefficients in Z. It follows that OK is a Z-module of rank
n. Consider the application ψ : K → Rn, often referred to as
the canonical embedding:

ψ(x) = (σ1(x), . . . , σn(x)). (6)

The image of OK by ψ is a full rank lattice which we denote
by ΛK , ψ(OK) ⊂ Rn. The volume squared of this lattice is
referred to as the discriminant of K, and denoted by ∆K .

Consider a prime p that splits completely i.e., pOK =
p1 . . . pn, where pi are prime ideals of OK . Let p = pi for
some i. There exists an isomorphism φ : OK/p → Fp. Let
π : OK → OK/p denote the projection operator. Consider the
reduction mapping ρ : ΛK → Fnp given by

ρ(ψ(x)) = (φ ◦ π)(ψ(x)), (7)

where (φ ◦ π) is applied component-wise in the canonical
embedding. Let C ⊂ Fnp be a linear code with dimension k (or
a code with parameters (n, k, p)). The Construction A lattice
associated to C is defined as

ΛK(C) , ρ−1(C).

The properties of ΛK(C) are studied in [10]. First of all ΛK(C)
is a full rank lattice and ΛK({0}) = φ(pOK) is a sublattice
with index |C| = pk. In fact the quotient

ΛK(C)/pΛK ' C, (8)



from where we can deduce that V (ΛK(C)) = pn−k
√

∆K . It
is further shown that ΛK(C) has full diversity and its product
distance is bounded in terms of the Hamming distances of C.

Example 1. Let Q[
√

13] be the quadratic field with ring of
integers Z [α] , where α = 1+

√
13

2 and ᾱ = 1−
√

13
2 . The

two embeddings are determined by σ1(
√

13) =
√

13 and
σ2(
√

13) = −
√

13. The prime 3 = −αᾱ splits and the ideal
p = αZ[α] is such that Z[α]/p ∼ F3. We can now identify
the set of representatives for the quotient Z[α]/3Z[α] with
elements in F2

3, as in Figure 1. The pre-image by ρ of a code
spreads its corresponding representatives in the plane.
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Fig. 1. Modulo p operation

A. Asymptotic Goodness

Let β > 0 be a constant and α = (β1/np1−k/n∆
1/2n
K )−1

a normalization factor. Consider the ensemble of all lattices
from generalized Construction A, normalized to volume 1/β

LK,n,k,p,β = {αΛK(C) : C is an (n, k, p) code } . (9)

Using the machinery developed by [9], we can establish the
following

Theorem 1. Let f be a function with bounded support.

lim
p→∞

ELK,n,k,p,β

 ∑
x∈Λ(C)\{0}

f(x)

 = β

∫
Rn
f(x)dx, (10)

where the expectation is with respect to the uniform distribu-
tion on LK,n,k,p,β .

Proof. First of all, we have to make sure that “p→∞” makes
sense. This is a consequence of [12, Cor. 13.6 p. 547], which
establishes the density of prime ideals in a Number Field; in
particular there are infinitely many primes that split.

Let Cn,k,p be the set of all codes with parameters (n, k, p).
It is proven in [9] that, for any function g : Fnp → R

1

|Cn,k,p|
∑

C∈Cn,k,p

∑
c∈C\{0}

g(c) =
pk − 1

pn − 1

∑
v∈Fnp\{0}

g(v). (11)

The left-hand side of (10) reads

1

|Cn,k,p|
∑

C∈Cn,k,p

∑
x∈αΛK(C)\{0}

f(x) =

1

|Cn,k,p|
∑

C∈Cn,k,p

 ∑
x∈αΛK (C)\{0}
ρ(x/α)=0

f(x) +
∑

x∈αΛK (C)\{0}
ρ(x/α)6=0

f(x)

 .

(12)

Now if ρ(x/α) = 0, x = αpψ(o), where o ∈ OK\ {0}.
Since pα → ∞ as p → ∞ and f has bounded support, for
sufficiently large p, the last sum becomes:

1

|Cn,k,p|
∑

C∈Cn,k,p

∑
x∈αΛK (C)\{0}
ρ(x/α)6=0

f(x) =
pk − 1

pn − 1

∑
x∈ΛK\{0}

f(αx)

→ β

∫
Rn
f(x)dx as p→∞

Remark 1. The role of the discriminant of the Number Field
K is implicit in the proof of Theorem 1. Asymptotically, as
long as K is fixed and p → ∞ the theorem holds with no
restrictions on ∆K . However, if ∆K is too large, the alphabet
size will need to increase too much.

For instance, let f = 1B(r) be the indicator function of a
ball. Then for the condition 1B(r)(x) = 0 to hold, we need
αp > r, or p > (β1/nr∆

1/n
K )1/η, where η = k/n is the rate

of the underlying codes. To this respect, having a number field
of small discriminant is desirable.

B. Invariance by Units

The set of all invertible elements in a number field, denoted
by O∗K , forms a group under multiplication called the group of
units. If K = Q, the only units in OK are {−1, 1}, however
for higher degree extensions the group of units is much richer.
In Example 1, O∗K corresponds to all numbers of the form
±(α+ 1)k, where k ∈ Z. An element u ∈ OK is a unit if and
only if σ1(u) . . . σn(u) = ±1.

The following property shows the invariance of the ensem-
ble under multiplication by units. Denote by ∗ the Hadamard
(or componentwise) product between two vectors.

Lemma 1. If u ∈ O∗K , then ψ(u)∗ΛK(C1) = ΛK(C2), where
C1 and C2 have the same dimension.

Proof. It suffices to show that ψ(u) ∗ ΛK(C1) ⊂ ΛK(C2),
for some C1 and C2 of same rank, since both lattices have
same volume due to the fact that σ1(u) . . . σn(u) = ±1. Let
y = ψ(u) ∗ λ, λ = ψ(x) ∈ ΛK(C1). Then

ρ(ψ(u) ∗ λ) = (φ ◦ π)(ψ(u)) ∗ (φ ◦ π)(ψ(x)) = a ∗ c,

where c is a codeword. It follows that y ∈ ΛK(a ∗ C1). Now,
since no coordinate of a is zero, multiplication by a does not
affect the rank of C1, which finishes the proof.



Remark 2. In the previous lemma, C1 can be obtained from
C2 by an equivalence of the Hamming Metric.

From Lemma 1 the mapping tu : LK,n,k,p → LK,n,k,p
given by tu(Λ) = ψ(u) ∗ Λ is a bijection of the ensemble.
This property is useful to handle deep fadings, when combined
with the following lemma:

Lemma 2 (Thm. 1, [13]). Let H = diag(h1, . . . , hn) be
a channel matrix and let H̃ = H/det(HHtr)

1/2n. There
exists a unit u ∈ O∗K such that H̃ = EHU, where U =
diag(σ1(u), . . . , σn(u)) and∥∥E−1

H

∥∥ ≤ Cn
for a constant Cn that does not depend on H.

An explicit bound on Cn is exhibited in [13], namely

Cn ≤
√
ne

(n−1)
(

RK
Vn−1

)1/(n−1)

,

where RK is a parameter associated to K and Vn−1 is the
volume of an Euclidean unit sphere in Rn−1.

IV. INFINITE LATTICE CONSTELLATIONS

The dispersion and the Poltyrev limit of infinite constella-
tions for the stationary ergodic fading channel was analyzed
in [6]. In this case, {hi} is a random process (not necessarily
iid) for which µ = E[log |h|] exists and

lim
n→∞

P

(∣∣∣∣∣ 1n
n∑
i=1

log |hi| − µ

∣∣∣∣∣ > ε

)
= 0, (13)

for any positive ε > 0. Corollary 4.1 of [6] implies that
the smallest possible VNR for a sequence of lattices to have
vanishing error probability is

γ∗ = e−2µ2πe. (14)

Let Pe(Λ) be the probability of error of an infinite lattice
scheme in a fading channel. In view of this result we can
define fading-good lattices.

Definition 2. A sequence Λn of lattices with increasing
dimension is good for the ergodic fading channel if for all
VNR γΛ(σ) > e−2µ2πe, Pe(Λ)→ 0 as n→∞.

It was proven in [6], for iid fading processes under some
regularity conditions, that there exists a sequence of fading-
good lattices with Pe(Λ) = O(1/n2). The proof only requires
an MH ensemble, and hence an immediate corollary of The-
orem 1 is that Generalized Construction A lattices as in (10)
are also fading good. We provide next a different approach
that explores the algebraic structure and obtains an exponential
decay of Pe(Λ) with respect to n in iid fading channels.

Theorem 2. There exists a sequence of ergodic fading-good
lattices from Generalized Construction A (10).

Proof. Consider the received vector y = Hx + z. Let
∆ = |h1 . . . hn|1/n and let S be a ball of radius
(∆/eµ−δ)

√
n(σ2 + ε), for δ and ε sufficiently small. Consider

a decoder that assigns x̂ = x̃ if y can be written in a unique
way as y = Hx̃ + z, with x̃ ∈ Λ, z ∈ S , and “error”
otherwise (in Loeliger’s terminology [9] an ambiguity). For
a set M⊂ Rn, let

NM(Λ) , |(Λ\ {0}) ∩M| .

We upper bound the probability of error as

Pe(Λ|H) ≤ P (z /∈ S|H) + P (Nz−S(HΛ) ≥ 1|z ∈ S,H),

and therefore

Pe(Λ) ≤ EH [P (z /∈ S)] + EH [P (Nz−S(HΛ) ≥ 1|z ∈ S)] .
(15)

The first term does not depend on the chosen lattice and
vanishes as n→∞. It can be bounded as

P (z /∈ S) ≤ P (z /∈ S|∆ > eµ−δ) + P (∆ < eµ−δ)

≤ P (z /∈ B√
n(σ2+ε)

) + P (∆ < eµ−δ).
(16)

The second term in the right-hand side of (15) can be upper
bounded by∫

Rn

∫
Rn
Nz−S(HΛ)fz|S(z)fh(h)dhdz. (17)

Let L = LK,n,k,p be the ensemble of Generalized Construction
A lattices and consider the decomposition H = ∆EHUH, as
in Lemma 2. Let fh(h) be the pdf of the joint distribution
of (h1, . . . , hn). Taking the average over the ensemble (notice
that at this point, for finite p, the ensemble is finite and we
can commute integrals and sums):

EL

[∫
Rn

∫
Rn
Nz−S(HΛ)fz|S(z)fh(h)dhdz

]
=∫

Rn

∫
Rn
EL [Nz−S(HΛ)] fz|S(z)fh(h)dhdz

(a)
=∫

Rn

∫
Rn
EL [Nz−S(∆EHΛ)] fz|S(z)fh(h)dhdz =

EL

 ∑
x∈Λ\{0}

∫
Rn

∫
Rn

1∆−1E−1
H (z−S)(x)fz|S(z)fh(h)dhdz

 ,
where (a) is due to the fact that multiplication by unit is a
bijection of the ensemble. Now take

g(x) =

∫
Rn

∫
Rn

1∆−1E−1
H (z−S)(x)fz|S(z)fh(h)dhdz. (18)

We argue that g(x) has bounded support. In effect, if
x is such that ‖x‖ > 2(Cn/e

µ−δ)
√
n(σ2 + ε), then

‖∆EHx‖ > 2(∆/eµ−δ)
√
n(σ2 + ε), which implies that

1∆−1E−1
H (z−S)(x) = 0 and g(x) = 0. Therefore Theorem

1 applies. When p→∞, we get

lim
p→∞

EL

 ∑
x∈Λ\{0}

g(x)

 = e−n(µ−δ)β volB√
n(σ2+ε)

. (19)



Therefore, there exists a sequence of lattices in the random
ensemble such that Pe(Λ) decays to zero, as long as the VNR
is greater γ∗ (Equation (14)).

Under the additional assumption that the random process
converges exponentially to its mean, we obtain the following
direct corollary

Corollary 1. If for any sufficiently small ε > 0

lim
n→∞

− 1

n
logP

(∣∣∣∣∣ 1n
n∑
i=1

log |hi| − µ

∣∣∣∣∣ > ε

)
= A > 0, (20)

then the probability of error Pe(Λ) in Theorem 2 decays
exponentially to zero.

This is the case, for instance, of non-degenerate iid (fol-
lowing from the Cramer-Chernoff bound). For more general
processes satisfying this hypothesis see e.g. [14]. An explicit
calculation for the Rayleigh fading process can be found in
[8, Eq. (6)].

We close this section with a remark on the role of the ring
of integers in the proof of Theorem 2. The function g(x)
(Equation (18)) used in our version of the Minkowski-Hlawka
theorem is naturally bounded due to Lemma 2. Intuitively,
the ring of integers protects the channel from deep fadings.
For general lattices not constructed for number fields this
need not be true. A way to circumvent this problem [6] is
to assume regularity conditions on the fading process which
essentially guarantees a sufficient fast decay of the probability
of deep fadings. However, apart from questions of generality,
this assumption degrades the probability of error to O(1/n2).

V. POWER-CONSTRAINED MODEL

For the power-constrained model, we shape the constellation
using the discrete Gaussian distribution. Given a coding lattice
Λ, the transmitter choses a point x ∈ Λ according to the
distribution DΛ,σs . It was proven in [13, Sec. V] that, in the
receiver side, given H, the estimate x̂ that maximizes the a-
posteriori probability is

x̂ = arg min
x∈Λ
‖Fy −Rx‖ , (21)

where R and F are diagonal with

Rii =
√
ρh2

i + 1 and Fii =
ρhi√
ρh2

i + 1
, ρ ,

σ2
s

σ2
.

In other words, MAP decoding is equivalent to lattice decoding
with a scaling coefficient in each dimension. Note that this is
a generalization of the MMSE estimation for the Gaussian
channel, in which case Equation (21) reduces to [15, Eq. 11]
by taking hi = 1. Consider the channel equation after scaling
the received vector by F:

ȳ = Fy = Rx + z′, (22)

where z′ = (FH−R)x + Fz is the equivalent noise. It was
also proven in [13, Sec. V] that z′, given (h1, . . . , hn) is sub-
Gaussian with parameter σ. Furthermore, the probability of
error of lattice decoding for ȳ is

Pe(Λ) = EH [P (z′ /∈ VRΛ)] . (23)

Since MAP decoding performs at least as well as the decoder
in the proof of Theorem 2, the probability Pe(Λ)→ 0 if

γΛ(σ2) > e−Eh[log(|r|)]2πe,

where r = ρh2 + 1.
Moreover, if Λn is a sequence of lattices with vanishing

flatness factor (3) (the existence of such a sequence can be
guaranteed by the Minkowski-Hlawka theorem, as in [16,
Appendix III]) then the average power of the constellation
P → σ2

s and, from [16, Lemma 6], any rate

R =
1

2
log(2πeσ2

s)− 1

n
log(V (Λ))− ε

=
1

2
Eh[log |r|]− ε = C − ε

(24)

is achievable.
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