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Abstract—Far-field Wireless Power Transfer (WPT) has at- Interestingly, the overall RF-to-DC conversion efficierady
tracted significant attention in recent years. Despite the apid the rectenna is not only a function of its design but alsoof it
progress, the emphasis of the research community in the last j, \+ waveform. However, the waveform design has received
decade has remained largely concentrated on improving the . ) - . "
design of energy harvester (so-called rectenna) and has ftef !ess attention [5]-{7]. In [5]' [(_5]’ a mult|S|ne signal etation
aside the effect of transmitter design. In this paper, we stdy IS shown through analysis, simulations and measurements to
the design of transmit waveform so as to enhance the DC enhance the DC power and RF-to-DC conversion efficiency
power at the output of the rectenna. We derive a tractable over a single sinewave signal. In [7], various input wavefsr
model of the non-linearity of the rectenna and compare with (OFDM, white noise, chaotic) are considered and experiment
a linear model conventionally used in the literature. We tha ’ ’ . . .
use those models to design novel multisine waveforms that er show thgt waveforms with high pe?k to gyerage power ratio
adaptive to the channel state information (CSI). Interestgly, (PAPR) increase RF-to-DC conversion efficiency. Even tioug
while the linear model favours narrowband transmission wih those papers provide some useful insights into the impact
all the power allocated to a single frequency, the non-linea of waveform design onto WPT performance, there are many
model favours a power allocation over multiple frequencies |imitations in the WPT waveform design literature: 1) thbees

Through realistic simulations, waveforms designed basedrothe tb f | tool to desi d ootimi f
non-linear model are shown to provide significant gains (in not been any formal 100l 10 design and opumize waverorms

terms of harvested DC power) over those designed based onfor WPT so far, 2) multipath fading (well known in wireless
the linear model and over non-adaptive waveforms. We also communications) has been ignored despite its tremendous

compute analy_tically the theoretical scaling_ laws of the havested impact on the received waveform at the input of the rectenna,
energy for various waveforms as a function of the number of 3) the Channel State Information (CSI) is assumed unknown

sinewaves and transmit antennas. Those scaling laws higblit to the t itter. 4) the t itter i | ) d
the benefits of CSI knowledge at the transmitter in WPT and of a [0 the transmitter, 4) the transmitter is commonly equippe

WPT design based on a non-linear rectenna model over a linear With a single antenna and 5) a single rectenna is considered.
model. Results also motivate the study of a promising archécture In this paper we address the important problem of waveform

relying on large-scale multisine multi-antenna waveformsfor  design for WPT and tackle all the aforementioned limitaion
WPT. As a final note, results stress the importance of modelm v, focus on multisine waveforms due to their tractabilitg an
and accounting for the non-linearity of the rectenna in any gstem ful . irel icati i Th trib
design involving wireless power. U_SG ulness In wireless commur_uca lon systems. The cantri
tions of the paper are summarized as follows.
First, we introduce a simple and tractable analytical model
|. INTRODUCTION of the rectenna non-linearity through the second and higher

IRELESS Power Transfer (WPT) via radio-frequenc{/e" terms in the Taylor expansion of the diode charactesisti
radiation has a long history that is nowadays attracti mparison is made with a linear model, first introduced |n [8

more and more attention. RF radiation has indeed becofféd Nowadays popular in Simultaneous Wireless Information
a viable source for energy harvesting with clear applicatio2nd Power Transfer (SWIPT), e.g. [9] and subsequent works,

in Wireless Sensor Networks (WSN) and Internet of Thing§at only accounts for the second order term. -

(IoT) [2]. The major challenge facing far-field wireless pew Seco_nd, assumlng_perfect CSl at the Transmitter (CSIT) can
designers is to find ways to increase the DC power level at tAg attained and making use of the rectenna model, we design
output of the rectenna without increasing the transmit powdnulti-antenna multisine WPT waveform for transmissionrove
and for devices located tens to hundreds of meters away frénfiultipath channel. We formulate an optimization problem t
the transmitter. To that end, the vast majority of the tecaini 2d@ptively change the waveform weights as a function of the
efforts in the literature have been devoted to the design GP! SO @s to maximize the rectenna output DC current. The
efficient rectennas, a.0. [2]-[4]. A rectenna harvests antbi 9!0bal optimal phases of the multisine waveform weights are
electromagnetic energy, then rectifies and filters it (usangobtalned in closed form while the amplitudes (not guarahtee

diode and a low pass filter). The recovered DC power thdf P€ global optimal) result from a non-convex posynomial
either powers a low power device directly, or is stored in @aximization problem subject to a power constraint.

super capacitor for higher power low duty-cycle operation. Third, the use of a Iinear_or non-linear model of th_e recten_na
is shown to lead to very different WPT system design. While
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waveforms are analytically derived as a function of the nembs,,. The transmitter is subject to a transmit power constraint
of sinewavesN, the number of transmit antenndd and Zﬁf:lé’{ |:cm|2} = %HSH; < P. Stacking up all transmit
the progagation conditions. We show for instance that Bignals we can write the transmit signal vectorsgg) =
frequency-flat and frequency-selective channels and foeal fi % { Z 0 wneﬂ“nt} wherew,, = [ wp1 ... wnum }Tl.
transmit power constraint, the DC current at the output of The multi-antenna transmitted sinewaves propagate throug
the rectifier theoretically increases linearly withif the non- a multipath channel, characterized ypaths whose delay,
linear model is used for waveform design. Interestinglyil&sh amplitude, phase and direction of departure (chosen with
such a scaling law is achievable in frequency-flat channelsspect to the array axis) are respectively denoted,as, &
without CSIT, it is achievable in frequency-selective ahels and¢,, I = 1,..., L. We assume transmit antennas are closely
only in the presence of CSIT. On the other hand, with [acated so that;, a; and ¢ are the same for all transmit
design based on the linear model, the DC current increaggfennas (assumption of a narrowband balanced array) [10].
at most logarithmically withV. The results also motivate theDenoting ¢, ;1 = & + Anm, With A, .., the phase shift
usefulness of transmitting multisine waveforms and adagir between then!” transmit antenna and the first dnthe signal
CSIT in WPT, especially in frequency-selective channels. transmitted by antenna and received at the single-antenna
Sixth, the waveforms designed for WPT, adaptive to theceiver after multipath propagation can be written as
CSI and accounting for the rectifier non-linearity, are show

N—-1L-1
through realistic circuit evaluations to provide signifitgains ) -
over state-of-the-art waveforms and over those optlmlzeé/ nz;o ;S”’mal cos(@n(t =7) + Gumt + Snm)
based on the linear model of the rectifier. Moreover, while N—1
the non-linear model is validated by circuit simulatiorise t - Z Snm An.m cOS(Wnt + V) 2)
linear model is shown to be inaccurate and unable to predict =0 ’ ’

correctly the multisine waveform performance.
As a main takeaway observation, the results highlight the
importance of modeling and accounting for the non-linganit Ay e¥mm = Ammej(<bn,m+wn,m) =y (3)
the rectenna in any design and evaluations of system imglvi - _
wireless power. With gy = Ay ed¥rm = Zf;ol el (TwnTiHCnm) the
Organization: Section Il introduces the system model anffequency response of the channel of antennat w,. The
section 1l models the rectenna. Section IV tackles the wavéector channel is defined s, = [ hn1 ... haas |
form optimization for a single and multiple rectennas, with The total received signal comprises the sum of (2) over all
and without PAPR constraints. Section V analytically desiv transmit antennas, namely

where the amplitudet,, ,,, and the phase,, ,, are such that

the scaling laws of the harvested energy. Section VI evaetuat N-1
the performance and section VII concludes the work. y(t) = Z X, cos(wnt + 0, Z h,w,e’" "t} (4)
Notations: Bold lower and upper case letters stand for n—0 n—0

vectors and matrices respectively. A symbol not in bold font
represents a scalafl.|| and |.||, refer to the norm and
Frobenius norm of a vector and matrix, respectively,.}

is the expectation/averaging operatdr. .” and .7 refer to
the conjugate, transpose and conjugate transpose of axmatriWe derive a simple and tractable model of the rectenna
respectivelyl y and0y refer to theN x 1 vector with entries circuit and express the output DC current as a function of the
equal to1 and 0, respectively.\,... refers to the largest waveform parameters. The model relies on several assump-
eigenvalue of a matrixog is in basee. |S| is the cardinality tions made to make the model tractable and be able to optimize
the waveforms. Performance evaluations will be conduated i
Section VI using a more accurate circuit simulator.

where X,,e/0 = S M5 A, el =, w,

IIl. ANALYTICAL MODEL OF THERECTENNA

N .
of setS. 4 means approximately equal a& grows large.

II. WPT SYSTEM MODEL
Consider a transmitter with/ antennas andV sinewaves A- Antenna Equivalent Circuit

whose transmit signal at timeon antennan is given by Assume a rectenna whose input impedaRgeis connected
N_1 to a receiving antenna as in Fig 1. The sigpél) impinging
T (t) = R { 3 wnmejwnt} (1) on the antenna has an average pofgr = &{ ly(t)|* }. Fol-
70 lowing [11], the antenna is assumed lossless and modeled as

an equivalent voltage soureg(t) in series with an impedance
Ryne = 5092, as illustrated in Fig 1.

With perfect matching B, = Ran¢), the received
power P,, is completely transferred to the rectenna’s input
|mpedance such tha,, = £{ [vin(t)[* }/Rin Wherev;, (t)

With wy, 1y, = 8p,me?®m wheres,, ,,, and ¢, ., refer to the
amplitude and phase of thé” sinewave at frequency,, on
transmit antennan, respectively. We assume for simplicity
that the frequencies are evenly spaced,@wg.= wg + nA,,
with A,, = 27Ay the frequency spacing. The magnitudes
and phases of the sinewaves can be collected into matricefyote thatw,, andwy.., should not be confused with,,

S and ®. The (n,m) entry of S and ® write as s, 2For a Uniform Linear Array (ULA),A,, ., = 2m(m — 1)—COS(91)
and ¢, ., respectively. Then'® column of S is denoted as whered is the inter-element spacing,, the wavelength of tha”’ sinewave.



VRd | - (5) can simply be written as
id iout . > i > i/2 i
L2 ialt) = k() = S REL00, (6)
V‘"T m | i=0 i=0
= — which makes the dependency between the diode cuigént
s e, the received waveformy(t) and therefore the transmitted
waveforms{z,,(t)} much more explicit.
Fig. 1. Antenna equivalent circuit (left) and a single diagdetifier (right). The problem at hand will be the design{afm (t)} such that

the output DC current is maximized. Under the ideal rectifier
assumption, the current delivered to the load in a steaatg-st
?s the rectifier’s input voltage. Under perfect match.ing,,(t). response is constant and given by, = & {i4(t)}, i.e. the
is half of v,(¢) and both can be related to the received signglerage over time of the current flowing through the diode.
y(t) asvy(t) = 2y(t)v Rant aNdvin(t) = y(t)v/ Rant, SUCh |n order to make the optimization tractable, we truncate the
that Py = E{ |vin ()" }/Rin = E{|y()" }Rant/Rin = Taylor expansion to the" order. We consider two models:
E{|ly(t)]> }. We also assume that the antenna noise is t@onon-linear model that truncates the Taylor expansionéo th
small to be harvested so as no antenna noise term is adgé€dorder but retains the fundamental non-linear behaviour of
andv;, (t) is delivered as such to the rectifier. the diode and a linear model that truncates to the second orde
term and ignores the non-linearity.

B. Rectifier and Diode Non-Linearity C. A Non-Li Model
. on-Linear Mode

A rectifier is always made of a non-linear device (e.g. diode) . .
followed by a low pass filter (LPF) with load [3], [5], [6]. A After truncation, the output DC current approximates as

simplified rectifier circuit is illustrated in Fig 1. We assam
that its input impedance has been perfectly matched to the
antenna impedance. 4
The current(¢) flowing through an ideal diode (neglecting APPIying (4) to (7) involves the computation of(t)’,
its series resistance) relates to the voltage drop acrestiake illustrated in (8), (9) and (10) for = 2,37J‘r1- In Orfff to
valt) = vin(t) — vous(t) as ia(t) = ZS<6L;> B 1) Where simplify the notations, (8) makes use oft™ and ¢ te
i, 1S the reverse bias saturation current, is the thermal denotewy, + wn, anddn, +dn,, respectively. Hence the sign

voltage, n is the ideality factor (assumed equal t@5). In cS)f {.T"T’w";}_ aid {0ng: 0n, } 18 rejf?ﬂed_az a su;ersi:npt.
order to express the non-linearity of the diode, we take ymrarty, w = Wny = Wn,y N = Ono — Ony- 1M
e(§) and (10), we use the same convention, eugt+t+ =

Taylor expansion of the exponential function around a fix .
wng + wnl + U)n2 + wn;;a w - wng + wnl - U)n2 - wn;;a

operating voltage drop; = a such that the diode current can o A _ i i imati f the DC
be equivalently written as etc. Averaging over time, we get an approximation of the

component of the current at the output of the rectifier (ard th
_ oo S _ low-pass filter) with a multisine excitation over a multipat
ia(t) =Y ki(va(t)—a)' = > ki(vin(t)=vout (1) ~a)’, (5) channel as
1=0 1=0 No .
§ o Gout = ko + ki RAE Ly(t)! (11)
whereky = is(e™ — 1) andki:isﬁvj)“z‘:l,...,oo. ’ ie\;:iZQ 4 J
The Taylor series expansion model is a small signal mode X . .
/ " J th € {412}, € {y()"} and € {y(t)} detailed in (12),

that is valid only for the non-linear operation region of th(\-év' .
diode. If the input voltage amplitude becomes large, theleiio.14) and (16), respectively (at the top of next page). There

will be driven into the large signal operation region where t 'S N0 0dd (first, third, fifth, etc) order terms sine{y(t)' } =

diode behaviour is dominated by the diode series resistar‘?cey(t)l} = 0 for 4 odd. In (8) and (10), only te”T‘S with an
and the I-V relationship is linear [12]. equal number of- and— lead to a DC component in (12) and

As such, it is not easy to infer from (5) the exact deper§-14) following the assumption on evenly spaced frequencies

dencies of the diode current on the waveform parametere sir&\:N € or\]/f/): ?;Lthehséegrrf g;dtiretergnw(eer%;Jg::g \(I)Vr:theglceh
bothwv;,, (t) andwv,..(t) will depend and fluctuate over time as P 9 P

: - frequency. On the other hand, even terms witk» 4 such
a function of the waveform. Nevertheless, assuming a stea : . .
. - . (14) and (16) are responsible for the non-linear behaviou
state response, an ideal rectifier would deliver a constaetr (

time) output voltagey,,; whose level would depend on theof the diode since they are funenon of terms expressed as the
product of contributions from different frequencies.

peaks of the input voltage;,(t) [11]. As a consequence,
the output current delivered to the lodg,; would also be )
constant. In this ideal rectifier, sinee,; is a constant (we D- A Linear Model

drop the time dependency), a suitable choice of the operatin The linear model was first introduced a few decades ago
voltage drop: would bea = € {v;y, () — vout} = —vour SiNCe in [8] and recently became popular in the SWIPT literature
E{vin(t)} = VRantE {y(t)} = 0. Under such assumptions,[9]. It could be argued that if(¢) is very small (i.e. for a

o = E{ia)} = S KBZE Ly} (@)
1=0



1
y(t)? = 5 D> X Xny [cos(wtt+6F) + cos(wtt+617)], (8)

mno,n1

1
y(@)3 == Z XnoXny Xno [cos(wT Tt 4+ 6TT) 4 cos(wt Tt +6777) + cos(wm Tt + 677 F) + cos(w™ "t +6177)], 9)
4 no,n1,n2
1
y(t) = s D XngXny Xy Xng [cos(wt T+ 57F55) 4 cos(w™ 7t + 6717 7) 4 cos(w 7t 4+ 677 4 cos(wF e 4 57T
s
+eos(wT T4+ 677 ) fcos(wT 7Tt + 6T T) Feos(wtT T T4 8T ) +cos(wTT T e+ 6T )] (10)
1 [y 1 [y 1 [y
£ {y(t)2} = 5 Z XEL:| = 5 |:Z hnwn2:| = 5 Z Z Sn,mgSn,my An,mo An,my €08 (Yn,mg — Yn,my )| (12)
Ln=0 n=0 n=0 mg,mq
3 3
€ {y(t)4} -3 Z XingXny Xny Xng c08(0ng + 6ny — Ony — Ong ):| = g%{ Z hngWighn, Wiy (hay Wiy )™ (B Way )™
Lo g g N
(13)
3 [ 3
) Z Z |:H Snjymg A”wmy} c08(Yng,mo + ¥nymy — Yngme — Yng,ms) | - (14)
L g Lt oty mamy =970
5
E{y@)s}) = E?R{ > By Wig iy Wiy By Wiy (Dng Wig )™ (i, Wiy ) (hnswns)*} , (15)
N M T
5 5
= E Z Z |: H Snj,m; Anj,mj:| COS(¢nU,m0 + wnl,ml + 'Lpnz,mz - wng,mg - 'Lpn4,m4 - wn5,7n5)
n0+07‘;1~1pn22;”§+%;1+0n5 mgm{;miir. 3=0
(16)

very low input power), the high order-(2) terms would not a function of the output DC current. Making this dependence
contribute much toi,,;. Hence, the linear model truncatesxplicit, we can writei,,; from (11) as

the Taylor expansion to the second ordey = 2 such "o

thaF iout & ko + kQRantf {y(t)Q}. It thereforg complet_ely iout 2~ Ko (iout) + Z ki (iout) R;n?tg (). (@18)
omits the non-linearity behavior of the rectifier. The linea

model is motivated by its simplicity rather than its accyrac | o ) )

lts accuracy is actually questionable in the RF literatura®Ving Problem (17) withis,, given in (18) may seem
with experiments demonstrating that the non-linearity iis £alenging because of the occurenceigf; on both sides
essential property of the rectenna and that a second or@the equality in (18). Denotingj = e™» = e~ " and
truncation of the Taylor expansion does not accurately mode = is (k; — 1), we write (18) equivalently as

i eveni>2

the rectification behavior of the diode [13]. Nevertheldhs, no

loss incurred by using a linear vs a non-linear model in the, 5+ (fout +1is) = is + Z —R;/,ft {y(t)'}. (19)
WPT waveform and system design has never been addressed i evem>2

so far.

Interestingly, this leads to an expression where the r.h.s o

9) is independent ofi (and i,,:) since k;/k{ = z‘('rZTt)
with 7 even and: > 2. The l.h.s of (19) is on the other
hand a monotonic increasing function @f,;. Hence the
IV. WPT WAVEFORM OPTIMIZATION maximization ofi,,; is equivalent to maximizing the r.h.s of
(19), which is equivalent to maximizing the quantity

In the next section, we derive tools to design wavefor
under the assumption of a linear and non-linear model.

Assuming the CSI (in the form of frequency respohse,,)
is known to the transmitter, we aim at finding the optimal set i/2 i
of amplitudes and phas&s ® that maximizes,,, i.e. zpc(S, @) Z ki R € {y(t)'} (20)

i eveni>2

No

max lout(S, ®) subject to % ||S|\§7 <P. (17) sincei, is a constant. In (20), we defing =
' slight abuse of notation. Assumirig = 5uA, a élocfe ideality
From the previous section, we however note that the rectifi@ctor n = 1.05 and v, = 25.86mV, typical values of those
characteristicsi; are functions ofa. Since we choser = parameters for second and fourth order are givenkpy=
—vout = —Rpioue IN the Taylor expansionk; are therefore 0.0034 and k4 = 0.3829 (and will be used as such in any
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evaluation in the sequel). Henaeaxs & io.: IS €quivalent to
maxg & zpc and problem (17) can equivalently be written as

. 1
max zpc(S, @) subject to 5||S|\;gp. (21)

05 0.75 1 1.25 15 0 1 2
A Sg x107™*

A. Linear Model-based Design Y1 AL AL 0° ot AFLASLIS 10

25 25
With the linear model, problem (21) is equivalent to 2 15 2 3 ;
N1 ) N_1 o 15 10 o 15 )
2 2 1 1
max > hw,|* st 3 [Z [wnll?| <P (22) s .
" n=0 n=0 0 0

The solution simply consists in performing a matched beam- 55 xw0” s x0”
former on a single sinewave, namely the one corresponding to
the strongest channal = arg max; thH2 Hence, Fig. 2. zpc as a function of4; and contours o as a function ofs?
and s2. The straight line refers to the power constraint and thelecito the
. /o P h'rI;I/ th” . n=n, optimal power allocation strategy? = —40dBW .
W = ! (23)
0, n#n.

We denote solution (23) as the adaptive single sinewave YASS = 2 and M = 1, we note that equality ||S|7. = P is
strategy. With such a linear model, a single-sine wavefarm satisfied at optimality and we write the Lagrangian as
favoured over a multisine waveform. Such a strategy has also - -
appeared in the SWIPT literature with OFDM trar?gmission, L=k (s5A7 + s1AT) + ka (5045 + 5147 + 4sgsi AGAT)
e.g. [14], [15]. +A(s§+s7—2P). (26)
Remark 1:For the extreme case where the channel
perfectly flat magnitude-wise, i.gh, | = ||h|| Vn, ASS is not
the only solution to problem (22). Allocating power unifdgm
over any non-empty subsét of the N sinewaves, i.e.

Bifferentiating w.r.t.sg, s1, A and equating to 0, we find three
valid stationary pointgs2,s?) (such that0 < s2 < 2P and
0 < s? < 2P) given by (2P,0), (0,2P) and (s§?, s}?) where

w2 8PkyA2A} + A} — APkyA} — [ A2

2P nH sy = = = = , 27
- { Vst b/ Ik, n €S, (24) 0 Sk1A2AT — 2k A — 20, A @7)
0, n¢S5, 52 = 2P — 532, (28)

leads to the same objective value. If the channel is not piyfe

For given Ay, A;, the global optimum strategy is given b
flat, ASS would be the unique solution to problem (22). J S J P 9 15 d y

one of those three stationary points. The maximum achievabl

Zhe = max {ZDC(\/ 2P,0), zpc(0,V2P), zpc(s§, s{)}
B. Towards a Non-Linear Model-based Design The first two points correspond to the ASS strategy, allogati

o . . transmit power to sinewave 0 and 1, respectively. Fig 2
To get some insights into the necessity to account for trﬂﬁjstratesmc as a function ofd; for Ay — 1 with three

_li th ath H H 7
n(r)]rlhlm\?va:/tirr?; (de.gLi r,16| iand Ir:oictjh? 'TpaCtXOfmmlljIt'\,?li:‘htﬁtrategies: single-sinewave transmission (isg. = 0 and
on the waveto esign, let us consider a toy example s? = 0) and the optimal transmission leading . The

simplest multisine:N = 2, M = 1. We also assume, = 4. ., q0rc ofzpc as a function o3 ands? are also illustrated
For readibility, we drop the antenna index and assume rt?gll Ao — 1 and Ar — 0.75.1.1.15. We note that the ASS
0o = 1 = 0.75,1,1.15.

frequency domain channeél,. Since, = 0, let us choose strategy is optimal ifAq is sufficiently larger thanA; or

¢on =0 so thaty, =0 (and allcos(.) = 1) in (12) and (14) , 0rcely However, when the channel is frequency flat, i.e.
¥n,m. Since forN = 2, indicesno, n1, n, ns in (14) can - 1 ~ Ay, the optimal strategy would allocate power to the
take either value 0 or 1, we can easily identify cases for Wh"fwo sinewaves and the ASS strategy is suboptimal.
no +n1 =n2 +ng and then write from (20) The results, though based on a very simple scenario, high-
S 9.9 9.9 light that depending on the CSI, the transmission waveform
2pc(s0,81) = k2 (545 + 57A47) should be adapted if we aim at maximizing the output DC
+ ky [(s%A% +5242)% 4 2535%A3Aﬂ (25) power. Moreover, it also shows the benefits of allocatinggrow
B B over multiple sinewaves for some channel states, which is in
whereky = ko Runi/2 andky = 3kysR2,,/8. From (25), we sharp contrast with the ASS strategy (23) originating from
note thatzpc(so, s1) is a function of the term3 A2 + s2A4%, the linear model. More generally, looking at (14), the ASS
whose maximization subject to the sum power constrgjat  strategy would unlikely be a right strategy if we account
52 < 2P would lead to the ASS strategy (23), i.e. allocatéor the non-linearity of the diode, due to the presence of
all the power to sinewave 1 ifl; > Ay and to sinewave ]'[j=0 Sn;,m; An;,m, in the fourth order term.
0 otherwise. However the presence of the teXgjs? A3 A3 Remark 2:1t should be noted that RF experiments in [5]—
suggests that such a single-sinewave strategy is in gendral [7] have shown the benefits of allocating power uniformly
optimal for the maximization otpc. In problem (21) with across multiple sinewaves. The above discussion higlslight



theoretically the benefits of allocating power over muéiplzpc (S, ®*) = Zszlgk(S,i’*). The choice of the lower
sinewaves for some channel states and therefore backsbopnd relies on the fact that an arithmetic mean (AM)
the experimental results. On the other hand, the linear mode greater or equal to the geometric mean (GM). Hence,
motivates the use of a single sinewave (ASS) for all channgl (s, &*) > [, (M)W = Zpc(8S), wherey, > 0
states, and therefore contradicts the RF experiment sesult K . i

Deriving a formal algorithm that can generate optimizeﬂnd 2 k=17 = 1. Since

waveforms for any_multipath configuration an_d ahy, M, 1/zpc(S, ®*) < 1/zpe(S), (33)
n, SO as to maximize the DC output current is a non-trivial . . .
problem that is discussed in the next section. we can replace (in a conservative way) in-

equality to/zpc(S,®*) < 1 by to/zZpc(S) =
to[Te, (gr(S,®*)/) ™ < 1. For a given choice of

c. Non-.Lmear Mo.d.el-based Design ) {~}, problem (30)-(32) is now replaced by the standard GP
We aim at deriving a waveform design strategy that is

general enough to cope with any Taylor expansion ordér glltrol 1/t (34)
The optimal phase® can be obtained first in closed form and _ ' 1 )
the optimal amplitude$ can then be computed numerically. subject to 7 ISl < P, (35)

To maximizezpc (S, @), we should guaranteee albs(.) K R
to be equal to 1 in (12), (14) and (16). This can be satisfied by w]] (M) <1, (36)
choosingy, ,, = 0 Vn,m (and thereforey,, = 0 Vn), which paiet Vi
implies from (3) to choose the optimal sinewave phases 3hat can be solved using existing software, e.g. CVX [20].

bk o = —Vnm- (29) Note that the tightness of the upper bound (33) heav-

. . : . . . illy depends on the choice of~;}. Following [17], [19],
®* is obtained by collectingy;, ,, ¥n,m into matrix. With o, terative procedure can be used to tighten the bound,

such a phase choice, all sinewaves in (4) are in'ph%ﬁere at each iteration the standard GP (34)-(36) is solved

at A}he rectenna mp;:t. hMoreovetz;n,:n = 0 alnd X”, for an updated set ofv.}. Assuming a feasible set of
2 m—1 Sn.mAnm such thatzpc (S, €*) is simply obtained it des(—1) at iterationi — 1, compute at iteration

from (20) with all cos(.) replaced by _1 in (_12), (14) and (16_).% = gr(SU=D, &%) /2pc(S6—1, &*) Vk and solve problem
Recall from [17] that a monomial is defined as the functlo&4)_(36) to obtairS8(), Repeat the iterations till convergence.

. N . _ ay a2 an
9 R = R:yg(x) = cay'ay®.. 2y’ wheree > 0 and  ajgorithm 1 summarizes the procedure.

a; € R. A sum of K monomials is called a posynomial
and can be written ag(x) = Y i gr(x) with gp(x) = Algorithm 1 WPT Waveform
cpxittag® L i\ wherec, > 0. As we can see from (12), — : : o)
(14) and (16),zpc (S, ®*) is a posynomial, and so it is for 1 Initialize: i < 0, ®*in (29), S, zj,¢ = 0
any ordern, in the Taylor expansion. The higher the order,2: repeat .
the larger the number of terms in the posynomial. 3 i+i+1,8«8
The optimization problem becomesixs zpc(S, ®*) sub- 4 Wk < gk(S, ®*)/2pc (S, ®%), k=1,..., K
ject to 1[S||2. < P. It therefore consists in maximizing 5 S(l,)k arg min (34) — (36)
a posynomial subject to a power constraint (which itself is&:  zpc ¢ 2pc (S, ®¥)
written as a posynomial). This problem is not a standard: until ‘zg)c —zggl) < €0l i = imax
Geometric Program (GP) but it can be transformed to an
equivalent problem by introducing an auxiliary varialye

Note that the successive approximation method used in the

glg)l 1/t (30)  Algorithm 1 is also known as a sequential convex optimizatio
’ 1 ) or inner approximation method [21]. It cannot guarantee to
subject to 3 ISl < P, (31) converge to the global solution of the original problem, but
2po(S, ®%) /to > 1. (32) only to yield a point fulfilling the KKT conditions [21], [22]

However, it has been shown in [17] by simulation that such
This is known as a Reverse Geometric Program due 4@ iterative algorithm often converges to the global optimu
the minimization of a posynomial subject to upper and Remark 3:Non-linearity is obviously meaningful only for
lower bounds inequality constraints [17], [18]. Note thatv > 2. For N = 1, both linear and non-linear designs boil
zpc(S,®*)/ty > 1 is equivalent toto/zpc(S,®*) < down to the simple matched beamfornver= v/2Ph'! / ||h|.
1. However 1/zpc(S, ®*) is not a posynomial, therefore
preventing the use of standard GP tools. The idea is
lower boundzpe(S, @*) by a monomiazpc(S), i.e. upper i ) )
bound 1/zpc(S, ®*) by the monomiall/Zpc(S) (since When M > 1, previous sectllon dgrlyes a general method-
the inverse of a monomial is still a monomial) [18]. Lef!09y to design waveform weights jointly across space and

{9+(S,®*)} be the monomial terms in the posynomiafreq“ency- It is worth wondering whether we can decouple the
’ design of the spatial and frequency domain weights without

3We display terms fon, < 6 but the derived algorithm works for any,.  impacting performance. The optimal phases in (29) are those

b3 Decoupling Space and Frequency Domains



of a matched beamformer. Looking at (12), (13) and (15), the the sequel, we will assume the use of the ph&sen (29)
optimum weight vectosv,, that maximizes th@"¢, 4" and and optimize the amplituds.
6" order terms is actually a matched beamformer of the formBy oversampling the transmit signals &t = qNLOS for

— i — _ 27
wn:thrl;I/th” (37 q = 0,...2]\70571 with T = 1/Af = A and O, the
N1 oversampling factor, the PAPR constraint can be rewritien a
such that, from (4).y(t) = >, [ballsncos(wat) = |z,,(t,)]* < Lnlsn|? Vg =0,...,NO, — 1 for sufficiently

%{25;01 byl snejw"?. Hence, with (37), the multi- large O,. Assuming the phas@®* in (29), we can write
antenna multi-sine WPT weight optimization is convertetd in )

an effective single antenna multi-sine WPT optimizatiothwi  [#m(t)[* = D Snomsnim

the effective channel gain on frequeneygiven by |/h, | and 0,n1

the amplitude of then'” sinewave given bys,, (subject to cos (wnotq + Oy 1) €0S (wn,tq + &, ) - (45)
Z,f:fz_ol s2 = 2P). The optimum magnitude, in (37) can now . 2. .
be obtained by using the posynomial maximization metho-dr-he quantitylzr, (tq)|” is not a posynomial anymore as some

. . . 2. .
ology of Section IV-C. Namely, plugging (37) into (12), (13)Of the cogﬁllm_entfﬁ are negfatlve|.rm(_tq|)| '; now erfEft_e_n ats
and (15), we get (38):pc (s) = S kiRz/Qg {y(t)i} a signomial, i.e. the sum of monomials whose coefficiepts

i eveni>2 ant . . . . -
is now only a function of theN-dimensional vectos — C be_elthle(g positive or gegatl\gé(p_c) = fgfjj? a;/;i(x) Wf@ie
[ 805+ +-3SN-1 } Following the posynomial maximizationffl(x) = 2 k21 9ik(x%) and g (x) = ¢jra; " wy ---xgv

with ¢;;, > 0. Let us write the signomialz,,(t,)|” =
Tmg(S,®*) = fimq1(S, ®*) — fimg(S, ®*). We therefore
have the inequality;q1 (S, ®*) — finga(S, ®*) < 11 |lsm

min 1/t 39 i fmql(qu’*) ic i
- /to (39) or equwalently%nusmnzﬂmﬂ(sé*) < 1. This is a standard

methodology, we can writepc(s) = Yr_, gi(s), apply the
AM-GM inequality and write the standard GP problem

, 1. .9 sign inequality but the quotient of posynomials is not a
subject to 92 Isl” < P, (40) posynomial. Writing the denomina}?r as a sum of monomi-
Ko\ als, 10 [sm”* + fmnga(S,@%) = S0 gmgai(S, @*), we
to H <—> <1. (41) can perform a single condensation and replace the original
k=1 N TR inequality by the following inequality
Algorithm 2 summarizes the design methodology with spatial Koo N
. . ma m S (I)* —Ymgq
and frequency domain decoupling. Such an approach would Fng1 (S, @) H (%) <1 (46)
mq

k=1

Algorithm 2 WPT Waveform with Decoupling
; Komgz _ ; ;
L Initialize: i « 0, w,, in (37), s, 22, = 0 With Ypngor > 0 @nd 3 "™ ymgar, = 1. For a given choice
of {7k, Ymq2r} and assumingb*, the optimization problem

i rep(ia'i i1l 8cs (42)-(44) is now replaced by the standard GP

4 kagk(s)/ZDC(S)’ k:157K min 1/t0 (47)

5: s < argmin (39) — (41) S.to

6 zpp + 2pc(s) st ~|S|2 <P, (48)

7 until |28, — 2020 < € or i = imax 2 -

gk(s7 (I)*) Tk
to H (7) <1, (49)
lead to the same performance as the joint space-frequency k=1 Tk
design of Algorithm 1 but would significantly reduce the Kimqz Gmaan ) M
computational complexity since only A-dimensional vector fmar(S,®%) ] <—q) <1,¥m,q (50)
s is to be optimized numerically, compared to thée x M p=1 N\ Tmazk
matrix S of Algorithm 1. Problem (47)-(50) can now be solved at each iteration of an
iterative procedure whergy, vmq2r } are updated. The whole

E. PAPR Constraints optimization procedure is summarized in Algorithm 3.

In practice, it may be useful to constrain the PAPR of Note that forM > 1, decoupling the space and frequency
the transmitted waveform in order to increase the efficienépmains (similarly to Section 1V-D) would lead to a subop-
of the power amplifier. From (1), the PAPR on antenna timal design compared to the joint space-frequency design o

can be defined a® APR,, = 'gm“a)(‘tg‘; — maﬁfil';‘vnu(g)\z_ Algorithm 3 in the presence of PAPR constraints.

The PAPR constraint on antenna writes asPAﬁRm <.
Problem (17) is now subject to an extra constraint F. Multiple Rectennas
max iout(S, ®) (42) Consider now the extension td rectennas. Those rectennas
S,® could either belong to a single user (i.e. point-to-point
subject to % ||S|\§r <P, (43) WPT) or spread across multiple users (i.e. MU-MISO WPT).

In this multiple rectenna setup, the energy harvested byengi
PAPR,, <n,Ym. (44) rectennapc,q in general depends on the energy harvested by



N—-1 3 5
E{u?} =5 {Z ||hn|2si} OB EE [ > {H Sng ||hnj||}} E{y0°y =2 [ > {H ong IIhndIH
(38)
Algorlthm 3 WPT Waveform with PAPR Constraints where Vinaz,n is the dominant r|ght Singu|ar vector d?[n-
1: Initialize: i + 0, ®* in (29), S, z}?é -0 Solution (53) naturally boils down to (23) fdr = 1.
2: repeat 2) Non-Linear Model: Unfortunately, guaranteeing
3 i+—i+1,S«<S Ynmu = 0 Vn,m,u is not possible Y MU constraints and
4: Yk < ge(S, ®%)/2pc(S,®*), k=1,..., K NM variables only). Hence, for a given choice of phase
5 Ymg2k gquk(S, ‘I’*)/(%ﬁ H§m||2 + fqu(S, q;*)), matrix ® = ®’, some cosine functions in (12), (14) and (16)
m=1,....M,q=0,...,NOs— 1, k=1,..., Kpypo are positive while others are negativep- (S, ®’) is now a
6: S « argmin (47)— (50) signomial since some of the coefficienfs are negative.
7: Z([?C — zpc(S, ®*) Similarly to the single rectenna scenario, we can convert th

(4) (i—1

8 until |21}, —2\i7 )‘ < €Ori=ipay maximization problem into a minimization by introducingeth

auxiliary variablety. The problem writes as (30)-(32) with (32)
replaced byZpc(S, ®')/ty > 1. Condition Zpc(S, ®') =
f1(S,®’) — f2(S, ®') >ty can be replaced by

the other rectennaspc ,, p # ¢. Indeed, a given waveform «
may be suitable for a given rectenna but found inefficient for to + f2(S, ®') (to + fo(S, @) l—i g\ "
another rectenna. Hence, there exists a trade-off between t — f,(S, &) /27 Y1k

energy harvested by the different rectennas. The energyreg = (54)

Zpce formulates this trade-off by expressing the sgt of allhere~,;, > 0, Zszll’Ylk =1 and{gy;} are the monomial
rectenna harvested energync.i, .- .. zpc.v) that are simul- terms in the posynomiaf (S, ®') = S251, g,,(S, ®'). For a

taneously achievable. The boundary of the energy region cgifen choice of{~yy;}, we now get the standard GP
be derived by considering a weighted sum of DC component

<1

at each user where weightg, v = 1,...,U, account for the réain 1/to (55)
multi-rectenna fairneés o 1

The optimization problem now consists in finding the op- s.t. - [|S|% < P, (56)
timal set of amplitudes and phases (across frequenciet) tha 2 K, -

. . . . S, (I’I —T1k
maximizes the weighted sum of DC componenis: ,,, i.e. (to + f2(S, ®)) H (gw( )) <1. (57)
U . ety Y1k
— L 2
TE Zpc(S, @) = Z”“ZDC’”(S’ ?) st B ISl < P. Similarly to the single rectenna optimization, Problem ){55

u=1

(51) (57) can now be solved at each iteration of an iterative

From Section II, after adding the indexto any user specific Procedure wher¢~y;} are updated. Note that Problem (55)-
variable. we defineX, ., ¢ifn.u — ZZ\/I LS A ei¥n.mu  (57) boils down to Problem (34)-(36) if, = 0. The whole
, n,u m=1 Sn,mAn,m,u

and A, ,,  eitnmu = eibnmp, o with h,.n,. = OPtimization procedure is summarized in Algorithm 4.
An,myueﬂww the frequency response of the channel of
rectennau on transmit antenna: at w,,. Algorithm 4 WPT Waveform with Multiple Rectennas

1) Linear Model: The ASS strategy (23) is generalized as 1. |njtialize: i « 0, ®’, S, Zg)c -0
N-1 1[Nl 2: repeat )
max Y [Haw,|® st 3 lz lwa|?| <P (52) 3 i+i+1,S«S
- n=0 4 Yk < g1k(S, @)/ f1(S, @), k=1,..., K1
5: S + argmin (55) — (57)
6
7

I = ~ T ~

with H, = [ b, ... hl, |" andh,, = Vv, h, ..
The solution consists in transmitting on a single sinewave
arg max; Apmao (H H;) and along the dominant right singular

vector of H;. Hence,

L Zht 4+ Zpo(S, @)
until TZS)C — ZU D] <€ 0ri = iy

v | V2P viazm, n=n, (53) We note that the optimum phases for_ the §ing|_e rectenna
"7 0, n#a, scenario in (29) and the linear model optimization in (53 ar

those of a dominant eigenmode transmission (boiling down to
4In the MIMO WPT, fairess among rectennas is less of an issueaa a simple transmit matched filter for the single rectenna)case

sum of DC components would be more meaningful. Weights can imply [10]. Motivated by this observation, a good choice for the
be taken equal to 1. Another interesting architecture ferNHMO WPT (left

) : . .
for future studies) is such that the signals at differeneanas are combined phqse§ In Algquthm 4 (eve_n though there '_S no claim of
in the RF domain before being conveyed to a single rectifier. optimality) consists in choosing th@:, m) entries of ®’ as



o = Phas€vmaz.n,m) Where v,as 5.m is the m*" entry Finding a closed form solution of the optim& is chal-

n,m

of the dominant right singular vectet,,q¢ n, Vn, m. lenging. We can lower bound” as F > zf;} st o4
- | 23 rom Snosny = APZ 423 momy 7,55, Subject to

G. CSI Acquisition at the Transmitter the power constraint, the lower bound is maximized by

The proposed waveform design relies on CSI (in the forallocating power uniformly across sinewaves, i€, =
of frequency responsé,, ,) knowledge at the transmitter.v/2P/v/N such thatS = v2P/v/N1y. We will denote
Inspired by communication systems in a TDD mode, was UP this non-adaptive waveform strategy characterized by
could envision a WPT architecture equipped with a pild = v2P/v N1y and® = 0. UP is suboptimal forV > 2
transmission (on the uplink) phase and a channel estimagmd optimal forN = 2 (as already found in Section 2 when
at the power base station. Alternatively, approachesnglgh Ao = A;), for which the inequality is replaced by an equality.
CSI feedback, along the lines of e.g. [23], could be expibiteNevertheless forN > 2, UP almost reaches the optimum
Note that since the linear and nonlinear models give vepptained with Algorithm 1, as confirmed in Section VI.
different waveform strategies (the first one favouring @En  The value ofzpc with the UP strategy, simply denoted as
sinewave while the second one favouring multiple sinewgvespc 7 p, can be thought of as a lower bound opc (S*, ®*)
the CSI feedback/estimation mechanisms and requiremefwith optimal amplitude and phase strategy) in frequena-fl
depend on the adopted model. channels. Plugging,, = v2P/v/N Vn into (58), we get

We may be tempted to think that the design requires knowl-
edge of the rectifier characteristics since the paramétesse
function ofi; andv;. However, is just a mutiplicative factor
affecting all terms equally irpc and therefore has no impact ) .
of the design of the waveformy, appears in the denominatorSiNce that there ard’ (2N + 1) /3 terms in the sum of (59).
of k; through the termy. Howevery, is a constant irrespective N frequency-flat channelsd =~ 3, al_@m- Taking the
of the rectifier design. Hence the waveform design at tif&pectation overl, Zpcvp = € {zpo.up} is written as
transmitter does not require any feedback of informatiaruab

2N2 +1
zpc,up = kaA* R P+ ks A*R2 -

- L o p2
ant IN (60)

h ” . B 5 2N2+1 ,
e rectifier characteristics. Zpc,up = kaRant P + 2k4RantTP
V. SCALING LAWS OF WPT N boRun P+ 2ky R2. NP2 61)

In order to further motivate the usefulness of multisine
waveform optimization and in order to get some insight intsince £ {4?} = 3,8 = 1 and £{A'} = 23,67 +
the fundamental limits of WPT, we want to quantify hewe 23,3, 518y = 2 by making use of the moments of an
andZp¢ scale as a function a¥, M andU. For simplicity we ~ exponential distributionq {a} } = 257).
truncate the Taylor expansion to the fourth order and there-Equations (60) and (61) suggest thatc rp and Zpc p
fore consider the metriepc(S, ®) = k2Rant€ {y(t)?’} + (and thereforezpc(S*, ®*)) linearly increase withN in
ksR2,,E{y(t)*}. The scaling laws also draw insights intofrequency-flat channels. This is remarkable as it is ackieve
the usefulness of CSIT for WPT. We consider frequency-fl@iith a fixed waveform (non-adaptive to the CSI) and therefore
and frequency-selective channels. ' without CSI feedback. We also note that the linear increase
We assume that the complex channel gaips®' are mod- originates from the non-linearity of the rectifier as it only
eled as independent circularly symmetric complex Gaussiappears in the fourth order term. On the contrary, the trigism
random variablesw; are therefore independent Rayleigh dission with a single sinewaveN = 1) or with the ASS strat-
tributed such that? ~ EXPO(\;) with 1/X; = 8, = £ {a}}. egy would perform significantly worse Withpe ss/a55 =
The impulse responses have a constant average received powazg, , p + 34 A*R2,P? andZpc ss/ass = kaRant P+

ant

. L—1 U . .
normalized to 1 such that’, ;" f = 1. 3k4R2,,P2. The multisine waveform with uniform power
allocation would achieve a relative gain over a single\sae
A. Frequency-Flat Channels strategy on a frequency-flat channel that linearly increasth

We first assume a single transmit antenna (and drop the This gain highlights the potential of optimizing multisin
antenna index) and a single rectenba=£ 1) and consider a waveforms and modeling the non-linearity of the rectifier.
frequency flat channel with,, = ¢ and A,, = A Vn. Thisis  Let us now look at multiple transmit antennas/ (> 1).
met when the bandwidth of the multisine wavefofM—1)A;  Since the channel is frequency fldi,, = h, Vn. Let us
is much smaller than the channel coherence bandwidth. assume a simple strategy (denoted as UPMF) consisting in

Making use of (12), (14), (16) and (20), it is clear thaperforming uniform power (UP) allocation in the frequency
choosing®* = 0y is optimal for anyA and+. Recalling the domain and matched beamforming g{MF) in the spatial domain.

power constraind", s2 = 2P, we can then write We therefore writew,, = ‘/QP/NFTH’ Vn. Making use of
200 (5, 8*) = ky A Rt P+ 3—k4A4R§mF (58) similar steps as in (60), the harvested energy: writes as
8 N2 4 1
where zpoupmrF = kaRant P |0 + k4R2ntTP2 []|*.
F= Z SnoSny SnySns - (59) (62)
anmn2ns After averaging over the channel distribution and making us
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of the moments of a3,, random variable, we get can write N L E XA 2% o E{X2 E{X2} =
nosiny

n=0

IN2 4 1 2 [0 s0] 20, 52, ] = 8P2, therefore leading to
Zpc,upMF = koRant PM + k4RintP27+M (M+1) o
L 2N Zpc = E{zpc} = kaRami P + 3k R2,,P?.  (64)
‘%" kaRantPM + k4 R2,,P?NM?. (63)

This highlights that in the presence of frequency-selectiv

The UPMF strategy enables an increase gf: proportionally Rayleigh fading channels (with >> 1), zp¢ is independent

to N M2 and would rely on CSIT knowledge to perform spatia?f IV and the waveform design, i.e. any fixed multisine

matched beamforming. Whilé/ has an impact on both thewaveform would achieve the sang . In the absence of

second order and fourth order tery, only appears in the CSIT, transmitting over a single sinewaw¥ (= 1) is enough

fourth order term. Scaling law (63) highlights that any emse in frequency-selective channels. In the presence of neltip

of Zpc.upmr by a factor 2 requires either increasing théectennas, the sum energy writesasc = Uzpc.

number of sinewavesN) by a factor 2 for a fixed number Let us consider the same frequency-selective channel but

of transmit antennasl{) or increase the number of transmifnow assume an adaptive waveform, namely the ASS strategy

antennas by a factoy2 for a fixed number of sinewaves. (23) (still with M = 1), allocating all transmit power to
Let us now look at the presence of mu|t|p|e rectenm’ag( the sinewave Corresponding to the strongest channel gan. W

1) and focus onV > 1 and M = 1 for simplicity. Assuming Ccompute the expectation afc over {h,,} as

the channels to each rectenna are identically distributes, ko 3ky ) )

use of the UP strategy leads to an average harvested enémy.Ass = 7 Rant2PE{Emax} + —~ RopydP7E {Eras) -

at rectennas, Zpc,upu = Zpc,up, that scales as (61). Hence (65)

the sum energ¥pcup = 23:1 Zpcu = UZpc,up K Where Em‘.m — MaXn Ay, Since AéxN EXE),Q(l)_’lthe pdf

ko RansU P+2ky B2, ,UN P? linearly increases wittv and/.  Of Emaz SMPly is [, (x) = é\fe (1—e™®) . Using

In frequency-flat channels with rectennas, the energy regio 16 € {Emaa} = Hy and& {E7,,, } = 2Sx with

Zpc with UP strategy is a hypercube with each rectenna’s N-1

harvested energy scaling linearly with, i.e. the same quantity Hy =N [Z (1)k+N1< Nk* 1 )%1 ., (66)

of energy as if it was alone in the system. Therefore adding k=0 (N —k)

more rectennas comes for free and does not compromise each N-1 N1 1
rectenna’s performance. Sy =N lz (—1)FFN—L ( . ) 73] (67)
Remark 4:1t may appear from (61) and (63) that taking k=0 (N —Fk)

to infinity would imply the harvested energy reaches infinitynd we simply obtain

The assumption behind the scaling law derivation is that the

diode operates in the non-linear region, as discussed ifo8ec Zpc,ass = ko Rt PHN + 3k4R2,,P*Sy.  (68)
[1I-B. If N grows too large, the waveform peaks will ultimately,
have a very high amplitude and the diode will be force
into the linear region of operation, making the Taylor serie N

1 N
expansion model and the scaling laws no longer applicable. H~n = Z r logN +v+env = logN+~v  (69)
k=1

fter some calculations, it can be shown that

with v the Euler-Mascheroni constant aag scales a%v.

B. Frequency-Selective Channels - .
Similarly, after some calculations, we can show that

We assume a frequency selective channel with>> 1 N N
and frequenciesv,, far apart from each other such that the 1 log k €L
-3 RLEDY

frequency domain circularly symmetric complex Gaussian °V — EHk - k Z’
random channel gaina,, ,, fade independently (phase and =1 , k=1 k=1

i Wi i N log® N €
amplitude-wise) across frequencies and antennas. v, 108 v 4 ylog N 442 + Z f’ (70)

Let us first consider/ = 1 and a waveform not adaptive to 2
the CSI whose set of amplitude and phase is giversand

®. We write zpc (S, @) = 2 R, [ZNﬂ Xvﬂ n %RQ

k=1
where v, is the Stieltjes constant. This shows thdly ~

n=0 it log N and Sy ~ @. We can now write
LZQ’_OI X3 +2% som X2 X2+ R} whereR contains all N .
the remaining terms in the sum expansion (13). Those termszpc.ass < koRaniPlog N + §k4R2mP2 log? N. (71)

are such that,,, + d,, — 6,, — dn, # 0. We can compute the o

expectation ofp¢ (S, ®) over{h, }. We note that {R} = 0 Thgnks to the frequency selectivity, the ASS strategy essabl
because for any fixed phase of the waveform, quantiti@§ increase of the secong order and _fourth order terms pro-
Sy + Ony — Ony — 0y in R would be uniformly distributed Portionally tolog N andlog™ N, respectively.

over 27 (since the phase of,, is uniformly distributed over ~ LOoking ~now at the UPMF strategyw, =

21r) such that€ {cos(d,, + 0, — Ony — 0y )} = 0. Moreover, V2P/Nhjf/||hy || (for N, M > 1), we can write

E{X2} = s26{A2} = s2 andE{X}} = ste{Al} = p2

_ 3
2s4. Recalling the power constraift"_ ' s2 = 2P, we Zpoupmr = kaRant PM + ShaRoymz W (72)
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where W = 5wz € {[[bng | [y | s | s 13-

We can now lower and upper bound (72). A lower
bound is obtained by noting thaf{[[;_, [h.,|} >
[T &{|hn, |}, ¥no,ni.ns,ns. Equality holds when
ng # m1 # mng F# mn3g due to the indepen-
dence between channel gains in the frequency domain.
Since ||h,|* ~ x2,. we can compute€ {|h,|} =
I'(M+3)/T(M). The lower bound is simply obtained
from W > (I'(M+ L) /T (M))* N (2N2 +1) /3. Not-
g & {1 | 1B, || 1B || 1B [} < E{ [noll*} =
M (M +1), we also obtain the upper bound by writ-
ing W < M(M+1)N(2N?+1)/3. Noting that
limps—eo % =1 (a € R), both lower and upper bounds
have the same scaling law fé¥, M growing large such that

‘Waveform amplitudes

5,

T T T T :
—e—n=4d8
107 : —O—n=6dB g
H —e—n=8d8
. —e—n=10d8
107 H —e—n=12dB
S I Il Il I Il

3 6 7 8

-
N

4 5
index of sinewave

N.M Fig. 3. zpc as a function ofN (top) and PAPR constraing for N = 8
Zpoupmr ~ koRentPM + ksR2 ,P2NM?.  (73) (middle). WPT waveform amplitude as a functionmfor N = 8 (bottom).

ant No wireless channel is assumed, i®= 1 and+ = 0, and M = 1.
This is the same scaling law as (63) in frequency flat channels
For M = 1, if the fourth order term is dominant or iV is Vi

large enough, the UPMF strategslearly outperforms the ASS Wi ider two t f verf luati the first
strategy (i.e. linear versus log squared increas& )nOn the € consider two types of performance evauations, the firs

other hand. if the second order term is dominant. the A<Ee is based on the simplified non-linear model introduced
strategy ou:[performs the UPMF strategy ' in Section I, while the second one relies on an actual and

Table | summarizes the scaling laws for adaptive (based %%curate modelling of the rectenna in PSpice.

CSIT) and non-adaptive (no CSIT) waveforms in frequency- ) .
flat and frequency-selective channels. We note again that fo 'Non-Linear Model-Based Performance Evaluations
M =1 a linear increase withV is achievable without CSIT ~ The first type of evaluations consists in displayingc
in frequency-flat channels, while the same increase wouderaged over many channel realizations for various wave-
require CSIT knowledge in frequency-selective channels. \iorms. To that end, we assume a fourth order Taylor expansion
also note that a linear model-based design leads to sigmifjca and therefore consider the following metrig)c (S, ®) =
lower scaling laws than the non-linear model-based design f2Ran:€ {y(t)*} + kaR2,,E {y(t)*} with k; = 0.0034,
frequency-flat and frequency-selective channels. Thidlyreaks = 0.3829 and R,,; = 50€2.
highlights the importance of modeling higher order terms in We first consider a single rectenna scenario where the wire-
the Taylor expansion. less channel is omitted, i.ed = 1 and« = 0 (representing
a frequency flat channel) and a single transmit antenna. The
received power, i.e. input power to the rectenna, is fixed to
C. Large-Scale Multi-Sine Multi-Antenna WPT -20dBm. Fig 3 (top) confirms that in a frequency flat channel,
zpc With UP is close to that achieved by OPT, obtained from
The previous scaling laws highlight the benefits of a larggigorithm 1. Fig 3 (middle) investigates the impact of PAPR
scale multisine multi-antenna architecture. This is resain constraint onzpc with the optimized waveform foV = 8
cent of Massive MIMO in communication. The large dimengsing Algorithm 3. Fig 3 (bottom) illustrates the corresgiomy
sion enables to significantly simplify the waveform desigrshape of the waveform amplitudes across frequencies for
The spatial matched beamformer (3%,, = s,h///|h,|| various PAPR constraints As 7 decreases, the allocation of

. PERFORMANCEEVALUATIONS

(with S0 s2 2P), would induce channel harden-power decreases on the side frequencies and concentrates mo
ing on sinewaven such that by the law of large numberon the center frequencies. For langehe optimized waveform
limys—o0 ||| /V/M =1 and never exactly reaches the UP waveform. Center frequenetes g
2 5 slightly larger magnitudes, which explains a slight inee@n
2pe A koRani PM + §k4RZmM2F (74) zpc of OPT over UP in Fig 3 (top).

We now evaluate the performance of WPT waveforms in a

where F is defined in (59)zpc can now be maximized by single rectenna scenario representative of a WiFi-likérenv
using the optimal power allocation for frequency-flat chelsn Ment at a center frequency of 5.18GHz with a 36dBm transmit
The suboptimal UP would be a good alternative. This leadsRWer, isotropic transmit antennas (i.e. EIRP of 36dBm for

a very low complexity waveform design for large-scale WP/ = 1), 2dBi receive antenna gain and 58dB path loss
in a large open space environment with a NLOS channel

5 . ) _power delay profile with 18 taps obtained from model B
For M = 1, UPMF should not be confused with UP. UPMF is an adaptiv

waveform that relies on CSIT knowledge to match the chanhasgs on each 24]. Taps are mOde'ed as i.i.d. C'rcm_arly symmetric coempl
sinewave while UP is a non-adaptive waveform with null psase Gaussian random variables, each with an average pgwer
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TABLE |
SUMMARY OF SCALING LAWS.

[ Waveform | N, M [| Frequency-Flat (FF) | Frequency-Selective (FS)
No CSIT
ZpC.ss N=1,M=1 ko Rant P + 3kaR2,, P>
ZDC,UP N >> 1,M =1 koRantP + 2k4RZntNP2 koRant P + 3k4R3ntP2
Zpc.up N>1,M=1,U2>1 Uzpc,up (vu =1, Yu) Uzpc.up (vu =1, Yu)
CSIT
ZDC,ASS N>>1,M=1 kaRantP + 3kyRZ , P? koRantPlog N + 3ksR2  P?log? N
Zpoupmr | N>>1,M=1 koRant P + 2kaR2,,P2N > koRantP+7n2/16kaR2, ,P?°N, <

koRant P + 2kaR2,,P2N
Zpcupmr | N>>1,M >>1 koRant PM + kaR2, ,P?NM? | koRantPM + kaR2,,P>?NM?
10 R — Gn,m = 0 and s, ., = v2P/VNM ¥n,m. Motivated by

the observations made in Fig 4, the first adaptive baseline
waveform is chosen as a matched filter (MF) allocating power
to all sinewaves but proportionally to the channel strength

Frequency response

o0 : z
B R T e e Fig 5 and 6 displayzpc averaged over many channel
Freaueney (el realizations as a function of N, M) for two bandwidths
- | el and . B = 1MHz and B = 10M Hz, respectively. We make
Fig. 4. Frequency response of the wireless channel and WREfaran ; ; ; ;
magnitudes ¥ — 16) for 1 MHz and 10 MHz bandwidths, the following observatlons_. First, for small bandwidtB &
1MHz), the UP non-adaptive waveform performs pretty well

in the presence of a single transmit antendd (= 1),

The multipath response is normalized such Wl B =1. confirming that for channels with little frequency seleityiy
With one transmit antenna, this leads to an average receifed! feedback is not needed. On the other hand, for larger
power of -20dBm {(0uW). Equivalently, this system modelPandwidth @ = 10MHz), the non-adaptive waveform is
can be viewed as a transmission over the aforementiorfdg@rly outperformed by the adaptive waveforms, therefore

normalized multipath channel with an average transmit pow@9hlighting the usefulness of CSI feedback in WPT even
fixed to -20dBm. The frequency gap is fixed As, = 27A with a single transmit antenna. Second, for small bandwidth
with A; = B/N and B = 1,10MHz. The N sinewaves are the ASS waveform is significantly outperformed by the UP
centered around 5.186Hz.7 waveform for M = 1, despite the fact it requires CSI

In Fig 4, we illustrate the effect of frequency selectivit)}(”OWIGdge at the Transmitter. For larger bandwidth, the ASS

on the shape of the transmit waveform obtained using Awaveform benefits from the channel frequency_selectivity to
gorithm 1. Fig 4 (top) illustrates the frequency response @ft close performance to OPT for small. As NV increases,

one realization of the multipath channel over 1IMHz and 1€ ASS waveform is however clearly outperformed by the
MHz bandwidth. Fig 4 (bottom) displays the magnitude of th@daptive MF and OPT waveforms. This highlights the in-
waveform optimized forN = 16 (Algorithm 1) over such a accuracy of the linear model in characterizing the rectifier

channel realization. Interestingly, the optimized waveftas and the inefficiency of the linear model-based design. The
a tendency to allocate more power to frequencies exhibitififTIciency is particularly severe @€ increases irrespectively
larger channel gains. This is reminiscent of the watenfjli of the bandwidth. These observations confirm the predistion

power allocation strategy in communication. This observ12de fromthe scaling laws in Table I. Third, OPT outperforms
tion also suggests a suboptimal low complexity waveforf Wwaveforms in all configurations. Fourth, MF is a good
design that would allocate power proportionally to the afen altemanve to OPT at_least with small bandywdth, and da#s n
strength. For comparison, recall that the ASS waveforfauire any optlmllzanon. For Iarger bandwidth, OPT shows a
motivated by the linear model, would allocate all power tgon-negligible gain over MF a§/ increases.

the frequency corresponding to the strongest channel gain. Fig 7 further analyzes the sensitivity of,c to the band-

We now evaluate the performance gain of the adaptive optidth for a fixed number of sinewave¥ = 16 and various
mized (OPT) waveform (Algorithm 1) versus three baselimeswaveforms. Waveforms relying on uniform power allocation
non-adaptive waveform not relying on CSIT and two adaptivich as non-adaptive UP and adaptive UPMF experience some
waveforms relying on CSIT but not requiring the optimizatioloss as the bandwidth increases and the channel becomes
of Section IV. From the scaling law analysis, a suitable choi more frequency selective. On the other hand, adaptive OPT
of non-adaptive waveform for single antenna WPT is URnd adaptive SS benefit from the frequency selectivity by
We therefore choose the non-adaptive baseline waveformfagouring the strongest sinewave(s). In [7], experimehtsis

W5 . s i.8. onm = —Unm and s, , = cA, ,, with ¢ a constant to
. Freueney e guarantee the power constraint. Hence the difference leetwe
< 10 T T T T T T . . . .
2 0 9 o , ‘ the optimized waveform and the one based on MF lies in a
£ 3 . . . . .
e oM 00 o Geles] different choice of amplitudes. The second adaptive baseli
St ° waveform is the ASS, designed according to the linear model.
2
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Fig. 5. Averagezpc as a function of N, M) with B = 1MHz. Fig. 7. Effect of BandwidthB on zp for N = 16 and M = 1.
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Fig. 6. Averagezpc as a function of(V, M) with B = 10MHz. Fig. 8. 2pc versus transmit PAPR faN = 16 and M = 1.

that waveforms with high peak to average power ratio (PAP)e OPT waveform with 16 sinewaves uniformly spread over
increase RF-to-DC conversion efficiency. The conclusios wa different bandwidthszpc is plotted against the PAPR of
drawn for various waveforms (OFDM, white noise, chaotighe transmit waveform for each realization of the multipath
that were not designed or optimized for WPT. Following thishannel, along with some linear regression fit. It is notexd th
observation, we investigate whether designing waveforms there is some positive correlation betwees- and PAPR,
as to maximize the PAPR at the input of the rectenna, aftegpecially for small bandwidths. As the bandwidth increase
the wireless channel, is a suitable approach. The adaptimd the wireless channel becomes more frequency selective,
waveform MAX PAPR in Fig 7 is designed following this phi-the optimized waveform has a tendency to allocate less power
losophy. It uses the same phases as OPT but inverts the ¢hammehe weakest channels, therefore leading to lower PAPR.
such that at the input to the rectifier, the waveform appesirsehis explains why as the bandwidth increases, the coroelati
an in-phase multisine with uniform power allocation (whish between DC current and PAPR reduces.
known to have the maximum PAPR o log,, (2N') dB). This Fig 9 reveals the performance of a large-scale multisine
is mathematically formulated by choosing = C'/AZ where WPT using 4 suboptimal (though low complexity) waveforms
C is a constant to satisfy the transmit power constraint. ResyUP, ASS, UPMF and M for M/ = 1 and 5 MHz bandwidth.
show that this is a rather inefficient waveform design sgate The linear model-based ASS is significantly outperformed by
This originates from the relatively low magnitude of thehe non-linear model-based design As grows large. The
waveform peaks due to the excessive amount of power wastegling laws for ASS and UPMF over frequency-selective (FS)
in inverting the wireless power to guarantee the maximughannels in Table | are also displayed for comparison.
PAPR at the input of the rectenna. Note also that non-adaptiv
UP would lead to the highest transmit PAPR (i.e. PAPR Accurate and Realistic Performance Evaluations
the transmit waveform, before the wireless channel) due thé
uniform allocation across 16 in-phase sinewaves. OPT on theThe second type of evaluations is based on an accurate
other hand has a transmit PAPR always lower than UP desgftedeling of the rectenna in PSpice in order to validate the
providing higherzpc.

Fig 8 further investigates the impact of PAPR on the pe;

Ot o ) exity of the optimization for largeN. This calls for future research on
formance of the optimized multisine waveforms. It consideslternative optimization methods for large-scale wavefar

6The OPT waveform is not computed given the high computationan-
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Fig. 10. Rectenna with a single diode and a L-matching nétvused for
PSpice evaluations witli3 = 10MHz.
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Fig. 9. Effect of N onzpc for M =1 and 5 MHz bandwidth.

PocMW

waveform optimization and the rectenna non-linearity nhode
To that end, the waveforms after the wireless channel have

15r

been used as inputs to the realistic rectenna of Fig 10 degign e ]
for an input power of -20dBm. The circuit contains an L- -a-cwimpp
matching network [3] to guarantee a good matching between 05} - s s . L éwa
the rectifier and the antenna and to minimize the impedance o)

mismat.Ch due.to variations in frequency and ir_]pUt powerl Ievlgg. 11. Ppc as a function ofV for B = 10MHz. No wireless channel is
of the input signal. The values of the capacitor C1 and th€sumed, i.eA = 1 and¢) = 0, and M = 1.
inductor L1 are optimized to match the antenna impedance
to the average input impedance of the rectifier resultingnfro
an input signal composed of 4 sinewaves and spread acréss- 10MHz andN = 4, C,,; = 10pF was found appropriate.
B = 10MHz. Using ADS Harmonic Balance simulation, theNevertheless, agV increases, for a fixed3, A, decreases,
rectifier impedance is measured at the 4 sinewave frequenaidich affects the rate of charge and discharge of the output
during a few iterations, and conjugate matching is perfarmeapacitor. This shows thaf,,; (but also the load and the
to match the antenna to the average rectifier impedancensdtching network) should ideally be adjusted as a function
each iteration until the impedance mismatch error is minf N. We indeed notice that for larg#, a larger capacitor
imised. Vs = v4(t) = 2y(t)v/Rant IS set as the voltage of 100pF is better than 10pF. It is worth noting even if the
source. Taking the optimized waveform as an example, frgctenna design changes as a functiodVofbeyond a certain
a given channel realization, Algorithm 1 is used to derive thV, the peak of the voltage at the input of the diode would be
optimal waveform weights, which are then used to generdtggher than the diode breakdown voltage (2V for SMS7630),
in Matlab the waveformy(t) as in (4) (after the wireless which would cause a sharp decrease in efficiency.
channel). Several periods of the signal are generated bath t In Fig 12, considering the channel impulse response of Fig
t =0,...,cA, with ¢ a positive integer chosen sufficiently4, we illustrate the time-domain evolution of the input and
large to make sure that the rectifier is in the steady-stasatput voltages (in the form af;(¢) andv,.(t)) for the OPT
response mode anfl; = 1/A; the period of the waveform. and UP waveforms (withV' = 16 and B = 10MHz). We
Quantity y(t) is stored and then fed into the PSpice circuilso illustrate the effect of the output capacitaitg; on the
simulator to generate the voltage source Vs in Fig 10. Tierformance. Large peaks in the input voltage occur with a
antenna and load impedances are set as=RR,,;, = 502 periodicity A, = 1/Ay = N/B = 1.6us. Output voltage is
and R2= R; = 160012, respectively. The output capacitomot flat contrary to what is expected with an ideal rectifier (a
is chosen as C2= (,,+ = 100pF for B = 1MHz and used in the non-linear model of Section Ill). This is due te th
C2 = C,u = 10pF for B = 10MHz so that the output finite R;C,,; chosen in the simulated (and optimized) rectifier
DC power is maximized and the rate of charge and dischargeFig 10. We note that a large?,,; leads to a smoother
of C,,: is maintained in proportion to the period of theoutput voltage and a better discharging behaviour but aeslow
waveform, i.e. for evaluations witB = 1MHz, C2 is replaced charging time and lower output peak voltages. A good value
by a 100pF capacitor in Fig 10. for C,,+ results from a compromise between those conflicting
Fig 11 illustrates the increase of the harvested DC power @&chanisms that explains why a finitg,,; is needed in
a function of N for a single transmit antenna and assumingractice. We also note that the OPT waveform leads to a higher
no wireless channel, i.ed = 1 and+ = 0 (representing output voltage than that obtained with the UP waveform. The
a frequency flat channel). The harvested DC power is nioarvested DC output power witt,,; = 100pF is given by
a monotonically increasing function contrary to what wa®.3281uW and6.4157uW, for UP and OPT, respectively. With
observed in Fig 3 withzpc. This is explained by the fact C,,; = 10pF, the harvested DC output power is slightly higher
that the rectenna has been optimized for 4 sinewaves. faod given by2.9435,W and6.9387uW, respectively.
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Fig. 12. wvs(t) and vout(s) over the wireless channel of Fig 4 with OPT

and UP waveforms folV = 16, B = 10 MHz and Cou: = 10pF,100pF. Fig. 13. Average DC power as a function @¥, M) with B = IMHz.

~

Fig 13 and 14 display the average harvested DC output . || o acape UP
power for B = 1MHz and B = 10MHz (using the same 2 /| e opT .

channel realizations as those used in Fig 5 and 6), respctiv
We make important observations. First, the results contiren t
observations made in Fig 5 and 6 and validate the rectenna
non-linearity model and the waveform optimization. There :

is indeed a good match between the behavior predicted from

the analytical nonlinear model and the one observed from the I

PSpice simulations. Second, they highlight the signifi¢ant -

increasing asV, M grow) gains achieved by the nonlinear IWI Im | ‘
model-based design over the linear model-based desigrd, Thi @y @y @n 6y asy @2 12 @3 62 62

they highlight that the linear model does not characterize

correctly the rectenna behavior, which leads to an inefficierig. 14. Average DC power as a function @¥, M) with B = 10MHz.
multisine waveform design. Indeed, if the linear model had

accurately characterized the rectifier behavior, the AS@&wa

form would have provided the highest average DC power over VII. CONCLUSIONS AND FUTURE WORKS

all other waveforms. It is clearly not the case. The behaviou . o .
observed from Fig 13 and 14 cannot be explained based on th(::l—he paper looks "_"t a WPT Imk_optlmlzfat_lon and derives a
linear model. In Fig 13, with\/ — 1, ASS (requiring CSIT) is methodology to design and optimize multisine waveforms for

even outperformed by non-adaptive UP (not requiring CSI'IWPT' Assuming the CSl is available to the transmitter, _the
waveforms result from a non-convex posynomial maximiza-

Results in Fig 13 and 14 can also be viewed in termgn problem and are shown through realistic simulations to
of RF-to-DC conversion efficiency by dividing the harvestegsyide significantly higher harvested DC power over vasiou
DC power by the average input powei0f:W). For 10MHz  haseline waveforms under a fixed transmit power constraint.

and M = 1, the RF-to-DC conversion efficiency of therpe results show the importance of accounting for the non-
OPT waveform is 9%, 15%, 22%, 28%, 37% and 46% fQfearity of the rectifier in any design involving wirelessvper.
N =1,2,4,8,16 and 32, respectively. Due to the space limitation, there are many important and
It is worth noting in Fig 13 and 14 the effect of bandwidtlexciting research avenues unaddressed in this paper and lef
on average DC power. The average DC power with a 10 MHar future work. Some of them are highlighted below.
bandwidth is larger than that with a 1 MHz bandwidth. This The waveform design problem addressed in this paper
comes from the increased channel frequency selectivitytaad assumesN sinewaves with a uniform frequency spacing
diode being turned on more often as increases. WheW = A, = B/N for a given spectrum bandwidfB. A fundamental
1, all waveforms obviously achieve the same performance.question arising from this work is, given a spectrum banduvid
Remark 5:n, = 4 was used throughout the waveformB, what is the best way to transmit power so as to maximize
design and:p¢ evaluations. More investigations are needed #§€ output DC power? This would help understanding how
assess the usefulness of even higher order tenps(6). In 10 make the best use of the RF spectrum for WPT. This
[6], it was claimed that,, = 4 is the minimum order required Problem has been investigated for several decades in wérele
to characterize the nonlinear mechanisms of the diode. ~ communication but is an uncharted area in WPT.
The work highlights the usefulness of adaptive waveforms
and CSIT. The fundamentals of CSI acquisition/feedback in
"This does not mean that the modghc is accurate enough to predict the WPT remain largely unknown. Some interesting ideas along
rectifier output DC power using®z, (ko + zpc)?. this line have appeared in [23]. However, the work relied on

o
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the linear model. It is unclear yet whether a similar apphoa¢i3] S. Ladan and K. Wu, “Nonlinear Modeling and Harmonic fReing

can be used over the non_llnear ereless power Channel of Millimeter-Wave Rectifier CirCUit," IEEE Trans. MTT, V053, no. 3,
March 2015.

The sca_llng laws _and evaluat_'ons highlight the pOter_]t'_aﬂfﬂ] K. Huang and E, G. Larsson, “Simultaneous informatiord aower
of a promising architecture relying on large-scale muigsi transfer for broadband wireless systems,” IEEE Trans. Bigc., vol.

multi-antenna waveforms dedicated to WPT. This architectu _ 61, no. 23, pp. 5972-5986, Dec. 2013.

Id be t irel hat ive MIMO is t r‘415] Z.B. Zawawi, J. Park and B. Clerckx, “Simultaneous Wies Informa-
wou € [0 wireless power what massive IS 10 COM= "5y and Power Transfer in a Two-User OFDM Interference Q@lgh

munication. More results along this line can be found in [25] IEEE ISWCS 2015, August 2015, Brussels.
The work also highlights the importance of understandirgf] !-S. Gradshteyn, .M. Ryzhik, “Table of Integrals, &, and Products,”

d deli th irel h | d f lati seventh edition, Academic Press, 2007.
and modeling the wireless power channel and formulaliffy) v chiang, “Geometric Programming for Communicatioys@ms,”

a complete link optimization (transmitter to rectenna) in 0  Foundations and Trends in Communications and Info. Thezflg5.
der to design an efficient WPT architecture. Since WPT 48] R.J. Duffin and E.L. Peterson, “Geometric Programmirig\8ignomi-

o . . als,” J. of Optimization Theory and Applications, Vol. 11pNlL, 1973.
the fundamental building block of various types of wirelesgg; "c's 'geightler and D.T. Philips, "Applied Geometricogramming,”

powered systems (e.g. WPT, SWIPT, WPCN, backscatter wiley, 1976. o
communication), this motivates a bottom-up approach whep8l M. Grant, S. Boyd, and Y. Ye, "CVX: MATLAB software for dtiplined

irel d is b d d . convex programming [Online],” Available: http://cvxriedevx/, 2015.
any wireless powered system Is based on a soun SCIEI’[QQ— B.R. Marks and G.P. Wright, “A general inner approximatalgorithm

driven design of the underlying WPT. The waveform design for nonconvex mathematical programs,” Operations Rebeaot. 26, no.
and the rectifier non-linearity tackled in this paper theref __ 4. pp. 681-683, 1978.

. . 221 M. Chiang, C.W. Tan, D.P. Palomar, D. ONeill, and D. dali “Power
have direct consequences on the design of SWIPT, WPCN énc]Control By Geometric Programming,” IEEE Trans. on Wirel€smm.,

backscatter communication. For instance, some preliminar Vol. 6, No. 7, pp. 2640-2651, July 2007.

results on SWIPT waveforms have been reported in [26%3] J. Xu and R. Zhang, “Energy Beamforming With One-Bit &leck,’
IEEE Trans. on Sig. Proc., Vol. 62, No. 20, pp. 5370-5381 , @@i4.

where it is shown that the superposition of mumsme an[g:lj] J. Medbo, P. Schramm, “Channel Models for HIPERLAN/Different
OFDM waveforms enlarges the rate-energy region compared indoor Scenarios,” 3ERIO85B, ETSI EP BRAN, March 1998.
to an OFDM-only transmission. This originates from the nor¢5] Y. Huang and B. Clerckx, *Waveform Optimization for Ig&-Scale

. . o Multi-Antenna Multi-Sine Wireless Power Transfer,” IEEPANC 2016,
linearity of the rectifier and the fact that the OFDM waveform vi.1605.01191.

due to the randomness of the information, is less efficieart th[26] B. Clerckx, “Waveform Optimization for SWIPT with Noinkear En-

a (deterministic) multisine waveform to convert RF power to ergy Harvester Modeling,” 20th International ITG Workshop Smart
DC power Antennas (WSA 2016), March 2016, Munich, arXiv:1602.01061
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