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ABSTRACT

The thesis seeks to establish some of the effects of strong 

spin-orbit coupling on itinerant-electron magnetism. It derives 

its motivation from the unusual magnetic properties of light actinide 

chalcogenides and pnictides, as in these systems the 5f electrons 

contribute to bonding and the Fermi surface, and the spin-orbit 

coupling is very important.

For simplicity the detailed calculations are made for a tight- 

binding d band in a face centred cubic lattice, rather than an 

f band, and in the presence of large spin-orbit coupling only 

a j = 3/2 subband is considered. The electrons are assumed to 

interact only when on the same atom and in the ground state this 

interaction is treated self-consistently via the Hartree-Fock 

approximation.

For sufficiently large values of the interaction the para­

magnetic state is unstable against the formation of states with 

magnetic or quadrupolar ordering. In the magnetically ordered 

states the magnetic anisotropy is investigated. In the localized 

limit of an integral number of electrons per atom and large electron- 

electron interaction, the discussion is clearly related to the 

work of Cooper on cerium and actinide compounds.

To compare the model qualitatively with inelastic neutron
a8scattering results the dynamical susceptibility X (q,w) is 

calculated within the random phase approximation in both the para­

magnetic and ordered states. For a system close to an antiferro­

magnetic instability the critical scattering is found to be very 

anisotropic, as is observed in uranium pnictides near the Neel 

temperature. It is shown that under certain circumstances spin-
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wave inodes in magnetically-ordered systems are very strongly damped 

as observed in uranium nitride and uranium sulphide.

Another possible application of the present work is to heavy 

fermion systems such as UPt^ and UBe^. These systems exhibit 

large quasi-particle mass enhancement and appear to be near a 

non-magnetic instability of the paramagnetic state. It is found 

that near a quadrupolar instability the present model leads to 

substantial mass enhancement due to interaction between the elec­

trons and quadrupolar fluctuations.
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CHAPTER 1

Magnetic response in light actinide compounds

1.1 Introduction

In an itinerant model of magnetism the electrons are taken 

to occupy Bloch states, so that the state of the system is des­

cribed by the bandstructure calculated from the chosen Hamiltonian. 

The system may remain paramagnetic, or order in some magnetic 

or nonmagnetic sense; magnetic transitions involve a splitting 

of the bandstructure as Kramers* degeneracy is broken (that is 

invariance under time reversal no longer holds). A consequence 

of the Pauli exclusion principle and the exchange interaction 

is that electrons of parallel spin are kept apart. Hence instability 

with respect to a magnetic state is determined by the increase 

in electronic kinetic energy on transitions to Bloch states of 

higher energy and opposite spin, compared with the decrease in 

the electron-electron interaction energy produced by aligning 

the spins.

The exchange interaction and degeneracy are fundamental to 

magnetic properties in itinerant systems, and govern the ground 

state formed. Corresponding to the possible magnetic or non­

magnetic ordering there are magnetic or nonmagnetic excitations 

from the ground state. Spin flip excitations across the Fermi 

surface constitute spin waves in a spin-f system with no degene­

racy, and this involves creation of pairs of an electron and a 

hole of opposite spin. The magnetic excitation dispersion rela­

tion consists of a continuum of Stoner (single*-particle) excita­

tions together with spin wave (low-lying collective) excitations
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at small values of momentum transfer, as shown by Izuyama et al.

(1963). They calculate the magnetic transverse dynamic susceptibility 

which has poles corresponding to the excitation modes.

The multiband generalization of such a spin-^ RPA calculation 

has been developed by Cooke (1973) who has studied spin waves, 

and spin-wave disappearance, in d-band systems such as iron and 

nickel. The disappearance of spin waves at larger q can be under­

stood, as they can decay into Stoner excitations provided their 

energies are comparable and there is sufficient coupling. The 

spin-wave lifetime will depend on the details of the coupling 

between these excitations and on the density of Stoner excitations 

into which the spin wave can decay. The calculations of Cooke 

(1973), Cooke et al. (1980) assume zero spin-orbit coupling, and 

so whilst being suitable for lighter d-block elements cannot reali­

stically model the properties of heavier elements. The presence 

of spin-orbit coupling in an itinerant system produces unusual 

effects, however, and real systems exist in which this occurs, 

for example some light actinide compounds.

The 5f electrons in some light actinide compounds contribute 

to bonding and the Fermi surface, and so in calculating magnetic 

response functions it is appropriate to use an itinerant formalism. 

Other important aspects of the problem are that the high atomic 

number of the actinides gives rise to large spin-orbit effects, 

and the existence of magnetic moments, indicating that the correla­

tion between electrons is important.

The experiments by Fournier (1980) on the effects of pressure 

on the moments of uranium nitride also indicate that the electrons 

in some of these systems are itinerant and agree with calculations 

by Brooks and Kelly (to be published) on the effects of pressure 

on itinerant systems and their magnetic moments.
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1.2 Experimental situation

The electronic structure of the uranium rock-salt structure 

pnictide and chalcogenides is characterized by hybridized 5f and 

6d electrons and conduction electrons close to the Fermi energy, 

giving rise to metallic character, high electronic specific heat 

and susceptibility. A general review of the properties of actinide 

compounds is given in Erdfis and Robinson (1983) and Buyers and 

Holden (1985). These compounds show extremely unusual magnetic 

behaviour in the following respects, observed experimentally.

Firstly, the neutron critical scattering close to the onset of 

magnetic ordering has strongly anisotropic spin correlations charac­

teristic of a two-dimensional system although these materials 

are cubic (Lander et al. (1978)). Secondly, the equilibrium mag­

netic behaviour is unusual, favouring <001 > alignment of moments 

and exhibiting transitions between unusual linear magnetic struc­

tures (Siemann and Cooper (1980)). Thirdly, the magnetic excitation 

behaviour is anomalous both with respect to the characteristics 

of the dispersion curves when well-defined excitations are observed, 

and to the occurrence of very strong damping especially in the 

uranium pnictides and chalcogenides with smaller lattice spacing 

(Buyers et al. (1980, 1981)).

Measurements on the critical neutral scattering of UN have 

revealed that it is essentially longitudinal (Holden et al. (1982b)), 

implying that the fluctuations are permitted parallel to the inci­

pient moments of the low-temperature phase, while perpendicular 

spin fluctuations were highly suppressed. Spatial anisotropy 

was also present with the scattering in reciprocal space having 

a cigar-shaped distribution whose long axis lay along the domain
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direction. The range of these correlations was much longer than 

in Heisenberg systems and was still observable at 1.6 T . Aniso­

tropic critical scattering has also been observed in USb (Lander 

et al. (1978)) and UAs (Sinha et al.(l981)).

The static magnetic properties of these compounds are summarized 

in Table 1.1 (Buyers and Holden (1984)). Uranium nitride has 

an antiferromagnetic Type 1 structure with [001] ordering wavevector 

and has the lowest Neel temperature T^ and lowest ordered moment 

of the pnictides, together with the lowest uranium-uranium distance. 

The Type 1 structure has like moments arranged in sheets, with 

an up-down-up-down sequence by sheets, whereas the Type 1A structure 

has an up-up-down-down sequence.

Despite their high magnetic ordering temperatures magnetic 

pnictides show no detectable lattice distortion associated with 

magnetic ordering (Lander et al. (1974), Knott et al. (1979)).

In contrast, the chalcogenides, which have ferromagnetic ordering 

along [111], do show significant distortions.

The neutron scattering experiments performed on uranium pnic­

tides and chalcogenides such as UN, UP, UAs, USb, US, USe and 

UTe leave considerable difficulty in characterizing the dynamical 

properties of these systems. In experiments on those compounds 

with smaller lattice spacings such as UN, UP, UAs, US which possess 

itinerant character well-defined magnetic excitations (spin-waves) 

are not observed, whereas in those with larger lattice spacings 

and more localized character such as USb, UTe well-defined excita­

tions are found.

Work by Buyers et al. (1981) on single crystals of UN has

revealed a broad feature lacking sharp peaks, centred around 18 meV



T able |.|
Magnetic properties of uranium rocksalt structure compound'

Compound Lattice
parameter
(A)

7*n or Tc  
<K)

Magnetic structure

UBi 6 34 285 A F I
USb 6 205 213 ± 1 AF I triple A
UAs 5 779 127 ± 1 T > 64 AF 1 single A 

T < 64 AF IA double A
UP 5 589 125 T > 23 AF I single A 

T < 23 AF I double A
UN 4 89 50 A FI single A
UTe 6 155 104 F
USe 5 744 160 F
US 5 489 180 F
UC 4 960 — Nonmagnetic

Easv direction Ordered 
moment'1*' 
( Mb )

Ordered 
moment'1” 
1 Mb 1

Mur
(Mb >

9
(K.)

3 0
(111) 2 82 ± 0 05 3 64 140
(001) 1 92 t  0 04 3 46 42
(110) 2 24 ± 0 04
(100) 1 7 3 25 35
(110) 1 9
(001) 0 75 ;t 0 10 2 9 -270
(111) 2 25 ± 0  05 l 91 ±  0 05 2 7 120
(111) 20 ± 0 10 1 82 2 5 165
(111) 1 70 ± 0 03 1 55 ± 0  03 2 25 180

|J) Measured by neutron diffraction 
<hl Measured by magnetometer
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and displaying longitudinal character. Lander and Stirling (1980) 

have found a discrete spin wave in the more localized USb; it 

was longitudinal in nature, and at higher temperature disappeared 

into a broad continuum of magnetic scattering. UAs appears to 

have no sharp excitations or crystal-field levels below about 

30 meV (Stirling et al. (1980)), and this has been confirmed by 

more recent work (Loewenhaupt et al. (1982)), which investigated 

the energy spectrum up to about 60 meV. The latter experiments 

indicate that the average halfwidth at half maximum for the magnetic 

scattering found around 10-20 meV in UAs is about 15 meV at all 

temperatures.

Thus the properties of these uranium compounds fall into

two regimes which may be related to the lattice parameter and

hence degree of itinerancy. For USb (a^ = 6.18 A) and UTe (a^ =

6.16 A, Buyers et al. (1980)) well-defined excitations are present

in the ordered state, whereas in UN (a = 4.89 A, Holden et al.o
(1982b)), US (a = 5.49 A, Holden et al. (1982a)) and UAs (a = o o
5.78 A) the scattering is broad and ill-defined, containing no 

sharp features. At high temperatures (300 K) even in USb (Lander 

and Stirling (1980)) and UTe broad magnetic scattering is found. 

Loewenhaupt et al. (1982) conclude that their neutron scattering 

experiments show the strong influence of the itinerant conduction 

electrons on the dynamic properties of these materials, which 

have ordered moments ranging from 0.75y_ in UN to 2.2UD in UAsJd r$
and about 3.01-1 in USb.a
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1.3 Model of actinide magnetism

We shall now consider how a simple model may be established, 

in order to see how the results of applying the formalism to it 

bears upon substances such as uranium rock-salt compounds, and 

the inelastic neutron scattering measurements by Buyers and Holden 

(1985) and Holden et al. (1982a, 1982b) in UN and US.

Bandstructure calculations on a variety of actinide compounds 

by Brooks (1984) and Weinberger et al. (1980) yields 5f bandwidths 

of the order of 2eV; this agrees with the photoemission experiments 

by Norton et al. (1980) and is in contrast to the calculations 

of Adachi et al. (1969). The spin-orbit splitting between the 

j = 7/2 and j = 5/2 orbital levels in UN is about 0.7 eV. In 

compounds such as UN and US there is a tendency for the 5f band 

to split into two subbands, with the upper one lying above the 

Fermi level.

The work on the electronic bandstructure of uranium nitride

by Weinberger et al. (1980) and Brooks (1984) has demonstrated

that spin-orbit coupling is very important, and as a consequence

that the 5f band has a tendency to split into 5f^^^ an(  ̂ ^ 7 / 2

subbands divided by the Fermi level. Brooks finds that in the

Tg valance band states of UN the electron density is 3% 6P-j/2 '

26% 5f_ , 1 4 %  5f . and 55% 2p_,„, whereas Weinberger et al.5/2 7/2 3/2
found 8 % 6P-| / 2 , 15% 5 f5 / 2 ' 7% 5 f7 / 2  and 54% 2p 3 / 2 * The ratio
of the 5f . to 5f , occupation numbers is 2.7 according to Brooks 5/2 7/2
(2.5 according to Weinberger) and the partial density of states

N (E ) = 6 6 states/Ry/f.u. and N (E ) = 6 states/Ry/f.u.
f5/2 f 7/2

Thus the Sf^.^ kan^ partially splits away from the 5 f Hence

a purely spin description of the states near the Fermi level is
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unlikely to reveal the nature of actinide itinerant electron 

magnetism.

The model adopted considered only the uranium atoms of the 

rock-salt structures (therefore distributed on a face centred 

cubic lattice) and considered only the 5f band of the bandstructure 

with only first nearest neighbour hopping of electrons. Infinite 

spin-orbit coupling rather than a large value was assumed, as 

this completely splits the 5f band into a partially filled j = 5/2 

subband and unfilled j = 7/2 subband. Hence the number of bands 

that must be considered is much smaller, and this allows the self- 

consistent ground state calculations and the dynamical susceptibility 

calculations to be carried out on the model. However, the ability 

to examine the effects of the spin-orbit coupling varying from 

small to large is lost, which would indicate how the effects found 

arise.

The treatment of the problem adopted was to combine the essen­

tial features of itinerancy spin-orbit interaction and correlation 

by assuming the long-range correlation reduces the Coulomb inter­

action to a screened interaction (predominantly intra-atomic) 

and then writing the Hamiltonian as containing a tight-binding 

kinetic energy term plus a Hubbard interaction term with parameter U.

In order to diagonalize the spin-orbit interaction it is 

convenient to use a basis of atomic orbitals of definite angular 

momentum JK - (j,m) for the Hamiltonian H' containing a general 

interaction U:

(1.1)
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where CUL creates an electron in a Bloch state of wavevector r-
k_ formed from an atomic orbital yu . The term is a kinetic

energy matrix, as used by Slater and Koster (1954) and Hodges

interaction. The interaction U is assumed to be short-range (on 

site), reducing the Hamiltonian to a Hubbard Hamiltonian H,

as would be reasonable for a paramagnet or for the transverse 

susceptibility of a ferromagnet, where the long-range Coulomb 

interaction plays no role. Strictly, the longitudinal suscepti­

bility requires inclusion of the long-range forces, but these 

are omitted in this model despite the spin-orbit coupling mixing 

the longitudinal and transverse responses.

Having assumed that the short-range correlation can be taken 

care of by replacing strong U interactions by weaker effective 

ones, the model is then treated at the Hartree-Fock (HF) and Random 

Phase Approximation (RPA) level, deriving the ground state self- 

consistently.

The one-electron HF Hamiltonian H" corresponding to equation 

(1.2 ) will be derived and can be diagonalized; the transformation 

from the original definite angular momentum basis I M >  , denoted 

by Greek symbols from this point to the HF eigenstates ) nj< ^  ,

denoted by Roman symbols, is defined by

et al. (1966), and the V  are taken to include the spin-orbit

(1 .2 )

(1,3)

(1.4)
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where for the N sites i at positions ?!

C 4-/*« (1.5)

Also

H" Uu > « E„u U k  )>

so that the eigenstates \v\V ̂  have energy .

1.4 Hartree-Fock equations

The HF equations that we require as a single-particle approxi­

mation to this Hamiltonian H' in equation (1.1) may be derived 

by putting H' into the equation of motion:

T 2  A ryA (k )C/*t , H ' ] ® Ij A  ) (1.7)r " - fK f -

from which we obtain, by decoupling the expression, an HF equation 

taking account of the direct and exchange interaction:

C «W “ Z lm < ^ k  |T Cml<

* 5  )U lrtlvp.> £ fie C+Umi j? “ * ) r- **' “

where is the occupation number of l‘*£> •

More specifically, for the Hubbard Hamiltonian H in equation 

(1.2), on expanding in the U k >  basis by using
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(k) - ^ ( 1.9)

we obtain on summing over the complete set of states i >

({ l) -  I T  |h U >  + Z  Tl LWi'f, ^ ft* \>

(1 .1 0)

= Z  <̂ |< |T|,*jc>a ( l )  + Z  

[ *;>-Hif-K/i:) - “U p- K ^ A )<\>fp.) [ ff|»_ (1 n)

a„> A ) -  Z y  <Aj < I t  f. ><s Z  Z

( Z  ^  k „ r o  i %  %  a ) - K * )} (1.12)

so that combining the diagonal component of the last term with 

the preceding one we have

£~ti a- \ ( ' i) = Z l  <7t. ITĵ u > + JJ S,y Z K.fe) l%
/ *  ip V

N Z  K'x 6>- ) £p. [ ({t ) (1.13)
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Thus , using 91ven by

= N) 2  q;*(f~) f;,t (1.14)

the HF equations can be written

E„k«-*(!-)= 2  [ t A/>(i ) +u«s - (i.i5)A*

where n is the total number of electrons per atom. This single­

particle HF Hamiltonian H" is, from equation (15),

H" = 2 l Tr(\ ) * U 6̂  - J C„s (1-16)

and can be solved self-consistently, with the < v »  >  being 

the parameters to be made consistent, and with the constraint 

that p & p p ' y  - n • Furthermore, it is shown in Appendix A 

that in the paramagnetic state or for ordering with respect to 

one of the cubic symmetry axes only has diagonal finite

elements so that

It should be noted that the effective Coulomb interaction 

introduced by the Hubbard term in equation (2) has energy fun (n -1) 

where n^ is the total number of electrons on site i; this term 

commutes with all total spin and orbital angular momentum operators 

Si' Li anC  ̂t*ie tota  ̂ an9ular momentum operator J . It therefore 
has the correct rotational symmetry to correspond to a screened 

Coulomb interaction. However, Hund's rule exchange is not included, 

and this is discussed in Appendix B.

The total energy per atom E of a given solution can then 

be found from the cumulative density of states PCu>vx ( E ) t calculated
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from the bandstructure, as,if m is the band index for N atoms,

E Z l Eml< ''mV " 2 U >mlt " /**v>
(1.17)

where the second term removes the double counting of the interaction 

term. Thus

E = (1.18)

and writing this as a surface integral, with i denoting tetrahedral 

points in k-space:

E  -  l j E f * t E E £  ^  ^  L  < ~ v X ^ v >  (1 .
mi I V E ^ J .  i  r r

19)

where dS .(E) is a linear surface element corresponding to energy mi
E. The density of states p ( 0  is then

f(E) = dE fern (E ) (1.20)

so that

E = [ E (Z)]_l - U  r^( E w  \

~ n Peum(E)<JE " 2 '><S’ou'> (1.22)

where n is the number of electrons per atom and E^ the Fermi energy.
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1.5 Basis functions and the Hartree-Fock matrix

The Slater-Koster kinetic energy matrix f t ) for the 

& = 2, s = \ d states splits into a j = 3/2 and j = 5/2 subband 

under large spin-orbit coupling. The canonical values of the 

dd hopping integrals are given in Anderson (1978) amongst

other places and allow dchr , ddS to be given in terms of ddff:

d d - - 1

ddn = 2'3

ddS =

The model was used making the approximation dd S = C with djn

to be varied, and dole * -• 1 .

The basis states chosen are the functions

* J ( & ) % K r ) +1 -■  M )

* ,  -  J ( ? . ) 5- ■ X V .

and using only the j = 3/2 subband the I j  > states are resolved

into i ^  states according to

I ̂2 % - ^5 I 2 ~'l 'y ~ 'Js I I V2 ̂
- -si! n _ J! io'O

| V 4 > =  - -01 i-i
| V J'2>  -

Therefore, as the states of definite m are1j

mL function

c 4s

+• 1 - 1 / )

-) 4  ( V > 2)
4-2 Vi K t,' t )
-2 —  ( 4*, - i d \
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the form of f /  (j) using Slater and Koster (1954) and in the

(k) =

, IV '2>, lV 4 > is

a Os) «(k1 4k) 0

cVk) K k ) o «t(k)

d*(k) 0 Kk) -c(k)

0 « r & ) 4 k )

(1.23)

The definition of the spherical harmonics contains a factor 

(— 1)m for m > 0  and + 1 otherwise so that

I I s  > = -  < '-  i s  | *

If we have, for an fee crystal of lattice constant a

T = aUx 
n = * ̂

%  -  *  K

we define A c cos ^ cos*), B- cos ^ cos ^  , C -  cos^cos^ > P  -  >

f  =r si  ̂̂  > F"= Siv̂  ^ si»* ;

^  ^ = W> ^ ^  d d ?  t  2 d d n  ^ A + ^ ^  o)oIff + J d d n  ^ (S i C ) |  

t f t )  -  ^ ( ( y d d c  +■ f  A + ^dd<r + ^ d d i t  ^  (B f-C )  ^

c ({?) = -  UJ f  elder +• old Jt ) ( - E  4 i  D )  

d  (k  )  = W  ̂-  (either +o*dtt )  C B - C )  - 2 i  Cddflr + d d  n )  F  j

using to = (l5/4 ) to denote the normalization constant.

The fact that ^'AA ̂  belongs to a single representa­

tion for the j = 3/2 subband implies (by Schurr's lemma) that 

in the paramagnetic state which has full cubic symmetry,
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y\

For U greater than a critical value the equations have possible 

solutions (e.g. a ferromagnetic solution) with the unequal.

1.6 Bandstructure and wave functions in the paramagnetic regime

In the paramagnetic regime with

^ = T V  + u ) (1.24)

— “T , c SUn- T v  +  &A/. _ (1.25)

the soxutierra of H are

l u* 
4-

(1.26)y]((a(U )-\>(̂ _) )2 *»"A Ocft )I2 -̂Wft)i2) ) ̂  f

and have Kramers1 degeneracy due to the Hamiltonian being invariant 

under time reversal; if i = 1,2 denotes the energy in the eigen- 

value of H A-({j) then the eigenvectors y^ , y^ are

/  d  ^
I 0

’jfVll) = [ (* )(<* tk'2̂ ,* ) J -V,
(1.27)

‘ \
n-v i ^

- [(*-K)(«^-2K) J * | 0
«r /

(1.28)
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where the superscript identifies each of the two Kramers-degenerate 

eigenvectors. These eigenvectors are then the coefficients 0* ) 

where n is the band index (from i and 1,2) and J* the component 

index.

1.7 RPA calculations of the dynamical susceptibility

Given the ground state, the dynamical susceptibility *)( 

may be calculated within the RPA. The equations in both the RPA 

and in Spin Density Functional Theory (SDFT) have the same structure, 

as shown in Vosko and Perdew (1975), coming from an integral equa­

tion relating the spin density ( m  the spin only case) induced 

at r by a field at r_' to that field. The interacting spin sus­

ceptibility ^  (j:, _r' ) and non-interacting susceptibility ^*(r_, r_̂  ) 

are related by

TCfr.r') -- V(r,r') +

l  (K29)

where

i*Jr,C)
( 1.30)

Exc is the exchange-correlation energy and m(r̂ ) the magnetization 

at r_. The RPA calculation is similar to that of Cooke ( 1973) 

and Cooke et al. (1980), and this will be described in detail.

By considering the magnetic scattering of neutrons by both 

the spin and angular momentum of the electron, the neutron scatter­

ing cross-sections for solid angle JL and energy E may be shown
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to be (see Marshall and Lovesey (1971), pp. 107) for scattering 

from wavevector 1c to _k' , for a neutron of mass m with gyromagnetic 

moment y ,

c ( s r ) « / V™ I ^
AA 'cc ' U

O *  | ( * * Q  y i X V ' V ' A V | * - 0  |A<t> $ ( W ^ F a V ) (1 3i)

where is the neutron spin probability and where IA<r> and

|Aro-'^ are the initial and final states of the target and 

and Ex, ,EaV the corresponding energies. The operator Q is defined by

t

* Kk - - (1.33)K
k = k -U' (1.34)

where r_. is the position of the electron, and <T the Pauli spin 

operator; _p*is the momentum and settle magnetic moment operator.

An approximation to the cross-section may be obtained by

assuming that (K |”* is much greater than the mean radius of

the wave function of the unpaired electrons, so that has the form 

(using the dipole approximation)

9 - £  \ J.v i (>♦ j * H s
i ^

where L. is the angular momentum operator for an atom at the site

r.. The coefficient i (l<) is a radial integral given by —i n

(1.35)
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Jb (k ) = f \ e <*r  r Z j-« 6<r ) I f ( r  ) I2 (1.36)

where i is a Bessel function of order n. In the limit of small n
the scattering amplitude in the forward direction is proportional 

to the total magnetic moment per atom, with Lande factor g:

 ̂CL + 2S ) (1-37)

y  ( L W S  ) = ~  y l  (1.38)

Therefore, if F(k ) is the form factor and }̂. the angular momentum 

operator and <1^ its Fourier transform, then

Q - 7 3  f («. ) Z> e‘‘ r; ?; (1.39)

and

dtSUE' -  r  S  < X , - s . s t >

ft-Z c1 - ' ,'-i'' r< Vxo-13'l AV' > <V<r' 1J.f |X<7>Sfto+FAc-E/s,)(i.4°)
AAW' cl

-  ( g y  £ Z I M ^ o : c o ) t ( o >  n -CtĴ ”eO
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as in Marshall and Lovesey (1971, p. 235).

Hence, it will be convenient in calculating the scattering 

cross-section and susceptibility to use the retarded

two-particle Green's function 6 *^ referring to "3-3 response.
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The susceptibility t * *  (% ) , where « = +, - or z

(i.e. +1, -1, or 0), is proportional to the retarded two-particle

Green's function t which can be obtained from the time-
*P

ordered Green's function defined by

= - ; ^ t  1 5 ( o  fo) > (1.42)

where T is the time-ordering operator. The relation between these 

Green's functions, which are discussed in Zubarev (1960), is

2 ; )

= ■2 n '1 p«i1 (% )

(1.43)

(1.44)

where f>eê (^iUi') is the spectral density.

An angular momentum operator 0 which is the Fourier transform 

of the total angular momentum * of an electron on site i 

may be defined in terms of the operators defined by equa­

tion (1.4) above

= p./fiT s . c , , (1.45)
n  
j y

where j, j' are the various j manifolds within the set of available 

states and =■ )  j j y ^  j*. i-s a scalar, where for just one manifold

j = j*

Pot f «
i i V  s V

i /* » S C>t̂

1 )) <* = +
L ) ( j I  )) oc s - (1-46)
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Therefore 1J« may be expanded as"7 *

^  ^  ^  ^ q . ^ O ^ ^ f j y ^ K u  c~,u (1.47)

JJ

using the expansion coefficients °f equation (1.4) above

and using the notation •

If we define the Green's function ) » ♦ > j t ) to be

( n k ^ k + 3  *> t  ") = -  i < T  ( 0 3 - V 6 ^ (1.48)

r\
then may be expressed in terms of

yuU m* g / 1
j j '

The equation of motion of this two-particle Green's function 

«£ is therefore

M  c ^ f t ) t -{^(o) ]>

-; < T  C*, < b (t) )j s ^ ( o ) > (1.50)

Substituting into equation (50) the general Hamiltonian (1.1) 

expressed in the jhalc*} basis

K "  2  I T  + V  l 1> c+ kMftll - -

2 21 21 > j f-* * Iu lK'p.̂ !<+k'^c;u^>+*CKr.C"^*«- tj m>v\ ^
-  V
(1.51)

4-
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we can use RPA linearization to restrict the equation to terms
A

of the same order as C , and to solve for this (and hence

, UO ) ) . From

W =• ^  r̂n«Cml<<:KU4' 2 2  + ^ (1." ij" ̂ 52)

CtUC)f-*K C«t Cmk±K ~~ V

and the HF (single-particle approximation) Hamiltonian derived 

above and given in equation (1.16), the potential V is

v = u Ts ) CAt< *>!l (1.53)
UA ̂

= U 2  >  ) a h A ^ ) a ^ ^ CKUCW/ r
(1.54)

If this Hamiltonian in equation (1.52) is substituted into the equa­

tion of motion the commutators required are

^ CCnU+̂ . J > = "C,l< ) (1’55)

CCnÛ .Ck~U >2 Cmlt (1.56)

and the interaction term gives

U. ̂  CCnlt^C^,<,CklU|CA,p.,+̂ CHtp_,cm,|ĵ ,J = 21 \ I Oh«Sm,n« £»"%*.
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-«(

The first two terms of the right-hand side of this equation cancel 

with

[cta^ c->(. iv J  = u 21 6 ^ -  ) [ H t av,x<'!: )atr ([)

* c«u^ C't|i akv^-^ )<V f t 1̂ ) cu!!̂  c~i, }
( 1.58)

The equation of motion then simplifies to the equation

> ctp c<p+^» +

* <^c+/»/ C „ , %,C? C, NS ■* rv\ * l Kp 4 fit3. ** (1.59)

and on taking the Fourier transform this becomes

(_ftco +EnU^. C*nl< / CKf_ C<c + ̂ “■ ^

lU -  ̂+ ^ 2  I ^ V  +*tw/nf ” T — ) - tf t

-<Tk.(.,̂  | u U ,m'fc'>)< ^ , 5 ( ,
6 0 )



30

which is the most general RPA result for any interaction U.

For the spin-only transverse case, without spin-orbit coupling, 

n and m correspond to opposite spins and only the exchange term 

is non-zero.

Considering equation (1.60), and the specific on-site Hubbard 

interaction in the Hamiltonian (1.2), it is useful to define the 

interaction (see comments in Edwards (1984)) where

= n iu  i s o  -  i ** i ^ ) (1.61)

(1.62)

This then allows the equation for G to be written

having expressed it as

(to o - -*-EKu )  £  6*!s j & )  ® 2 1  I fy? I

(1.64)
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which clearly shows the inclusion of the direct and exchange diagram 

for the interaction. Using the definitions for an interacting 

susceptibility G

^  <<ct  i'n  S ' 1 Sp- cf

and non-interacting susceptibility F

(1.65)

= H  (E, -E1' ni«U "U >
(1 .6 6 )

then equation (1.64) can be written in terms of these matrices

^V4*/* *  ̂~ Of ̂  * V-> \>+£ ) 10 )

M ^  *̂11 >X>̂AV'" ^$1 >V+A'? ) (1‘67

so that

-  < V v » >  ■ I - f ; f ;

S *  ^  r ̂  H  11681

This is the required solution for the interacting susceptibility, 

with U and the hopping integrals in T^0 being the only free para­

meters .

Incidentally, the interaction is equivalent to that in the 

spin only case appearing in the transverse susceptibility derived 

in the Local Density Approximation (LDA) by Callaway et al. (to 

be published), and as the Spin Density Functional Theory (SDFT) 

in principle includes all correlation effects this gives a funda­
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mental justification to calculations at the HF-RPA level. However,

strictly this applies only to static properties, but hopefully

implies that the dynamical ) is meaningful (see Rajogopal

and Callaway (1973)). Finally, it should be pointed out that

the correspondence between the SDFT and RPA goes beyond the LDA

as I (r,r') can be defined, and parametrized, for a non-local x c ---
functional.

1.8 The paramagnetic susceptibility

As shown above, in the paramagnetic state the HF eigenstates 

are as given in equations (1.27) and (1.28) so that the form of 

P can be derived.

Hence, writing equation (1.66) with m = (ij), n = (i ' j * ) 

and i denoting the energy band and j separating Kramers-degenerate 

pairs:

Z> ( ^ )  %•) fi0: )
!: M'J

'  O u - f V W
(1.69)

we can use the eigenvectors as given in equation (1.39) above 

with

2  a( \ j % ) - £  (!i) = ° d.7
j

for degenerate pairs 0 .- /5 )  and do the sum over j,j'.

Furthermore, as we sum over k_ points with q = 0 and full 

cubic symmetry in the paramagnetic state only a restricted number
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of the elements of the 16x16 matrix P  are non-zero.

This may be shown by considering in terms

of the representation for a symmetry

operation £ about a symmetry axis (as in Appendix A):

„4t *  ^  ^
OM)

it

(̂ Kvo - ")

where k(IBZ) indicates a sum over k points in the irreducible

Brillouin zone.

In the paramagnetic regime the and f have full cubic

symmetry, so that ^ Ct * E~U and fmRk = fmk giving

= Z  I>: r*  ̂V * ) t> * ( *  i v *  > n j f  YJ. )

where r ( 0 ,io ) is the contribution to P from summing "‘PiY* -
only over the IBZ. On summing over R using the (ft. }  in Appendix 

A we can find the restricted set of the yg  (  C>jVo } which

are non-zero.

For the case of fourfold rotational symmetry these are of

the form where for « and {$ if

/* = \

l/z \  , l f l  , ” l , l

it

, *  , A
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and for the paramagnetic case we can eliminate Kramers-degenerate 

orthogonal pairs ) also. If q is finite but along a symmetry

axis, or there is a magnetic moment present which is along a symmetry 

axis (and any finite q vector is along that axis), then again 

only a subset of the elements is non-zero.

When q = 0 sufficient elements of P  and G vanish for 

G to become block diagonal.

The type of states which occur in ( o , ui ^

are shown in Table 1.3. There is a 4x4 matrix Q. associa­

ted with , a 2x2 matrix yS associated with X* and /Y~*"

where and (\S ) each differ by one, together with a 4x4

matrix y£ where (fifi ") and (V& ) each differ by two.

Also, there are two 2x2 matrices arising from («p) . ( V s ) differing 

by one; and for one of these and one 2x2 matrix where they differ 

by three they are of the form (<*$ ) = («,-*)• By equation (1.70) 

these in the paramagnetic state, but they are non­

zero once Kramers1 degeneracy is broken.

Therefore, turning to q = 0 we can calculate the susceptibility

* Y

as from equation (1.67), using the restricted set of finite

^* c(,yy 0̂,v°^ = ^ . yy

 ̂ r
*<*,YY s i ^  ^  ^**’1*' )  S*»>vr

as ^ is o n l Y non-zero if Y  =? S
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and the result for PV9I )  is, summing on i,i' (no i = i 1

terms contribute),

i  r« , Y Y ^ ° )  =

/  P+Q - p - 0 O

' - P P+O O - o

- 0 O ptG> - p

\  O - Q - P P+Q

\
(1.71)

where

pflo) = w
M 2_______ £ ' f l u - f i t  + f z u - f tu

M IhUjv-V-ko An-V1fe>\ d.72)

o r , I T  M | t  I
** ^ l -*kf4 )2+ M  )2)t Alu-A2i,-fcuil (1.73)

If we now consider the response function for q = 0, (i) = 0, as

q -*■ 0 in equation (1.69), the i = i * terms make a singular contri­

bution to ^  ( 0 , 0 )  . The critical values of U and the associa­

ted modes of instability can be calculated by a Stoner criterion 

method. Using the expression for C y M y y  above, x " M

diverges if cUA 11 t n j=o and this indicates a second-order 

phase transition to the corresponding ordered state.

Using

Ps

a*

M 1
sOtfc-^fb)) n.- T -----N ife f— +4 (Ul** Ml*)

w Cc-ty+itncij+ w f )

74)

(1.75)

the total 00.YY fo.o) is
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P+Q + 3QS Ps-P QS'Q O

P*-P P+Q + 5C|S c> Q s- Q

Q z- Q O fVGMSCt5 ?S-P

C> Q5~Q f K ? r+ C5 +50'

(1.76)

Putting

rW5,YY = 5  V ? *  " r&p,vr (1.77)

C l  t  “ p ' y 1 r- N = ' = ( 1.78)

the Stoner criterion is that

dei I 1 + ^  | = 0 ( 1.79)

This gives, if we define

e * 4q % p £ = SCA;(;-F{.r!!')) = ^ v ( E f ) (1.80)

where N(E^) is the density of states at the Fermi level, the follow­

ing three instabilities and associated eigenvectors of the matrix 

indicating the criteria for various modes of ordering.

I = W p ( £ Q - 2 Q S -ftf) parallel moment (1,1,-1,-1) (1.81)

I = Uc (2P- 2?S + K ) compensated moment (1,-1,1,-1) (1.82)

lJ[^(2P-2Ps-t2<S-2 0 s +1?) non-magnetic (quadrupolar)
(1,-1,-1,1) (1.83)
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where U , U and U are the three critical values of U for the P c  nm
various modes and the remaining eigenvector (1,1,1,1) is clearly

corresponding to the lowest value of U is the one which will occur, 

provided no first order phase transition occurs first. The eigen­

vectors indicate the mode of ordering and are proportional to

Considering the non-magnetic mode, this is quadrupolar ordering

It is also purely orbital ordering, without spin ordering so that 

as no magnetic moment is formed Kramers' degeneracy is not broken, 

and the Hamiltonian still commutes with the time reversal operator 

Quadrupolar ordering is an important feature of the model, arising 

naturally in an orbitally degenerate system, and is discussed 

further in the following chapter.

s srelated to the number operator. If P , Q and R dominate, as

at high N(E^), then the magnetic transitions are favoured, whereas 

at low N(E^) the non-magnetic transition is favoured. The criterion

of the < ° i >  type with finite order parameter Q given by

The matrix can be written in terms of

p ' = p -  p5 (1.84)

Q
r a - q s (1.85)

and is of the form
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c " M (0'o )  - ( 1  ♦ u [ • ' ) * '  P

v
o X y

\ 10 V z X
**

X 2 V 10

l  V X to V /

(1 .8 6 )

where

v .* + 2&'+t + f 2PVie

I+3W ie 1- I-2UP-2UQ-U* i-2up-u ie
(1.87)

i? ZO'-ftf 2PV2ft'+« 2 P+£
o  * ------ +

X *

I+3UK I-2M0-U? l-2UP-2ufi'-UK l-2UP'-UJe

/e 2oVie 2P+2Q+IP 2PV*P+
1-2MQ-ui? I-2UP'-214Q'-Ufc l-2M P'-uie

(1.88)

(1.89)

y  =
2dr̂ie 2P W zq\ £■p ZP'f K

»+3u  ̂ i-zua'-u* i-2uP-2uo-uie i-2up '-u *
(1.90)

_ re 2fc'H2 zp'+zo'+ie 2P/fie2 ------------------+
I+3UI? |-2UQ~UK <-2UP-2U(&-Uie I - 2 U P - U R

(1.91)

It is then possible to calculate in terms of P(0),

Q(0) as

2 P 't*<r-j . / 20 t £
~ Zj /* V ̂ /*/*,vv “ Vl-ZUQ-

rv ZUQ-U* i-zup'-uie

/zqCo V 203 t- g \ ^ zpfoyzp8**
\ l-lu(Q(b)-Qsyu* / »-2U(pfo)-J3)-ufc (1.93)

and a * *  fo, u># o  ) in the interacting case is
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(o, cô o ) = tQfto) 2 P M
i-?UQfo) i-2 urfa) (1.94)

By cubic symmetry X +- ( o , ^ )  = TYo,^  ) - - 2 X ( o  in the paramagnetic 

state.

Similarly, for the quadrupolar mode we can calculate an appro­

priate susceptibility 'Xq  (b,o) defined by

/-v
(1.95)

where = (1,-1,-1,1), and we obtain

, / 2P' + 2Q +*^ f ------ ;---------
® V I - 2U p - 2M Q' -  IAie (1.96)

The remaining quadrupolar modes are given by

/  I-3UQ' upr u ^ p ')
°  \

7 p \
/  VYsr

r /  WP' c Ufa'-P') /  PV ^ Y

\ c ^ S)' -V2v2̂ /
l ufo-p') O l-$UQ' up' V-'t î.SY /
\  o UfQ-P') UP'

j
I-3UQ' / \r- W , w

where (y O -  ( - Y Y )  or and the eigenvectors and

corresponding Stoner criteria of these modes are:

1 = 2UQ' (1,1,1,1) (1.98)

1 = 2U(P ' + Q') (1,-1,1,-1) (1.99)

1 = 4UQ' (1,-1,-1,1) (1.100)

1 = 4UQ' - 2UP' (1,1,-1,-1) (1.101)
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These criteria are generally much higher values of U than those 

of equations (1.81) - (1.83).

1.9 Computational methods

From the formalism developed, for example that of the RPA 

dynamical susceptibility calculation and the Stoner criterion, 

it has emerged that two distinct types of integration over jc-space 

need to be performed. These are of the form of a density of states 

integral (Lehmann and Taut, 1972) and of a susceptibility integral 

(Rath and Freeman, 1975), and are themselves very similar. The 

Brillouin zone integration program was developed by J.F. Cooke, 

and modified by R. Zeller and R. Muniz.

The computational method adopted was an extension of this 

previous work to the multi-band calculations required. Simple 

analytic expressions using linear interpolation in energy are 

used for the integral inside a tetrahedral microzone of the Brillouin 

zone (BZ); they depend only on the volume of the tetrahedron 

and the differences of the energies at its corners for each band. 

Considering the Green's function G(w) which is a spectral distribu­

tion function in terms of an energy-like variable 0):

(1.102)

the real and imaginary parts are

(1.103)

(1.104)
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where F(k_) is a general function of lcf and denotes the principal 

part of the summation over jc. The form of is that of

a density of states integral, and that of is (on including

the q dependence) a generalized susceptibility; these two forms 

are the Hilbert transforms of each other. The quantities we have 

calculated are almost always of one of these two forms.
(m-2)The irreducible Brillouin zone (IBZ) is divided into 2 

tetrahedra, where the fineness of the mesh m is chosen according 

to the accuracy required weighed against the amount of computation 

that is acceptable. Values of m between 3 and 12 were used, with 

m = 7 usually adopted. By using the transformation properties 

of and ) under the cubic group 0^ we may reduce the

sum over the BZ to a sum over an irreducible region of the zone.

Under broken symmetry the residual symmetry may be used, for example, 

for moment formation along an axis, transformations under rotations 

about that axis.

The density-of-states type integral N(E) that arises from 

the form of on making the usual replacement

i  A i  rv J

where V is the volume of the original Brillouin zone, can be trans­

formed into an integral over surfaces of constant energy S'

) =
a * ) s

yJEf!0 =
elS

Vk E I (1.105)

This can now be approximated by a sum over tetrahedra i and bands n

N ( E  'J ^ z S„ (E,h;)
(2n)1 lv^

(1.106)
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and evaluated in terms of energies at the tetrahedral vertices.

For the generalized susceptibility integral the fractional

volume of a given tetrahedron that contributes is determined by

the intersection of the constant energy planes corresponding to

E (k) and E ,(k + q) ; the Fermi factor f(E (k))[1 - f(E (k+q))] n —  n —  — n —  n — —
must be unity also. The resulting fractional volume is a sum

of one, or at most nine, tetrahedra, taking account of the rather

few ways that the planes may intersect a tetrahedron.

The integral that is performed in recalculating the occupation

numbers of the orbitals from a previous set is also ofrr
the form of a (cumulative) density of states. Self-consistency 

was achieved in a three-dimensional (for a j =3/2 d band) or five­

dimensional (for a j = 5/2 f band) parameter space, normally to
-9a sum of squares of the errors of roughly 10 taking about twenty

to forty iterations. The dependence upon starting point and the

possibility of several solutions (metastable states) was considered.

When U is not close to a critical value corresponding to a

phase change a tetrahedral mesh with m = 6 was used, and this

was increased to m = 7 when U - U as too coarse a mesh had thec
effect of giving apparently well converged solutions that smoothed 

out sharp phase changes. The iterative scheme used a direct mixing 

of (usually) 90% of the new solution and 10% of the old solution 

to give the next trial solution.

m 2 ^ - 2  )

»Z lo Z<t

11
IC zsc

<\ 12*
f W

? 31

& IQ

5 ?

4



1.10 C o m p u t a t i o n a l  results

In Table 1.2 there is a set of Stoner criteria where for 

a given ddir /©Ul<r value the number of electrons per atom n has 

been varied. Figures 1.1 and 1.2 display Stoner criteria for 

a variety of /cycler values for n = 1 and n = 2. For n = 1 

magnetic solutions are generally favoured, and by the density 

of states curves given in Figure 1.3 for four values of cW«/dfcfcT 

indicate that the value of K = is generally high for

a quarter-filled band. In contrast, it is generally much lower 

for a half-filled band, and the n = 2 Stoner criteria mainly favour 

a non-magnetic (quadrupolar) solution.

Figures 1.4-1.7 show the integrals p m  and for a

variety of paramagnetic ground states. When q = 0 there is a 

range of to for which {*i P(U>) and are non-zero

and also therefore This continuum (correspond­

ing to Stoner or single-particle excitations) starts when P£v), Q u )  

go through a turning point and the second derivative with respect 

to to is zero, and ends at another turning point. From the example 

the continuum may be made narrow or broad, and extending down 

to low CO or starting at quite high co .

From consideration of the Stoner criteria, indicating the

maximum extent of the paramagnetic regime, and the equations

for the zero of } 1 + I we can use the curves~ NJ -
to give the energy of the q = 0 excitation of each mode at 

each value of U. This calculation reveals that the modes generally 

lie in the continuum, and do not in most cases move down to suffi­

ciently low to (with increasing U) to leave the continuum before 

instability with respect to ordering of the ground state occurs.



Table 1.2 Stoner Criteria

<x = eM o-, = olclu n U
P

Uc
Unm R

-  B /a  = 0.25 0.85 2.22 2.29 2.56 0.498

1.27 1.97 1.85 1 .91 0.525

1.63 1.69 1.46 1.50 0.609

1.97 1.43 1.16 1.20 0.728

2.22 1.97 1.73 1 .31 0.322

2.31 2.43 2.45 1.47 0.138

2.44 2.37 2.49 1.60 0.196

2.64 2.17 2.42 1 .79 0.315

3.71 1.28 1.36 3.19 1 .20

-  B /a  = 0.6667 0.177 1.46 1.11 1 .98

1.0 0.85 1.06 1 .02

2.0 0.67 0.79 0.65

2.82 1.15 1.12 1.16

3.71 2.47 2.65 2.97

oOIIs\CQI 0.684 0.416 0.393 0.771

0.770 0.401 0.381 0.727

0.817 0.418 0.401 0.740

0.728 0.402 0.380 0.738

0.744 0.400 0.379 0.732

-  B /a  =0.55 1 .91 1.33 1.26 0.73

1.97 1.34 1 .24 0.69

2,32 0.660 0.535 0.560

3.74 1.55 2.40 6.11

3.97 4.98 9.34 79.6
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However, for the model the mode found to lie at lowest energy 

is quadrupolar, and examples can be found where on approaching 

a quadrupolar instability at U (with R relatively small) the 

quadrupolar mode separates from and moves to lower energies than 

the continuum region.
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Table 1.3

a S Kramers degenerate 
(a,-a) pair

tfa -

3/2 3/2 0

1/2 1/2 0

1/2 - 1/2 0

3/2 - 3/2 0

3/2 1/2 1

1/2 - 1/2 * 1

1/2 - 3/2 1

3/2 - 1/2 1

1/2 1/2 * 1

1/2 3/2 1

3/2 - 1/2 2

1/2 - 3/2 2

1/2 3/2 2

3/2 1/2 2

3/2 - 3/2 * 3

3/2 3/2 * 3
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CHAPTER 2

Self-consistent ground states

and the anisotropy of the model

2.1 Introduction

In the previous chapter we established a simple model which 

might apply to actinide magnetism, as it contained the essential 

features of itinerancy and spin-orbit coupling. Having derived 

the equations for the HF ground state and the RPA dynamic suscep­

tibility, several solutions of the model in the paramagnetic regime 

were examined. In this chapter we consider possible ordered ground 

states and the anisotropy of moment formation which is a fundamental 

characteristic of the model.

The most general ordering in the j = 3/2 manifold involves 

15 order parameters, as can be seen from the general form of

where the n. are real and the z. complex, and there is the constraint i i
that The order parameters consist of three com­

ponents arising from dipolar ordering

= < ( t » , ij, )>

where CL is the angular momentum operator for a particle i on

a particular site, together with five quadrupolar order parameters
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Q  = <■ - i 3 (3 1 1 ) >

o' - h  <  *Kl - >

Q "  -

*n
Q  =

and seven octupolar order parameters

6  = < r ) >

o' = <  ^  - I 7 3 H * t l ) >

o "  = <  3i - i 7C3»- 1 ) >

o'" = 2 <Jj

o ,M = J \  3 * )>

o'1' - -Jl <  V V ' 3 *  ) >

o M  - ■ J \  <  3* ( 7 *  - 3 t* ) >

These form Hthe first three terms ^ of a 2 ̂ -order multipole

expansion. The order parameters are related to ct <y >
by being expectation values of one-particle operators, so that

- Zi < M  i *  w >  < <  <=*>
Xv

- S  A < " n >  = i < V , >  + *<"•X *

o  = 2 |  ^  ~ ,,> - < V V v2>  +

6  = £  ( ^  ~ ) <̂ nXA^ “ - < % .  V. >o
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and the yu* and 6 modes of ordering are coupled, so that they always 

occur together. The other order parameters in terms of single­

particle operators are:

/«* = J3
2 ( c k S  *~c \ \  + c X c - } ' i + c - i ' i c - ' ' z ' ) +s c -v£ f s S

^ "
a/3

2\
(  Cl/ l C'l: ~ C \ C^1 + C - \ C- \  ~ c  -i/; c-'i ) -  ‘ '  c - ' 'i  cv;

0 H

+
C *k C- \  + C\ C-! f l  + C - \ %  f S S

Q" ^ ~ i ( Ct l c-vl •’■ C \ c ~ \  ~  7 c^cV i w F c*iC,'i

J— _
2*)l m\

m • /  J. +■ 3 + .  3 +* f ■** 1 +  1 +
Q  = -* V z Cs'iC,,2 l C \ C\  “ I +■! c-^ c-vz"* 3 Cv,c-vi ~ 3  c-*̂

G  " -«  (  J c h t C\  *  2 C vi  C*'i "  i  Cj'z C’*(i  “ ~ ^ C,'2C- ^  -  3 C-V2c »i2

0  *  C-2/2 + ̂  C-'/2<:V2 -  U S  c-iy2 0 , 2 + ^ 3  C+3,2C,,z -  2 C i;2

+• 2 J3 c_^ - 6 i/xc3fl )

° /=  ?  + 2c-» * S  *  2<Jic^ c-v2 +7^)3 cj^c,^ + 2 ^ ^

f 2n)3c^ c^  + £ c,,2 )

° 2T\1? f “ 3v)* c,,xC'v2 c*'iC'\ ~ c**'xc,'i “ ^
' z cV 3'z - z A C,<I ' z i c\ c-\ '

3_  + + + ^  '

0 M = 2J? C Scvlc',l *  C \ C-V, - c--eC»/, - 3 e\  c\ )

O ft) - ~ j Js ( 6 cXj t-V, + ,0'J-?i-VI'£ v ̂  C-''i S  + CyiCl,i

+ - C c ^ C . 7i +- (6 '03c -V1C-3/2 +* £  C-J^ <1^ 4- Cn)3 C-3/1°-'/2 ^
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/ o = ■ i  J? c - V, -  ^ 3  S2 -  € e+ c %  f- IO0S c!,(i C_s,2

+ c c- \ cvz - ° \ c-\ ~ €c-\c\ +

It is reasonable to examine the ordering of the uniform system 

with no sublattice, and retaining rotational symmetry about a 

selected axis. In particular, if we retain invariance under fourfold 

rotation about the [00lJ axis then we can write in terms

of representations of this rotation (as in Appendix A) and sum 

over them, using the great orthogonality theorem. This shows 

that <s‘hylAV> 'y is diagonal and as there is also the constraint 

that n ■= 2 a<* AA > there are just three order parameters which

are non-zero. These three are yu , Q and 0 which express dipolar, 

quadrupolar and octupolar ordering aligned with the axis £001j .

It can be seen from the definition of the 15 order parameters 

above that all but three are zero if fourfold rotation is to leave 

the Hamiltonian invariant.

It is also of interest to consider ordering with respect 

to the trigonal axis £l1lj as well as the tetragonal. On rotating 

the axis of quantization to align along [111] and once again summing 

over representations of the threefold rotation, as in Appendix 

A, is found to be diagonal, giving three order parameters.

On examining the above order parameters these three are

= -Jz = vj <•?.,> =

<?, = q " « o '"  = ^  < 0 * -J 3 >

o, = O'" = 2 -Jl <•■}*!,

and all others are zero. Similarly, we can consider ordering



with respect to the (ii°j axis, and by virtue of the two-fold 

rotational symmetry examine the diagonal ^ > and find

the three order parameters.

It is convenient in comparing ordering about different axes 

to use the dipolar, quadrupolar and octupolar moment aligned along 

that axis; thus we can compare magnetic moment formation along 

C 001 j  , [ m j  and [ n o  j  axes, and investigate the anisotropy 

of moment formation.

2.2 Related studies of quadrupolar ordering

Ordering in a simple orbitally degenerate itinerant model 

has also been investigated by Inagaki and Kubo (1973). They use 

two doubly degenerate bands with intra-atomic Coulomb and exchange 

interactions, but do not include spin-orbit coupling. Their Hamil­

tonian is

H -  Z  t :j ( C*c Cj .  + ^  ctje )1 *  U Z  " i - ff + n'i«
ij<r

+ U' Z ~  ^  C iUr Cic' îfficrff' t

y\ . - c *  C*t<r - te ter

where and create a <r -spin electron in orbitals

1 and 2 respectively at the i-th atomic site; t . . is the transfer
1 3

integral between the states on the l-th and j-th sites, with mixing
+• Itransfer terms (such as ) being ignored. The interaction

between two electrons is assumed to act only when they come onto 

the same atomic sites: U, U' and V are respectively the intraband

Coulomb, interband Coulomb and exchange energies on an atom.

They examine possible modes of ordering of orbital and spin states
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including sublattice structures, and construct a phase diagram 

of the lowest energy states by numerical calculation, varying 

the number of electrons and the ratio of the intra-atomic inter­

actions against the bandwidth. The total energies of various 

states were calculated within the Hartree-Fock approximation and 

response functions within the RPA. Three types of ferromagnetism 

were found whose orbital states ordered in different patterns 

(one having an orbital sublattice structure); without intra-atomic 

exchange one of these is degenerate with a paramagnetic state 

which possesses some ferromagnetic ordering in the orbital states 

(quadrupolar ordering). Orbital ordering with a sublattice was 

also studied by Cyrot and Lyon-Caen (1975).

However, considering now the role of quadrupolar interactions 

in the magnetism of actinide compounds or rare-earth compounds 

(which are much more localized) some of the earliest work was 

done by Allen (1968). This author established a model of the 

magnetism of UO^r considering the spin-lattice interaction and 

using a Jahn-Teller description; a second paper then examined 

how the quadrupole-lattice interaction of the ground state produces 

a first-order phase transition, which is observed.

Another uranium compound (UP) was then the subject of a paper 

by Long and Wang (1971) in which they showed how the introduction 

of a quadrupole-quadrupole interaction term, of the electrostatic 

multipole interactions (EMI), greatly improved a simple model 

of UP,* correctly giving a first-order phase transition.

Sivardiere and Blume (1972) considered an s = 3/2 Ising system 

and its dipolar and quadrupolar modes of ordering (neglecting 

the octupolar mode). The molecular-field approximation is used,
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followed by self-consistent solution for the ground state, in 

order to construct the phase diagram. A variety of possible com­

binations of phase transitions of the dipolar and quadrupolar 

order parameters was found. Finally, the effects of a magnetic 

field and of a sublattice were studied.

Khomskii and Kugel (1973) and Kugel and Khomskii (1974) found 

that exchange may lead to cooperative orbital (quadrupolar) ordering 

as well as magnetic ordering when examining a Jahn-Teller Hamiltonian, 

and also one with a superexchange mechanism, in order to explain 

the structure of two-dimensional ferromagnets of the K^CuF^ type.

The role of indirect multipole interactions, such as RKKY, 

in a system with itinerant conduction electrons and ions with 

an incomplete shell was examined by Teitelbaum and Levy (1976), 

using an s-f Hamiltonian. They determined the full effective 

coupling by including the direct Coulomb interaction as well as 

the exchange interaction, and found that high-degree couplings 

can be important in metallic materials in which the orbital angular 

momentum is unquenched.

Levy, Morin and Schmitt (1979) then published a significant 

paper concerned with large quadrupolar interactions in rare-earth 

intermetallic compounds. Several such compounds undergo structural 

phase transitions, and in many cases this has been found to be 

a consequence of the cooperative Jahn-Teller effect. However, 

they have shown that this is not the reason in TmZn and TmCd, 

and in these systems the lattice ordering follows quadrupolar 

ordering in the conduction electrons, being driven by the quadru­

polar pair interaction, and the lattice distorts in such a way 

as to minimize the Jahn-Teller coupling energy. TmCd and TmZn 

were found to be the first examples of magnetic materials in which
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quadrupolar interactions dominate over magnetic and magnetoelastic 

interactions, and are capable of producing a ferroquadrupolar 

ordering, even in a clamped or rigid lattice, before the system 

orders magnetically. The quadrupolar coupling of an exchange 

or indirect Coulomb origin was found to be larger than the bilinear 

spin coupling.

The study of the quadrupolar interaction was extended by 

Morin and Schmitt (1981) using the third-order magnetic suscep­

tibility, and considering various possible lattice distortions.

Even when the quadrupolar interaction was less strong than the 

bilinear ones, driving the magnetic ordering, it nonetheless deeply 

modified the magnetic properties, especially the magnetic moment 

and the anisotropy of the energy (Morin and Schmitt (1978)).

2.3 Phase transitions and the formation of ordered states

Self-consistent solutions of the Hartree-Fock equations for 

our model derived in the previous chapter allow numerical investi­

gation of the phase changes and modes of ordering as the interaction 

strength U is increased, for various values of the number of elec­

trons per atom n and hopping integral ratio ddn-/dd<3r . In order 

to consider the anisotropy of moment formation a canonical band- 

structure (dd<r = -1, ddn = 2/3, ddS = 0) containing one electron 

per atom was used, and moment formation investigated along the 

symmetry axes [001], [110] and [111].

The Stoner criteria indicate the position of second order 

phase transitions, and with which mode the paramagnetic state 

is unstable, provided no first order phase transition has occurred 

up to that point. For the canonical one-electron case the lowest
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instability is with respect to a parallel moment and occurs when

U =0 .85 (using the notation of the previous chapter to denote P
Stoner criteria). In Figure 2.1 the order parameters j* and 

Q are plotted against U for ordering along the [001] direction, 

and in Figures 2.2 and 2.3 for symmetry breaking with respect 

to the [110] and [111] directions with yu , Q calculated along 

those axes. Figure 2.1 shows a second order phase transition 

for the magnetic moment at a value agreeing well with U . Moment 

formation breaks invariance of the Hamiltonian under time rever­

sal, so that Kramers' degeneracy is no longer present; in this 

manner a quadrupole moment is induced by moment formation, and 

it can be seen that a second order phase transition in the order

parameter Q occurs at U (when yu ^ 0, Q ^ 0).P
In contrast, if quadrupolar ordering occurs before the state 

is unstable with respect to moment formation, then with no moment 

present time reversal symmetry is not broken and Kramers' degeneracy 

is retained (as in Figure 2.6). As quadrupolar ordering does 

not break time reversal symmetry, it does not directly induce 

dipolar ordering and moment formation so that we can have Q ^ 0 

whilst yu = 0.

If the paramagnetic state orders in the quadrupole mode 

(1,-1,-1,1), referred to in equation (1.83), without U being suffi­

ciently large for a magnetic moment to form, then as time reversal 

symmetry is not broken, the Hamiltonian H may be solved analytically 

in a manner similar to the paramagnetic state, as we can define 

elements of with

a'ft ) = aft ) + U (w _ <^j j > ) = a. - U&/4 +3U*/f

b ft) - h ft) +• U fkv - ) - b + 6̂3/4- /3f

new
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using the notation of the previous chapter, so that

H = 2

\

* u ( n ^

) c d O

c*  V ( & ) 0 a
a* o \>'(& ) - c
o a* X

- C

where the quadrupole moment Q is given by

and ^ ^ h  S  . The bandstructure A*0«) and suscep-rr -/* f ’ ~
tibility are then known provided that the quadrupole

moment Q is known:

7 i <2.11

u  \
-\j o 
-(k-A;)
W  I

; yfVv)-- ̂ A ;)(«U'-2a; )

The value of Q is determined from the self-consistency condition.

From the expression for we see that Kramers' degeneracy

is retained on going from the paramagnetic to quadrupolar state.

Also from this analysis it emerges that a set of Stoner criteria 

for the instability of the quadrupolar state with respect to moment 

formation could be derived, as was done for the paramagnetic state, 

and would have the same form. However, these criteria would now

also depend on Q, which is a function of U; therefore the point 

at which a second order phase transition in yu. will occur,
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after Q has become non-zero, will no longer be as calculated

for the paramagnetic state, and may be significantly less than

or greater than U . Figure 2.4 is a case (dd<r = -1, ddTT = 1/2,

n = 2) of the quadrupolar ordering occurring below U (U < U , U )^  ̂ 3 p n m c  p
and no magnetic moment being induced; even when U > U^, no

ordering in ja takes place as the nearly saturated quadrupolar

ordering resists this. With a different set of parameters

(dd<r = - 1, dd rr =0.25, n = 2.64) in Figure 2.5 the model again

has U <" U , U , but when it orders in Q the new ground state nm p c
is such that by its new Stoner criteria it is unstable with respect 

to ordering in yu ; thus the first order phase transition in Q 

produces indirectly a first order phase transition in yu .

The manner in which phase transitions driven by dipolar or 

octupolar ordering are second order and those driven by quadrupolar 

ordering are first order may be examined by considering the Landau 

free energy expansion. Using ^ = Q/2 and considering quadrupolar

ordering alone, on expanding equation (2.1) in powers of ^

0* ) « 2 { a + k±.'vJ(6x-lo>)2+-^Ocl2+-MI*) ) J

=  ' C l )  T
ig (a-b) 4U2f  p d h  Ml2)

'J((*-w )2+2K'm 2'-MIj» 4(C«.-M2+<tfic|2+ M|2y)vz

u T k - f a ) 0 ° i 2+ M i2) +• 0(f) (2 .2 )

. ©where Aj is the paramagnetic energy. The density of states N(E, 

may be written in terms of A; = ̂ ; > being

. WfE) = Z u  +S(A?- F »
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W(E) = £ u (S(Af-E-TOtSfA*-E v O )

=  S u  ( « a ? - 0  + S f A “ - E  ) )  -  2 , / / * ,  S ' ^ - E  )

+ d  S"(k:-Z) * d-%"'(Af-Z ) + .. . f /..S'CÂ -E )2» 31

+ £ sY a ,-E) + *... ) (2.3)

- +  ̂+ (2‘4]

and the total energy E may be expressed in terms of these quan­

tities as

ekt - 3 E^ E^ E
(2.5)

where âC^) is the Fermi energy. The linear term in £ in the 

N(E) expansion has the coefficient , and from cubic symmetry 

and equations (2.2) and (2.3) we have

M. = - J £
f*-lO

r W - E  ) - « ’*? -£ )) (2 .6 )

2 2 2which is zero as the term (&-b)//(a-b) -4(|c| + Ml )) has cubic 

symmetry. However, both and are non-zero and are given by

S  m is) (s^t-E^-sr^-E))+
2 ft»'Hf+4(|e|I+M|1)) VS"(A*-E))

(2.T)

Ns =2j E) sr*> ( l ))

+- i — u?('a~k)i------- , / s'"(a: - e ) - s"'(a; - e t)
C (2 .8 )



66

which do not go to zero as a 

The Fermi energy 

the number of electrons n

result of cubic symmetry.

may be found using the conservation of

r\ 'o.Ce 'Me M ( E ' )  J E

Therefore

- w . r o v E o

and expanding N(E) as in equation (2.4)

f  NjfE^E + J ^ V f e W E  + o ( ^ )  . 0

.3so that to order ?

- r f V O » l E - + <>(?)-/0 ^ O 3

The Landau expansion may now be formed by putting this expres­

sion for / * $ )  into equation (2.5):

E N f E V E  +- ( ^ E ^ f E ^ E  

= f ^ E N f E V t E  *■ (}*-/**) l*c W/ E ) •*-0 C^)

= j'^ENfE'ME + /<■> - f3̂ /M°lOjfE)c|E J

so that the cubic term is

X3 e Ujfe) (e-m.1) c»eJ o
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which as / 0 is finite, as neither E nor (E - yw0 ) change sign 

in the region of integration. The presence of this finite cubic, 

term in Q in the Landau expansion indicates that a first-order 

phase transition will precede second-order ordering when quadrupolar 

ordering occurs (see Landau and Lifshitz (1980), p. 451).

For dipolar ordering the linear term in fA. is zero, and the 

quadratic term non-zero. The cubic term in j*. is zero as the 

energy of the system with reversed magnetic moment is the same; 

as a consequence dipolar ordering occurs as a second-order phase 

transition.

Thus, considering Figure 2.6 the phase transition is driven

by quadrupolar ordering and is first-order, initially with no

ordering of a dipolar or octupolar nature. Then at a higher

U the appropriate Stoner criteria for instability of the quadrupolar

state is reached, which is different from U and U calculated
P c

with respect to the paramagnetic state, and the coupled dipolar 

and octupolar ordering appear in a second-order phase transition.

In this case the dipolar and quadrupolar transitions are in the 

reverse order to that found in Figure 2.1, in which, after a small 

second-order phase change in ja inducing a similar phase change 

in Q we have a large quadrupolar first-order phase change occurring, 

driving a large first-order phase change in jx . There is another 

example of a second-order phase change in ja driving a similar 

change in Q given in Figure 2.7; this is an instability with 

respect to the compensated moment mode (1 ,-1 ,1 ,-1 ) occurring at 

U . The bandstructure along various symmetry axes is shown in 

Figure 2.8, for U = 0.7, and shows how crossing of the bands occurs.
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A further way of studying the formation of the magnetic moment 

displayed in Figure 2.1 is to plot the four projected densities 

of states ry (E) for a sequence of values of U as done in Figure 

2.9. The definition of is

•y(E) = Jo 21 f; (e ) (2 .9 )

where the a. (k ) are as defined in equation (1.9), and f_̂ (E) 

is the density of states of the i-th band at energy E; the summation 

is over momenta up to a Fermi level corresponding to E.

This version of the model has a canonical bandstructure (dd<r = -1, 

ddrr =2/3) and one electron per atom, for which the Fermi level 

is marked. The hybridization between the four orbitals yu = (3/2,m) 

can be seen, and also the manner in which there is a transition 

from four superimposed densities of states in the paramagnetic 

regime to one filled and three unfilled orbitals in the localized 

(high U) regime.

2.4 Anisotropy of magnetic moment formation

The case studied along various symmetry axes in Figures 

2.1 - 2.3 (dd<r = - 1  , ddn = 2/3, n = 1) was used to investigate 

the anisotropy of magnetic moment formation. From the figures 

it is clear that moment formation is easiest along the axis [0 0 1 ], 

and much harder along [110] and [111]. This may be quantified 

further by calculating the total energy of the moment for various 

values of U for each axis; the total energy is given by

equation (1.22), and the calculated values are given in Table 

2.1. The energy £ of the paramagnetic state is
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3U«

where £ (U=0) = - 0.3705, and we define the energy £ bytot

? = A.t - e,

with referring to the energy for an [0 0 1 ], [1 1 0 ] and

[111] moment respectively. The magnetic moment ja along each 

of these axes is M , and M^.

A Landau free energy expansion £ ^  ) maY be performed

in the ferromagnetic domain; if we use the first few Kubic harmonic 

functions we can write down combinations of the components of 

the magnetic moment ja = ,M^) having cubic symmetry:

= h  +  r A  ( M i  ) +  4  B ( H i  M *

4- i c ( h l  +• M,J )

The unknown coefficients A,B,C can then be found from the 

positions and values of the energy at the energy minima:

M, = kc

h. -  *tA

2 c  +- B
* -

2C +■ B

Therefore, we can determine these quantities from M , and

as follows:

H?
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l
h

-  1 C

c A*_

and hence calculate the quantities and from them:

h i
-  3A \ v2

( B k ) /

*3 - J A *

4 (BtC )

For the cases with U = 1.3, 1.5 the following are obtained:

U = 1 .3 U = 1.5

£ 1
- 0.530 £i - - 0.6665

£ 2 = - 0.524
£ 2 = ' 0.6489

A = - 0.9811 A = - 1.235

B = 0.9289 B = 1.206

C = 0.4540 C = 0.5721

M3 1.459 m 3 = 1 .443

S  “ - 0.522 e3 - - 0.6433

This indicates the extent to which a Landau expansion in the ferro­

magnetic regime relates moment formation in different directions, 

attempting to reproduce the high degree of anisotropy.
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Table 2.1

[ 0 0 1 ] [1 1 0 ] [1 1 1 ] eo

oIID £tot - 0.3705 - 0.3705 - 0.3705 - 0.3705

£ 0 0 0

U 0 0 0

U = 0.8 etot - 0.07 - 0.08 - 0.07 - 0.075

e + 0.005 - 0.005 + 0.005

y 0 0 0

U = 1.0 etot - 0.01780 0.0048 - 0.004476 0.0045

£ - 0.0223 0.00030 - 0.00898

y 1.268 0.000731 0.02824

U = 1.3 Gtot 0.07183 0.07800 0.07657 0.05745

£ - 0.530 - 0.524 - 0.525

y 1 .47 1 .44 1 .43

U = 1.5 etot 0.0585 0.0761 0.0651 0.725

£ - 0.6665 - 0.6489 - 0.6599

y 1.47 1.47 1.47



72

The results of Table 2.1 reveal the fundamental anisotropy 

of the model, present in general as well as in this case. The 

model has planes of high correlation with the magnetic moment 

aligned perpendicular to these planes, and poor correlation between 

planes. This anisotropy stems from the strong spin-orbit coupling 

(assumed infinite for our model). The moments and total energies 

in Table 2.1 show that the moment forms most easily along [001], 

with much more difficulty along [1 1 1 ], and with even more difficulty 

along [1 1 0 ]; this agrees with the concept of planar behaviour, 

with moments ordering normal to, but not in, the planes.

2.5 Anisotropy in the large U limit

To indicate how anisotropic behaviour arises we can in the 

region of large U derive an effective Hamiltonian H from our degene­

rate Hubbard Hamiltonian; we define t as the hopping integralmn
between state m on one site and state n on another. Only the 

hopping integrals between nearest neighbours are assumed to be 

non-zero, and then, in a similar way to Cyrot & Leon-Caen (1975) 

we can write H as

H z ,m nr* rv »v\

- ~  £
+-C . c fl )

If we put the quantization axis along the line joining the centres 

then, doing the sum over m',n'

K - Z k t* r\ t
Wt *
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H

c .mi

2.5.1 One-electron case

Now the j = 1/2 case, with m = ± 1/2 and t = t, can bemm
looked at specifically, and H reduces to

H = Ccwsto^l: -f~ L l (  c\. C C * C*. tj tj rt t i

+■ c t .  c , . ct* CA +■
f J 4j  It ft ^

Also using

-
n , .

n j '  * "*j 

%  * i n .  tS .f  

% • = 7 Hj -  S j -

then for the one-electron case

H - 4- t 1 [  O 'i +S? ) ( v s

CCv\stou<N.L -  2 t2 f  S? S* *  V,

cov-i 5 ttx/v t +  2 t2 S. -S.

+■ C*\) C4j

c * j  c tj cr, V ,  )

f )  +■ C ' - i - s * ) ( )

*■ si s * ]

(  5;+ S-; f  S j  S.+ ) ]

- J - 1
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which is the Heisenberg Hamiltonian, as expected.

If we consider one electron in the j = 3/2, d orbital, case

we can interpret t as followsmm

= ^ ( 2elotp +- SddfT )

85 ^“3/2-S/2 = 5 -t )

The first term in the effective Hamiltonian favours occupation

of the m = 3/2,-3/2 states if the hopping integrals have the canonical

values

ololo' -  - I  j d l o l n  -  T ) ©lel£ ~  O

giving

L **î/ </ *"ri \  ~ ~ S

Conversely, if ckta » © M t t then occupation of m = 1/2,-1/2 

is favoured, and the effective Hamiltonian is

JUH = 1 C-h k ^  n .h •c * 1 v "'J ^ 1 / t— J m»VN mi m  tm J

-f- T \  t t . C . C + . C •t-j m «m **** Wl ml

1 Cmj c ni Cmiwv J J

If we put

ty* - -v, - t tS/iv2 = t-*,-*/* - °
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then

UH
I F

- ~ (%• - %  ) - >fi ; )

+  % j  c-\j c -,4;c vl; +

The space is spanned by the states I *£ £ 2̂j ̂  , I ̂ 2 t j ̂  , | “̂  c ̂ J ^  ^

but there are non-zero matrix elements only between the states 

lV2 < -V2j >  , |"V2 ( V2 j >  (as in Cooper (1982)):

del I (uH/2bl )  -A 1 - I  -A I 
I - I  -A

A = 0 , - 2

where -2 is therefore the ground state. The corresponding wave- 

function is

- l’V2' V2j> )

with the following values for matrix elements

I 3* I '*•> = U f  11> - o

O l  V } j  F >  = I 3 (J;f  3jr  + 37 J.+ ) | t >

Then using the operators

li = ^(3 (7 +1 i )) ct+i i CK;

= ^ C - V c -V . + 2 < ; C .Vj i  4 J 5 c ; .  c
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'3: = s)$ C+ . CJ \ j

hence

O  I ~ It >  •

= 4

and also, similarly,

<t I v ? /  I'*' >

Then, expressing |t> :

< > U ; + 3 j '  I t >  =

and similarly

<> 17-r i f  it > 

o  l i r l j  ! * >

i • 2 c , . c (/ . aJ5 c  cj .'ij ‘ i m  4j s,i j

<"t | f 3; (c,̂ . c,(j. - c c,^ ) 3  |o>

^ 1 <; C-V Aj Si lH'>

- 4 ^

Ln terms of i©>

1 1 < S j  S i  - S i  C-V.) CV, C-V. S j  S j

ĉV c-Vjj - c-v<c,'ti  ̂,0>

2 <o *  ̂t
C '4j C - 0 i S j  S i  I o  >

2 |c'4jcS c- V c-v,lo>

- 2

- - 2

l
4



is t h a t  the g r o u n d

state is a superposition of the states with angular momentum per­

pendicular to the quantization axis

Clearly, the c o n s e q u e n c e  of <'7l-1j> <• o

with no j = 3/2 components (which are along the axis), z
If, conversely, we now consider

- h - V ' j  =  °

bV ' *  ■-

then

UH

I t 1

so that the wavefunction in this case

|h-> - (  1% i - \ j  y  -  l ' 3/! 1 j ^  )

Also

<fr 1 1*0 = o

4- c
'ii },i)

&  I V I .  \*> = <*\ 3* Ir> = - 1— J J

with no contribution from J. J. ,J. J.1 J « J This ground state is a super­

position of the states



78

with only j = 3/2 components.

2.5.2 Two-electron case

The change in the interaction energy that occurs on going 

from a ground state of two electrons on each of two atoms to that 

of one electron on one and three on another is U. The effective 

Hamiltonian is

UH
T I S fcL 6^-"*,; f njctc,,.tn m 56 n J J

In the two limits t lx = 0 or t 3 3 = 0  this two-electron problem
2 2 2 2

has a simple form closely related to the one-electron situation.

One electron occupies a m = 3/2 or -3/2 state (t3 3 = 0 ) or m =
2 2

1 / 2  or - 1 / 2  state (tn = 0 ) passively, whilst the remaining electron
2 2

behaves as for the case above. A more general solution can be

found by taking or

Considering two atoms each with two electrons the total 
z z zJ = J ^ + J ^ i s a  constant of the motion; if we look only at

the JZ = 0 states there are eight

i and m',n ' site j,

=  ( 3/2 (V2 ;

11

£

( ^  - ''i •, ; > i )

$3 =



79

'k? - ('r*

4>c - ( \  \  )

4? = K  ,-V, ’'z ,-vz )

So that in this basis, writing t = t ^ ,  t = tj j, the effective
I 2 2 J  2 2

Hamiltonian is

( - f - t y  t,* O i o - V l  'M ,
«

o

l ]  o fcj1 ! c> o

o  (-fcH’n f ! o M 3 M 3 o

o i  t? <• v-Si! o - t (t3 o

o  o  o  o | o o o o

- m ,  t ,t , t,h o ) o o

-t.bj t,tj t,b5 o °  C-tf-tj) o

1---
- 0 o 0 0 0 O O o

The signs of the functions <£>j resulting from different states 

are as follows, excluding the rows and columns of zeros:

= C'z k . V r V )4c=f i,iv

4 v ■ ft , W * ) 4 6 -  *c

V +,

V ■ft;- V . V O 4 , <S

V ■ ft r W ' i ) - « v +2
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and neglecting <£>̂. and (which are states with zero energy

and do not mix with the other states) we can write H as

Ax + |T \j = Ax

f  *  i  ^  *  a j

Ax — (C -Al-)1 Sx =■ Ax

Therefore the problem has become

A x = X x

A = A -  Bt  (c - A l V  |

and A can be found approximately by using t^ << t and the
2electron solution to get A - - 2 t {, and then 

(C -Al * 1 /fc*

A - A - BtB /fcf

one-

fc2^ 3 t 2 -2b|
A-/ t,2 ^ t 2 - fc 2-5fc2

3ti - 2 t i fc?+2tj

— 2fcj 3t2
= -2 t and 

1

-k]-U
the approximation A neglecting V the

\

/

e is

(A -  A 1 ) € ^

a -  i> e =

t,1 ©
°  \

/
if fc,1 o C> I — A.

c o t,? fc? / b

o o fc? fc? / l-fc

= 0,-1 1 1, )

= C
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-2t 2
1

If *3 
- 10t

terms are now
2
3 :

( A  -  A 1  )  e =

included the eigenvalue of H is A =

fcf+ 2tj J t5 -2t?

-2fci 3^
3t* -2 t|

-2*;

= O a = L

£ = 0  , - l ,  1, -1 )

and so the ground state is approximately

K  > = 1 ( f , -  <f>j +• )

This can be rewritten as

lH-> 1 /  4 + -1- +
" * ' cv  cv

+ + . +• ,+
“ C-'4'CY> "vij ,|i j

+• +■ ■+• +■ + +- 4- 4*
~ - V  c v» c-v2J- +■ c. ». . C-i. * C|. . c » .'ij 2̂ J l®>

\ \ )  l ° >

Clearly then

I 7;̂  K  > =r O

Alternatively, if  the case where t̂  << t is considered,

then

(c  -  A 1  v  1  / t - )
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with A ~ - 2 t Z . Then 3

A ^ *  -  rt  b / ^ s

— 2 t f  \

- 2 f c f

-uj

\  - 2 t f nf

provided the states are ordered <£>t
. . <h &  . The ground

1 ' T

X = - 2tj - lot*

14-> - 7 -<t>} )

as for the t << t case. This wave-function has the properties 

that one pair of electrons couples antiferromagnetically along 

the axis, whilst the other pair couples antiferromagnetically 

transversely. In both limiting cases t^ << t^, t »  t the ground 

state is

|4> ) l ° >

Although this high U limit gives antiferromagnetic ordering it 

is possible that at lower U band overlap effects, included in 

a more realistic theory, would give ferromagnetic ordering.

However, the principal feature of the ground state derived 

above is that it has strong bonding between atoms in sheets, and 

weak bonding between those sheets. The magnetic moments are there­

fore aligned along < 001 > . Physically the anisotropy, with 

weakest coupling along the magnetic axis and strongest in the
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transverse plane, occurs because the coupling comes from orbital 

states which pile up charge along the bonding axis while the orbital 

moment is maximized for states where the charge is piled up in 

the plane transverse to the moment.

The nature of the anisotropy can be seen more clearly by 

relating the effective Hamiltonian above to the Coqblin-Schrieffer 

Hamiltonian (Coqblin & Schrieffer ( 1969)) and the work of Cooper 

at al. (Siemann & Cooper (1980), Yang & Cooper (1982), Cooper 

et al. (1983), Thayamballi & Cooper (1984)). The Coqblin-Schrieffer 

theory treats the interaction of an f* ion with band electrons, 

using the Anderson Hamiltonian

K fC + W.

H&

K, - 2
and includes single electron band energies, the configuration 

energy (without correlation) of the f* ion, a Coulomb energy accoun­

ting for correlation, and a hybridization energy H^ regarding 

the mixing of f and band electrons. Provided H„ << H„ the Schrieffer- 

Wolf transformation replaces the hybridization interaction by 

an effective localized electron-band resonant exchange scattering. 

Taking the scattering as significant only over energies below 

the f-electron energy and above the Fermi energy, a Hamiltonian 

giving exchange scattering between the band electrons and a single

ion can be derived, of the form
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Coqblin & Schrieffer (1969) then obtain the two-ion interaction 

by transforming the band electron states to plane waves, treating 

two f* ions in a sea of band electrons to second order. The re­

sulting interaction is of the RKKY type and is

C+JC?, -*\ tv\ ( 2 ,* f I )
We shall now show how this Hamiltonian relates to the effec­

tive Hamiltonian adopted above; rearranging gives

h(1 o n £> c+l, c '»i 7 K »v\ C 2h\'

4- £  C ' f * )  ( < < £ o )

- 2rv\ ̂ i-v/ n 1 C  cO + 2 c

+■ (* ) «: n*
n

c ijT T S

and this is the effective Hamiltonian of our formalism with

r ; r ' o n  = L L v

except for the factor n/(2 j+1 ) instead of 1 / 2  in the last term, 

which would agree for a half-filled band, and a constant.

Considering m,m' = ± 1/2 only, as in much of Cooper's work,
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2this requires E , = tji with a similar lack of dependence onmm 2 2
m,m' . In the ground state we have shown that only the m = ± 1/2 

states are occupied, and as

(ni f \  'l “ 2nin s - Vj

the last term is a constant. It is therefore clear that the physical 

properties of the exchange interaction that we have considered 

should be very similar to the Coqblin-Schrieffer case for fn con­

sidered by Cooper.

However, from the analysis above of the one- and two-electron 

cases the superexchange is antiferromagnetic, whereas Cooper has 

ferromagnetic ordering; our interaction has similar anisotropy, 

but has opposite sign.
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CHAPTER 3

Anisotropy of the critical scattering and 

the damping of excitations in the ferromagnetic state

3.1 Introduction

The previous chapter examined the types of ordering which 

occur as self-consistent HF solutions of our model, and completed 

the study of the ground state. We now turn to the dynamic proper­

ties of the model, and consider numerical solutions for the RPA

is the high degree of anisotropy, arising similarly to the aniso­

tropic static properties of the model. Experimental neutron scat­

tering work on actinide compounds (Buyers and Holden (1984)) shows 

a very similar anisotropy.

3.2 Anisotropic critical scattering

The spin correlations in several uranium compounds have been 

measured near the Neel temperature using neutron scattering tech­

niques. In UN, USb and UAs in particular this critical scattering 

at low energy displays a marked anisotropy, which can be interpreted 

in terms of strong correlations within {0 0 1 } sheets, and weak 

correlations between sheets.

Uranium nitride (see Table 1.1) has a rock-salt structure 

and orders with the Type-1 antiferromagnetic structure with the 

spins along the cube-edge direction. It has the lowest Neel tem­

perature (T = 49.5 ± 0.5 K), lowest ordered moment (0.75 p )N B

susceptibility An outstanding fea-

, which describes the magnetic scattering,

and lowest U-U distance (3.45 A) of the pnictides. Uranium arsenide
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below 64 K (0.5TN ) has a Type-1 A antiferromagnetic structure,

and between 0.5T and T, a Type-1 structure (Buyers et al. (1985)).N N
Measurements of the critical scattering of UN and UAs in 

the paramagnetic regime (T > T ) at low energy have revealed 

it to be longitudinal (Holden et al. (1982a,b), Sinha et al. (1981), 

Buyers et al. (1985)), so that the fluctuations are parallel to 

the incipient moments of the ordered phase, with perpendicular 

fluctuations highly suppressed. Also the fluctuations have spatial 

anisotropy with the scattering having the form of a cigar-shaped 

distribution in reciprocal space, with the long axis along the 

domain direction.

For a Type-1 antiferromagnet the ordering occurs at inequivalent 

wavevectors and so in UN no two of the domain wavevectors 

Tj, = [1 0 0 ] (2 rr/a), [0 1 0 ] (2ir/a), [0 0 1 ] (2it/a) are related by 

a wavevector T N of the fee reciprocal lattice. Hence the long- 

wavelength critical scattering associated to a particular incipient 

ordering can be explored by considering small wavevectors around 

the appropriate .

For ordering as a Type-1 antiferromagnet the ordering wave- 

vector is [001] (2ff/a) and hence a Bragg peak also forms at 

[1 1 0 ] (2 n/a), as [1 1 T ] (2n/a) is a reciprocal lattice vector for 

the fee lattice, whilst for a Type-1A antiferromagnet [0,0,0.5]

(2 n/a) is the ordering wavevector.

Experimental work by Holden et al. (1982a,b) on UN and UAs 

examined scans made through the [1 1 0 ](2w/a) point in the radial 

[X?o] and transverse directions at T/T^ = 1.01-1.05,

so that the former is parallel to the domain vector, and the latter 

perpendicular. They find that the distribution is anisotropic, 

with a width in the neutron scattering peak for UN of 2.8 times
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greater along the domain direction than perpendicular to it.

The anisotropy similarly observed in USb by Lander, Sinha, Sparlin 

and Vogt (1978) is greater by a factor of two.

The strength of the planar structure of the fluctuations 

observed in UN is indicated by the magnitude of the correlation 

range and the persistence of the critical scattering to high tempe­

ratures (correlation is still observable at 1.6T ).N
The inverse correlation length is extremely small, even well 

above T^,and corresponds to correlations between the uranium moments 

whose range is 5-7 times longer than comparable Heisenberg systems 

(Holden et al. (1982b)).

The experimental work on UAs revealed even more striking 

anisotropy (Holden et al. (1982a), Buyers et al. (1985), Sinha 

et al. (1981)) than in UN. However the structure of the effective 

exchange interaction is such that the scattering peaks around 

(1,1,0.3) rather than (110). Mean field analyses (Holden et al. 

(1982a)) indicate that for spins lying in an (001) correlated 

sheet the exchange between spin components perpendicular to the 

sheet is stronger than the exchange between spin components in 

the sheet by factors of 49 for USb, 37 for UAs and 13 for UN.

The anisotropic nature of the model with a j = 3/2 d-states 

subband and infinite spin-orbit coupling is displayed in its neutron 

scattering. The critical scattering described above refers to 

scattering at a temperature slightly greater than the Neel temperature 

T . In our zero temperature formalism we can consider scattering 

at a U value slightly less than the critical value U^ required 

for ordering, and this provides an analogue to critical scattering. 

Just as the experimental critical scattering persisted at tempera­



96

tures well removed from T , that in the model persists to U values

well below U (at least U = 0.8 U ).c c
Using different sets of parameters a wide range of sub­

lattice structures was possible as ground-state solutions.

The experimental work on UN was for incipient ordering in
*L QloJ(ln(«)

a Type-1 antiferromagnetic structure, which has a pointyequivalent 

to the ordering wavevector •eet [ 1 1 0 4 (•3jfl7%') so that a peak which 

finally diverges occurs at that point in reciprocal space. When 

a constant q measurement of the inelastic scattering is made for 

low energy neutrons 0 «o <•<•£■’ T  ) and no separation of the 

scattered neutron energies is made, the scattering intensity is 

proportional to Re jO ) , as is shown below (see also

the appendix in Buyers et al. (1985)).

The differential neutron scattering cross-section d $r f 

per element of solid angle dil , for wavevector transfer q = _k - _k' 

from initial momentum k_ to final momentum _k' and frequency transfer 

=: E - E / is (as in equation (1.41)):

(VO 2
4 It

S ( * , U  )

Sf,,*) L  <x *
T

where r^ is the electron radius and Y  the magnetic moment in 

nuclear magnetons. The spin-correlation function S % î > ) is 

related (by the fluctuation-dissipation theorem) to the dynamical 

susceptibility by

s*» (%t»)
ttO - c'®10)
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where ji = l/UT and

S%,u,^ = ftnr' jf fr)>

and g is the Lande factor and f(q) the form factor. Therefore J
in the limit of low energy neutrons ( £ 1 0  «  I ) , summing over

undiscriminated energies with • t a v ' Y ) ? £ 0  for small oo 

only, the expression for S ^ f ^ t o )  gives on integration

COMO.IC

to 1
u>

— ;— i— : eta ir (( -C'*** )

— —  fh*. fa , to } d to
7T iO 7

As the maximum neutron frequency lies above the range

for which ta , to) ¥  O  we can approximate this by

I u>IWMC
- U>iwCMt

, to ̂ «ta A/ u t_ r “
7T -J — oo p

-  u r

using the Kramers-Kronig relation.

A set of parameters (ddo" -1 , ddir =2/3, n=1.2) for the model 

was found which, on ordering from the paramagnetic state, had 

a diverging peak in its susceptibility y « *  (%  ,c ) at the [110]
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(2Tf/a.) for a Type-1 antiferromagnet, and is the Bragg peak in

the magnetic critical scattering considered by Holden et al. (1982a,b)

for UN, their results being shown in Figure 3.1(c).

The calculations for our model were limited in accuracy (as 

described below). However, the peaks in ) at

[1 1 0 ] (27r/a), and at several other possible ordering wavevectors, 

along Co o t , j r x x o j  and c m j  were calculated for a variety 

of values of U. It was found that the susceptibility peak at 

[110] (2ir/a) was the first to diverge, doing so at U = 0.72;

Figure 3.1(a,b) shows the peak at U = 0.71. Figure 3.2 shows 

j,o) for two cross-sections through the (1 1 0 ) peak 

at U = 0.65: the calculations were made for scans in the radial

and transverse [ o o % 2  directions, and show a peak 

width in the magnetic critical scattering that is greater by a 

factor of 2.0 in the domain direction. This bears a fundamental 

resemblance to Figure 3.1 due to Holden et al. (1982b), both in 

the alignment of the anisotropy and its degree.

The results displayed in this chapter involved calculations 

of %  > u> ) for finite q along a symmetry axis in the paramagnetic 

state or for the ferromagnetic state with finite fx

along a symmetry axis. Both types of calculation require breaking 

of the full cubic symmetry group 0^ retaining only invariance 

of the Hamiltonian under rotations about the appropriate axis 

C^. The anisotropic critical scattering calculations involved 

for a general q not along a symmetry axis, breaking 

all symmetry.

When calculations under lowered symmetry were performed an 

appropriately enlarged IBZ was used, and thus the storage and
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length of time for the calculations was increased. To make these 

calculations tractable a coarser mesh (lower m parameter) was 

used, usually m = 6 (as defined in Section 1.9) when retaining 

rotational symmetry but making many calculations for many u> values. 

Fewer points in the u> variable could be examined for 

under such circumstances. When all symmetry was broken but ca=o 

m = 7 was used.

In the anisotropic critical scattering the coarse mesh size 

must be compared to the small q displacements about [1 1 0 ](2ir/a) 

considered, and this deficiency led to the inaccuracy and significant 

scatter in Figures 3.1(a,b) and 3.2. However, the general shape 

of the peak is discernible, and the presence of strong anisotropy 

visible.

3.3 Spin-orbit coupling and magnetic excitations

It has been found experimentally that well-defined collective 

magnetic excitations (spin waves) are absent in UN and US (Holden 

et al. 1982a, 1982b)); this feature is found in cases of our 

j = 3/2 fee d-subband model and should occur also in a j = 5/2 

fee f-subband model of the uranium compounds.

The experimental data referred to consists of inelastic neutron 

scattering measurements, determined within our formalism by the 

response functions h w u>h Vj ) or ^ J * In

the spin-only case, which is a good approximation for 3d metals 

with small spin-orbit coupling, we have for q = 0 in a ferromagnet 

a sharp spin wave (Goldstone) mode at u> ^ 0 because 

is a constant of the motion. However, when the spin-orbit coupling 

becomes large C , H J  O  as does not commute
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with the first term in equation (1 .1 ) ( clearly commutes with

the second term, although not in the HF approximation):

t n . - j  • £  Z  . ‘ W i/*k v*j U " ' * 1' (3.1 )

 ̂ J + ̂j/ Cv\J C > » + a c \* J

^  ^  ^  "/“i ^  * > ♦ « S*1" K t7

= £  Z> ^ ^ o ( b ) Ĉ +. p , Cul;_ C y » « ( ^ ? ) ^ l H. <:a )

+% />“

f*V v (3.2)

For example, therefore, when q = 0

[ l ^ H j  = 2  ( f - v  ) < y U  Cu|,yuolt # ' < ~ —

which is non-zero because of the off-diagonal terms which

allow electrons to change their m_. value as they hop between atoms, 

Even in the case where the spin-orbit coupling is significant 

but not large (i.e. when 0 u ;  f * ; 7  is not necessarily

proportional to <Ĵ  ) this complication will occur.

Not only is the commutator Cl J > W 3 non-zero, but also “Jo 
has non-zero matrix elements between the ground state fo ̂  

and a continuum of single-particle excitation states l-> =

<■« 1 C7*,h 3 I O  = ^  I 1*H -  H?* |C>>

-  ( V O  I V  l ° >

as ( -  E ) is non-zero. 
0 n
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o o
0>) 1

The schematic diagrams show the conventional dispersion rela­

tion for the spin-only single-band case (a) with the Stoner con­

tinuum of excitations coming to a weightless point at q = 0 , and 

case (b) for our model (see also Figure 3.15). The latter case 

has the Stoner continuum of single-particle excitations, even 

at q = 0 , extending from a minimum energy which may be quite small 

(especially on ordering provided U is not too large) to quite 

high energies, of order of the bandwidth. This continuum between 

two energies tiio for which has been

displayed for several paramagnetic cases in the first chapter, 

by giving i\*\ } U Q l » )  .

The large anisotropy due to the dominating spin-orbit coupling 

in the f band can place the potential spin wave in the Stoner 

continuum. In the case of normal rare-earth systems, or actinide 

systems with localized f electrons, *3£ commutes with the exchange 

part of the Hamiltonian but single-site crystal anisotropy leads 

to an anisotropy gap in the spin wave spectrum. However, 3* 

has matrix elements between sharp crystal field levels, leading 

to well-defined crystal field excitations at q = 0 , and there 

are no itinerant f electrons to give damping. It is the combina­

tion of strong spin-orbit coupling and itinerancy which may wash 

out spin waves in actinide compounds like ferromagnetic US and

similarly in antiferromagnetic UN.
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The existence of the continuum at w  $ 0  implies that the 

odd moments of the imaginary part of ) should be non­

zero, in contrast to the spin-only single-band case for which 

they are zero at q = 0 .

3.4 The second moment of the shape function

The neutron scattering cross-section is proportional to the 

dynamical structure factor as shown by equation (1.41),

where

s ' * ^ & > )  f t )  > (3.3)

and the relaxation shape function ) is then defined by

the relations

F **(*,«> ) (3.4)

The frequency moments F * ^ ^ \ ^ )  are given by (Marshall and

Lowde, 1968):

5)

• [ (-1 (3.6)

^  CO n
where F it̂ ^n^(^')“ j ) u/'dio so that the zeroth and

second moments are

p  (°) j

)
(3.7)

(3.8)
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with the time derivative being evaluated from the commutator

= -i u ; ,«]

The odd moments of the shape function are zero, and the even 

moments can be calculated from the expression (3.6) in terms of 

commutators. Thus for the first moment

? • % )  f - < c * ; ,?_* 3  > = o 0.9

and for the second moment

(3.10)

= ^ 2  Zi H  , i f *  .l'_„/**« //j*f V

£ Os-3.) ct  ) 3 ^ (3.11)

= < 2  Z  (fj! 1̂.',,ft') .c^u. ]
JA*t ft'h' V ** T ' ' ” T

V<-/5 !sH i c»i-' J+ *>1. ) - f  £ i * ,  Tv/l^  (V-^.)

J+ Vt'~ Cvb'-̂  tĉ +« kva > V V
(3.12)

^l, „ ^  W  V ?  - ft ̂  y* ftn ) ft *% ) <»„ U ? >

-  f ;  n  V .  ft n  ) <  ̂  f t  ) ft 1 <V, >  - ' W ^ a V ^ )

« » . ( H  + f ;  ^ . . ^ f t l C f t i ^ f t   ̂ < " - ! .  > )
(3.13)
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Therefore, this expression allows Y%)F%) to be calculated, 
and from equation (3.5)

L  C "vJUTrtyo.vUu,IT J — oo (3.14)

so that this can be compared with calculations of this integral 

based upon curves. This calculation was done at

q = 0 for several values of the parameters (see Table 3.1); it 

was found to be non-zero in the paramagnetic regime, and fell 

towards zero for larger U. The agreement with the first moment 

of the imaginary part of the susceptibility, taken from }u>)

calculations, seemed reasonable as they gave for the case 

ddcr = -1, ddrr = 2/3, n = 1.0, U = 0.94 (Figure 3.16):

co (o f u> } civo -  I' I3
-  CO

and for the case ddc = - 1, ddTT = 0.55, n = 2.25, U = 0.7 (Figure 

3.12):

C to <&v\ (o}  ̂dJ •* CO tO I-5^

Table 3.1

U
0.0 0.7 0.94 3.0

-ddn/ddcr = 2/3 - n ( o ) F * * ( o ) 3.2 ~ 1 - 0 4 0.06
n = 1.0, U = 0.94

-ddn/dd«- = 0.55 -711 W\ y.*(o) F«fo) 3.5 1.22 - 0.09
n = 2.25, U = 0.7
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The high U limit should correspond to the localized spin- 

only case, so that it is expected that F ' H r o )  tends to zero. 

Considering the case with n = 1, we can examine this limit analy­

tically at high U using equation (3.13). The interaction term 

in the HF Hamiltonian H dominates

w = 2> ĉ uCN>}» +■u T \  )  v, cojt” \̂)l< ~

so that the eigenstates tend to the states > of definite

total angular momentum. The expansion coefficients CK^ J b )  -  s 

and the bandstructure has bands with energies of multiples of 

U which are either completely filled or unfilled. For n = 1 there 

is a filled m_. = + 3/2 band at about and three unfilled

bands at "fcuo U , which only fi ri and all other

so that H tends to

H =

°1
o o o

o u o o
o o u o

\ ° o o u

Therefore, at q = 0,

. » f v >  ■ S

o
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so that the first moment of L , T H °  ) tends to zero as U rises 

and the continuum becomes a narrow band of falling weight about 

£ 1 0 = « (see Figure 3.15). This high U case corresponds to in­

creasing localization in which the itinerancy is suppressed, removing 

the combination of itinerancy and spin-orbit coupling.

3.5 Susceptibility calculations and sum rules

The calculations of the susceptibility /X 0C*J (3 ^ 1-0 ) may 

be checked from several relations with other quantities. The 

Kramers-Kronig relation can be used to see whether 

and jUi ) , which are calculated independently as

described in Section 1.9, are consistent:

& =  1  r “ •y'%,^')
TT J - 00 £10 - U2>r ) uy (3.16)

This was done successfully for q = 0 and for finite q in several

cases, agreement being to within ± 5%.

Also, from the results in Chapter 1 in the paramagnetic regime

"X*® (o, 1 0 - > 0  ^ may be compared with its value calculated from

P(O) and Q(O), and O  , o  } with that calculated from
s sP(O), Q(O), P and Q . These agreed well in several cases which 

were tried; for example, for the bandstructure with dd <r = - 1 , 

dd TT = 2/3 and n = 2 at U = 0 the susceptibility calculation gave

( ^ 0 , 0  ) = 5.863

whilst
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P(O) = 0.3177 s 0.2085P

Q(O) = 0.2426 QS = 0.2558

hence from these integrals

= ZPftO + S G f o U  I2<55 3PS

S- nc
which is agreement to about ± 0.5%.

3 . 6  The damping of spin waves

In a similar manner to the use of the d states j = 3/2 sub­

band, we can also investigate the HF solution using a basis of 

the f states j = 5/2 subband, and the ground state solutions are 

relevant to our discussion of spin-wave damping. The establish­

ment of the f states j = 5/2 subband Hamiltonian is described 

in Appendix C, where it is shown that the representation of the 

j = 5/2 manifold with full cubic symmetry is the sum of the fourfold

with n = 3 and infinite spin-orbit coupling assumed may be calcu­

lated; the magnetic moment along [001] is plotted against U in 

Figure 3.3. Also the bandstructure along various symmetry direc­

tions for various values of U together with the projected density 

of states of the six (5/2,m_.) orbitals (these are defined by equation 

(2.9)) are shown in Figures 3.4-3.11. In the paramagnetic state 

at U = 0 the bandstructure (Figure 3.4) can be seen to have Kramers' 

degeneracy and also to have a fourfold and twofold degeneracy 

at the origin of jc-space T . The projected density of states

irreducible representation P^ and the twofold P^

(Figure 3.5) has three distinct twofold curves, as there are now
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two irreducible representations from which the n u (B ) are derived.r
Considering the expression for the interacting susceptibility 

) derived above in Chapter 1, it can be seen that 

at q = 0 the continuum of single-particle Stoner excitations (with 

O  ) extends from a minimum u> *• to maximum 

Co = io| as follows. The energy t\U>e is given by the smallest 

vertical transition between a filled and unfilled state allowed 

by the HF self-consistent bandstructure; the energy t\to, is 

correspondingly given by the largest such allowed transition.

The canonical Sf^.^ bandstructures obtained for magnetization 

in the [001] direction (Figures 3.6-3.11) indicate that for a 

large range of U parameters tlio0 is small

whilst is large 'ffcr ) For a ^f^y^ bandwidth

of 1 eV, with ffcr = 0.5 eV, this would give 20 meV.

Therefore, even for low-lying excitations there is a continuous 

range of single-particle modes for the excitations to decay into, 

as the continuum extends to such low energies. This provides 

a mechanism for heavy spin wave damping within such systems.

On examining the susceptibility ) to observe

this damping we chose to perform calculations on the simpler 

subband, with the examples selected to have a continuum extending 

to low energies, that is a bandstructure with bands crossing close 

to the Fermi level.

The model with the parameters ddcr = -1, dd IT = 0.55, n = 2.25 

was investigated. The self-consistent solution for the order 

parameters JJL and Q are given in Figure 2.7; a second-order 

phase transition occurs at the instability = 0.52, and a compen­

sated moment (the (1 , - 1 , 1 , - 1 ) mode in equation (1.84)) forms.



At U = 0.7 this moment is strong enough to give a magnetic moment 

=0.29, and the bandstructures along a variety of symmetry axes 

are given in Figure 2.8. The Fermi level is quite close to a 

crossing of two bands, and considering transitions between filled 

and unfilled states the continuum for which t o f ^ - O

can be seen to extend down at least to i\WL =■ 0*0*f dole . OnO

calculating (O, to+t'̂  ) this is non-zero down to an energy

of 0>*O2eJ$|c’ (see Figure 3.13), which for a bandwidth of 1

eV is an energy of 20meV. The dispersion relation, showing the 

continuum domain for which w'X** , wnVj ̂ ^ O  and the energy

of the excitation modes for c| <  0 **f is given in Figure

3.15(a). The continuum remains reasonably unchanged at q / 0, 

but at low Jivo intra-band excitations become important once 

> 0 *O2 (2n/*)ancl meet the continuum at ej -a O' | (2tr fa. ) .

In Figure 3.12 the first excitation mode should fall at the 

point indicated by the lowest energy arrow (where defc | 1 + P  D  | = O 
and a broad ill-defined peak is seen. The region of phase space 

(J^-space) contributing to this process is shown (by the extent 

of the broadening of the delta function) to be large enough to 

give very strong damping. The weight of the damped delta function 

indicated is 0.048 of the weight of the whole continuum. Figure 

3.13 shows a more detailed version of the excitation peak using 

a more accurate solution. Figure 3.14 shows a similar peak for 

a different example, and it displays an even greater degree of 

damping. In both cases there are further excitation modes at 

higher energies which are difficult to discern in the continuum 

(see Figure 3.12).

Also there are cases where the continuum starts at higher

energies, and in Figure 3.15(b,c,d) the dispersion relation and
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values of are displayed for ddar = - 1 ,

ddtt = 2/3, n = 1. The sequence begins with a dispersion relation 

for this n = 1 canonical bandstructure case at U = 0.9 which has 

just changed from paramagnetic to very weakly ordered (aligned 

moment). This is followed by a weakly ferromagnetic case, at 

U = 0.94, showing how the continuum broadens and rises to higher 

energy with t\W>0 being lifted at higher q. Finally, U = 1.5 

represents the strongly ferromagnetic case, with the continuum 

rising in energy. In the high U limit the continuum becomes a 

band about fcta = U  . The appearance of  ̂ for

the position of the excitation modes indicated by arrows.

In Figure 3.15(d) the features of the high U limiting case 

have started to emerge. At U = 1.6 the filled lower band and 

unfilled upper bands no longer overlap, and the intraband contribution

which have moved to low energy exposed, and in this high U limit 

we return to undamped well-defined spin waves, as the itinerant 

model reaches its localized limit. Amongst the uranium pnictides 

and chalcogenides, UTe provides an example where the lattice para­

meter is sufficiently high as to make the system more highly localized, 

and sharp well-defined spin waves have been observed (Buyers et 

al. (1980)).

3.7 Conclusions

The current chapter and two preceding chapters have been 

concerned with establishing a model which, by combining itinerancy

shown in Figure 3.16, with

to vanishes. This leaves the excitation modes

and strong spin-orbit coupling, possesses many of the unusual



magnetic properties of light actinide compounds. Treated at the 

HF-RPA level of approximation numerical methods have been developed 

to give the ground state and dynamical properties ( via the genera­

lized susceptibility ju> ) ) of the model for a wide variety

of the variable parameters, which are principally ddir /dd<r , n 

and U. The ground state calculations reveal the circumstances 

that favour quadrupolar ordering (which is related to the orbital 

degeneracy) or alternatively magnetic solutions with various types 

of spin ordering. The strong spin-orbit coupling gives rise to 

strong anisotropy displayed in both static (moment formation) 

and dynamic (critical scattering) properties and also in a large 

anisotropy gap in energy between excitation modes at q = 0 and 

the ground state. Furthermore, our analysis of the paramagnetic 

and ordered states indicated how the Stoner continuum has considerable 

width in energy , and for d or f subbands which have U slightly

greater than required for ordering, often extends down to low 

energies. Hence the anisotropy gap is sufficient in typical ferro­

magnetic cases to place the excitation mode in this continuum 

of single-particle excitations, even at q = 0 , and that a mechanism 

for strong spin-wave damping exists as excitation modes in the 

continuum on calculation have heavy damping. In the localized 

(high U) limit a transition to undamped spin waves occurs as is 

observed in more localized actinide compound systems.

The effects of spin-orbit coupling in our model can be seen 

only for the spin-orbit parameter X in AL-S taken to be infi­

nite. It would be of interest to be able to do calculations for 

intermediate values of \ m  order to see the transition between 

the weakly and strongly coupled cases. However, this would require 

taking a much larger basis of states than just a f state j = 5 / 2

subband, and would be computationally difficult.
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Fig 3.|(c)Anisotropv of critical scattering in uranium nitride measured uith a triple-axis spectrometer 

operated at constant v = 0 (Holden et a l . 1982b)
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CHAPTER 4

Magnetic excitations and the electron mass enhancement

4.1 Introduction

The previous chapters have shown how a model of actinide 

magnetism combining itinerancy and large spin-orbit coupling (as­

sumed infinite) may be established, deriving the static and dynamic 

properties at the HF-RPA level of approximation. The excitation 

modes of the system interact with the itinerant electrons, and 

the effects of this upon the electrons are far from negligible 

in some cases. One important effect can be enhancement of the 

electron effective mass by interaction with an excitation mode 

lying at low energy, and we calculate the magnitude of this in 

this chapter. This enhancement is of interest because of the 

recent discovery of 'heavy-fermion' systems amongst actinide com­

pounds, which display a range of highly unusual properties including 

exceptionally high mass enhancement of the electrons.

4.2 Heavy-fermion systems

Superconductivity in the high-effective-mass (~ 200 m ) elec­

trons in CeCu^Si^ was discovered by Steglich in 1979, and since 

then much effort has been spent in searching for and characterizing 

such 'heavy-fermion' systems. There are eight heavy-fermion systems 

presently known, including superconductors (CeCu^Si^/ UBe^, UPt^), 

magnets (N Be^, U^Zn.^, UC^ 1 1  ̂ an<  ̂materials with no apparent

ordering (CeAl , CeCu ). These f-electron materials can be seen 3 6

(Table 4.1) to have enormous specific heat y values (450-1600 
2mJ/mol K ), large values of the low-temperature magnetic
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susceptibility ( 8 - 50 x 10 emu/mol G), maxima in the resistivity 

at low temperatures with large ^ values ( 1 0 0 - 2 0 0  SL, cm) and 

unusual temperature dependencies of their specific heats below 

10K. The experimental data currently available is fully reviewed 

in Stewart (1984). The three superconducting heavy fermion systems 

(BPS) possess such unusual properties that p-wave pairing of the 

superconducting electrons has been proposed, rather than BCS 

s-wave pairing.

Typically, the mass enhancement m*/m ~ 200 from y  , which 

means that m*/m is of the order of 30 times the band mass. The 

Wilson ratio R is of order unity in HFS, as it is for a non­

interacting Fermi liquid with g = 2, J = 1/2 (i.e. spin only):

-3

tt* o)
‘tfplYM't+D

where k is the Boltzmann constant, g the Lande factor and 

the Bohr magneton for an electron. Thus y  is large due to a 

large quasi particle effective mass m*, and not because of exchange 

enhancement.

There are similarities in the behaviour of actinide HFS to 
3that of He, being a complex superfluid system with orbital degrees

3of freedom. The theory of the superfluid A and B phases of He 

has been reviewed by Leggett (1975), and the orbital dynamics 

investigated by Leggett et al. (1976), Combescot et al. (1976) 

and WOlfle (1976) .

Theoretical models which have currently emerged include three
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Table 4.1.

2d_ ^ (&) y(mJ/mol K ) T (superconducting)f atom-f atom 1 c . .

CeCu Si„ 
2 2

4.1 1 1 0 0 0 . 6

UBei3 5.13 1 1 0 0 0.97

UPt3 4.1 452 0.54

CeAl3 4.43 1620 no orderin 
above 0.05

CeCu _ 
6

4.83 ~ 1600 II

NPBe 1 3 5.13 Magnetic transitions > 900 II
below 1 0 K. Large

U2Z"17 4.39 ► estimated y above 535 II
magnetic ordering

UCd 1 , 6.56 i temperature 840 II
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types. A half-filled Hubbard band near a metal-insulator (locali­

zation) transition was considered by Brinkman and Rice (1970)

using Gutzwiller's method and this was then applied by Vollhardt 
3(1984) to He systems. Secondly, a nearly-half-filled Hubbard

band at high U was studied by Rice et al. (1985); in analogy 
3with He, and using Brinkman-Rice theory for a strongly correlated 

Fermi liquid, they argue (along with Anderson (1984)) that super­

conductivity in U B e ^  is of a p-wave nature. Recently, Rice and 

Ueda (to be published) have investigated a periodic Anderson model 

whilst still using the Gutzwiller method.

The third approach has been to consider the Anderson lattice 

in the Hondo limit, and this has been pursued by Razafimandimby 

et al. (1984) with particular reference to CeCu^Si^. This model

should apply to CeCu^Si^r which is generally thought to show Hubbard
1splitting in the f band between a peak corresponding to the f

2final state and another corresponding to the f final state, indi­

cating high correlation effects. XPS-BIS measurements have also 

been performed on UBe.^ by Wuilloud et al. (1984) and by contrast 

there is no clear separation of peaks, but merely one broad peak.

This indicates weaker correlation in UBe „ than CeCu„Si„, and13 2 2
a reasonably broad 5f band, of order 3eV bandwidth. This situation 

in U B e ^  and more particularly UPt^ (Stewart (1984)), although 

no UPt^ BIS measurements appear to be published to date, make 

it reasonable to adopt an itinerant model, treated at the HF-RPA 

level. Using the model considered in previous chapters we proceed 

to describe how mass enhancement may occur by interaction with 

low-lying excitation modes of the model. The possible types of 

mode include magnetic and quadrupolar; however, the quadrupolar
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modes can be seen from equations (1.81)-(1.83) to be always lower 

in energy. Also, if p ( E f ) is the quasiparticle density of states 

and F^ the Landau parameter, then

>y r V 4  pfy)
I +■ F0“

so that the strong exchange enhancement that occurs near to a 

ferromagnetic transition ̂  'y f  y  »  ) / and for HFS the Wilson

ratio h K / Y  | . Thus, it is likely that mass enhancement

effects in compounds like UPt^ are best modelled within our formalism 

by considering interactions between the conduction electrons and 

a low-lying quadrupolar mode.

4.3 Magnetic excitations and the electronic mass enhancement

Conduction electrons can acquire an increase in their effec­

tive mass m* due to interactions with different low-lying excitations 

of the solid. Calculations have been done for mass enhancements 

due to the electron-phonon interaction (Abrikosov, Gorkov & Dzyalo- 

shinski ( 1963)) or the interaction with paramagnons (Doniach & 

Engelsberg ( 1966)), in which the excitations occur in the conduction 

electron system itself. It has been shown that there is a similar 

mass enhancement mechanism by which magnetic excitons can contribute 

(White & Fulde (1981) and Fulde & Jensen (1983)). The effect 

of the mass enhancement on the specific heat was considered at 

finite temperature, and the theory generalized to ferromagnetically 

ordered systems.

In its simplest form the Green's function of an interacting 

electron system is given by G(lc, ) where
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CO-.co) =

and is the kinetic energy of an electron of momentum k cal­

culated from the Fermi surface, ,1 0 ) the mass operator con­

taining all irreducible scattering events of the electron with 

its surroundings. The quasiparticle excitations give rise to 

the poles of The effective mass m* is defined for

the excitations close to the Fermi surface at k = k^, and is given

by

nr

£>£(}<)
9L b' hi

where E(k) are the poles of c (k )

F O O  = fu -i- £  (k, ■>)

and so if

m  ̂2  A  ̂  )
a U

aEO*)

<r< \U =

et E j, [A U

a? «e*1 -
then m

M
N‘(E*) A

id * oM fÊ  )
The fact that m*/m is real is ensured by the imaginary part of £  (k 

vanishing like iz?~ for quasiparticles close to the Fermi surface.

A substantial mass enhancement will occur when results

from interactions of conduction electrons with excitations of 

sufficiently low energies, so that S A  ,uo) varies rapidly with £0
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close to U> = 0 .

In the formalism used previously to derive the HF equations 

and RPA result, we require an expression for the _k and to dependence 

of jU} ) , where are orbitals in the ( j,m_.) basis.

The non-interacting Green's function C ^  , b ) is defined as

‘V b O  = ^ T [ v a u ; jsf0 ) ] >  (4-1)

where

<  ^ 7\ O* (l<)ctU « <-— J KV Of v - I Ur\

hence

~ L H  a**<* (h (*i) <̂"r Cc|t̂  ft )e* (o )j )>»*i * i

(4.2)

c ; ( o *  s _ C T f c l,B.a )c t„ro )3>
The second order contribution to ^Joefi °^ t îe diagram

is, by the Feynman rules

( j - f w V - ' l S  j A f A ( $ f
I pf» Y« (4.3)

Cv/5(l’-‘)')^yV«Cp) Cv'y-(p+<i)
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The integral over can be expressed in terms of previously defined 

quantities ' ^ < * £ , 5 y (%  ̂  ) as follows

2n (p') C „fy, fpt4) ") =■ 2i Ĉ )

v  ( t + 0 7 T  O r ) c ° O )

" • 2 [  *
( t ~ pt<j , "Cp Ct ~ "fnpt̂  )
C»r«f£„,-<)„ + <•>) F^-E^^i-V'l ) (4 4)

%-Cp.) r ( O  1 (r-+̂ )0-*ri fp-n ̂
and integrating over p completely, for unit volume,

( M M 1 ct'Y'fr1^°«Y (p^)) = '*» <2 aMy'(c)

fUp r i - ^
p̂t<J “E*«lp~̂ 6+U| ~ ̂*'p+ej‘,’̂'<:|6 + < ̂

(4.5)

(4.6)
= - it r<^ <*)Y'Y'*®*'*' •

where the time-ordered non-interacting response function

is defined by

pf;1, - 2  (p*-̂  in«/i(p')£C/p-)ft„Efp-t̂ )rwrsi ‘£

t% +‘S
$ ( l~ W  )1
( F _ F _V.‘“Kp«-̂ l-*vvp (4.7)

Therefore the contribution to 0 * )  is

2 ^ ( 0  = - t ( ^ f  c V H > r# , . O i ) (4.8)
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for this single second-order diagram. More generally we can consider 

the set of diagrams

where G is a general interaction representing the RPA ladder. 

Thus, for the second-order diagrams

v

which means that these diagrams are double-counted in the series, 

and for the third-order diagrams

so that these (and, incidentally, all higher order) diagrams are 

unique. Removing the double-counting of the second-order diagrams 

gives for the full contribution to the self-energy ft )

S.,m -
*7&Y S'

(4.9)



136

where ) is the interacting time-ordered response

function corresponding to y C1) ) -

The non-local nature of 2 *n ̂  ) is an awkward complica­

tion which may be removed. Calculations of the dispersion curves 

for the quadrupolar mode lying at low energy, for example Figure 

4.12, show that the modes vary little in energy with q. This 

indicates that a straightforward local approximation uO )

to the self-energy correction to HF would be reasonably good:

2«/sk') * Zl I 2„|5 (t,*5) - 3 (4.10)

Defining a local interacting susceptibility T ~ , , , . byI

T.
■ v , « v

11)

we can rewrite equation (4.^ ) as

S/5V ~ S6Y/5/-«S't/*
B'fi'Y'S'

OttV (4.12)

On differentiating this equation with respect to to at 10 = 0  we 

obtain

u> = 0 ” -tv (lO ) ^  V?1/* »'/5'Y'S'

W SYS') l  (2lT)* <4' 13



137

Considering C . ^ ^U O r , from its definition by equation (4.2),

t;r (h'y') = 21 (<-') c: ft',*') (4.14)

<-T r , ( 6(W) 6(-*') 7
= f,-s +0-.v'eBli,-;s(

1 (4.15)

so that on differentiation

! S f t v ) .  2  m u x m  f»u>' , S - ^  l ft 5

sf-«y) &(*’) ef-toO i
(uZ-tl’E f  (vo'-V’E. fc*-tSfl

(4.16)

We now wish to make an approximation which is equivalent 

to the following:

1
— 2n»s 6 y ^ - •*- i 5 ]

oo
-/*

- — ZttiS fu1 ) 4“ 2
U>'+̂ u

~ -ZwiSfo')

where ^ is the Fermi energy. From equation (4.16), then

ZmfcSfEKl/ ) S(tj') l
(4.17)

(4.18)
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p r o v i d e d  the t e r m  2 / (  toVy* ) is small. T h e r e f o r e  e q u a t i o n  (4.13)

can be approximated by

^ 2  «j$ 0 ° )  

^ to '  r  ( m )  Y  S ' * '  -  *«■'  V $ )

•/S'YV

( 4 . 1 9 )

*/*’/S'Y'S'

C~*^) —  M^°) ~2'S ^
4 ' ( 4 . 2 0 )

where N(O) is the density of states at the Fermi surface. There­

fore, on simplifying this expression,

c> to u> - o
» - i u W o l 2

( V*' ~ S y' ̂ $1' ) M ^Yfs>'/S' )
( 4 . 21  )

= — i-U2N£o) ôr/S ̂ jsV ̂ Y'S' + <̂x*'% &y'*'j5YS' jir1

-  Z f i y K * '  ^'8' -S*s'V*'^Y') K,
( 4 . 2 2 )

AJ Y&'}ocy

Using , defined by

^Y'vyy u "̂ y v , »'$• f° ) ( 4 . 2 3 )
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the derivative of the self-energy is

S>u> ' w -o

■4~

* -  £  fc

p y' <*' /
(4.24)

The local nature of the self-energy means that we would expect 

it to be diagonal. This is true when U = 0 as y£

only has non-zero terms of the form • so that only

L „ „ C  in equation (4.24). However, it is not

clear when U ^ 0 how to prove that ) only

has non-zero terms . In practice, numerical calculations

show that this is true, and therefore from equation (4.24)

£ Sot/J^ )
e) 15 0

+ ~ brr> */$ ~ r'r' \ (4.25)

Numerically we also find that this expression (4.25) is inde­

pendent of oc , and therefore the appropriate expression for the 

mass enhancement m*/m derived from a local self-energy is

m
rw

e> %ary
to - O

-  U2W(0) £  ( 2 t*'yf Y,yr)otrtcf * *'Y' )
(4.26)
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which may be evaluated from the RPA calculations of 

and i° ) •
«-yi, YS

4.4 Computational results

In the previous section an expression was derived for the 

mass enhancement m*/m in terms of the matrix y g

m + L uzu(o) 2 a  ( 2
x1 y' r'r'»« +- i*'Y', «'y0

As mentioned in the introduction to this chapter, this expression

may become large close to a second-order phase transition, whether

magnetic or quadrupolar, but it is the latter that is particularly

of interest. This is because interaction with a non-magnetic

low-lying mode can enhance m*/m whilst leaving the Wilson ratio

close to unity; also the lowest-lying mode is quadrupolar, as

described in section 1.9. However, as shown in section 2.2, when

considering phase transitions to ordered states, quadrupolar ordering

occurs as a first-order phase transition due to the finite cubic

term in Q in the Landau expansion. Therefore, a set of parameters

for the model was sought which gave rise to the Stoner criterion

for the quadrupolar mode being lowest (U < U ,U ), with thenm p c
first-order phase transition occurring at a value of U only slightly

lower than U . This would allow a region of U values for which nm
the ground state was paramagnetic but still quite close to a quad­

rupolar second-order phase transition, with divergence of the yg ,

Table 4.2 shows a range of cases considered; any solutions 

having U reasonably large and N(0) not too small were of interest,
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including two sets of parameters which fulfilled the criteria 

and gave rise to large mass enhancements.

The first case (dd*r = -1, ddTT= 2/3, n = 1.478) had the self- 

consistent ground state indicated in Figure 2.6. The first-order 

phase transition occurred at U = 0.78, very close to the predicted 

second-order instability at U = 0.79. Equation (4.26) involves 

an implicit sum over q; if we write this explicitly we have

m
* «Y' (4.27)

where

T «|i,YS ^ > lJ) ' C «/S,SY ̂ >*°) ~ I (4.28)

Therefore, at a given point in q-space we can calculate the contri­

bution (m*/m)(q) to the mass enhancement:

vw
rr\ )(%) - 1 + V r ; * ' * '  (^i°) 4''71'y> ,y'(^iO) }

(4.29)

with

-  =  - V  zm fsl  ̂ v »>-» / ( 4 .

Figure 4.1 shows (m*/m)(q) plotted along the symmetry axes [001] 

and [111] for U = 0.78, and this does not vary very much with

q. As an approximation (m*/m)(q) was taken to be constant at
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Table 4.2

-  B/a n Unm R=N(0)/*f £F

0.25 1.27 1.85 0.525 - 0.40

1.63 1.46 0.609 - 0.24

1.97 1.16 0.728 - 0 . 1 2

2 . 2 2 1.31 0.322 0 . 0 0

2.31 1.47 0.138 0 . 1 0

2.44 1.60 0.196 0.30

2.64 1.79 0.3345 0.50

0.35 1 . 1 1.3 0.77 - 0.41

0.55 0.905 0.34 3.77 - 0.333

1.97 0.69 0.104 0.08

0.6667 0.56 0.38 3.5 - 0.3914

1 .478 0.79 0.3674 - 0.145

2.82 1 . 1 2 0.903 0 . 2
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a value at least 7.0 so that the total mass enhancement m*/m = 7.0.

It is necessary also to ensure that when the phase change 

occurs the quadrupolar mode ordering is uniform, with no 

sublattice formation: that it is a type of orbital ferromagnetism

rather than antiferromagnetism, as the self-consistent ground 

state solution is for the uniform system with no sublattice formation 

catered for. The susceptibility for the quadrupolar mode 

was defined in equation (1.95), and in Figure 4.2 we display 

for q along the [001] axis at U = 0.65 and U = 0.73 approaching 

the phase transition. The function peaks at q = 0, and would 

eventually diverge at q = 0 at U = 0.79.

In Figure 4.3 the susceptibility functions and Q f o )

defined by equations (1.39)-(1.40) are shown, and in Figure 4.4 

these are combined in a graph of at U = 0. The position

of the excitation modes at q = 0 can be calculated from equations 

( 1 .81)-(1.83) using the P } , Q 6 *>) curves, and by calculating 

X q  CO -jio at a series of values of U. In Figure 4.5 the OCq  ( c >) u> ) 

continuum is shown at U = 0.35, with a very strong peak at the 

position of the quadrupolar mode; as U increases the modes move 

lower in energy, and Figure 4.6 shows this mode approaching the 

lower edge of the continuum at U = 0.5. The edge is reached at 

U = 0.60, and the delta function mode then separates from the 

continuum; the situation at U = 0.74 is shown in Figure 4.7, 

with the position of the mode and the shape of the remaining con­

tinuum (the scale of this Figure should be noted).

The strength of the delta function once it has become separated 

may be calculated as follows. The susceptibility *¥• Q  (O) )

is
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I - 2 H  (P<-& )
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(o,u>) ?s
I-2US (4.31 )

where S = ( P + Q ) ;  if S' and S" are the real and imaginary parts 

of S then

rupolar mode at U = 0.74 is 28. The calculated weight of the 

isolated mode as it leaves the continuum at U = 0.61 is 6.0; 

the weight from Figure 4.6 at U = 0.5 is 6.5, and from Figure

4.7 at U = 0.35 is 7.0, giving reasonable agreement as regards 

continuity of the delta function strength as it leaves the continuum. 

Also from Figure 4.4 ( d S t e n d s  to zero as O  , so

that by equation (4.3^) the strength of the mode increases as 

it falls to lower energies. Thus in the region of U = 0.74 - 0.78 

the system has a very strong low-lying quadrupolar mode (for q = 0 ).

U h C o , * )  =  —
2 us"

7?f 0-2uS')M2MS")2] (4.32)

so that the singular part of U V Q is

u
(4.33)

4-ir
U

2tr (4.34)S0-2US ' )

Using s c » ) «  i O >  , vC>') the calculated weight of the quad-

The position of this mode against U is shown in Figure 4.8. Clearly,
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the high mass enhancement of about 7.0 at U = 0.78 is related 

to the role of this mode in the system, which is at W  = 0.03 

and has a weight of 32, at q = 0. The dispersion relation for 

the modes of the system at U = 0.74 is shown in Figure 4.12, and 

the quadrupolar mode remains at low energy for the full range 

of q along the [OOq] axis. The graphs of r * ( i  ,iO-h V|) at 

q = 0.9{2tr/a) in Figure 4.13 indicate how the weight of the con­

tinuum remains in this low energy region.

Another case which gave rise to a substantial mass enhance­

ment was ddc = - 1, ddTT = 0.25, n = 2.64. The self-consistent 

ground state solution is shown in Figure 2.5, giving the variation 

magnetic and quadrupolar order parameters with U. The first-order 

phase transition which precedes the second-order criterion at

U =1.79 occurs at U = 1.70. In the region U = 1.40 - 1.70 nm
the system is paramagnetic but is close enough to the second-order 

quadrupolar instability for the terms C c to 

be significantly enhanced. In Figure 4.9 we show the mass enhance­

ment (m*/m)(q) along the [001] axis for U = 1.45 and U = 1.49.

In order to investigate whether formation of a sublattice occurs, 

the susceptibility for the mode to which the system is tending 

^C) was calculated, and is shown in the same Figure 4.9; 

it peaks at q = 0 as U approaches the critical value so that uniform 

quadrupolar ordering occurs as chosen for the ground state calcula­

tion .

The contribution to the mass enhancement possesses full cubic 

symmetry but varies strongly with q. In order to integrate 

(m*/m)(q) over the Brillouin zone the mass enhancement curves 

were fitted to a function f(q) constructed from the first few 

Kubic terms, which are the simplest polynomials with cubic symmetry:
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■ f^ ) = 5 A (<)* -Kjj ) +■ <; B f 'jx 'l j  *)! )

+ \c +<), ) +■ it> ( < ^ 2  + ̂  <}i + f

and the best fit that could be obtained was with

A = - 40.55 D = -■ 4000

B = 400.0 E = 3.8

C = 208.8

The curves for f(q ) along the symmetry axes

shown in Figure 4.9. On integrating this function over the Brillouin 

zone using 10277 points we obtained 5.84, and this is a good approxi­

mation to the full mass enhancement (m*/m) by equation (4.48).

Considering the quadrupolar mode giving rise to this enhance­

ment its position may be calculated from the susceptibility func­

tions P6 0 ) for the system plotted in Figure 4.10. The

quadrupolar mode is visible in Figure 4.11 of OQj ( 0 ) \£>') at 

U = 0.6 and has a weight of 5.2. When U reaches U = 1.0 the mode 

separates from the continuum and continues to fall in energy as 

U increases, as in Figure 4.14. When U = 1.49 the quadrupole 

mode at q = 0 is at to — 0. fPand has a weight of 7.1, and as it 

is not particularly low-lying in energy it gives a mass enhancement 

contribution of (m*/m)(q=0) = 3.8. Along symmetry axes, where 

they reach the Brillouin zone boundary, (m*/m)(q) becomes large, 

although considering the dispersion relation in Figure 4.13 the 

quadrupole mode at those q values has not come down to a low energy. 

The mass enhancement was also calculated for values of U closer

to U = 1.70; however, it does not change very significantly.
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From Figure 4.14, which displays the position of the quadrupolar 

mode as the system approaches ordering, it can be seen that the 

mode never does reach very low energies even at U = 1.70 and this 

explains why m*/m only rises slowly from U = 1.45 to U = 1.70, 

and the generally lower enhancement in this case, compared to 

that with the previous set of parameters.

4.5 Conclusions

Having previously established the basic static and dynamic 

properties of our model containing itinerancy and spin-orbit coupling, 

and the importance of quadrupolar ordering, we have sought to 

estimate the correction to the HF electron mass due to interactions 

between the electrons and all the excitation modes of the system.

This has been shown to give rise to large mass enhancements in 

the paramagnetic state on approaching a quadrupolar phase transition; 

this is related to the movement down to low energies of the quad­

rupolar excitation mode, which has a high delta function weight 

and is uniformly low-lying throughout q-space.

The model contains two basic features of light actinide com­

pounds in being itinerant with spin-orbit coupling, and so possesses 

some relevance to the heavy-fermion systems U B e ^  and particularly 

UPt^. Thus, the mechanism we have described for large electron 

mass enhancement within the model may be the mechanism giving 

rise to the experimental results for m*/m described in section 

4.2. The renormalization of the f-band (and the electron band 

mass) would mean that the simple model enhancement of m*/m ~ 7  

may be compared with an enhancement m*/m' ~ 30 upon the band mass 

m' in UPt^. It is quite possible, even without accurately



modelling the crystal structure of UPt^, that an f-states model 

would have lower-lying excitation modes, thus giving rise to sig­

nificantly higher enhancements via this mechanism.

The superconductivity in HFS has been the subject of investi­

gation recently, and it has been speculated (Anderson (1984)) 

by several authors that in UBe.^ and UPt^ it is p-wave m  nature, 

bearing in mind the symmetry properties. Investigation of the 

superconducting state of our model would be of interest in this 

respect, in displaying the influence of spin-orbit coupling.
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APPENDIX A

Symmetry properties of < n >
\1V -

The HF Hamiltonian has been shown (equation (1.16)) to be

H
'  2  i +  u  ^ V  - < V > ) f  crb C*h

where

< V >  = ^  2  a l f p ) « . > ( f - )  ft

‘f-
Considering the basis functions for the d states, and using Table 

A.1, we have the representations of the states without spin to 

be P(2 ®  ' where

2*2-*2-y
>  2 _

~
3

IN
I

* - a

* 3  ?
y ^

as shown in general texts on group theory and quantum mechanics, 

such as Callaway (1974).

Now, putting in the spin, and using Table A.2 and BSW notation 

we have

(na © ) &  »0fi) = p/ o r5+ A  p/ (A. 1 )

Considering now only the j = 3/2 subband, with the representation 

(R) for a symmetry operation R
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it is true that D must be a sum of a^ irreducible representations

r . :
1

T> = r :

From (A .1) one may deduce, as D is of dimension 4, that 

D = T*; however, this can be shown in detail as follows.

If we define the character of the elements ot of the irredu­

cible representations by (as in Callaway (1974))

(<*) = 2 1 :  C* J; :*)

then the character of D is

* M =  Z -  «•. % ( • )^ r

Now for a group of order g and irreducible representation of di­

mension d(i)

Z  C«3 1

4(i)
r

Zj ' *■* (« )%, (« )

a,
J
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where we sum over the elements X ; alternatively, we sum over 

the classes r:

aj =

where N is the dimension of the class, r
We now construct the character table of D, which has the 

2classes E, C^, C^, C , C^. Hence we have the character table

E C 2 C c c JE J C 2 JC, J C  J C4 4 2 3 4 4 2 3

D 4 0 0 0 -1 4 0 0 0 -1

where clearly J does not change the sign of the basis functions

as they are eveni. Clearly then from (A.2) and Table A.2

D = r 8 as

 ̂ U no —

p 1 1 p* it'IB? m

* S  Z j a' »̂$ (£))( 21 aj 0o)a
R U' 15? »VN t V ) '

" H

£  Z s  L  «■. « j  s -'j s v  %U rw i j ®U* )
m

i 'HJ*

“ Za ( a? 77-1 )  Z j >
r  ; v *<•/ 7 5

»§?



162

- ( 2  A; ^  2  (a.3)
• 5*

and a^ = 1 with i = 1 ,1 so that g = d(i) = 4

< V >  = V  ^  >
IB?

Here we have used the great orthogonality theorem which states 

that for irreducible representations P ^ ^

L  ^ v (< n  rr (f  ( K )  =  J
c*(<0 7*

where d(X ) is the dimension of and the irreducible repre­

sentations p , pc/*' belong to a group of g elements.

Hence we have shown that is diagonal, and (by Schurr’s

lemma) is proportional to the identity. Clearly in the paramag­

netic state, if n is the total number of electrons,

< " v °  ̂  ~ ^  zjT

If we now break the existing full cubic symmetry by applying 

a 13 field along [001], or equivalently letting a moment form along 

[001], then from Falicov and Ruvalds (1968) using Table A.2, as 

the symmetry operations are about the point P in Ic-space

P* -* Y,+ © Y* ©  Yj4- © Y h

(iO  » Y,+ © Y  + ©> V3+ <j> y ^
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with character table ( <x =. >V2 ^  :

A * E A B -  C> c -  c  * I E 1 A 1 B K

V I X i - <** I X c — OC

I M — t — oc 1
*•

oc -1 — OC

V I — C* *l oc 1 — oc t oc

V I ¥-— Cx -  i X 1
*-  OC -  i oc

Also we can choose 6 points in k_ space from which the 48 

cubic symmetry points are generated by the above 8 operations; 

these points indicate how to construct the new irreducible Brillouin 

zone (IBZ) from the IBZ with full cubic symmetry:

x y z

x z -y

y x -z

z -y x

z x y

z y -x

Hence the full BZ can be visited from the IBZ by going to each 

of the above 6 points and calculating the eigenvectors and eigen- 

values; for each of the 8 symmetry-related points a.m (It ^

and E _ are then equal, mk
Similarly, for moments along [110], [111] we can do calculations 

as outlined in Tables A.3 and A.4.

The matrix t ;. has to be transformed by rotating the

axis of quantization from [001] to [110]or [111], and this is 

done by the transformation for the angular momentum manifold J
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under rotation through £ :

a«ju' (h) - ( H i
V  f t )

The new z-axis then lies along the axis of quantization and 

the symmetry axis under consideration. In that basis 

is then again diagonal.

From equation (A.4) above we have four one-dimensional 

representations acting, and by Schurr's lemma each is proportional 

to the identity (trivially). Hence four scalars, with one constraint 

that they add up to n, now determine the elements of 

(which by equation ( A. 3 ) is still diagonal).



Table A.1

C haracter T ahus fcm the Cuhic G roup O k

Ilepresentntion

BSW- EWK* Bcthe* Basis
BSW° •

K('SterJ •
E
E

3CY
3Ci

6C4
gc4

G Ci 
GCY

CO CO

J
I

3 J C? 
3a*

6JCt
6S4

G J C t
6tTd

GJ C } 
8 St

r, A Ik r, 1 1 1 1 1 1 1 1 1 1 1
Ti A 2K r  i x<(i/J -  21) 4- y4(zl -  x1) 1 1 -1 -1 1 1 1 -1 -1 1

+ z4(x* -  y*)
r„ K« r, x t _ y l

to N 1 1 "L 2 2 0 0 -1 2 2 0 0 -1
r !6 Tiu iv x, y , z 3 -1 1 -1 0 - 3 1 -1 1 0
1̂ 26 T2u rv z(xJ — ys) 3 -1 -1 1 0 - 3 1 1 -1 0
r,- Am rv xyz[x4(y* -  2*) -f- y4(z* -  X1) 1 1 1 1 1 -1 -1 -1 -1 -1

+  24(X* -  1/)]
IY A*u IV xyz 1 1 -1 -1 1 -1 -1 1 1 -1
r,r E„ Tv xyz(x* -  y*) 2 2 0 0 -1 -2 -2 0 0 1
r,6. t 1k r 4 xiji*1 -  yJ) 3 -1 1 -1 0 3 -.1 1 -1 0

T* r 5 xy, yz, zx 3 -1 -1 1 0 3 -1 -1 1 0

° Bouck:icrt el al (193G). 
b Eyrmg el al (19-14)
'  Bcthc (1929). 
d K oster (1957)
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Table A. 2

Characters of the Additional R epresentations of 
the D ouble Group 0*

Class
Represents-

tion E E (C«», C«») Ci Cl (£*,<?,) Cl Cl

re+ 2 -2 0 2ui —2*/* 0 1 -1
r7+ 2 -2 0 —2i/» 2i/* 0 1 -1
r8+ 4 -4 0 0 0 0 -1 1
r r 2 -2 0 2i/* — 2Ui 0 1 -1
r7- 2 -2 0 —2m 2i/* 0 1 -1
r r 4 -4 0 0 0 0 -1 1

J J (JCS, J£v) J C t (/C», JCi) JCi JCi

r6+ 2 -2 0 21/* —21/J 0 1 -1
r7+ 2 -2 0 — 2W1 2i/* 0 1 -1
r8+ 4 -4 0 0 0 0 -1 1
r r -2 2 0 — 2ut 2i/* 0 -1 1
r7- _2 2 0 2i/* — 2UI 0 -1 1
r8- -4 4 0 0 0 0 1 -1

Ti X D(l/» := r«+ Ti' X P<u*> = r r
Tt X D<l/I> == r7+ r*' X D(l/,) = r7-

Ti, X D<im ■■= r8+ r»' X po/» = r8-
Tu X po/*> ■= r8- +  r r r 1S' X D (Ui) = r8+ +  r8+
r» x £)(WI) .= r7- +  r8- r is' X pum = r7+ +  r8+
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Table A.3

Moment along [110]

P,+ 2Y,+ ©  2Y7

E A 7 E  3 A

V,+ . ; I I

V  i i -i
A = C t

New IBZ is old IBZ x 12 as follows:

X y z

-X - y z

X - y -z

-x y -z

X -z y

X z - y

z y -x

-z y X

z - y X

-X z y

-z - y -z

-X -z - y



Table A.4

Moment along [111]

Y  -* 2Y,+ ® Y* ®  Yi

E A 8 I B 1 A I S

Y,+ i -  1 1 1 -  1 1

ri* i -u>2 1 -u>2 to

Y  ' — to U>Z 1 -  to to2

A = Cs B - cj to - Iff--1 + «\J3 )
New IBZ consists of old IBZ x 8 as follows:

x y z

-x -y z

x -y -z

-x y -z

-y x z

y -x z

x -z y

-y -x -z

Quantization axis is [111] and so *Tuo ( O  requires rotation 6 0 $ 2 %r"7 ~
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APPENDIX B
Hartree-Fock equations with a Hund's rule term

The Hamiltonian that was adopted above

does not take into account Hund's rule coupling, and the calcula­

tion of moments compared with their experimental values (Brooks, 

private communication) indicate that this interaction may well be

significant. The form of such a term in the Hamiltonian H, musth
be invariant under rotation, and distinguish between the orbitals 

with itk = ± 3/2 and m = ± 1/2 without distinguishing between 

m_. = + 3/2, - 3/2 or m_. = + 1/2, - 1/2; thus Kramers’ degeneracy 

and invariance under time reversal are to be retained. A suitable 

Hamiltonian is

where U' is an energy parameter, alongside U and the Slater-Koster

hopping integrals. Writing H, in a more suitable basis, the Hartree-h
Fock single-particle Hamiltonian can be derived

M (B. 1 )

H H (B. 2 )

and this can be expressed as

(B. 3)
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H = +- " ' X  ■}* 4-u'X c . c+ .c .* 2 » t-i Vr/*~v j*^it yti v-ic \>j (B. 4)
+ f° f  c+.c . c+. c . )' ̂  r \> A*» /»t vi Oi y

using the scalar Clebsch-Gorden coefficient as defined in

equation (1.46). Then, similarly to above,

[ ] v .  > «■. J - ) < « ,
(B. 5)

(B. 6 )[ < u  h  i r

* <-,i V.]* t v  ’̂ a ̂  ctic*i ] )
i ill

* -jit e" f  X f ;

^ r + r ♦ + "f0 4 A cl". C,. "?+ Ĉ *1 CvlCvi *A xf* At At )
(B. 7)

and so working entirely in k-space,

£ ;  O k  ****>3 = _ N ij jx *  1 ^  CA“ ' i . Ĉ fc,C'»^!!J- i

^ X  ^  Vii, c> b<+*5i-t !?I+ ̂  c>fS'C''hC',l,.+i!r!:

+ x  f :  x .  c/* Ali, A Jj, + It j—It (B. 8)

This expression is now put in terms of the C ^ basis, and the 

RPA applied. Then using

L  v ^ U ek  > h iJ  = (B. 9)

and from (provided the states l»4 >  form a complete set)
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C"!s fo>  = |l̂ >  = L r  | a >
y  (b .

= ^  ^  a  ) lyul, >

we obtain, placing the terms from the ( h  + y  ) term

in the description 'other terms':

E ^ Q ) -  other terms -  £  ^  ** , (K , 1V + I ^  , )
fe ( !*.» A 7

(B. 1 1 )

Hence the Hartree-Fock potential is

7* other terms t ^  [ ‘ C  f  * <'r>) r -  ( K ^  ^  >

( f ; . , n * f ; f ;  ) < -» ,>  ] (B.12)

Using the diagonal property of < " A r > we have

VA/l = other terms -  £  (  f *  f  ̂ + f '  f Afl + f A_, f x

(B.13)
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. r
= other terms -  —  [ \(2A + I ) + - \(* + 0  )

+ (2 2 j  S y  <̂ AA y  (B. 1 4 )

= other terms -  — ( a + -  ) s x <v. sM v 2 J A/* x AX ̂ (B.15)

and so the potential V^  including the Hund's interaction

is

V, £ u (* u'
W  ^  * if* <rV >

~  ) ^ /y.> \  s /

l  (U + 7  U') < V >  - y /*<Sy>^S;

(B.16)

(B.17)

This gives a single-particle Hamiltonian which, as it includes
u'

a - T /*CV > term, forms a quadrupolar-ordered state less 

easily (depending upon U'/U) with respect to the magnetic ordering.
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APPENDIX C

Slater-Koster matrix for the f states subband (j =  5/2)

For the Slater-Koster kinetic energy matrix T f t ) appropriate 

for the ^ = 3, s = 1/2 f states there are (in the context of 

high spin-orbit coupling) two subbands, with j = 7/2 and j = 5/2.

The canonical values of the ff hopping integrals are given in 

Anderson (1978, 1979) and Brooks (1980), and allow f f * , f f s  

and i h  to be expressed in terms of f f -

f  f a -  I

ffx - - |

l

ff ♦ - "

In a similar manner to Sharma (1979), Takegahara et al. (1980) 

and Lendi (1974) we can use the basis states

4, = 2-JiS C * b *  = i  -5i ( - y 31 + ^5-2 )

*1 = C x f S x * - 3 rM  = i + ^  )

= ■ S r 1 ) = -^ 5 Y j ,-W 5 Y j- , - ^ V i )

= C * - 3 r * >  := Yjo (C. 1 )

= ÎS“ C. x = *  Y$, ♦ - J fY j . - J s Y , . ,

= = i  ‘ f - JS Y j j t J T Y , ,  + ^ Y 4. , - J J Y 1.

- •JtS' C*C:« * - 3 2 ) ~ V2. (^32 * v » )
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where

c = ( 2 -\!6wJ r
Hence, using the states in the j = 5/2 subband

decomposition of states Ijwij into states j :
I \  \  > r -Jf I 3 ' ,fi > - 7? u -'2>
Is'* h> =•Jf U -v*>-7| i i '<i >
I % \  > *Jj. I 1 - ’'i /> - 4 \ lO Vj>

~ ' k >  =■J? lo -"i> - 7|i-i 'rxy

|S/e -*4> =-J| l-l 'O - \J \ 1-2 *4 >
■\j > i - z -vz y - 7| 1-3 ‘'j >

(C. 2)

we can write the form of 

I Sfi ... I %  ’% ) >  ) as
( h )

(in the basis ' V o . i ^ X

where the (-1)m in the definition of the spherical harmonic implies 

that

I i * >  = - <-! s f

I 3 S >  -  < - 3  S | *
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Kramers' degeneracy implies that and stems

from invariance under time reversal.
Then, the following matrix elements were calculated:

U ,/0 - =• (c&Ŝ  COS + Cos ̂ CoS tf-t Cos ̂  COŜ  ) C ̂  4̂ )
( <t>| / tf) = foMr2)) - 'i-y sii^ sini, (ff„ - ff*. )

( 4>,/<f>f ) = (*;)■* / °

f f c / O  - ( * ^ - 3 r * )  /*(r**-3r*))= ^  H f f r  ^  )

( k / h ~ )  = ( *  W - W -- )

K / < U V  (* r*)/* ))=(c*S$e.sS +cos£c«•,)(*$£- + £

+ T ff5 * i? *+ ) * «»*«»., ( f fl?T + |  )

/*(5>.2-^)). -Ift- ̂  + | ft* )

(4y/4j) = = -M f - + il^n * \ f f s  # 4  )

(h / h  ) -- fe^-^Vxfa1-* *)) = = M  *„ s W - f  f l u f f s  

(4y/4« )“ = »'«!! ffu  +| ffe )

( t/4? ) * (i(x.2-«j2)/-i6^-;)2 )1= («>iTtoî +cc>ŝ oSi]X'|̂ r-f,f̂ T + yffs+
and hence using (C.1) and (C.2) to express in terms

of <^s | T | < V >  gave the following

o = A ( l-Ô I f3 ̂ fa *■ + O-'Û STff’S + 0-214-21 pf$ ) + (8 + c)

*Co-2£?-«1 -ffc + o.$oJsrffn  + 1-57900 ffS  + l-9S3S7ff* ) 

t = A (©-2l42lfP(r + 0-12?$?-ffn + l->?9?| $5 + l-0?l4-3fP4 ") + (B+C ) 
x (o^ iot-i ffs + (-3059?ffr + 0-44C43 ffs + 1-55*121 )

C = A (o-4-2$J?ff<r + O-71421-ft-+ 0-?lf21fPs + 2-I42?£fft>) * (B+c) 

v (0 S397-|ffV 4- 1-3211-3  ̂4 I-Co?If ffs + 0-S39? I ffa> )
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d. = (E-lt>)( i-O^SCoff* +0.|S172ffs - l - h i W l f f i )

e. = (E-c ')(o-[(,‘\H\^e -0-tC<\̂ \ ffir - o-sw^ffs + ff* )

4- IF ( -6-CW 3<^r-0 -6??<3-ff t t  +C> €??6jffS'+0 «??63 pf<(, )

f  = fE + ;D ’)f-O-S^?2-ff<r-<54SI7Sffrr+O T<i0S-7-ff5 )
<4,= A fpo- -  0 IS1?2ffn + MISOSffs -  O - W i c f f ^ )

+ (s+c'Xo-inT'l •ffo + O O S W  ffr  -0 -2 W lf fS  + 0 - i m A f f a  )

4- IF C-c.-6?S8Affer+o-2SÂ C'ff,w4-O.£?T^ffs-0-2S-44J6 fff. ) 

i = fE-l1))(oASAS?ff<r 4 - 0 - 5 ? S 5 ? f f T T - 0 2 S 2 5 ^ f f $ - 0 ? S ? £ | f f 4 , )

j = ( B - C  ) (-e>-S30Sjffo--O4?<m f P n  +  c - C 5 l i S f ? S  +0'?FSSI )

+ ;F C-c-SOSOS-ffo-- O.?o?l|fl?„_©.se>S0SffS + I S-IS-23-fft, )

A = co^cos^ C = E =

8  - cos^ cos ̂  V  - sV*|Si'n^ F = a V $  s\V m
Also it can be shown that the representation D of the

of the six j = 5/2 subband states is a sum of the irreducible 

representations

d  - r,- e. r -

From the states given at equation (C.1), using BSW notation,

( ®> rr  ) ©  ]><•'* > = p,*) ® r r

from the character

E  E C *

table of D

c z C5 s
' C  - C  0 'll O o c

3 3 3C* 1CH 1c*■ ^ 2 K ,

0 JZ --J2 0 O O
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and using the character tables of the likely irreducible repre­

sentations T- found in equation (C.4) we can decompose D into
a. irreducible representations P* . Thus 

1 1

t> =

where the character 'Y (or) of the elements <* is 

Then the coefficients a^ are given by

A.' ' “  Z r "r%*(r)y(r)

summing over classes r to give

t> -  V ®  V -
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