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ABSTRACT

The tau lifetime has been measured in e + e- annihilations 

at a mean centre of mass energy of 42.5 GeV using the TASSO 
detector at the PETRA storage ring at DESY.

The installation of a high resolution pressurized drift 

chamber close to the interaction region enabled increased 
precision m  measuring the lifetime. The design, construc­
tion, calibration and performance of this detector are de­
scribed. In addition, a general description of the TASSO 
detector and data reduction procedures are given.

The lifetime is found to be (2.7 i hi ± 0.5) x 10"13 s. 
The charged weak tau coupling constant relative to that of 
the muon is found to be GT/GF = 1.04 : §;\\ ± 0.20, in good 
agreement with lepton universality.
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Chapter 1

INTRODUCTION

The study of electron positron annihilations has provided a 
wide range of new experimental results m  particle physics. 

The basic annihilation process and subsequent production of 

point-like charged spin ''a. quarks or leptons is described by 
the theory of quantum electrodynamics (QED). This theory is 
capable of making predictions for cross sections to an accu­

racy that exceeds experimental uncertainty. Consequently, a 
good way to search for new charged quarks and leptons, and 
to study any deviations from QED prediction is particle pro­
duction via e+e_ annihilation.

1.1 PAIR PRODUCTION
The simplest production process is lepton pair production 
(electron, muon, tau) represented by the annihilation dia­
gram shown m  Figure 1.1a. The electromagnetic interaction 
is mediated by the exchange of a virtual photon, the concept 
on which QED theory is based.

The differential cross section predicted for this process 
to the lowest order in a, the electomagnetic coupling con­
stant, after neglecting threshold factors for the masses of 

the final state particles which are negligible at PETRA beam 
energies, is given by:
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da / d$2 Q2 a 2 (1 + cos2 6 ) / 4 s

where s is the square of the centre of mass energy, 6 is the 

angle between the incoming positron and the outgoing posi­

tive charged particle, and Q is the charge of the particles. 
The total cross section for muon and tau pair production (Q 

= 1) after integrating the above expression over 8 is given 
by:

a = 4 f a2 / 3 s

If s is expressed m  GeV2 and o m  nanobarns, the total 
cross section is given by:

a = 87.6 / s nb
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When the final state particles are also an electron posi­

tron pair (Bhabha scattering), there is another diagram, 
shown m  Figure 1.1b, which contributes to the process. The 

incoming electron positron pair can scatter instead of anni­

hilating. Consequently, the cross section is much larger 
than that for muon pair production and is very strongly 

peaked in the forward direction, as the major contribution 
is scattering through a small angle (0).

1.2 RADIATIVE CORRECTIONS

So far, only the lowest order diagrams have been considered, 
those with the exchange of a single virtual photon. How­
ever, when comparing experimentally measured cross sections 
to theory, corrections from higher order diagrams need to be 
considered. These higher order diagrams, some of which are 
shown in Figure 1.2, arise from the emission of real photons 
(Figure 1.2a), virtual photons (Figure 1.2b), and vacuum po­
larisation (Figure 1.2c) into electron, muon, tau or quark 
pairs. The largest of these radiative corrections is due to 
initial state radiation before the e+e- annihilation. This 
has the effect of lowering the centre of mass energy and 
hence increasing the measured cross section due to its 1/s 
dependence. As the size of these corrections are dependent 
on the direction of the final state particles and the re­
sulting detection efficiency for a given direction, the cor­
rection factor is obtained from a Monte Carlo program where

13



events are generated with the appropriate radiative spectrum

and then passed through a detector simulation program. Typ­

ically these radiative corrections are of the order of 10 % 

of the contribution from the lowest order diagrams.

(c)

Figure 1.2: Radiative Correction Diagrams

1.3 OTHER PAIR PRODUCTION PROCESSES
There does not have to be an e+e- annihilation to produce 
additional final state particles. Lepton or quark pair pro­
duction can occur via the two photon collision reaction 
shown m  Figure 1.3. Usually, the colliding electron and 
positron are scattered through a small angle with only a
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small energy transfer to the virtual photons. Hence the en­

ergy available for the production of the lepton pairs or the 

hadronic system is only a small fraction of the total beam 

energy.

Figure 1.3: Two Photon Collision Diagram

So far only production processes due to the electromag­
netic interaction have been described. However, the stan­
dard theory of weak interactions predicts a weak neutral 
current contribution to the lepton pair production process 
via the exchange of a virtual Z°. At PETRA energies the de­
viation m  the cross section from QED prediction is too 
small to be experimentally noticeable. However, a forward 
backward asymmetry (relative to the colliding beams) is in­
troduced into the muon pair differential cross section, 
where the ju- is produced preferentially m  the opposite di­
rection to the electron beam. This asymmetry has been ob­
served at PETRA energies. Weak interactions will be consid­
ered further in Chapter 4 when discussing the theory 
concerning tau lepton decay.
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1.4 HADRON PRODUCTION

The production of hadrons m  e+e~ annihilations can be de­

scribed by the quark model. A quark anti-quark pair is pro­

duced via the single photon annihilation diagram in a simi­
lar manner to the muon pair production described earlier, 
and subsequently fragments into hadrons. The expression for 

the total cross section for quark pair production is similar 
to the muon pair cross section except that the differing 

quark charges (Q) and the three quark colours have to be 
taken into account. The ratio (R) of the hadronic cross 
section to the muon pair cross section is given by:

a(hadron)
R = --------- = 3  I Q** 1

o(n+u~) q=d,u,s,c ,b

At PETRA energies, the five observable types of quark are 
(d, u, s, c, b) with charges (-1/3, 2/3, -1/3, 2/3, -1/3) 
which give a value of R = 11/3.

In the search for the sixth quark (top), there has been 
an energy scan at PETRA with increasing available centre of 
mass energy. There will be enhancements m  the value of R 
at the top quark pair bound state energies and a permanent 
step of 4/3 m  the value of R at an energy where particles 
that contain one top quark are produced.

Corrections to the experimentally observed value of R 
need to be made to take account of hadron production from
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tau decay and from two photon collision processes. In addi­

tion, the prediction for the hadronic cross section needs to 

he modified as the quarks can emit gluon bremsstrahlung. In 

the theory of quantum chromodynamics (QCD), gluons mediate 

the quark interactions. The first order QCD radiative cor­
rection to the R value is given by:

R ficz> = R ( 1 + as/7r )

where as is the strong interaction coupling constant.

1.5 HADRON FRAGMENTATION
At centre of mass energies high above the threshold for 
quark pair production, hadronic events are observed contain­
ing two back-to-back isolated cones of particles (jets). 
Events with three hadron jets have also been observed. The 
mechanism for the fragmentation of the primary quark pair 
into these jets is not fully understood. However, various 
fragmentation models exist that suppose that further quark 
pairs are produced m  the field between the primary quark 
pair. These quarks and anti-quarks subsequently combine to 
form hadrons with the short lived hadrons decaying into sec­
ondary particles. Thus a jet of particles is formed m  the 
direction of the two primary quarks. The explanation for 
the observation of a third net is the radiation of real 
gluon Bremsstrahlung by one of the primary quarks, with the 
gluon also fragmenting into a hadron jet.
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The details of the fragmentation process, such as the

type of secondary quarks produced and the momentum distribu­

tion of the fragmentation products relative to the primary 

quark direction, are represented by free parameters m  Monte 
Carlo simulations. By altering these free parameters to 

produce Monte Carlo events that describe the observed data, 
it is hoped to find some understanding of the fragmentation 
process and make comparisons between the data and QCD pre­
dictions .
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Chapter 2

THE EXPERIMENT

The data for this analysis were obtained with the TASSO de­

tector at the PETRA (Positron Electron Tandem Ring Accelera­

tor) storage ring at DESY in Hamburg, West Germany.

2.1 PETRA

The construction of the 2.3 km PETRA ring (see Figure 2.1) 
was completed m  autumn 1978. The four experimental detec­
tors are situated m  the four short straight sections. The 
four longer straight sections contain the radio frequency 
(r.f.) accelerating cavities.

The electrons are accelerated to 50 MeV m  a linear ac­
celerator LINAC I and then injected mto the synchrotron 
DESY to be further accelerated to the 7 GeV PETRA injection 
energy. In LINAC II, a low energy electron beam strikes a 
tungsten target, the positrons that are produced m  the 
electromagnetic shower are accelerated to 400 MeV and accu­
mulated in the PIA (Positron Intensity Accumulator). Then, 
like the electrons, they are transferred to DESY for accel­
eration to 7 GeV and injected into PETRA.

When the current of the electron and positron beams accu­
mulated m  PETRA is around 4 mA, the beams are accelerated
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Figure 2.1: 
Layout of tne PETRA Ring
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to the required energy. PETRA operates in a bunch mode, the

two bunches of electrons and two bunches of positrons circu­

late around the ring m  opposite directions and collide at 

the centre of the four experimental regions.

Until 1982, the maximum centre of mass energy (W) obtai­
nable was 36.8 GeV. The energy is limited by the power of 

the r.f. cavities which must replace the energy lost m  the 
synchrotron radiation that the electrons radiate when under 

circular acceleration. Since 1982, the r.f. power and the 
number of accelerating cavities have been doubled.

The performance of the accelerator is measured by the av­
erage luminosity delivered per day. With a luminosity (L) 
of the colliding beams, the event rate (R) for a reaction 
with cross section (a) is given by:

R = a L

The luminosity for head on collisions can be expressed m  

terms of the beam parameters:

L = f B n- n+ / 4 tt X Y

where
f is the revolution frequency of the beams.
B is the number of bunches per beam.
n_,(n+) is the number of electrons (positrons) per bunch.
X ,(Y) is the standard deviation of the horizontal

(vertical) particle distribution m  the bunch.
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As all these beam parameters cannot be measured 

accurately enough, the luminosity is calculated from the 

rate of Bhabha scattering (e+e- ■+ e*e~) at small angles and 

hence small 4-momentum transfer (q2). The cross section for 
this process is relatively large, is calculable using QED 

and has been experimentally well tested in this low q2 re­

gion.
In 1982, when the machine was running with W = 34.0 GeV 

for many months, an integrated luminosity of 400 nb_1 per 
day was collected, (1 nb_1 = 1033 cm-2). However, m  scan­
ning mode, where the energy was increased m  steps of 
0.030 GeV between W = 39.8 GeV and W = 45.2 GeV, each exper­

iment collected 60 nb_1 per energy point at an average rate 
of 50 nb_1 per day. The large decrease m  luminosity is 
mainly due to a lack of understanding of the machine parame­
ters which change for each new energy point. There is not 
enough time to optimise the machine before the energy is in­
creased to the next point m  the scan.

2.2 TASSO
The TASSO (Twin Arm Spectrometer Solenoid) experiment was 
designed as a general purpose detector covering the complete 
available solid angle around the interaction region. It is 
able to detect charged particles and photons and is also ca­
pable of some charged particle identification. A collabora­
tion of over 100 physicists take part m  this experiment.
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The layout of the detector is shown m  Figures 2.2 and

2.3. The central detector, which is used for measuring the 

momenta of charged particles, consists of a high precision 

drift chamber (vertex detector), a proportional chamber, a 

large drift chamber and time-of-flight counters. Around the 
central detector is an aluminium solenoid which produces a 

uniform magnetic field.
Two Hadron-Arms on either side of the coil m  the hori­

zontal plane allow charged particle identification over a 

wide momentum range. They consist of planar drift chambers, 
three threshold Cerenkov counters, time-of-flight counters 
and lead-scintillator shower counters.

The lead-liquid argon shower counters above and below the 
coil provide photon and electron identification. Propor­
tional tube chambers outside the iron return yoke of the 
magnet allow the detection of muons. At either end of the 
detector close to the beam pipe is the luminosity monitor 
and forward detector. It is a system of shower and coin­
cidence counters able to detect the electrons and positrons 
scattered through small angles to the beam direction.

A short description of each detector component follows 
below.
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Figure 2.2: 
X-Y View of TASSO Detector
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Figure 2.3: 
X-Z View of TASSO Detector
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2.2.1 Beam Pipe and Vertex Detector

A detailed description of the vertex detector construction 

around the beam pipe, calibration and performance will be 

given in the next chapter.

2.2.2 Proportional Chamber

The cylindrical multi-wire proportional chamber /!/ (CPC) 
provides information used online in the experimental trigger 

and later offline m  the charged track reconstruction. The 
chamber is 140 cm long with an inner radius of 18 cm and an 
outer radius 2S cm. There are four concentric layers of an­
ode wires, each layer containing 480 wires mounted parallel 
to the beam axis. Each layer of wires lies between two ca­
thode surfaces which consist of 120 helical strips with a 
36.5° pitch angle. These strips are made by etching copper 
coated Kapton film. The chamber is filled with a gas mix­
ture of 75 % Argon, 25 % Isobutane and 0.25 % Freon.

The anodes provide position information m  the r-<p plane 
(see Appendix A for a description of the TASSO co-ordinate 
system) and have an efficiency of 98 %. The cathodes pro­
vide the z position information with a resolution of 0.35 cm 
and have an efficiency of 92 %. These efficiencies were 
measured using 2 track events by extrapolating the tracks 
reconstructed m  the drift chamber into the CPC.
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2.2.3 Drift Chamber

The cylindrical drift chamber I'll (DC) provides the informa­

tion used m  the charged track reconstruction. It has an 

active length of 323 cm and consists of 15 concentric layers 

of wires 6.1 cm apart between radii of 36.6 cm and 122.2 cm. 
In 9 layers the sense wires are parallel to the beam axis

and measure positions m  the r-0 plane. In 6 layers the
sense wires are at an angle of 4° to the beam axis to enable 

the z position of the track to be measured. Each of the 
2340 drift cells, which consists of three field wires oppo­
site one sense wire, has radial and azimuthal dimensions of 
1.2 cm and 3.2 cm respectively. The common cell size allows 
the same voltage setting for each layer, all the sense wires 
are held at 1800 V and all the field wires at - 600 V. The
chamber is filled with a gas mixture of 50 % Argon and 50 %
Ethane.

The chamber is 96 % efficient with an average resolution 
over the whole cell of 200 Mm. Tracks reconstructed just 
using the drift chamber have a momentum resolution of:

op / p = 0.016 p

where p is the momentum m  the r-0 plane m  units of GeV/c, 
as determined from muon pair events.
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2.2.4 Inner Time of Flight Counters

Between the drift chamber and the coil at a radius of 132 cm 

are the 48 Inner Time of Flight scintillation counters 

(ITOF) /3/ covering 82 % of the total solid angle. Each 

scintillator is viewed at both ends by a photomultiplier 

connected to a discriminator. The time of flight is meas­

ured using a TDC system, the TDC stop being provided by the 
discriminator output and the start signal being provided by 

a signal from the beam pick-up probe. This probe is close 
to the beam axis and detects the arrival of the positron 
bunch.

The logical AND of the discriminator output at each end 
of the scintillator is used to set one of the 48 bits m  the 
mean timer latch used in the trigger.

After offline corrections to the TDC information, the 
timing resolution at the end of the counters is about 270 ps 
and at the centre of the counters is 450 ps. Pions and 
Kaons can be separated m  the momentum range 0.3 - 1.0 
GeV/c. Protons can be separated from Pions and Kaons m  the 
momentum range 0.4 - 1.4 GeV/c. The counters are also used 
to find cosmic ray tracks.

2.2.5 Coil

Between radii of 135 cm and 145 cm is the aluminium magnet 
solenoid coil. The coil is approximately one radiation 
length thick and provides a uniform field of 4.94 kG paral­
lel to the oeam axis.
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2.2.6 The Hadron Arms

2.2.6.1 Planar Drift Chamber
Outside the coil are the hadron arms, the first element of 

which is the planar drift chamber. This consists of one 

layer of horizontal anode wires and vertical cathode strips. 
It is used to detect the position of charged particles which 

have travelled through the coil. A track reconstructed m  

the drift chamber is considered to have penetrated the coil 

if there is a hit m  the planar chamber within three times 
the average multiple scattering distance from the projected 
track.

2.2.6.2 Cerenkov Counters
Behind the planar drift chambers are a senes of three 
threshold Cerenkov counters /4/ covering 19 % of the total 
solid angle. The radiators are Silica Aerogel (n=1.024), 
Freon (n=1.0014), and carbon dioxide (n=l.00043), where n is 
the refractive index. Each counter is divided into 16 cells 
per arm and each cell covers an angular range A6 of 10° and 
A0 of 26°, the gas counters are further divided into half 
cells with A0 of 13°. Light from the gas cells is focused 
by elliptical mirrors on to photomultipliers. In the Aero­
gel focussing is not a suitable method as the radiator dif­
fuses the light, instead each cell is lined with highly re­
flective Millipore paper and viewed by six photomultipliers.
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Pions can be separated from Kaons and Protons above mo­

menta of 0.6 GeV/c. Kaons and Protons can be separated m  

the momenta ranges of 2.2 - 4.2 GeV/c and 9.3 - 17.8 GeV/c.

2.2.6.3 Hadron Arm Time of Flight Counters

Behind the Cerenkov counters at a distance of 5.5 m from the 
beam axis are the hadron arm time of flight counters (HTOF) 
/5/ covering 19 % of the total solid angle. Each HTOF con­

sists of 48 scintillators viewed at each end by photomulti­
pliers. Like the ITOF counters, the TDC system digitizes 
the time between the start signal from the beam pick-up and 
the stop signal from the discriminators connected to the 
photomultipliers.

These counters enable Pion and Kaon separation up to a 
momentum of 1.1 GeV/c, and Proton separation from Pions and 
Kaons up to a momentum of 2.2 GeV/c.

2.2.6.4 Hadron Arm Shower Counters
Behind the HTOF counters at a distance of 5.7 m from the 
beam axis are the shower counters /6/ for the identification 
of electrons and photons. They consist of stacks containing 
alternate layers of lead and plastic scintillator. The 
counters are 7.4 radiation lengths thick and cover 19 % of 
the total solid angle. The energy resolution is given by:

ae / E = 17 % / y/E

averaged over the range 2 ^ E ^ 15 GeV.
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2.2.7 Liquid Argon Shower Counters

Above and below the coil is the liquid argon calorimeter 

/l/. It consists of eight separate modules covering the po­

lar (<j>) ranges 30° - 150° and 210° - 330°, and the azimuthal 
(0) range 42° - 138°. Each module consists of a stack of 
thirty-five 2 mm lead plates which are separated by 5 mm 

gaps filled with liquid argon. The front of the stack is 
179 cm from the beam axis.

The electrons and photons produce showers m  the lead 
plates (which are 14 radiation lengths thick) causing ioni­
zation m  the liquid argon. The ionization, collected by 
the lead plates which are at a high voltage, is proportional 
to the energy of the incident electron or photon. To enable 
position measurement of the shower, layers of printed cir­
cuit board with 2 cm wide copper strips were inserted be­
tween the plates over the first few radiation lengths. 
These strips enable position measurement m  the <p and z di­
rections. For electrons, the angular resolution was found 
to be oQ = = 2 mrad and the energy resolution is given 
by:

a£ / E = 15 % / v7E

at E = 1 GeV.
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2.2.8 Muon Chambers

Muons that penetrate the iron surrounding the detector are 

identified by four layers of proportional tube chambers /8/. 

These tubes are each 4 cm x 4 cm m  cross section and con­

tain a single wire. The wires m  the two inner layers are 
at right angles to the wires m  the two outer layers and 

planes of wires in the same direction have a relative shift 
of 2 cm. This gives a grid with 2 cm granularity and 0.6 cm 

resolution. The chambers cover 45 % of the total solid an­
gle and are in six separate regions on all sides of a box 
surrounding the detector. The iron thickness in front of
the chambers varies between 80 cm and 50 cm depending on the 
region of coverage.

A particle is considered to be a muon if there are hits 
in at least three layers within 3 standard deviations of the 
extrapolated track reconstructed m  the cylindrical drift 
chamber. The error on the extrapolated position is calcu­
lated from the tracking resolution and the multiple scatter­
ing in the iron. The detection efficiency is greater than 
99 % for tracks with momenta above 2 GeV/c .

2.2.9 Luminosity Monitor and Forward Detector 
The forward detector and luminosity monitor /9/ are used to 
detect particles scattered through small angles to the beam 
axis and provide a luminosity measurement. There are two 

identical modules on either side of the central detector
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covering the angular range 0 < <j> ^  2 x and 25 mrad ^ 6 ^ 115

mrad. The modules are divided into eight sub-modules at 

A<t> = 7r/4 intervals. Each module consists of a system of 

plastic scintillator counters, three layers of planar pro­
portional tubes and lead-scintillator shower counters. The 

scintillation counter closest to the interaction point is 
used to define the acceptance area for the luminosity meas­
urement. It has a smaller surface area than all the other 

counters and its position is accurately surveyed. Bhabha 
scattering events are triggered by coincidences between sets 
of sub-modules on both sides of the interaction region.

2.3 EXPERIMENTAL TRIGGERS
A trigger is the signal to the data acquisition computer 
that the apparatus is to be read out. The beam crossing 
rate at the interaction is 260 kHz and must be reduced by a 
series of triggers to 4 Hz, so that the computer has time to 
record the events which are of interest.

There are many different triggers m  this experiment. 
The main ones are produced by hard-wired trigger processors 
reconstructing charged tracks m  the central drift chamber 
and proportional chamber. There are other triggers, which 
have a smaller rate than the central detector triggers, pro­
vided by the liquid argon calorimeter, the hadron arm shower 
counters and the forward detector. They also provide an in­
dependent source of Bhabha scattering events and hence use-
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ful xn checking the effxcxency of the central detectors

triggers.

2.3.1 Central Proportional Chamber Processor

The CPC processor /10/ looks for radxal tracks by searching 

for coincidences between adjacent anode planes. A coinci­
dence occurs xf the polar angular separation <t> between the 

wires that are hit in the two planes is sufficiently small. 

If the track is coming from the origin, the acceptable sepa­
ration is effectively a cut on the radius of curvature and 
hence the transverse momentum of the track. The minimum ac­
ceptable momentum is programed to be 220 MeV/c. The chamber 
is divided into 48 sectors providing 48 trigger bits. If 
there is an acceptable coincidence between three or more 
planes m  a sector it is considered a track and the appro­
priate bit is set.

2.3.2 Drift Chamber Processor
The drift chamber processor (DC Prepro) provides track rec­
ognition for use m  the trigger. The CPC 48 trigger bits, 
the ITOF 48 mean timer bits and hit information from six of 
the nine drift chamber layers used for measurements m  the 
r-<t> plane are combined m  this track search. There is a 
track candidate m  the drift chamber when hits are found in 
five out of six layers which have a curvature satisfying one 
of the fifteen curvature masks. A track candidate that can
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tie associated with an ITOF mean timer bit and one of the CPC 

bits is accepted as a track.

2.3.3 Central Detector Triggers
The three main triggers which used the tracking chamber in­

formation were:
1. the 'majority' trigger requiring at least four tracks 

found by the DC Prepro with transverse momentum 

greater than 320 MeV/c. This trigger was used to 
detect hadronic final state events.

2. the ' coplananty' trigger requiring two DC Prepro 
tracks that are collmear to within 27° as defined by 
the set ITOF counters. Its purpose was to detect 
Bhabha scattering, muon pair and tau pair events.

3. the 'cathode' trigger requiring two DC Prepro tracks 
and an event vertex within 15 cm of the interaction 
point in the z direction. The z position was calcu­
lated using the information from the CPC cathodes.

2.4 DATA ACQUISITION SYSTEM
Data taking and online monitoring /ll/ are performed by 
Norsk Data NORD 10 and NORD 100 computers respectively. 
When the computer receives a trigger, the data from the ex­
periment are read out using a CAMAC system, reformatted and 
stored on a local disc buffer. Data on this buffer are 
transferred via a link to a 100 Mbyte IBM disc at the DESY
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computer centre. In turn, when this disc becomes 75 % full,

it is copied to a 6250 bpi tape called a dumptape.

During the 35 ms readout time, the experiment cannot de­

tect any further events. Therefore it is important to min­
imise the background events which are mainly due to off beam 

axis particles striking the beam pipe or synchrotron radia­
tion photons converting in the detector. As a measurement 

of the accelerator performance, the current drawn by the 

drift chamber, the noise rate in the luminosity monitor and 
the online measurement of luminosity are sent to the PETRA 
machine operators. Small changes can be made to the beam 

orbit which can significantly decrease the rate of back­
ground events.

The individual detector components are monitored during 
data taking in several ways:

1. 10 % of all events are analysed by a histogramming 
program which produces ADC, TDC, and wire hit distri­
butions for the components. Any of the histograms 
can be displayed on a colour video monitor.

2. if the high voltage or gas supply to a component 
fails, data taking is inhibited and there is an audi­
ble alarm.

3. at the end of a PETRA fill (run), usually lasting two 
to four hours, all the histograms are printed togeth­
er with the trigger rates m  an end-of-run summary.
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Some components are calibrated at the start and end of 

each data taking run for later offline corrections to the 

data.

2.5 EVENT RECONSTRUCTION

The data on the dumptape are mostly background events from 
beam-gas, beam-pipe or cosmic ray interactions. A way is 
needed to select events of interest using the minimum amount 

of computer time. A fast track finding program called 
FOREST is run on all events to reconstruct charged tracks m  

the drift chamber. Events which pass the selection criteri­
on on these FOREST tracks are then fully reconstructed using 
a more accurate but much slower track-finder program called 
MILL.

2.5.1 FOREST Track Reconstruction
The FOREST track finding program finds tracks just using the 
drift chamber hit information. A linear relation (space- 
drift time relation) between the drift time measured and the 
distance of the track from the sense wire is assumed. First 
a circle fit m  the r-<p plane is performed on hits found us­
ing a tree search algorithm /12/. If more than one track is 
reconstructed, a fit to the z information from the stereo 
wires is attempted. In the co-ordinates s-z, where s is the 
arc length of the track circle m  the r-<t> plane measured 
from the point of closest approach to the origin, the fit is 
a straight line.
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2.5.2 MILL Track Reconstruction

The MILL track finding program finds tracks using informa­

tion from the drift chamber as well as the CPC anodes. A 

non-linear space-drift time relation is used with correc­

tions for the entrance angle of the track in the drift cell 
and distortions to the drift path due to the magnetic field. 

A circle fit in the r-<f> plane is performed using the same 
tree search algorithm as FOREST to find the hits. When a 

track candidate is found, all the near-by hits m  the drift 
chamber and CPC are located and fits to all possible permu­
tations are performed to find the best possible fit. Then 
an s-z fit, as described for FOREST, is attempted. MILL 
uses a much more efficient algorithm than FOREST but the 
event reconstruction is a factor of forty slower.

2.6 DATA REDUCTION
The data reduction and event selection is done in a senes 
of steps called PASS1, PASS2, PASS3, and PASS4. These steps 
together with the selection criteria are described below. 
Most of the selection criteria are based on the reconstruct­
ed track parametensation, see Appendix A for a definition 
of the parameters.
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2.6.1 PASS1

The FOREST program is used to process the dumptape and pro­

duce the PASS1 tape. There is no event selection.

2.6.2 PASS2

Events which satisfy the following conditions are written to 
a PASS2 tape:

events with two or more tracks fitted m  the r-4>

plane with |a» | ^ 2.5 cm and at least one of the
tracks reconstructed m three dimensions with

V
IoN 15.0 cm.

events with the luminosity counter trigger bit set.
3. events with exactly two of the ITOF 48 mean timer 

bits set. These counters must be opposite each other 
within ± 3 counters.

4. events with trigger bits set from the liquid argon or 
shower counters if enough energy was found deposited 
m  the component.

Criterion (1) selects hadronic, muon pair, tau pair, two 
photon scattering and Bhabha scattering events. Criterion 
(2) selects events used to measure the luminosity. Criteri­
on (3) selects cosmic ray events, these are useful for com­
ponent calibration and efficiency measurements.
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2.6.3 Two Prong

The two prong data tapes which contain events with two 

tracks m  the final state or Bhabha scattering events are 

produced using the following selection conditions:

1. events must have between two and four tracks fitted 
in the r-0 plane with |d0| ^ 2.5 cm and at least one 
of the tracks reconstructed m  three dimensions with 

|z0| ^ 15.0 cm. If there are more than two tracks, 

they must lie within two cones such that the angle 
between the tracks m  a given cone is less than 5°. 
This selects Bhabha events which have produced show­

ers in the beam pipe.
2. events with two tracks each with Pt less than 1 GeV/c 

must have opposite charge.
3. the fastest track m  each cone must have the differ­

ence in their respective time of flight less than 
5.0 ns as measured by the ITOF system.

Criterion (1) and (2) reduce the number of beam-gas and 
beam-pipe interactions. Criterion (3) selects tracks origi­
nating from the centre of the detector.

These selected events are reconstructed using the MILL 
track-f m d e r .
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2.6.4 PASS3

Events on the PASS2 tape are preselected using the following 

selection conditions before being fully reconstructed using 

the MILL track-finder:
1. at least three tracks fitted in the r-4> plane with 

|d0| ^ 2.5 cm.
2. at least two of the tracks reconstructed must be re­

constructed in three dimensions with |z0| ^ 15.0 cm.

2.6.5 PASS4
In PASS4 the e+e_ ■+ hadron events are isolated from the oth­
ers due to beam-gas interactions, beam-pipe interactions, 
tau pairs, Bhabhas which have produced showers, and two pho­
ton scattering. These non-hadromc backgrounds are removed 
from the data sample with following selection conditions:

1. the track was reconstructed m  three dimensions with 
|d0| ^ 5.0 cm and |z0| ^ 15.0 cm.

2. Pt > 0.1 GeV/c.
3. | cos 8 | < 0.87
Then only considering the tracks which satisfied the 

above three conditions, the event was required to have:
1. at least 5 tracks.

2. |z0| ^ 15.0 cm.
3. the sum of the magnitudes of the momenta of the 

tracks greater than 0.265 W.
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4. if there were exactly three particles in each hemi­

sphere with respect to the sphericity1 axis, the ef­

fective mass of either of the three particle systems 

assuming pion masses had to he greater than the tau 

mass (1.78 GeV/c2).

These cuts remove beam-gas scattering (2,3), tau pair 
production (1,4), Bhabha scattering and muon pair production 
(1), and two photon collisions (1,3). Finally the remaining 

events were visually scanned. About 3 % are rejected, most 
of these being due to Bhabha scattering events producing 
showers m  the material before the tracking chamber.

Table 1 shows the typical data reduction factors due to 
each selection procedure, starting with 12500 events on a 
dumptape.

1 The direction of the sphericity axis is defined so that 
rhe square of the transverse momentum relative to this 
axis is minimized.
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TABLE 1

Data Reduction Factors

Data Sample Number of events
PASS1 12500
PASS2 2770
PASS3 220

PASS4 2
Two Prong 240

2.7 LUMINOSITY MEASUREMENT
The luminosity is determined by measuring the rate of Bhabha 
scattering events at small angles using the luminosity moni­
tor /9/ and at wide angles in the drift chamber. The meas­
urement with each component is done separately and the re­
sults are later combined /13/.

For the analysis with the luminosity monitor, the statis­
tical error is negligible due to the large number of Bhabha 
events detected. However, there are a number of sources of 
systematic error:

1. random hit coincidences m  the scintillation count-

2. hits due to electrons showering m  the material be­
tween the counters and the interaction region.

ers
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3. uncertainties m  the higher order radiative correc­

tions to the Bhabha scattering cross section.

4. uncertainties in the exact position of the scintilla­
tion counters.

5. uncertainties in the beam position and inclination.
These errors combine to give an uncertainty of 4 % on the

luminosity measurement.

For the analysis with the drift chamber, Bhabha events

were collected over many data taking runs. The source of
systematic errors are:

1. uncertainties in the event trigger, selection and re­
construction efficiencies.

2. uncertainties m  the calculation of interactions of 
the electrons between the beam and the drift chamber.

3. uncertainties m  the higher order radiative correc­
tions .

These errors combine to give a 5 % uncertainty on the lu­
minosity measurement.
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Chapter 3

THE VERTEX DETECTOR

3.1 INTRODUCTION

In September 1982, as part of an upgrade to the TASSO detec­

tor, the original aluminium beam pipe was removed to enable 
the installation of a beryllium beam pipe and high precision 
pressurised drift chamber (vertex detector) /14/. The aim 

was to increase the precision in measuring the tracks to ob­
tain the vertex position. This was achieved by reducing the 
amount of material between the interaction point and the 
tracking chambers so that the amount of multiple scattering 

was decreased, and by having accurately measured space 
points close to the interaction region.

With the ability to locate an event vertex to the order 
of a millimetre, it becomes possible to detect short lived 
particles with lifetimes around 10-13 seconds. This enables 
the study of the decays of the tau lepton and mesons con­
taining charm or bottom quarks.

In this chapter the design, construction, calibration and 
performance of the vertex detector will be discussed.
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3.2 BEAM PIPE

In addition to being part of the PETRA vacuum system, the 

beam pipe forms the inner wall of the vertex detector. The 

pipe must be leak tight as a vacuum of 10 -9 torr is needed 

within PETRA to reduce beam absorption and to keep the 

noise hits m  the drift chambers, due to beam gas scatter­
ing, at a reasonable rate. The pipe material should be the 

smallest number of radiation lengths m  thickness but also 

as absorbent as possible to the background synchrotron radi­
ation. It must be strong enough to withstand the 3 bar 
pressure within the detector and must not buckle under the 

2.5 kN tension of all the wires. The metal beryllium with 
its low atomic number (Z = 4) and its high strength has all 
these properties except that it is almost transparent to low 
energy photons.

A pipe of 5.5 cm radius was constructed from a 1.8 mm 
thick sheet of beryllium. The chosen radius was considered 
the smallest possible in order to keep the background noise 
m  the chamber from synchrotron , radiation and off-beam axis 
particles acceptable. In order to reduce the background 
flux of synchrotron photons, collimators were installed sev­
eral metres from the interaction region. However, reflected 
photons from Compton scattering m  the collimators could en­
ter the chamber. This low energy flux of photons was atten­
uated by a 15 Mm layer of copper that had been deposited on 
the inner surface of the beam pipe but results m  a flux of 
8 xeV pnotons from copper fluorescence.
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In case this copper fluorescence caused excessive

background in the chamber, a small compartment 6.4 mm in 

thickness was built around the beam pipe. The wall of this 

compartment was a cylinder of Kapton glued to the larger di­

ameter end sections of the beam pipe. This compartment if 

filled with xenon at 3 bar would absorb most of these 8 keV 
photons but would increase the thickness of the pipe from 
0.6 % to 0.85 % of a radiation length. The use of the xenon 

chamber has so far been unnecessary.

3.3 CHAMBER DESIGN
The inner and outer radii of the vertex detector were con­
strained by the space available between the beam pipe and 
the inner radius of the CPC at 18 cm, as is shown in Figures 
3.1a and 3.1b.

The 57 cm active length of the detector was chosen to 
match the polar angular acceptance of the CPC and the cylin­
drical drift chamber.

The number of sense (anode) wires per layer must be large 
enough to enable measurements on individual tracks in hadron 
jets or a tau lepton decay. However, the total number of 
wires is limited by the space available for connection of 
the high voltage and electronic readout cables. Measurement 
over the longest possible length of track was achieved by 
having two groups of drift cells. Each group consisted of 4 
layers of wires, the group close to the beam pipe had 72
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Figure 3.1: (a) Y-Z View (b) X-Y View (c) Drift Cell Design
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sense wires per layer and the group close to the outer wall

of the chamber had 108 sense wires per layer. Figure 3.1c 

shows the design of these drift cells and Table 2 gives the 

radii of the planes together with the maximum drift dis­

tance .

Radius of sense

TABLE 2
Sense Wire Parameters 

Number of Maximum drift
wire planes (cm) sense wires distance (cm)

8.1 72 0.353
8.8 72 0.384
9.5 72 0.415
10.2 72 0.445
12.8 108 0.372
13.5 108 0.393
14.2 108 0.413
14.9 108 0.433

The choice of drift cell was motivated by the fact that 
for good timing resolution only those electrons produced 
around the point of closest approach of the track to the 
sense wire should be collected. Better localization m  the 

electron collection is achieved with a pair of closely
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spaced field (cathode) wires than with a single wire. The

electrostatic forces are only radial and any radial movement 

of the sense wires does not cause a significant worsening m  

resolution.

The sense wires that register the hits from a radial 
track are alternately to the left and the right of the 

track. This means any common offset in the timing or drift 
velocity determination results only m  a worsening in reso­

lution and not in the displacement of the track. Further­
more, two closely spaced tracks that went through the same 
cell each produce two hits m  both the inner and outer 
groups of wires. Between the two groups of cells was a lay­
er of guard wires to attract any stray ionization.

3.4 CHAMBER CONSTRUCTION
The inner equipotential for the chamber was formed by wrap­
ping a sheet of 75 urn thick aluminium foil around the Kapton 
cylinder that was the outer wall of the xenon compartment.

The wires were to be strung between two 12 mm thick alu­
minium alloy and flanges. It was much more important to po­
sition the sense wires accurately m  the azimuthal direction 
than the radial one for accurate vertex reconstruction. The 
key to the wire positioning was m  the accurately milled ra­
dial grooves that were machined into the flanges to an accu­
racy of ± 10 Mm. The design of the end flange is shown m  

Figure 3.2.
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Figure 3.2: End Flange Design

The width of each groove was equal to their separation. 
Holes centred on the edge of the grooves were drilled for 
the field wires and the feed-throughs which insulated the 
sense wires. The holes for the field wires did not com­
pletely penetrate the plate but intersected the milled edges 
with a semicircular shaped hole. The feed-throughs for the 
sense wires were designed to allow the sense wires to be 
brought into the plane of the field wires by their rotation.
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Each sense wire lay at the base of a v-shaped section that

was eccentrically positioned by 0.2 mm within the feed­
through, as is shown m  Figure 3.3.

Figure 3.3: Feed-through Cross Section

As this whole procedure relied on the accuracy of the 
milling of these radial edges, their positions were checked. 
Each end flange was centred on a turntable and viewed from 
above through a travelling microscope at a constant distance 
from the centre of the plate. The distance normal to the 

edge from its actual position to its nominal position was 
measured to an accuracy of ± 2 urn. Figure 3.4 shows the re­
sults from a senes of such measurement on one of the end 
flanges. The fact that the measurements were distributed on

52



a sine function with a 50 Aim amplitude was explained by the

plate having been mounted with its centre offset by 50 A i m .  

Figure 3.5 shows the spread of all these measurements after 

removing the effects due to the plate having been offset, 

the grooves were milled to an accuracy of 7 A i m .

The two end flanges were separated from the beam pipe 
with an insulating ring. The relative alignment was per­

formed by rotating the end flanges until a groove on each 

flange was parallel to and the same height above an optical 
bench to an accuracy of ± 50 A i m .

Due to a lack of space around the end flanges, the field 

wires were maintained at ground potential. Consequently the 
high voltage and readout cables only had to be connected to 
the sense wires, thus halving the number of connections 
needed to be made to the flange. The field wires were a 
100 Aim  diameter silver plated beryllium copper alloy and the 
sense wires were a 20 Aim  diameter gold plated tungsten rhe­
nium alloy. They were soldered under tension between the 
two flanges. The tension for each layer differed to allow 
for the bending of the flanges under the combined wire ten­
sion but at the completion of wiring, the field and sense 
wire tensions were 1.5 N and 0.4 N respectively.

It was important to find any slack wires after soldering, 
otherwise a short circuit could occur during operation of 
the chamber. The tensions of the wires were measured after 
installation by vibrating the end flange and measuring their 
resonant frequencies. Slack wires were replaced.
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When the wiring was complete, the sense wires were

aligned to an accuracy of ± 50 Atm by rotating the feed­

throughs while viewing planes of field wires through a trav­

elling telescope.

The chamber was surrounded by a 125 Atm Kapton sheet coat­
ed with a 30 Atm layer of copper to form the outer equipoten- 

tial. Finally, it was enclosed in a pressure vessel con­
sisting of an aluminium cylinder 1.5 mm in thickness and two 

2 cm thick fibreglass end flanges. The system could be 
pressurized to 4 bar.

3.5 HIGH VOLTAGE SUPPLY
For the voltage distribution, the chamber was divided into 
48 independent sectors, 4 (radial) x 12 (azimuthal). Each 
contained 12 sense wires m  the inner layers and 18 sense 
wires m  the outer layers. The connection to each wire was 
made through a 22 MS2 resistor. During the operation of the 
chamber, when a sector drew more than 5 mA, the high voltage 
supply to that sector was automatically interrupted. Fur­
thermore, a sector could be permanently switched off with 
only a small loss m  the angular coverage if a short circuit 
developed from a broken wire or if there were bad background 
conditions m  part of the chamber.

The operating voltage for each of the four radial high 
voltage groups was set at the value where the efficiency 
stopped increasing with increasing voltage. These settings
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were determined by scanning cosmic events online and count­

ing the missing hits. Figure 3.6 shows this efficiency 

curve and Table 3 the chosen voltage settings. The effi­

ciency at the edge of the plateau was almost 100 %.

High Voltage
TABLE 3

Settings for the Vertex Detector

Layer High Voltage (kV)
1,2 2.70
3,4 2.80
5,6 2.70
7,8 2.85
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3.6 GAS SUPPLY
The chamber used a 95 % argon 5 % carbon dioxide gas mixture 
at a pressure of 3 bar. The argon is the lomzable medium 
and the carbon dioxide is required for quenching the 
fluorescence photons from the argon so stopping the spread 
of the ionization and the subsequent breakdown of the gas.

As the drift velocity of the electrons produced by the 
track is dependent on the gas density, it was important to 
compensate for changes m  the gas temperature due to heating 
of the beam pipe during a data taking run. The density of 

the gas within the chamber was regulated using a feedback 
system by the gas n g  and was kept at a constant value.
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Originally a gas mixture of 50 % argon and 50 % ethane at 

4 bar was chosen. Unfortunately due to the 50 - 60 kV cm-1 

field strength at the field wire, carbon filaments grew 

spontaneously from the field wires to sense wires. This 

phenomenon did not occur with the present gas mixture.

3.7 ELECTRONICS

The electronics attached to each sense wire is shown m  Fig­

ure 3.7. The pulse produced from the arrival of the drift­
ing electrons propagates down the sense wire which had a 
characteristic impedance of 380 S2. The pulse is transmitted 
between the aluminium and rhe fibre glass end flanges by a 
180 pF coupling capacitor and a parallel earth wire to a 
390 Q resistor. All 720 sense wires were read out m  this 
manner at one end of the detector. The wires in layers 
3, 4, 7, 8 which were also to be used to make charge divi­
sion measurements, to find the z position of the track, were 
read out at both ends.

Outside the chamber end flange, emitter-follower transis­
tors were used to drive the 11 m coaxial cable to the dis­
criminator and amplifier cards. The discriminator was de­
signed to reduce the dependence of the digitized times on 
the incoming pulse height. The signal from the sense wire 
was fed through a 5 ns delay into the normal input and 
through a resistive divider into the inverting input of a 
differential comparator. The timing decision was made on
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Figure 3.7: 
Vertex Detector Electronics
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the differential cross-over point of these two signals. A 

second comparator stage was used to set the discriminator 

threshold and signals above this threshold triggered an ECL 

line driver. The ECL pulses were 450 ns long to prevent a 

channel m  the TDC system receiving two start signals in an 
event. A diagram of the discriminator and pulse shapes is 

shown m  Figure 3.8.

DIFFERENTIAL
SIGNAL

TIMING COMPA­
RATOR OUTPUT

Li GATE FROM THRESH­
OLD COMPARATOR

u
GATED TIMING 
OUTPUT

1 FINAL OUTPUT

Figure 3.8: Discriminator and Pulse Shapes

The drift time was measured with va ns resolution by a Le- 
croy 4290 TDC system used in 'common stop' mode. The TDC 
stop signal for all channels was derived from the beam
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pick-up signal, while the start signal for a given channel

was provided 0y the leading edge of the ECL pulse from a 

sense wire discriminator. In this mode, the TDC's were con­

tinuously being started and reset after counting to full 
scale. Only when the common stop signal coincided with a 
valid trigger were the times digitized and read out through 

the CAMAC system to the NORD 10 computer.

3.8 CALIBRATION OF THE TDC SYSTEM
In order to find a single space-drift time relation for each 
layer of sense wires, it was essential that each TDC had the 
same calibration. Variations can occur m  the propagation 
time of a signal from the sense wire to the start input of 
the TDC module. There can also be variations in the scaling 
constant to convert a physical time into a digital value. 
Therefore, at the start of each data taking run, a calibra­
tion sequence was performed. Start and stop pulses with a 
separation corresponding to a zero and full scale digitized 
time were generated by the TDC system controller and fed 
into each TDC channel. The offset and scaling constant for 
each channel were automatically adjusted until the digitized 
time from each channel was the same to within vx ns. Then, 
to correct for differences m  channel to channel time delays 
from the sense wires to the start inputs, calibration pulses 
were injected along the high voltage cables into the chamber 
to simulate data pulses on the sense wires. The offset in
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each TDC channel was again adjusted until the digitized time

from each channel was the same to within ''a ns.

This calibration sequence was able to align all channels 

to within ±Yz ns, the success of the method was ultimately 
reflected in the measured chamber resolution. However, as 

the delays were being set each data taking run, a method was 
needed to monitor any systematic shifts m  the delays chosen 

by the TDC system controller over long periods of time. Ad­

vantage was taken of the fact that one high voltage sector 
had to remain switched off due to excessive current being 
drawn from those wires. A signal derived from the beam 
pick-up signal, which is the timing reference for the whole 
experiment, was feed directly into the TDC channels for this 
sector. Figure 3.9 shows the digitized time for this cali­
bration check over many data runs. A clear discontinuity 
can be seen in this scatter plot which happened to corre­
spond to the time of replacement of the TDC system control­
ler. By looking for such discontinuities, which always oc- 
cured when parts of the hardware were replaced, a decision 
was made on the run number for which a new space-drift time 
relation needed to be determined.
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Figure 3.9: TDC Stability Over Many Runs

3.9 SPACE-DRIFT TIME RELATION
In order to convert the measured drift time into the posi­
tion at which the particle went through the drift cell, a 
relation between the TDC value and the distance m  the azi­
muthal direction from the sense wire had to be determined.

The principles of the procedure were as follows. Events 
that originated from beam-beam interactions were selected 
from the two prong data. These events contained only two 
tracks that were reconstructed m  3 dimensions m  the large 
drift chamber. Cosmic ray events were rejected using the 
time of flight counter information.
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Initially, a linear space-drift time relation was as­

sumed. The drift velocity was estimated to be 43 um/ns us­

ing the range of TDC values and the width of the drift cell. 

Tracks in the r-0 plane were reconstructed using only the 

hit information from the 8 layers of the vertex detector, 
with the track curvature in the large drift chamber as a 

constraint. Then, for each space point used m  the track 
fit, a residual was defined as the distance between the 

track and that space point. For each layer, the drift dis­
tance (x) was parameterized m  terms of the drift time (t) 
as a third degree polynomial:

x = a + b t  + c t 2 + d t 3

The paramaters (a, b, c, d) were then fitted to minimize 
the sum of the squares of the residuals. The whole proce­
dure was then iterated using the new estimate of the space- 
drift time relation until convergence. No dependence of 
these constants on the entrance angle of the track m  the 
cell was found. Figure 3.10 shows the space-drift relation 
for each layer of sense wires.

The resolution shown m  Figure 3.11 was measured by com­
bining the residuals from all layers. From the spread of 
calibration times that is shown m  Figure 3.9, the timing 
resolution on a given layer was about 1 ns. With a gas 
drift velocity of 43 wm/ns the ultimate resolution achiev­
able was than around 43 Atm. However, there were a number of 

factors that caused a worsening in resolution:
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1 . variations in the timing decision from wire to wire.

2 . inaccuracies in the determination of the space-drift 
time relation.

3. mistakes in the hits assigned to tracks.

4. uncertainty m  the relative position of the sense 
wires.

All these factors combined to give a measured resolution of 
104 um.
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Figure 3.11: Residuals for All Layers
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3.10 CHAMBER ALIGNMENT

In order to use the vertex detector hit information in a 

combined fit with the information from the large drift cham­

ber, it was necessary to determine the relative alignment of 

the vertex detector to an accuracy comparable to its resolu­
tion.

The relative alignment of the two chambers was deter­
mined by minimizing the differences between corresponding 

tracks reconstructed separately m  the large drift chamber 
(MILL-tracks) and in the vertex detector (VXD-tracks). The 
effect of multiple scattering in the material between the 
chambers was minimized by only using tracks with high momen­
ta. Muon pair events produced at around 40 GeV centre of 
mass energy were used as they had this property. A MILL- 
track was projected into the outermost layer of the vertex 
detector at radius R. The angular difference Aa between the 
extrapolated track and the vXD-track at angle 0 m  the out­
ermost layer is given by:

Aa = A0 + (-Ax s m  0 + Ay cos 0 ) / R

where Ax and Ay are the differences between the true and 
assumed vertex detector positions m  the x and y directions 
respectively, (see Appendix A for TASSO co-ordinate system). 
A0 is the difference between the true and assumed relative 
rotation of the two chambers about the z-axis. The sine and 
cosine terms just resolve the effect of an x or y shift at
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an angle <f> to the x-axis. By a summation of this expression

for tracks over many events, contributions from the sine and 

cosine terms average to zero so A<t> can be found. Similarly, 

by summation over the appropriate angular quadrants, the Ax 
and Ay terms can also be found. The centre of the chamber 

was found in the drift chamber co-ordinate system to be at:

X = 0.34 + 0 . 0 1 cm

y = - 0.13 + 0 . 0 1 cm

4> = - 0.0293 + 0 . 0 0 0 1 rad

In order to check if the vertex detector was skew rela­
tive to the drift chamber, it was divided into 4 sections by 
planes normal to the z-axis. The (x,y) shift for each sec­
tion was found to be dependent on z. The distance between 
the measured (x,y) shift at the centre and at the ends of 

the chamber at z = ± 28 cm was (730,-200) Mm. This z depen­
dent shift did not significantly effect the efficiency of 
the track finding programs m  associating space points with 
tracks. As the final track parametensation was dependent 
on this skew, the track finding strategy chosen was to use 
the vertex detector position described by x,y and <f> when 
searching for a track. Then, using the z co-ordinate infor­
mation available for the track found m  the large drift 
chamber, the track parameters were refitted with the skew 
position described by an (x,y) shift and three Euler rota­
tions. The z position of the vertex detector could not be
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determined but was not needed. This method had the advan­

tage that the space points only needed to be transformed 

once into the drift chamber co-ordinate system during the 
track finding procedure.

The Euler angles and shifts were determined, by minimiz­

ing the residuals between MILL-tracks projected into the 

vertex detector and the space points within the detector.
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Chapter 4

THE TAU LEPTON

4.1 LEPTONS

In 1935 , a short lived particle was observed with nucle­

ar photographic emulsion in a cosmic ray experiment. The 
discovery that this particle, called the muon had simi­
lar properties to the electron except that its mass was 
about two hundred times larger than the electron mass, pro­
vided a new problem m  particle physics. The problem of why 
the muon exists is hoped to be solved by the search for and 
study of new heavier electron-like particles.

The electron and its associated neutrino (e,Pe ) form the 
first generation of a family of particles known as leptons. 
The second generation is formed by the muon and its associ­
ated neutrino Through a study of the properties of
electrons, muons and their associated neutrinos, a particle 
is classified as a lepton if it has the following proper­
ties .

1. The particle does not interact through the strong in­
teraction .

2. The particle interacts through the weak, interaction 
and also, if charged, through the electromagnetic in­
teraction.
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3. The particle does not show internal structure, that 

is, it interacts as a point-like object.

In addition, the known leptons have the following proper­
ties .

1. The particles have spin1/!.

2. The particles m  each generation obey a lepton con­
servation law. The leptons have an intrinsic proper­

ty called lepton number which can only be transferred 

between particles in a given generation or cancelled 
on annihilation of a particle with its anti-particle.

4.2 PROPERTIES OF THE TAU LEPTON 
4.2.1 Discovery
The first evidence for a new lepton was found at SPEAR /15/ 
in 1975. An anomalously large number of events were ob­
served m  e+e~ collisions that contained only a high energy 
electron and muon. These events could be explained by the 
production of a pair of heavy leptons, called taus (r), via 
the pair production process:

e+ e~ r+ t_

and the subsequent decay of the taus via the sequences:
r + -> e + *V
T ~

it
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4.2.2 Mass

The proof that these electron-muon events were not due to 

charmed meson decay came from the measurement of the tau 

mass. The mass was determined by measuring the threshold 

energy for tau pair production /16/. The tau mass was found 
to be 1.78 GeV/c2. Hence, the 3.56 GeV threshold for tau 
pair production lay below the 3.74 GeV threshold for charmed 

meson production.

4.2.3 Spin
The cross section for pair production of spin ''a point-like 
particles is predicted from QED to be:

a = ,/z0(3-02) 47ra2 / 3 s

where 0 = v/c, v being the velocity of the tau m  the centre 
of mass system and c being the velocity of light. The 0 
factor m  this expression, which was omitted in a similar 
expression given m  Chapter 1, has a value close to unity at 
energies well above the threshold for pair production. The 
effect of this threshold factor is negligible for the tau 
data at PETRA energies. From a study /17/ of the value and 
behaviour of this cross section near the production thresh­
old, the tau was found to have spin'/a. The cross section 
would be a factor of four smaller if the tau had spin 0 and 
the threshold behaviour would differ if the tau had spin 1 .
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4.2.4 Coupling

The discovery of a new lepton provided another way of test­

ing the GWS standard model /18/ of weak interactions. In 

this theory, the form of the r-vy weak interaction current 
is given t>y:

3 = g u( vr ) 7 X (1 - 7 s ) u( r)

where u are the Dirac spinors, the 7 's are the Dirac matri­
ces and /2g2 = Gp the Fermi constant /19/. The vector (V) 
and axial vector (A) nature of this current has been studied 
by the DELCO collaboration /20/. The momentum spectrum of 
the electrons produced from the leptomc decay of the tau 
were m  agreement with V-A theory and in disagreement with a 
V, A, or V+A theory.

After the establishment of all these properties, the tau 
and its associated neutrino were taken as the third genera­
tion m  the family of leptons /21/. The fact that the elec­
tron, muon and tau differ only m  their different masses and 
separately conserved lepton numbers is known as e-u-r uni­
versality.

4.3 DECAY OF THE TAU
The tau can decay leptomcally to produce an electron or 
muon and semi-leptomcally to produce hadrons. The decay 
diagrams are shown in Figure 4.1.

The decay rate for the process:

t~ v e■r e
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d  ^
C Hadrons 

u '

Figure 4.1: Tau Decay Diagrams

is predicted by weak interaction theory /19/ to be: 

re = 2 g2 m ̂  / 192 tt3

where gz = Gp/i/2, g^ is the r-rr ~W coupling constant and mr 
is the tau mass. Similarly, the decay rate for the muon 
into electron and neutrinos is predicted to be:

= G2p m^ / 192 7r3

where m^ is the muon mass. The lifetime of the tau (Tr ) is 
then given by:

TV = B6 /re = Be (g/g^)2 (mH/mr )5 T^
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where Be is the branching fraction for the process t~ ■+ 

v^ e- ?e and is the lifetime of the muon.

The experimentally measured branching fraction /22/ 

Be = 0.176 ± 0.011 is used together with the assumption that 

g^ = g to obtain the theoretical prediction for the tau 
lifetime:

Tr (theory) = (2.8 ± 0.2) x 10"13 s

The only significant contribution to the uncertainty m  this 
value comes from the error on the measurement of the branch­
ing fraction.

Alternatively, the experimentally measured value of the 
lifetime can be used to compare the tau weak coupling con­
stant with the Fermi constant:

T.,, (theory) / Tr (measured) = g^ /g2 = Gr/Gp

where is defined as \/2g2T . If the value of G^ is shown 
to be consistent with the value of GF, the concept of e-y-r 
universality is shown to be reasonable.

4.4 PREVIOUS MEASUREMENTS OF THE TAU LIFETIME 
A number of experiments, limited by the resolution at the 
event vertex, have put upper limits on the tau lifetime 
/23/. Previous measurements /24/ of the tau lifetime have 
been made by:

MARK II (4.6 ± 1.9) x lO" 13 s 
MAC (4.9 ± 2.0) x 10" i3 s
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Recently, 

(3.20 ± 0.41 

chamber /25/

CELLO (4.7 i |) x 10- 13 s 

MARK II have measured the tau lifetime to be 

± 0.35) x 10-13 s using a high resolution drift 

which improved the vertex resolution.
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Chapter 5

TAU EVENT SELECTION

5.1 INTRODUCTION

The position of the tau decay point was found by recon­

structing a vertex using the tracks from its decay products. 
In this chapter, the selection procedure for obtaining a tau 
data sample, containing events with a suitable topology for 

vertex reconstruction, is described. The backgrounds from 
other processes that can simulate the tau event topologies 
are estimated. The number of tau events found is compared 
to the number expected using QED theory, the known topologi­
cal branching fractions and the estimated detector accep­
tance. Finally, two different methods for reconstructing 
tracks using the hit information from the vertex detector 
are compared.

5.2 TAU EVENT SELECTION
At PETRA energies, far above the tau pair production thresh­
old, the signature for e+e_ -♦ r*r- is very distinctive. 
Each tau decay can produce one or three well collimated 
charged tracks. Events were selected that contained one 
charged track opposite three charged tracks (referred to as 
1+3 topology) or three charged tracks opposite three charged
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tracks (referred to as 3+3 topology). A 1+1 topology is not

useful for vertex reconstruction.

Events were selected using only the charged track infor­

mation available from the large drift chamber. The proce­

dure, which had been previously developed for an analysis of 
the tau branching fractions /26/, will be briefly described.

The events were selected from the PASS3 data sample as up 

to this point m  the data reduction chain, tau pair events 
had not been specifically excluded. The following selection 

criteria had two aims, firstly to select a specific event 
topology and secondly to reduce the background contamina­
tion .

5.2.1 1+3 Topology
The following conditions had to be satisfied to select a 1+3 
topology event.

1. There must be only four charged tracks reconstructed 
in three dimensions with |d0| < 5 cm, and Pt >
0.1 GeV/c.

Then considering only those four charged tracks.
2. One track must be separated from the other three by 

more than 1 2 0 °.
3. The angle between any pair of tracks m  the three 

track system must be less than 45°.
4. The summed charge (IQ) of the 3 track system must be 

± 1 and the summed charge of the considered tracks 
must be 0 .
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5. The summed track momentum must be greater than 6 GeV, 

with the single isolated track having a momentum 

greater than 0.2 GeV/c.

6 . The effective mass of the 3 track system assuming 

pion masses had to be less than 2 GeV/c2.
7. The effective mass of each pair of oppositely charged 

tracks assuming electron masses had to be greater 
than 0.15 GeV/c2.

8 . These oppositely charged tracks must intersect in the 
r- 0 plane at a distance of less than 8 cm from the 
beam axis.

Conditions (1 to 4) selected the 1+3 topology with the 
appropriate charges for the decay of a tau pair system. The 
events were allowed to contain other low momentum tracks 
that did not come close to the interaction region. These 
tracks were due to the back-scattering of the outgoing par­
ticles m  the material of the magnet coil. Condition (5) 
reduces the background from two photon processes, condition 
(6 ) reduces the background from hadronic events. The back­
ground from radiating Bhabha events was reduced by condi­
tions (7 and 8 ).

After this selection procedure and subsequent visual scan 
(to be discussed further m  the section on backgrounds), 45 
events remained.
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5.2.2 3 + 3 To p oIqctv

The following conditions had to he satisfied to select a 3+3 

topology event.

1. There must he only six charged tracks reconstructed

m  three dimensions with |d0| < 5 cm, and >
0.1 GeV/c.

Then considering only those six charged tracks.

2. Two 3 track systems must exist where the angle be­

tween the summed momentum vectors of each system is 
greater than 1 2 0 °.

3. The conditions (3 to 8 ) for the 1+3 topology selec­
tion, except those that specifically refer to single 
isolated tracks, must he satisfied.

After this selection procedure and subsequent visual scan 
11 events remained. Figure 5.1 shows a tau event with a 1+3 
topology and Figure 5.2 shows a tau event with a 3+3 topolo­

g y .
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5.3 ESTIMATION OF THE NUMBER OF EVENTS EXPECTED

The total number of tau pair events (N) that occured is giv­

en by:

N = o L C

where a is the cross section for tau pair production, L is 
the integrated luminosity over the data taking period from 
which the events have been selected and C is the radiative 

correction to this cross section.
The number of tau pair events of a given topology (n) 

that are detected is given by:

n = N A e B
where A is the detector acceptance, e is the experimental 
trigger efficiency and B is the branching fraction to a giv­
en topology.

5.3.1 Cross Section and Luminosity
The tau data were collected during an energy scan from 39.8 
GeV to 45.2 GeV centre of mass energy. The average energy, 
weighted with the luminosity measured at each point, was
42.5 GeV. The integrated luminosity collected over this 
period was 10.5 pb-1. The tau pair cross section, calculat­
ed using this weighted average energy and the equation for 
the cross section of lepton pair production to order a2 dis­
cussed m  Chapter 1, is 48.5 pb.
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5.3.2 Tau Pair Event Generator

Tau pairs were generated using an event generator of Berends 

and Kleiss /27/ which took account of higher order QED radi­

ative corrections. At 42.5 GeV centre of mass energy, the 

radiative correction factor to the cross section from ini­

tial state Bremsstrahlung, vertex and virtual loop correc­

tions, was 1.36. Each tau was allowed to decay via the 
channels that produced a 1+3 or 3+3 topology (r + 3inr0vr 

t + 3ttu) . The momentum spectrum of the neutrino emitted 
during the leptomc or semi-leptonic decay was generated ac­

cording to the predictions of V-A theory. The four momentum 
vectors of the produced particles were output from the event 
generator and used in the detector simulation.

5.3.3 Detector Simulation
All generated particles that had not decayed before reaching 
the beam pipe were passed through the detector simulation 
/28/. Only those parts of the simulation relevant to this 
analysis will be discussed in detail.

The production points of the tau pairs could all be gen­
erated at a common point, or chosen to lie on a distribution 
that represented the size of the beam spot m  the x and y 
directions. The lifetime of the tau could be specified and 
the decay channels chosen.

The charged hadrons could interact m  the detector mater­
ial with the production of secondary particles. The secon-
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dary multiplicity was set empirically to represent that ob­

served in the TASSO data. Photons could convert and elec­

trons lose energy on passing through the detector material. 

Multiple scattering could occur m  each layer of material 

with the modified momentum vector of the scattered particle 

being traced through the tracking chambers. If a particle 
decayed, the trajectories of the daughter products were fol­
lowed.

As a particle travelled through a drift chamber, its po­
sition at each layer of wires was recorded and smeared with 
the detector resolution. A mirror image hit on the opposite 
side of the sense wire was also generated to produce the 
left-right ambiguity found m  the drift chambers. Random 
noise hits, cross talk hits between adjacent wires and the 
hit efficiency were simulated such that the Monte Carlo 
events represented the observed data.

An event trigger simulation decided if a generated event 
would produce a valid trigger and then these events could be 
subjected to the PASS1, PASS2 and PASS3 selection condi­
tions. Events output from this Monte Carlo program could be 
processed with a track-finder and analysed as though they 
were real data.
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5.3.4 Detector Acceptance

The acceptance of the detector, for a given event type, is 

defined as the ratio of the number of events seen with the 

real detector, with its imperfect tracking information and 

incomplete angular coverage, to the number of events that 

would be seen with a perfect detector covering the complete 
solid angle. The simplest way to find this ratio is to pass 
a known number of tau events through a Monte Carlo detector 

simulation. 2700 events were generates with the tau decay­
ing with a 1+3 topology. The 1+3 topology candidates were 
selected by requiring these events to satisfy the event 
trigger, the standard data reduction conditions to PASS3 and 
the 1+3 topology selection conditions. 33 % of the generate 
events remained. A similar exercise was carried out with 
2100 events generated with a 3+3 topology, 20 % of these 
events remained.

The number of events generated with a 3+3 topology that 
were only recognized as events with a 1+3 topology was 1 %. 
These misidentified events were ignored, as the error intro­
duced in doing so was small compared to the error on the to­
pological branching fractions.

5.3.5 Trigger Efficiencv
The ' coplananty' trigger had been estimated to be 
94 ± 0.2 % efficient when triggering on 2 track events. Es­
sentially, this was measured by selecting 2 track events in-
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dependently which had liquid argon or shower counter trig­

gers and then checking if there was also a ' coplananty' 

trigger. From this, the trigger efficiencies for a 1+3 to­

pology and a 3+3 topology were calculated to he 96.8 ± 0.1 % 
and 99.9 ± 0.1 % respectively.

5.3.6 Branching Fractions
The branching fraction for a tau to one charged track (Bx) 

and three charged tracks (B3) have been measured at TASSO 
/26/ as:

Bx = 0.847 ± 0.011 (stat) ± 0.015 (sys)

B3 = 0.153 ± 0.011 (stat) ± 0.015 (sys)
Using these values, the branching fractions to a 1+3 topolo­
gy (2B1B3 as two possible combinations) and a 3+3 topology 
(B3B3) are calculated to be:

B1+3 = 0.259 ± 0.015 (stat) ± 0.021 (sys)
B3+3 = 0.023 ± 0.003 (stat) ± 0.005 (sys)

5.3.7 Number of Events
All these results are summarised m  Table 4 together with 
the number of events expected and the number found.

The errors on the number of events expected are dominated 
by the 33 % error on the branching fraction to the 3+3 to­
pology and the 14 % error on the branching fraction to the 
1+3 topology. A more detailed discussion on the discrepancy 
between the numbers expected and the numbers found will be 
discussed after the backgrounds have been estimated.
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TABLE 4

Events Expected and Events Found

Cross section 48.5 pb

Luminosity 10.5 pb - 1
Radiative Correction 1.36

1+3 topology 3+3 topolo
Acceptance 0.33 0 . 2 0

Trigger Efficiency 0.97 1 . 0 0

Branching Fractions 0.259 0.023
Events Expected 57 ± 8 3 ± 1
Events Found 45 11

5.4 BACKGROUND ESTIMATION
An estimation needs to be made of other background processes 
that have the same event topology as the tau events. These 
background processes are radiative Bhabha events, tau pro­
duction by two photon collisions, and low multiplicity ha­
dronic events.

5.4.1 Radiative Bhabha Events

If one or two photons are radiated m  a Bhabha scattering 
event and subsequently convert into electron positron pairs, 
an event with a 1+3 topology or, much less likely, a 3+3 to­
pology can be produced. This background has already been
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suppressed by making an effective mass cut of 0.15 GeV/c2

for oppositely charged pairs of tracks, assuming electron 

masses. However, some events were not removed by this cut 

due to imperfect tracking. These events were distinctive 

due to the almost zero opening angle between the tracks. 
All events in the selected sample were scanned visually and 

rejected if a gamma conversion was recognized. A typical 
radiative Bhabha event is shown m  Figure 5.3.

The effectiveness of this scan was verified by the fact 
that suspected background events whose tracks lay within the 
liquid argon acceptance were identified as electrons. As 
further confirmation, a plot of the angle 6 between the sin­
gle isolated track and the incoming beam of the same charge, 
for the selected tau events, showed no peaking in the for­
ward direction; such peaking would be expected for Bhabha 
events. The scan rejected 5 events with a 1+3 topology, 
none of the events with a 3+3 topology were rejected.
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Figure 5.3: 
Radiative Bhadha Event
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5.4.2 Tau Pair Production bv Two Photon Collisions 

Tau pair production from two photon collisions are consid­

ered as a background. The reason is that the relativistic 

boost of the tau needs to be known when converting a meas­

ured decay length into a proper decay time. The boost is 
calculated from the tau mass and the beam energy with appro­
priate radiative correction, this will be further discussed 
later. However, for two photon collisions, the boost cannot 

be estimated as only a small fraction of the beam energy is 
acquired by the tau system.

To estimate this background, a two photon generator of 
Berends et al. /29/ was used to generate 3400 events of the 

type e + e~ + e+e~yy + e+e-r+r- at a centre of mass energy of 
42.5 GeV. The cross section for this process at this energy 
was 110 ± 1 pb so 3400 events correspond to a luminosity of 
30.9 pb_1, a factor of 3.0 more than that collected experi­
mentally. After these generated events had been passed 
through the detector acceptance and event selection proce­
dure, five events with 1+3 topology and one with 3+3 topolo­
gy remained. This gave a background m  the tau data sample 
with a 1+3 topology of 1.7 ± 0.7 events, and with a 3+3 to­
pology of 0.34 ± 0.34 events.
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5.4.3 Hadronic Events

Another source of background was hadronic events that had a 

low charged track multiplicity and a similar topology to the 

tau events. The Lund generator /30/ was used to generate 

12900 events of the type e + e~ + qq and e + e- + qqg at a cen­
tre of mass energy of 42.5 GeV. This corresponded to a lu­
minosity of 67 pb*1, a factor of 6.4 more than that collect­

ed experimentally. After selecting events from this data 

sample using the usual tau selection procedure, one event 
with a 1+3 topology and six events with a 3+3 topology re­
mained. Hence the hadronic background to the 1+3 and 3+3 

topology tau data was estimated to be 0.2 ± 0.2 and 0.9 ± 
0.4 events respectively.

TABLE 5
Comparison of Hadronic Monte Carlo and Data

Data Monte carlo
1+3 topology 1 0

3+3 topology 0 0 . 2 ± 0.2

As a check to whether this Monte Carlo represented the 
data well at these low track multiplicities, the 1+3 and 3+3 
topology events were reselected demanding the effective mass 
of at least one 3 track system to be greater than 2 GeV/c2.
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The results of this selection are shown in Table 5. The 

statistical significance of these results are poor but it 

does show the Monte Carlo is not inconsistent with the data.

5.4.4 Background in Tau Events

When the two sources of background that are not negligible 
are combined, low multiplicity hadronic events and tau pro­

duction via two photon collisions, the backgrounds to the 

1+3 and 3+3 topology events were found to be 1.9 ±0.7 and
1.2 ± 0.5 events respectively. The total background to the 
tau event sample of any topology was 3.1 ± 0.9 events.

After the background was subtracted from the number of 
tau events found, the number of events expected and the num­
ber found could be compared. The results are summarised m  

Table 6 .

TABLE 5
Comparison of Tau Events Expected and Found

Expected Found
1+3 topology 57 ± 8 43

3+3 topology 3 ± 1 10

The number of tau events with a 1+3 topology is m  rea­
sonable agreement to the number expected, but this is not
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the case for events with a 3+3 topology. On a detailed vis­

ual scan of the 3+3 events, nothing unusual was found m  the 

event topology. The effective mass distribution of those 

few events was compatible with the Monte Carlo distribution. 

When similar background calculations had been performed for 
the tau data at 35 GeV /26/, using a larger data sample 

which was taken at a time before the installation of the 
vertex detector, there was no discrepancy between the number 

of events found and the number expected. Therefore, unless 
there is some new form of background that has appeared 

around 42.5 GeV, these 3+3 events must be assumed to be 
taus. However, as a check, the tau lifetime will also be 
calculated using each data sample separately.

5.5 TRACK-FINDERS

Two track finding programs had been developed that were able 
to reconstruct charged tracks within the vertex detector. 
One, called FELIX /31/, searched for tracks using the hit 
information from the large drift chamber, CPC, and vertex 
detector. The other, called PASS5 /32/, took the curvature 
of the track found by the MILL track reconstruction program 
and only used the vertex detector information to define the 
track's position m  the r-0 plane. Both track-finders had 
advantages and will now be discussed m  further detail.
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5.5.1 PASS5 Track-finder

A MILL track was extrapolated into the vertex detector and a 

'road' was defined around this track such that all hits 

within a set distance normal to the track m  the r-<f> plane 

were located. A circle fit with fixed curvature was per­
formed on all combinations of the located hits that lay 

within this 'road' to find the track with the lowest x2 per 
degree of freedom. The track was defined by d0 and 0O found 

from the fit together with its curvature r0 taken from the 
projected MILL track.

Once a hit had been associated with a track, it was not 
used any more during the search for further tracks. This 
saved computer time by reducing the number of combinations 

- of hits to be examined, but it meant that it was necessary 
to find the cleanest tracks first. If the chamber was 
noisy, or the tracks were close together, or the tracks 
passed through the same cell, a fake track could take hits 
from the genuine ones.

This problem was overcome by having multiple passes 
through the track searching procedures. A high momentum 
track is scattered less m  the material between the large 
drift chamber and vertex detector, so a narrower road can be 
defined around the extrapolated track. By searching first 
for tracks with high momentum, tracks with good z recon­
struction m  the drift chamber, and tracks with many hits 
before those with few, the problem of fake tracks was mini-
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raized. Two tracks passing through the same drift cell could

he resolved with hits alternately being assigned to each 

track.

5.5.2 FELIX Track-finder

FELIX used a tree search algorithm to find tracks. An ac­
ceptable track consisted of a number of hits that were 
linked together by a path that satisfied certain conditions. 

Before the search started, chains of adjacent hit wires were 
removed from the list of available hits; they were consid­
ered to be noise. Then starting with a first hit m  the 
outermost layer of the large drift chamber, a link was made 
to an adjacent hit that was in the direction of an accepta­
ble track. The path was extended by making a link to a 
third hit, a circle fit was performed, and a check was made 
to see if the track was acceptable. If the track was accep­
table, another link was made to extend the path. If the 
track was unacceptable, the last link on the path was broken 
and another link considered. Each time a link was added, 
the track was refitted and checked to be acceptable. If and 
when a path was found that satisfied the required conditions 
and all layers of hits had been considered, a track had been 
reconstructed. Then the search for the next track began 
with a new first hit.

Once a track had been found, a check was made to find any 
hit closer to the track than the selected ones, if one was
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found, it replaced the appropriate selected hit. If this

new hit lay on another track, it was assigned to the closer 

track. Once a hit was assigned to a track, it was removed 

from the list of available hits used in the tree search pro­

cedure .

The search for tracks was performed m  several passes 
with the conditions for an acceptable track being altered 
after each pass. Tracks were first searched for that had 

few missing hits, small d0 and a low x2 per degree of free­
dom. This enabled the more easily recognizable tracks to be 
found first so reducing the number of available hits quick­

ly.

5.5.3 Advantages of each Track-finder

The FELIX track-finder took advantage of the longer track 
length when measuring the track’s momentum. However, in 
this lifetime analysis the tracks are going to be refitted 
to a common vertex using the hit information m  all cham­
bers. Therefore, the track-finders need only be compared on 
their ability to assign the correct hits to tracks. In this 
respect, the PASS5 track-finder is at a disadvantage as it 
requires at least 4 hits within the vertex detector to find 
a track. For events with the tau decay topology, two tracks 
can pass through the same cell, reducing the number of hits 
on the track, making it impossible for PASS5 to find a 
track. However, the use of two track-finders that have com-
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pletely different algorithms helped to check for any bias m

the track finding methods.

The more complex search procedure used in FELIX made the 

program a factor of 30 slower in reconstructing an event. 

If track reconstruction was required for a large data sam­

ple, for example the selected PASS2 events used to find the 
beam spot (the method is described m  the next chapter), the 
speed of the PASS5 program was required as computer resourc­

es were limited.

TABLE 7
Comparison of FELIX and PASS5

FELIX PASS5
3 track system reconstructed 86 % 77 %

1 track system reconstructed 1 0 0 % 1 0 0 "o
Resolution 136 Atm 117 Atm

The efficiency and resolution at a point m  the vertex 
detector when using each track-finder to reconstruct tau 
events are summarised m  Table 7. The resolution is defined 
as the distance between the reconstructed track and the as­
sociated hit position. The events are split into the three 
track system and the isolate single track to take account of
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the difficulty m  reconstructing closely spaced tracks. The

resolution measured using FELIX tracks is slightly worse 

than using PASS5 tracks. This is probably due to an inaccu­

racy m  the assumed position of the vertex detector. For 

FELIX tracks this will worsen the measured resolution as the 

track fit is a combined fit using the hits m  both the ver­
tex detector and the large drift chamber.
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Chapter 6

TAU LIFETIME ANALYSIS

6.1 INTRODUCTION

The measurement of the tau lifetime using the data from the 
vertex detector is described m  detail m  this chapter. The 

decay length was calculated from the position of the tau 
production point and decay vertex. As the accuracy of this 
measurement depended on how well these positions could be 
determined, a detailed study was made on both the ability of 

the vertex constraint program to reconstruct the correct de­
cay vertex and the position of the colliding beams. Effects 
that could artificially generate a finite lifetime were in­
vestigated.

6.2 DECAY LENGTH EXPRESSION
If the production point and decay vertex could be determined 
without error, the decay length would simply be the distance 
between these points. However, consider the projection of 
the event m  the r-p plane shown m  Figure 6.1. The centre 
of the beam spot (b) is known with an accuracy given by the 
error matrix oh , such that the error on b m  the x direction 
is much larger than m  the y direction, and the decay vertex 
(v) is known with an accuracy given by the error matrix av .
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The line (t) shows the direction of travel of the tau before

decay. As the decay length is found from the position of v 

relative to b, v can be taken as a known point (xv,yv ), with 

the error matrix,

a = ab + av

centred at b. The origin of the co-ordinate system is taken 
to be at b.

The simplest idea that the decay length is the separation 
between b and v, ignores the fact that the production point 
can occur anywhere within the finite sized beam spot. If 
the production point were constrained to lie on the line t , 
the direction of the tau could be used to find a better es-
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timate of the production point within the beam envelope.

The point of closest approach of the line t to point b is 

not the best estimate of the production point as the rela­

tive size of the errors at b are different m  the x and y 
directions.

The best estimate of the production point p(x,y) within 

the beam spot is given by minimizing the quantity:

X2 [x,y] a- 1 x

y

subject ot the constraint condition that the point also lies 
on the line t, given by:

ty(x-xv) = tx(y-yv )

where tx and ty are the direction cosines of the tau's di­
rection of travel. When the x2 expression is minimized sub­
ject to this constraint condition, the decay length project­
ed m  the r-<j> plane is found to be given by:

1 =
o y t -x x J v y + yvtx)

yy - 2 a t t + t:xy x 7 xx

where a , a , and a are the elements of the error matrix xx xy yy
a.

The geometric interpretation of this result is that the 

point p lies at the position where the line t is a tangent 
to one of the family of ellipses:
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[x,y] a-1 = constant

The error on the projected decay length (a ) is calculated 
from the expression for 1 and is found to be given by:

o2l

o a xx y y a2xy

t2 a x y y 2 a t txy x y + t2y a
X X

6.3 VELOCITY OF THE DECAYING TAU

The expression for the projected decay length required the 
direction cosines of the decaying tau m  the r-0 plane. The 
angle between the tau direction and the z-axis was needed 
for resolving this projected distance into the decay length 
m  three dimensions. Then to convert the decay length into 
a proper decay time, the average j factor of the taus needed 
to be estimated.

The direction of the tau m  the r-0 plane was taken as 
the resultant momentum vector of the 3 track, system m  this 
plane. The angle between this vector and the z-axis was 
used to calculate the decay length from its projection on 
the r-0 plane. The direction of this 3 track, system only 
gave the approximate direction of the tau due to missing mo­
mentum m  the undetected neutrino and possible neutral par­
ticles. From Monte Carlo studies, the average separation
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between this vector and the true direction of the tau, if 

there was only a missing neutrino, was 0.02 rad. A missing 

neutral pion increased this average separation to 0.03 rad. 

The distribution of this angle is shown in Figure 6.2. How­

ever, this approximation will be shown not to introduce a 
significant error into the calculated lifetime.

60.0

40.0

20.0

0.0

Angle B e t w e e n  r  an d  C h a r g e d  T r a c k s  ( r a

Figure 6.2: Angle Between Tau and 3 Track System

Due to radiative corrections, the energy of the tau sys­
tem is on average less than twice the beam energy. As the 
energy cannot be measured from the charged decay products 
alone, the 7 factor must be estimated using Monte Carlo 
events. Tau pair events were generated with radiative cor­
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rections and selected using the same conditions as imposed 

on the data. Only those events that had a vertex success­

fully reconstructed were used when calculating the correc­

tion factor r which is given by:

r = Et/Efc

where is the beam energy and Et is the energy of the tau. 
The 7 factor is then given by:

7 = r Eb/m

where m is the mass of the tau. For the range of beam ener­
gies 20 ^ E^ ^ 22.5 GeV, the correction factor was found to
be 0.965.

6.4 LIFETIME DISTRIBUTION FUNCTION
A method is needed to extract the lifetime of a particle 
from a senes of measurements of the decay length, each with 
its associated error. First it is necessary to convert each 
measured decay length (L) and error into a proper decay time
and error (t,a). These two quantities are related by the
expression:

t = L / Pjc

where /3c is the velocity of the particle and 7 is the rela­
tivistic boost factor.
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If the error on each measurement of the decay length was

small, the times would be distributed with an exponential 

distribution:

and the maximum likelihood estimator of the mean lifetime r 

is the arithmetic mean of the measured times (t ') /33/.
However, the measured decay lengths were comparable to 

the experimental resolution, so for a given event the meas­
ured length could be positive or negative, as is shown m  

Figure 6.3.

g(t') = exp(-t'/r) / r

Positive Decay Distance

Negative Decay Distance

v = Vertex b = Beam Spot
Figure 6.3: Positive and Negative Decay Lengths
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Assume that the errors on the decay times (a) are normal­

ly distributed and not dependent upon t. Then for each 

'true' value of the decay time (t ’ ), there is a measured 

value (t) which lies on the normal distribution function:

h(t,t') = exp [-((t-t ’ )/o)2 / 2] / /(27r) a

The distribution which describes the measured decay times is 

then the convolution of these exponential and resolution 
functions:

f(t) = 0J® g(t') h(t,t') dt'

This integral can be evaluated /33/ to give the probability 
density function:

f(t) = ''zexpto 2/ 2 t 2 - t/r] erfc[(a/r - t/a)/V2 ] / r 

where the function erfc[x] is defined by:

erfc[x] = (2//7t) exp [-y2] dy

The form of this function is shown m  Figure 6.4 for var­
ious ratios of the resolution (a) to the lifetime (r). When 
the resolution to lifetime ratio is large, the function ap­
proaches a Gaussian distribution, but when the resolution is 
comparable to the lifetime, a clear exponential tail to the 
distribution is observable.

The maximum likelihood estimator of r for n measurements 
of (a,t) is given by minimizing the log likelihood function:
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n
l = - m  n f(t.)

1=1

This minimization was performed numerically using the mini­
mization and error analysis program package MINUIT /34/. 
The one standard deviation likelihood interval on the 
fitted parameter r, was obtained by following the function 
out of the minimum to the point where its value was 0.5 
greater than at the minimum /33/. In general this method 
produces asymmetric errors, whereas the method of assuming a 
parabolic shaped likelihood function calculated from the 
curvature at the minimum, produces positive and negative er­
rors of the same magnitude.

10.0
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6.5 BEAM SPOT

6.5.1 Introduction

A method was needed to find the position of the tau produc­

tion point. The accuracy with which this point could be 

found depended on three factors: the size of the beams

(o^,Oy) m  the x and y directions, the ability to track sys­
tematic shifts m  the centre of the beam position (^,y^) 
over a long time, and the precision (Ax^,Ay^) with which the 

centre of the beam could be determined.
The procedure to find the beam spot centre was based on 

fitting a common vertex to tracks from a number of events 
originating from the interaction region. The common vertex 
was taken as the production point, with the spread of dis­
tances of closest approach for horizontal and vertical 

tracks to the vertex being used to obtain an estimate of the 
beam spot dimensions m  the y and x directions.

6.5.2 Event Selection
Data from the Two Prong selection procedure were used as the 
basis for further event selection because they provided the 
largest available source of low multiplicity events where 
the background from beam-gas and beam-pipe interactions had 
been suppressed. There was a need to eliminate beam-pipe
interactions where all the tracks had d0 ^ 2.5 cm. The
point of intersection of each pair of tracks within the
event was calculated and only those events that had all
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tracks intersecting within 5 cm of the origin were selected.

This removed track vertices that originated from the beam

pipe.

The PASS5 track-fmder was used to search for tracks 
within the vertex detector. This track-finder had the ad­
vantage over FELIX that the tracks which were found were not 

biased by any error m  the assumed relative chamber align­
ments. The beam spot was measured relative to the vertex 

detector and any subsequent improvement m  the determination 

of relative chamber alignments was used when transforming 
the beam spot into the co-ordinate system of the large drift 
chamber.

6.5.3 Track Selection
Groups of 50 tracks from successive events over several ex­
perimental runs were selected using the following condi­
tions .

1. Each track must have d0 < 0.3 cm and be reconstructed 
m  three dimensions.

2. The difference between the measured and predicted 
time of flight to the ITOF counters must be less than 
3 ns.

3. At least 4 hits m  the vertex detector must be asso­
ciated with each track.

The d0 used m  condition (1) was the d0 relative to the 
estimated beam spot position (i.e. the point of closest ap-
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proach of the track to the beam spot). This cut was loose

enough not to bias the final beam spot position but helped 

to remove tracks not coming from the interaction point, and 

spurious tracks from errors m  the track finding procedure. 

Condition (2) removed cosmic ray events with the track pass­
ing close to the origin. Condition (3) was a requirement of 

the PASS5 track-finder to reconstruct a track within the 
vertex detector.

With 50 tracks, the beam spot centre could be determined 

to the order of 100 Mm. However, this required tracks to be 
taken from a period covering more than a single data taking 
run. This was necessary as a run lasting several hours was 
required to produce 50 selected tracks and many runs lasted 
a much shorter time.

5.5.4 Vertex Constraint Fit
A vertex constraint program package /35/ was used to esti­
mate the beam spot centre for each group of 50 tracks. 
Rather than simply finding a vertex that minimized ,the sums 
of the distances to all the tracks, an expression for the x2 

probability was constructed which also took account of the 
size of the beam spot. From PETRA machine group studies, 
the beam spot at the interaction region was estimated to 
have a of 500 Mm and a o„ of 60 Mm. Therefore, the m -a y

teraction vertex is more likely to be further from the beam 
spot centre m  the x direction than m  the y direction.
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Using the variables shown m  Figure 6.5, the following x 2

expression is formed:

tracks
' W 2

i + +

i=l y

where v(xj_,y^) is the vertex position calculated for track 
(T) and d^ is the shortest distance from this vertex to the 

track. or is the resolution at the origin due to tracking 
and chamber resolution. The resolution at the origin due to 
multiple scattering m  the beam pipe material ( )  is calcu­
lated for each track as it is dependent on the momentum of 
the track. Hence the first term m this x2 expression is a 
measure of the probability that the vertex is a distance d 
from the reconstructed track. The second and third terms in 
the expression are a measure of the probability that the 
vertex is a certain distance m  the x and y directions from 
the centre of the beam spot b(x^,y^).

The beam spot position was found by minimizing this x2 

expression with respect to x^ and y^. As an analytic solu­
tion exists for the position of the vertex that minimizes 
this x2 expression for a given beam spot position, x^ and ŷ  
could be eliminated from the expression. The x2 expression 
was then numerically minimized with respect to x^ and y^. 
The errors on x^ and y^ were calculated from the second de­
rivatives of the x2 expression.
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Figure 6.5: Variables Used to Find Beam Spot

The values given to and ct m  the x2 expression were 
those measured by the PETRA machine group. Later, when the 
beam size is estimated from the spread of distances of clos­
est approach of tracks to the calculated beam position, 
these values are shown to be reasonable.

6 .5.4.1 Multiple Scattering Term
One factor that worsened the d0 resolution of a track was 
the multiple scattering in the material between the interac­
tion point and the vertex detector. An estimation of the 
effect of this scattering on the d0 resolution was obtained 
using a Monte Carlo method. Single pion events were gener-
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ated with a similar momentum distribution to the selected

data and passed through the TASSO detector simulation. The 
tracking chambers were given perfect resolution, all tracks 

were generated at a common point and were scattered in the 

beam pipe material. The momentum distribution of the data 
was described reasonably well by an exponential distribution 

with a 0.5 GeV/c decay constant and a lower cut off point of 
0.25 GeV/c. The d0 distribution for all generated tracks, 

had a standard deviation of 140 ± 10 Mm.

6 .5.4.2 Resolution Term
The d0 resolution is also dependent on the vertex detector 
point resolution and effects from errors in the track find­
ing procedure. An estimation of these effects was made us­
ing the Monte Carlo method previously described except that 
the scattering simulation was removed and the point resolu­
tion m  the vertex detector was set to 150 Mm. The d0 dis­
tribution relative to the beam spot for all generated 
tracks, had a standard deviation ar = 270 ± 10 Mm.

6.5.5 Results
Figures 6 . 6 and 6.7 show the position of the beam spot cen­
tre in the x and y directions agamst run number. The 1500 
runs shown covered data taking over a period of 9 months. 
There is one entry m  each figure for each determination of 
the beam spot, even if the data spanned several runs. The
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beam position was considerably more stable in the y direc­

tion than the x direction. The movement of the beam in the 

x direction may have been due to small changes in the radius 

of the beam orbit. The sharp discontinuity around run 7400 

corresponded to a long shut-down of the experiment when both 

the focussing quadrapoles and the detector could have been 
moved. However, there is a clear systematic drifting of the 
x position by about 1 mm over long periods. The average 

over all groups of tracks of the error on the beam spot cen­
tre was 85 wm in the x direction and 60 Mm m  the y direc­
tion.

TABLE 8

Dependence of Beam Spot Error on Assumed Beam Size

ax 0 r

500 60
500 1 0 0

300 40
800 150

85 60
80 60
60 55

1 1 0 70

To check the effect of the assumed beam size on the aver­
age value of Ax^ and Ay^ , various values of ax and were 

input into the x2 expression. Table 8 shows the results. 
The effect of varying the assumed beam size m  the y direc-
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tion had little effect, while the errors scaled with changes

in the assumed beam size m  the x direction. This is to be 

expected as the size of the beam in the y direction is small 

compared to the chamber resolution, while m  the x direction 

the beam size and chamber resolution have similar values.
Finally, as a check, that the method could find the beam 

spot position correctly, Monte Carlo events were generated 
as previously described from a beam spot with ax = 350 m  

and Oy = 150 urn, and then passed through a detector simula­
tion that included the effects of scattering and resolution. 
The vertex constraint program was run on groups of 50 
tracks. The RMS difference between the reconstructed beam 
spot centre and its true centre was 95 urn and 69 urn m  the x 
and y directions respectively, showing that the method 
worked and the errors produced were reasonable.

6.5.6 Beam Size
The beam size in the x (y) direction was measured by analys­
ing the distance of closest approach (d„) of the vertical 
(horizontal) tracks to the beam spot centre. For a truly 
vertical track, d0 is a measurement of the x co-ordinate of 
the interaction vertex relative to the beam centre. How­
ever, for the purpose of selecting tracks, a tolerance (w) 
needed to be set for the allowed angular deviation from the 
vertical (horizontal) plane. Using the estimate of the beam 

dimensions provided by the machine group, values of u could
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be chosen such that no significant extra error was intro­

duced in determining the beam dimensions.

Consider the track shown in Figure 6 . 8 that is az an an­

gle u to the horizontal plane. The maximum possible devia­

tion of the interaction vertex (5y) from the measured d0 po­

sition such that the vertex still occured within the beam 
envelope is given by:

6y = ax tan u

Therefore, using the estimate that ax = 500 Mm, 6y was lim­
ited to ± 25 Mm by setting the upper limit on u to be 
50 mrad. In a similar calculation for the vertical tracks 

with oy = 60 Mm, 6x was limited to ± 15 Mm by setting the 
upper limit on cj to be less than 250 mrad.

The horizontal and vertical tracks were selected from 
Bhabha scattering events that were produced during the stan­

dard data reduction procedures. The advantage m  using this 
data, instead of the data used to find the beam position, 
was that the errors on d0 due to scattering m  the beam pipe 
material were negligible. The smaller quantity of data was 
acceptable as only one measurement of the beam size was be­
ing made for the whole range of runs. For tracks with a mo­
mentum of 2 GeV/c, there is only a 40 Mm uncertainty m  d0 

from multiple scattering.
This data sample was selected from PASS2 events contain­

ing only two tracks using the following criteria.
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Figure 6 .8 : Selection of a Horizontal Track

1. Each track had to have d0 ^ 0.4 cm and 
| cos 6 | ^ 0.8. The two tracks had to have a mean 
z0 of 4 cm and he collinear within 10°.

2. The difference between the measured and predicted 
time of flight to the ITOF counters must be between 
-3 ns and 2 ns.

3. Each track had to have P >0.2 Ê , where E^ is the 
beam energy. The sum of the magnitudes of the momen­
ta of the tracks had to be greater than 0.7 E^.

Criterion (1) selects tracks from the interaction region 
within the detector acceptance, criterion (2 ) removes cosmic 
ray events and criterion (3) demands that most of the avail­
able beam energy is seen m  the tracks.
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Figure 6.9 and Figure 6.10 show the d0 distribution for

the selected horizontal and vertical tracks relative to the 

previously determined beam position. The standard devia­

tions of the fitted Gaussian functions give:

ax = 436 ± 9 jim 0y ~ ^98 - 13 Mm
However, the d0 resolution of the chamber is folded into 
these values. To estimate the d0 resolution for these 

events with a method that is independent of the beam centre, 
the difference m  d0 between the two tracks was plotted. 

This gave a Gaussian distribution with a standard deviation 
of 395 ± 3 urn. Thus, the d0 resolution on a single track 
was 280 ± 2 Mm.

If the d0 resolution contribution to the above value for 
ax is removed, the size of the beam spot m  the x direction 
is 335 ± 12 Mm. The beam size m  the y direction is unable 
to be measured with the present detector resolution. In 
conclusion, the known position of the interaction vertex is 
limited m  the x direction by the size of the beam envelope 
and m  the y direction by the accuracy with which the beam 
centre has been determined.

Combining the errors on the beam position and the beam 
size, a value of:

a = 350 Mm a = 100 Mm
is. 7

will be used as the errors on the position of the tau pro­
duction point.
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6.6 VERTEX FITTING

The tau decay point was found by fitting three charged 

tracks to a common vertex. The procedure used by the vertex 

constraint package /35/ will be described briefly. Basical­

ly, the program took hits that had been associated to tracks 
m  the large drift chamber and vertex detector, refitted the 

tracks allowing a kink m  the circle fit between the two de­

tectors to account for multiple scattering, rejected hits if 
they were considered incorrectly associated to a track, and 
then constrained the tracks to a common point.

Hits were associated to tracks by the FELIX track finding 
program m  both the large drift chamber and vertex detector, 
or alternately, the results from the hit association of MILL 
in the large drift chamber and PASS5 m  the vertex detector 
were combined.

To model scattering m  the r-0 plane m  the material be­
tween the two detectors, 0.06 radiation lengths of material 
was assumed to be concentrated at a radius of 16 cm from the 
interaction region, the position of the vertex detector 
pressure vessel.

Each track was refitted m  two dimensions by minimizing 
the following x2 expression with respect to the track's cur­
vature, d0, 0 O and scattering angle 0 :
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hits

X2 = Z d2. /e? + 02/s2% J J
j=l

where dj is the distance of a hit to the fitted track., ê  is 
the error on the hit position and s is the RMS scattering 

angle given by /36/:

s = 0.015 »/l / Pt

where 1 is the thickness of the material m  radiation 
lengths and Pt is the transverse momentum of the track. If 
there were less than 3 hits in the vertex detector, the 
scattering term was not included m  the x 2 expression.

The x2/NDF distribution, where the number of degrees of 
freedom (NDF) was the number of hits minus the number of 
free parameters, peaked around 1.0. If the track had a 
X2/NDF ^ 2.0, up to three hits could be removed from the 
track m  an attempt to reduce the value below 2.0. Bad 
point rejection was only done at this stage, as rejecting 
points during a vertex constraint fit would help to form a 
vertex from tracks that did not originate from a common 
point.

The x 2 expression to be minimized for the vertex fitting 
procedure was similar to the one used for track fitting ex­
cept now due to the extra constraint, the minimization was 
with respect to each track’s curvature, <p0, scattering angle 
6 and the (x,y) co-ordinates of the vertex position. The x 2 

expression is given by:
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tracks hits

i=l j=l

where the summation is now also over the three tracks being 
fitted to the vertex. The minimization was performed numer­
ically using analytic expressions for the first and second 

derivatives of the x 2 with respect to the fit parameters. 
The minimization procedure, if successful, gave the position 
and error matrix of the vertex.

The increase in x2 due to the vertex fit is given by:

This change m  x 2 should have the x 2 distribution for the 
extra number of degrees of freedom due to the vertex fit. 
The extra number of degrees of freedom is equal to the num­
ber of -cracks m  the fit minus two, as each track can be de­
scribed by three parameters and the common vertex, instead 
of the usual four parameters (q0 ,d0 ,r0 ,9). This fact will 

be used later when checking the error matrix produced from 
this fitting procedure.

tracks

Ax2 = X2y
t=l
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6.7 LIFETIME MEASUREMENTS ON MONTE CARLO EVENTS

6.7.1 Introduction

Having found an expression for the decay length, the method 

was first used on Monte Carlo events to check that a known 
lifetime could be reproduced without bias and that the er­

rors given by the fitting programs were reasonable. Effects 
on the lifetime measurement due to a possible error in the 

measured position of the beam spot or vertex detector with 
respect to the large drift chamber were also studied.

6.7.2 Events Generated
Monte Carlo events were generated which decayed into a 1+3 
charged track topology. Three groups of events were gener­
ated with tau lifetimes of 0.0 s, 2.7 x 10-13 s and
5.4 x 10_ 13 s. At a centre of mass energy of 42.5 GeV, this 
corresponded to mean decay lengths of 0 Aim, 925 Aim and 
1850 Aim respectively. Radiative corrections were included 
m  the generator. The tau production point lay within the 
beam envelope that had an error ellipse with a diameter of 
1000 Aim in the x direction and 200 Aim m  the y direction. 
The decay products were passed through the full TASSO detec­
tor simulation program.

Charged tracks were reconstructed using the MILL, PASS5 
and FELIX track finding programs. Those events that were to 
be used m  the vertex fitting were selected using the same 

selection procedure as used with the experimental data. 
Around 500 events were generated m  each lifetime group.
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6.7.3 Vertex Fitting

The vertex fittxng program tried to reconstruct the decay 

vertex for each selected event. As discussed earlier, the 

increase m  x 2 for a 3 track vertex fit (Ax2) has the x 2 

distribution for one degree of freedom. Only events with a 

Ax2 < 5.0, which should include 97.5 % of all good vertices, 
were used m  the lifetime measurement. From a visual scan 

of displayed event vertices, it was noted that events with a 
larger Ax2 than this value usually had wrong hit association 
to the tracks and the reconstructed vertex was not reason­
able .

If Ax2 has a x 2 distribution for one degree of freedom, 
the probability (Px ) that Ax2 would have a higher value is a 
flat distribution. Figure 6.11 shows this probability dis­
tribution for events with a reconstructed vertex. The fact 
that the distribution is not skew with an excess of events 
with a low (high) Px indicates the errors used in the vertex 
fit were not under (over) estimated.

As a further check that the errors were reasonable, the 
distribution of l/o1, for the zero lifetime group of events, 
was fitted with a Gaussian function. If the errors were 
correct, the distribution should be a Gaussian with unit 
width. Figure 6.12 shows the distribution together with the 
fitted Gaussian and a superimposed unit Gaussian. The stan­
dard deviation of the fitted function was 1.07 ± 0.06 show­
ing the errors were m  fact reasonable.
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Figure 6.11: Probability that Vertex Fit has a Larger x2

The vertex fitter was able to reconstruct vertices for 
77 % of events when using MILL/PASS5 tracks and 86 % of 
events when using FELIX tracks. The failure rate was higher 
with PASS5 tracks because the track-finder had not always 
been able to reconstruct all tracks in the 3 track system. 
Reconstruction failed or there was incorrect hit association 
when the opening angle of the 3 track system was so small 
that two or three tracks went through the same drift cell in 
the vertex detector. The FELIX track-finder was more suc­
cessful m  reconstructing closely spaced tracks as the 
search m  the vertex detector was nust extending the tracks 
found m  the large drift chamber.
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6.7.4 Likelihood Functions

The lifetime for each group of Monte Carlo events was ob­
tained from the measured decay times and errors using maxi­
mum likelihood fits. The fitted function for each group of 
events with a finite lifetime was the convolution of an ex­
ponential and Gaussian that was discussed earlier. Unfortu­
nately, this function is numerically unstable when the life­
time is much smaller than the errors. To overcome this 

problem, a power series expansion of the function /37/ was 
used when ever the argument of the error function exceeded 
5.7. If the likelihood function is plotted as a function of 
lifetime for the zero lifetime group of events, its value is
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least around zero. However, as the function is undefined 

for negative lifetimes, its minimum and the error on the 

lifetime cannot he found. Instead, for this group of 

events, the large error limit was taken and only the Gaus­

sian resolution function was fitted, with the lifetime being 

the mean value of the function found from the fit.

6.7.5 Monte Carlo Results

The lifetime input into the Monte Carlo and the lifetime 
found by these fits are summarized m  Table 9 for each group 

of events. The times are m  units of 10- 13 seconds.

TABLE 9
Monte Carlo Lifetimes Using PASS5 and FELIX

Generated Measured Lifetime Measured Lifetime
Lifetime PASS5 FELIX

0 0.3 ± 0.2 0.3 ± 0.2
2.7 2 . 8 ± 0.2 3.0 ± 0.2
5.4 5.2 ± 0.3 5.8 ± 0.3

The distribution of lifetimes for each group of events 
from PASS5 tracks is plotted m  Figure 6.13. The fitted 
curves were obtained by taking the maximum likelihood esti-
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mate of the lifetime as fixed and fitting the width of the

resolution function and normalization factor by a least 

squares method.

After the lifetime has been obtained from the decay time 

data, a radiative correction is made to its value which 
takes account of the average 3.5 % loss m  the tau energy. 

The calculation of this correction was discussed earlier. 
Hence the radiative correction has not been made on the data 

shown m  the diagrams, but has been made on the times dis­
cussed m  these results.

There is no significant bias m  the measured lifetimes 
with the use of either track-finder. All measured lifetimes 
lie within ± 0.4 x 10" 13 s of the generated lifetime. The 
width of the resolution function m  all groups of Monte Car­
lo events is around 3.6 x 10" 13 s, which corresponds to a 
vertex resolution distance of 1240 A i m .

Similar results were obtained when considering Monte Car­
lo events m  which the tau was allowed to decay to a ir° and 
3 charged pions. A lifetime of (2.9 ± 0.3) x 10"n  s was 
measured when using PASS5 tracks. The effect of the missing 
neutral particles on the measured lifetime is negligible.
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Figure 6.13: Lifetime Distributions from Monte Carlo Events
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Figure 6.13: Lifetime Distributions from Monte Carlo Events

6.7.6 Effect of Error in Detector or Beam Position 
So far m  these Monte Carlo events, the relative position of 
the vertex detector to the drift chamber and the centre of 
the beam envelope have been known exactly. The effect of
possible errors m  the determination of the relative align­
ments were studied by giving both the track, reconstruction 
program and vertex fitting program the relative (x,y) shifts 
incorrect by 150 urn and the relative rotation incorrect by 
0.4 mrad. These incorrect values corresponded to approxi­
mately 1.5 and.4.0 standard deviation movements respectively 
when considering the accuracy with which the position of the 
real detector had been determined.
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Similarly, the effect of an error on the position of the

beam envelope centre was studied by randomly changing its 
position from event to event such that it lay within ± 2 0 0  

m  of the correct position. These movements lay within 

about 2.5 standard deviations of the correct position when 
considering the accuracy of the beam spot determination for 

the real data.
The results of this study are shown m  Table 10 for the 

PASS5 tracks and the three groups of Monte Carlo events. 
Again the times are in units of 10-13 seconds. The results 
from the FELIX tracks were similar.

TABLE 10
Measured Lifetime from Monte Carlo Events

Generated x-y Shift Rotation Beam Shift
Lifetime

0 0.3 ± 0.2 0.3 ± 0.2 0.4 ± 0.2
2.7 2.7 ± 0.2 2.7 ± 0.2 2 . 8 ± 0 . 2

5.4 5.1 ± 0.3 5.0 ± 0.3 5.1 ± 0.4

All reconstructed lifetimes are compatible with the gen­
erated values. Most importantly, the effect of giving an 
incorrect relative detector position or beam spot position 
to the track finding and vertex reconstruction programs did
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not result in a significantly finite lifetime being found

for events generated with zero lifetime.

6 . 8 LIFETIME MEASUREMENTS ON THE TAU DATA

6.8.1 Introduction
The method of extracting a lifetime from a set of events has 

been shown to work successfully m  Monte Carlo studies. A 
similar analysis was then repeated using the real tau data. 
Particular attention was given to checking that the errors 

on the decay times were reasonable, and that a finite life­
time was not measured due to the resolution function having 
a mean offset from zero.

6.8.2 Vertex Fitting
The number of events with a reconstructed vertex was smaller 
than the number of tau events. Basically, there were three 
reasons: the vertex detector was not operational due to
hardware problems, three tracks were not always reconstruct­
ed withm the detector, or the vertex constraint program 

failed to find a vertex such that the increase m  x2 , Ax2, 
was less than 5.0. The number of events remaining after 
each of these steps is given m  Table 11 for FELIX tracks. 

Throughout this analysis with real data, the results from 
the use of FELIX tracks will be quoted as there are more 
events and consequently smaller errors.
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TABLE 11

Number of Tau Events Reconstructed

1+3 Topology 3+3 Topology
Tau Events 45 11

Events with Vertex 34 10
Detector Operational
3 Track Systems 34 19
Vertices Found 26 15

The probability distribution that Ax2 would have a 
higher value is shown in Figure 6.14. Although the error 
bars are large due to the small number of events, the rough­
ly flat distribution across the whole range of shows that 
a reasonable estimate of the errors has been made. Figure 
6.15 and Figure 6.16 show tau events in the vertex detector 
with the tracks constrained to a vertex. Figure 6.17 and 
Figure 6.18 show close-up views of the vertices of these 
events. The small solid cross represents the position of 
the beam spot. The horizontal and vertical lines that make 
up the cross represent a distance of 1 cm.
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Figure 6.15: 
Tau Event: with 1+3 Topology m
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Figure 6.16: 
Tau Event witn 3-*-3 Topology m
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Figure 6.17: 
Close-up of Tau Event Vertex with 1+3 Topology
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Figure 6.18: 
Close-up of Tau Event Vertex witn 3+3 Topology
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6.8.3 Likelihood Functions

As discussed earlier, the lifetime (r) was the free parame­

ter in a maximum likelihood fit to the lifetime distribution 

function, a convolution of a Gaussian resolution distribu­

tion and an exponential decay distribution. The measured 
decay time (t) and its error (o) were calculated for each 
event and used as input parameters m  the fit.

In this fit, the weight of each decay time depended on 
its error. To investigate the effect of giving all decay 
times equal weight, both the lifetime (r) and the width of 
the resolution function (a), which was now assumed to be the 
same for each event, were fitted as free parameters in the 
maximum likelihood fit.

So far, the resolution function has been assumed to be 
centred at zero decay time. To check for a possible offset 
in the resolution function, each decay time (t) was allowed 
to vary by a constant offset (u). A maximum likelihood fit 
was performed with the decay time and its error as input pa­
rameters, the free parameters were r and n.

As a check that the errors calculated for each event were 
reasonable, each error was allowed to vary by a constant 
scale factor (k). A maximum likelihood fit was performed 
with the decay time and its error as input parameters, the 
free parameters were r and k.
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6.8.4 Data Results

After rejection of events with an error on the measured de­

cay time greater than 9 x 10~ 13 s, 23 events with a 1+3 to­

pology and 15 vertices from events with a 3+3 topology re­
mained. This removed events with bad vertices, a visual 

scan of such events showed hits had been incorrectly associ­
ated within the vertex detector. Table 12 shows the life­

time found after these various maximum likelihood fits. All 
parameters, except k, are in units of 1 0 " 13 s.

The radiative correction to the measured lifetime has not 
been made on the data shown m  the diagrams, but has been 

made on the times discussed m  the results. The estimation 
of the 3.5 % loss in the mean tau energy due to radiation of 
photons in the initial state was discussed earlier.

The distribution of decay times for events with both to­
pologies , 1+3 topology and 3+3 topology are shown in Figure 
6.19, Figure 6.20, and Figure 6.21 respectively. The fitted 
curve was produced by keeping the lifetime found from the 
maximum likelihood fit fixed and fitting the resolution and 
normalization of a lifetime distribution function. The dis­
tribution of the errors on the decay times for all events 
are shown m  Figure 6.22.

Figure 6.23 shows the likelihood function for all events 
as a function of lifetime. Figure 6.24 shows a contour plot 
of the lifetime against the width of the resolution func­
tion, Figure 6.25 shows a contour plot of the lifetime
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TABLE 12

Results of Fits to Tau Data

Type of Fit Input Free
Parameters Parameters

FELIX all events t o 
FELIX 1+3 topology t o 

FELIX 3+3 topology t a 

PASS5 all events t a

T  =

r =

r =

r =

2.7 + 0.7

2 . 2  + 0 . 8

3.6 + 1.4
2.7 + 0.8

0.6

0.7

1 . 0

0.7

All times equal 
m  weight

r = 2.1 + 0.8 - 0.7 
O = 4.8 + 0.7 - 0.6

Offset m  reso­
lution function

t o t  =  2.8  +  1.1  -  1.0

U = 0.1 + 1.1 - 1.2

Errors scaled 
by constant

t o r = 2.6 + 0.8 - 0.7
k = 1 . 1 + 0 . 2 - 0.2

against a possible offset m  the resolution function and 
Figure 6.26 shows a contour plot of the lifetime against a 
possible scale factor in the errors on each decay time.

No significant offset has been measured m  the resolution 
function. The errors used are reasonable as the error scale 
factor does not differ significantly from 1 .0 .
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The value of the lifetime obtained is independent of

whether the event was reconstructed using the PASS5 or FELIX 

track-finder, although the error when using PASS5 tracks is 

slightly larger due to the smaller number of events in the 

fit. When the events are split into the two different to­
pologies; the lifetime obtained from the events with a 1+3 

topology is smaller, and the lifetime obtained from the 
events with a 3+3 topology is larger than the lifetime found 

using all the events, by around one standard deviation. The 
fact that all but one of the events m  the 3+3 topology data 
have positive decay times is noted, especially because of 
the large excess of these events over the number expected by 
theory and background calculations. However, due to the 
small number of events and the large errors, it is not pos­
sible to reject these events as taus.
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Figure 6.26: Contours of Lifetime against Error Scale
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6.8.5 Effect of Error in Detector or Beam Position 
As previously done with Monte Carlo events, the track-finder 
was given the incorrect relative position of the vertex de­
tector to the large drift chamber by 150 m  in the (x,y) di­
rection, and by 0.4 mrad rotation about the z-axis. There 
was no change m  either the measured lifetime or its error.

The skew position of the vertex detector was taken into 
account by refitting FELIX tracks m  3 dimensions before the 
vertex fitting procedure. The measured lifetime was not ef­

fected by making use of this refit procedure. The probable 
reason is that a skew detector position causes a displace-
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ment of the reconstructed track from its true position that

is proportional to z. As the z position of the vertex is 

almost zero, the skew does not effect the measured lifetime.

The beam spot position was moved randomly from the meas­

ured position from event to event within an envelope of 

± 200 m. There was only a slight change in the measured 
lifetime by -0 . 1 x 1 0 ~ 13 s.

6 .8 . 6 Effects of Background Events
The background has been calculated to be 3.1 ± 0.9 events, 
two events were due to tau production via two photon colli­
sions and one event was due to a low multiplicity hadronic 
event.

The measured lifetime of tau events produced via two pho­
ton collisions will be smaller than for other tau events due 
to their relativistic boost being smaller than the assumed 
value. The removal of the three events which have decay 
times closest to zero results in a measured lifetime of 
(2.9 + 0.7 - 0.6) x 10- 13 s.

The lifetime of the hadronic event is uncertain, however, 
the effect of removing one event at random from the data 
sample resulted m  changes in the fitted lifetime of 
± 0 . 2 x 1 0 - 13 s.
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6.8.7 Systematic Errors

The systematic error on the lifetime needed to he estimated. 

The undetected neutral particles have been shown, through 

Monte Carlo studies, to have a negligible effect on the 

lifetime measurement. Small changes, comparable to the 
measurement errors, in the assumed alignment of the vertex 

detector relative to the large drift also have a negligible 
effect on the lifetime measurement.

The uncertainty m  the correct position of the beam spot 
gave an error of ± 0.1 x 10"13 s. Due to the effect on the 
measured lifetime of the background events with zero or ran­

dom decay time, an error of ± 0.3 x 1 0 - 13 s was estimated. 
In Monte Carlo studies, the vertex fitting procedure has 
been used to estimate the generated lifetime to within 
± 0.3 x 10"13 s. The errors were shown m  these studies to 
be known to within 7 %. The effect of underestimating or 
overestimating the errors on the decay time by 7 %, was to 
change the measured lifetime by ± 0.15 x 10"13 s.

A finite lifetime could have been measured due to the ef­
fect of an offset m  the resolution function. No evidence 
for such an offset was found when both the lifetime and off­
set were simultaneously fitted to the data but the errors on 
these fitted parameters were large. An offset m  the reso­
lution function would have also affected the d0 distribution 
of the horizontal and vertical tracks that were used to 
measure the beam size. A tracking bias would have resulted
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m  a shift from zero in the mean of this distribution or a 

depletion of events around small d0 values. As no such ef­

fect was observed, errors from this source were assumed to 

be negligible.

All these errors were combined in quadrature give a sys­
tematic error of 0.5 x 10~ 13 s.

6.9 MEASURED TAU LIFETIME

In conclusion, the tau lifetime has been measured to be:
(2.7 i «:l ± 0.5) x 10- 13 s.

where the first error is statistical and the second error is 
systematic. The result is in good agreement with the values 
measured by other experiments /24,25/. The result is also 
in good agreement with the lifetime of (2 . 8 ± 0 .2 ) x 1 0 -13 s 
expected from theoretical predictions.

Using this measured ^value of the lifetime, the charged 
weak tau coupling constant relative to that of the muon is 
found to be:

Gr/GF = 1.04 ! 8 :li ± 0.20
This is consistent with Gr and Gp being equal, and hence m  

agreement with lepton universality.
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Appendix A

TASSO VARIABLES

The TASSO co-ordinate system, as shown in Figure A.l, was 
chosen so that the x-axis points towards the centre of 

PETRA, the y-axis points vertically upwards and the z-axis 
is in the direction of the positron beam.

The track m  Figure A.2 has the following associated pa-
rameters:

d0 is the distance of closest approach of the track to the
origm m  the x-y plane.

z0 is the distance from the track to the origin m  the z 
direction at the point where d0 was measured.

4>0 is the angle between the x-axis and the tangent to the
circle at the point where d„ was measured.

r0 is the radius of the track circle.

6 is the angle between the track and the z-axis.

Q is the charge of the track charge (Q = ±1 ).

P is the track momentum.

Pt is the track momentum component m  the x-y plane.
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Figure A.l: The TASSO Co-ordinate System
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