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ABSTRACT

Research work Is described which comprises a theoretical and an
experimental Investigation of a flow configuration relevant to aero-engine
gas turbine combustion systems.

In the experimental study. LDA measurements are obtained of the
three mean velocity components and the corresponding turbulence
intensities Iin a water model of a can-type combustor made up of a
swirl-driven primary zone. annulus fed rows of primary and dilution jets
and an exit contraction nozzle. The effect of the variation of the flow
split between swirler., primary and dilution holes and the influence of the
swirler geometry on the flow pattern are Investigated. At low swirler
flow rates. a toroldal recirculation is formed in the primary zone and
high levels of turbulence energy are generated due to primary jet
impingement. As the swirler flow rate increases., the stength of the
vortex weakens and the recirculation region shifts off centre allowing a
forward velocity to be established on the combustor axis. - These
changes have a smaller effect on the combustor exit profiles due to
strong mixing in the dilution zone.

The theoretical study is based upon the numerical solution of the
time—-averaged transport equations for momentum, turbulence kinetic
energy and energy dissipation rate using a finite—-difference formulation.
The computational Iinvestigations include the calculation of isothermal flow
flelds external as well as Internal to the combustion chamber. In the
former case., the flow In annular combustor dump diffuser geometries is
calculated. The comparison between predicted results and
measurements available from a separate study shows that the variation in
the overall pressure recovery and loss coefficlent with changes in
diffuser design features (eg Iinner/outer annulus flow split or dump gap)
can be predicted to within 7% of the Inlet dynamic head.

For the case of internal combustor flow filelds. the measurements
obtained inside the current water model are calculated. The combustor
geometry is split into two zones and the computation of the flow in the
axit contraction nozzle is made possible by using a general method for
treating complex geometries with finlte—difference methods based on
simple (cartesian. cylindrical-polar) co-ordinate systems. The
predicted mean velocity distributions show favourable agreement with the
measurements Iin the primary and Intermediate zones. although the

discrepancies Increase Iin the dilution region. Predicted levels of



iv

turbulence kinetic energy are too low in regions of high anisotropy. A
parametric study for the range of flow patterns observed In the
experiments illustrates the wusefulness and acceptable quantitative
accuracy of this type of numerical approach for practical combustion
chamber design at least under isothermal conditions. Finally, 1t Is
demonstrated that such methods can be applied conveniently and

economically to the complex geometries found In practice.
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CHAPTER |

INTRODUCTION

1.1 Gas turbine engine combustion chambers - types,

nomenclature and design criteria

1.1.1 Preliminary remarks

The gas turbine engine has evolved rapidly in the past
twenty-five years and today It plays a dominant role in the Iindustrial
world. being a major component in a range of aeronautical, marine and
land-based applications. This development has been achieved largely
due to advances Iin the aircraft gas turbine. and non-aeronautical
engines have greatly benefited from the technical lead glven by
aero-engines. In recent years. the demand for improved performance.
conservation of fossil fuels and an increased concern for the growing
atmospheric poliution have drawn particular attention to the operation of
the combustion chamber. the gas turbine engine component primarily
related to the above aspects of operation. The combustor is an
essential part of the gas turbine engine. its function being to burn fuel
under conditions that are conducive to the optimum operation of the
engine. A comprehensive description of the operation and the design
principles of the gas turbine combustion system can be found in
Lefebvre (1983).

As the operation of the combustor depends on complex
physical. chemical and aerothermodynamic processes it was soon
realised that Improved design requires fundamental understanding of
these phenomena. This desire for more detailled and better knowledge
combined with the advances in computational fluid dynamics and the
advent of powerful computers has promoted the adoption of a more
fundamental approach to design which is intended to reduce development
time and costs. The work reported here was undertaken with the aim of

contributing to this type of approach.

1.1.2 Combustor types

There are three basic types of combustor empioyed in aircraft

engines, namely tubular, annular and tuboannular.



(n The tubular chamber shown in Figure 1.1 was used in most of
the early gas turbine engines. it comprises a cylindrical
flame-tube (also called "can” or “liner") mounted concentrically
Inside a cylindrical casing. From seven up to sixteen
chambers may be arranged circumferentially between
compressor and turbine. The chambers use interconnectors to
facilitate Ignition and commonly introduce the fuel through an
Injector located on the combustor centre line In the head of
the can. The compressor air enters the chamber via several
routes: i) through a swirler device in the front of the can to
help create a flame-stabllising recirculating flow region in the
zone where the fuel Is to be burned (primary zone):. (i) via
discrete round holes on the periphery of the liner to control
the air-fuel ratio and to dilute the hot gases to a level
demanded by turbine blade-life considerations (intermediate
and dilution zones) .

(2) The annular chamber shown in Figure 1.2 is an annular liner
mounted concentrically Inside an annular casing. Although
detalls of the fuel Injection and dilution air addition differ from
type (1), the essentlal features and Iinternal flow patterns
remain very similar.

3) The tuboannular chamber, Figure 1.3, represents a
compromise between the tubular and annular chamber:. the
can-type flametubes are retained. but are located in a single
annular casing. Again. air flow entry routes may differ from
type (1) iIn terms of number., slze and location of holes. but

no fundamental differences appear.

1.71.8 Basic _design requirements

The basic requirements of all gas turbine combustion chambers
can be listed as follows:

High combustion efficiency

Stable operation over a wide variety of conditions

Low pressure loss

Suitable temperature profiles at exit as demanded by turbine

blade design

Smooth and rellable ignition

Low emission of poliutants



Durabillity

Size and shape acceptable for practical engine arrangement.

Combustor designs which can achleve at least some of the
above requirements are best described with reference to various
sub-zones (Figure 1.1) within the total combustor which play different
roles in the overall operation of the system.

q)) A diffuser and annular feed are required to control the entry of
the air Into the combustor itself. These should efficiently
decelerate the high velocity air delivered by the compressor
and distribute It in prescribed amounts to the various
combustor zones. Uniform and controlled distribution of fiow
through the varilous entry routes is eassential for stable
operation of the liner to minimize the pressure loss and to
enable efficlent flame tube cooling.

41D The primary zone should contain a stable recirculation region
for good flame—holding and provide sufficient residence time.
temperature and turbulence so that at least 90% combustion
completion of the fuel can be achleved in this region. The
formation of carbon monoxide and oxides of nitrogen (which
are Important from poliution considerations) has been found to
be sensitive to the local flow pattern and temperature
distribution in this reglon (Nledzwiecki and Jones, 1974).

Cin The Iintermediate zone completes the combustion to about 99%
and initiates dilution. completed in the dilution zone to provide
a desired radial temperature profile for optimum turbine blade
tife.

Considerable effort Is required by the combustion chamber
designer to satisfy the above demands while maintaining pace with the

development and advances of other engine components.

1.2 Scope and subject of the present work

From the above description., it is clsar that aerodynamic
processes play an important roie in the design and performance of gas
turbine combustion systems. For example, the flame stabilising
properties of the primary zone depend on the size and strength of the
recirculation region and the overall length of the combustor is governed
by the fluid mechanics of the rapid mixing promoted by the Iinflowing
dilution air jets. Although there are several types of combustion



chambers, diftering In size., concept and method of fuel and air
Injection. It Is fortunately the case that the aerodynamic features are
common 1o all systems. In addition, since typical Reynolds numbers for
practical combustion systems are of the order of 106, the flow Is highly
turbulent and quantitative and qualitative understanding of the turbulent
transport processes which Influence internal aerodynamics Is of primary
importance (Lefebvre. 1968).

In the past, advances In combustion chamber design have
been guided predominantly by experimental work. In recent years,
however, this has led to expensive and time-consuming design
procedures. As a consequence., the exploitation of theoretical
approaches for the evaluation of the aerothermochemical processes is
becoming Increasingly attractive. Therefore, the credibility of a
theoretical approach (usually numerical modelling) and the degree to
which it can confidently complement experimental Investigations is
currently the subject of rigorous testing (Jones and Priddin, 1978:
Jones and McGuirk, 1979; Bruce et al., 1979; Swithenbark . et al.
1979) .

The work in this thesis alms to contribute to the testing of
such a numerical prediction procedure. In order to select the particular
areas In which the contribution may most fruitfully be concentrated. the
following section describes relevant previous work on combustor flow field
Investigations. this provides the background necessary for formulating the

precise purpose and nature of the present work.

1.3 Previous work

Research work into gas turbine combustion chamber design
and performance can be categorised under three headings: global
empirical correlations. more detalled experimental work and numerical
modelling. The following review concentrates on the internal flow field
of combustion chambers, but some consideration of combustor entry

section design Is included in the numerical modelling section.

1.8.1 Empirical correlations

Continuous advances in combustor technology brought on by
increasing demands on performance created the need for the designer
to be able to correlate the performance of different combustor types.



This encouraged the exploltation of a systematic approach based on
simple (usually one— or zero- dimensional) analysis and global or
overall experimental results. A comprehensive description of the
formulation adopted In this type of approach together with examples of
its application may be found In several NASA reports (NASA CR-72374
and CR-72375. 1968). In the present review. only a brief description
of the method will be glven together with an assessment of Its
capabllities and weaknesses. Further relevant work Is Included in Table
1.1.

In the context of an empirical theory., the geometry to be
calculated is usually simplified and the flow in the combustion system
broken down Into distinct but interacting regions (eg diffuser/annulus
reglon. primary zone, dliution region etc). The flow In the diffuser and
annulus Is assumed uniform and lisentropic and Iis calculated from
one—-dimensional equations for the conservation of mass, momentum and
energy. This calculation thus provides the amounts of air that enter the
combustor through the cooling slots and dilution holes (combustion
chamber air flow distribution or flow split). Inside the combustor in the
primary zone the velocity., pressure and temperature are calculated
assuming steady one-dimensional flow. Mixing and burning in this zone
are considered to occur instantaneously (ie the primary zone is assumed
to be a “stirred reactor®). The amount of primary jet air which
recirculates in this reglon (primary jet recirculation ratio) and the
penetration of the dllution ]ets are estimated from empirical formulae
based on the correlation of experimental data. The overall calculation
proceeds by dividing the combustor Into axial control volumes and
solving the appropriate set of equations at successive stations: overall
continuity Is Imposed by superposition and adjustment In an iterative
cycle. The approach allows the estimation of parameters such as
overall pressure drop. temperature distribution at the outlet and on the
combustor wall for a given combustor geomstry.

A major criticism of this approach Is that spatial variation in
dependent variables such as veloclty and temperature are largely ignored
and no attempt Is made to calculate the local features of the flow. It
can also not provide accurate information in three—-dimensional and
recirculating regions. In addition, when these methods are extrapolated
too far from the data on which they were based. they can not predict
accurately even gross operational characteristics such as blow out,
relight, mixing rates and emission of pollutants (Osgerby, 1974).



These deficiencies have given rise to a demand for more detalled
experlments or a more general analytical approach based upon

tundamental fluld mechanics and physical modelling.

1.3.2 Experimental research

Experimental investigations reported In the literature range from
simple air and water model flow visualization to high pressure
combustion tests at full load. For confidentiality reasons there are
relatively few publications on complete. specific design combustion
chamber flows. Papers found in the open literature tend to concentrate
on model chambers, usually with simplified geometries and running at
atmospheric pressurae. The work cited in Table 1.2 ranges from
Isothermal to combusting flows In practical and model combustors and Is
reprasentative of the ongoing research.

The flow patterns in the primary zone of practical
production-type combustion chambers were investigated by Clarke et al
(1963) and Youssef (1968). Both isothermal and combusting conditions
were used to assess the qualitative and quantitative correlation between
the hot and cold flow inside the combustor. In the former investigation,
restricted measurements of velocity and local air-fuel ratio were obtained
In a full scale can-type combustor operating with both gaseous and
liquid fusls, Comparisons between these results and similar
measurements obtained in the same combustor operating with air and in
a water model identical to the metal chamber showed that the primary
zone recirculating flow pattern remained essentially similar in both
Isothermal and burning situations. Slight quantitative differences In the
profiles were- attributed to small changes in static pressure, density and
secondary Jet angles due to combustion. In the work of Youssef
probe-based measurements of velocity and pressure were also obtained
under Isothermal and reacting conditions. Comparisons between the
profiles indicated that aithough combustion reduced the strength of the
reverse flow, it had a smaller effect on the size of the recirculation.
Profiles of the axial and angular velocities were generally similar except
in the negative velocity region near the swirler. In this region however,
the accuracy of the five-hole pressure probe used can be called into
question due to the high swirl and the associated pressure gradients.
More recently. Bicen and Jones (1985) investigated a can-type propane
fuelled combustor. LDA measurements of the axial and azimuthal mean



and fluctuating velocities were obtained under isothermal and reacting
condltions. The data, however., were restricted to traverses at the exit
and through the Jet holes (the only positions where the laser beams
could access the Internal combustor volume). Good qualitative similarity
between the hot and cold flow profiles was observed In the primary zone
especially at alr-fuel ratios as encountered in gas turbine practice.
Quantitative differences were attributed to density and static pressure
changes due to combustion and were most evident in the dilution zone.

Although the comparisons performed In the above investigations
were based on a limited number of measurements, they nevertheless
show that the similarities between hot and cold flow, at least in the
primary zone, are sufficlently encouraging to support the use of
Isothermal models for providing useful and cheap information.

As the concern for gas turblne generated pollutants grew and
new legislation was proposed. a wide range of experimental work on
combustor exhaust emissions was undertaken. Here. by way of
illustration. two investigations that drew attention to the advantages of
swirl in reducing levels of pollutants are mentioned. Mularz et al
(1975, 1975a) and Niedzwiecki and Jones (1974) measured pollutant
levels of oxides of nitrogen. unburnt hydrocarbon and carbon monoxidel
at the exit of experimental tuboannular and annular combustors. vThese
employed single swirlers or several swirlers positioned in circumferential
rows on the combustor head. The results demonstrated that this
approach helped to reduce levels of oxides of nitrogen and this was
attributed to rapid mixing of combustion gases with dilution air over a
short length together with more uniform fuel distributions due to the
swirler. Although no measurements were taken inside the combustor
which would allow direct interpretation of the data. this and other
encouraging Investigations stimulated the interest for more comprehensive
information. Coupled with the desire for suitable data which would allow
the testing and development of mathematical models of combustors. this
created the need for more detailed Information. However,
comprehensive measurements inside a complex practical combustor
geometry are difficult to obtain because of limited access and the often
ambiguous interpretation of the data due to uncertainties In the
proportions of flow entering the cooling slots and dilution holes. For
this reason, investigators have so far concentrated on a particular flow
region and simplified geometries where the flow conditions would be

more easily controlled.



Altgeld et al (1983), Vu et al (1982) and Rhode et al (1983}
restricted attention to the primary zone and examined the changes in the
flow structure caused by the Introduction and variation of swirl in
ldealised combustor models without dilution jets. These works provided
useful detalled Information on the kind of swirling flow flelds to be
expectaed In combustion systems, but neglected any Influences due to
interaction between swirler and primary jet flows. The existeance of a
vortex breakdown phenomenon and its subsequent development on the
presence of a downstream contraction was Iinvestigated by Escudier and
Keller (1985) but only for an axisymmetric geometry. In the same vein,
many experiments have examined only the downstream dilution region
and the behaviour of rows of jets In a cross—-flow (eg Khan et al.
1981).

A step further towards realistic combustor flows was made by
Green and Whitelaw (1983) who Iincluded both primary and dilution
regions In the same facllity but the upstream (combustor head) and
downstream (exit nozzle) geometry were greatly simplified and the effect
of swirl was neglected. LDA measurements were restricted to one
component of velocity but did show the effect of primary jet trajectory on
the primary vortex. Measurements in a realistic combustor have been
rgported by Jones and Toral (1983) who Investigated the same can-type
geometry as Bicen and Jones (1985). These data, however, were
restricted to detalled temperature and gas composition maps for various
air-fuel ratios.

In summary then, although a range of detailed measurements
of velocity and turbulence properties have been obtained in simplified
(usually axisymmetric) chambers a comprehensive mapping of the flow
fleld inside a practical combustion chamber has not yet been achieved.
Despite the difficulty of performing such measurements inside an actual
combustor, this type of Informatioh could be conveniently obtained in a
water model whiist retaining an acceptable level of geometrical and flow

simllarity to an actual chamber.

1.3.3 Numerical modelling

The numerical modelling approach is based upon the numerical
solution of the governing conservation equations of mass. momentum
and energy complemented by suitable physical modsls. The equations
are solved in their time-averaged form because of the turbulent nature



of the flows and varlous aspects of the flow such as turbulence and
combustion have to be modelled and require some empirical input.
Space does not allow a complete description of the details of the
modelling adopted by the various Investigators., rather an Indication is
glven of what has been attempted so far, and to what extent the models
have been tested and successful predictions obtained:. relevant work is
summarised In Table 1.3.

Serag Eldin and Spalding (1979) used a finite—difference
technique with a two-equation turbulence model and a combustion model
which assumes instantaneous reaction to investigate the reacting flow In
a can-type gaseous fuelied model combustor containing both a swirler
and dilution jets. Comparison of calculated resuits with experiment was
limited to temperature profiles downstream of the air supply holes and
showed correct prediction of trends. Quantitative discrepancies were
mainly attributed to the poor performance of the combustion model in
regions where the rate of reaction might not be diffusion-controllied.
This could Iimply that the discrepancy would increase further in the
reglon upstream of the dilution holes. Jones and Priddin (1978)
Investigated the reacting flow In two can-type gaseous and liquid fuelled
research combustors. The predictions for the gaseous fuelled
combustor were tested against measurements and showed overestimation
of specles such as carbon monoxide, unburnt hydrocarbon and nitric
oxide. The few velocity measurements obtained with a seven-hole
pressure probe showed that the predictions overestimated the
recirculation lengths, It was commented that full interpretation of the
resuits and appraisal of the models was not possible due to lack of
suitable data. However., It was concluded that the model provided
useful indications, for design purposes. of the regions of maximum
pollutant formation and consumption. Similar techniques were used by
Jones and McGuirk (1979) to Investigate a two-dimensional  isothermal
and reacting flow In a gaseous fuelled model combustor and a
three~dimensional reacting flow in a liquid fuelled chamber. Comparison
of probe measurements Iin the two-dimensional axisymmetric chamber
with numerical results showed underestimation of recirculation lengths
and temperature levels: the discrepancy between predicted and
measured temperature distributions increased in the three—-dimensional
calculations. The disagreement was attributed to uncertainties in the
inlet boundary conditions and the poor performance of the turbulence
mode! under strongly swirling conditions. The difficulty of obtaining grid
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Independent solutions In three~-dimensional calculations was also
emphasised. A slightly different approach was employed by Swithenbank
et al (1979) who modelled the three—dimensional two-phase flow inside
a model can combustor. They used a finite—-difference technique to
obtaln veloclity, turbulence and temperature data and empirical stirred
reactor models to predict total pollutant emission levels. Limited
comparisons with experiment were made Inside the combustor. but the
predicted exit profiles of velocity., turbulence Intensity and temperature
agreed well with measurements. The authors supported hybrid modelling
of this type as the only way, at present, to make quantitative pollutant
emlission predictions due to time and cost penalties of more complex
models.

The direct application of numerical methods In the design and
development of gas turbine combustion chambers was demonstrated by
Bruce et al (1979) and Sturgess et al (1981). The former work used a
combination of empirical methods and three-dimensional numerical
modelling to design two full scale reverse flow annular combustors. A
one—dimensional annulus flow model was employed to calculate the
pressure loss, air flow distribution, jet velocities and efflux angles at the
various holes on the combustor walls and these were used as boundary
conditions for the three—dimensional reacting calculation inside the
combustor. The program was tested and developed against experimental
work and applied to assess the effect of detalled design changes on
combustor performance. Sturgess et al (1981) simujated numerically
the flow pattern inside an experimental combustor for a large scale turbo
fan engine. The modelling enabled the authors to pinpoint quickly and
economically the cause of changes In dome and liner pressure drop.

The ability of numerical methods. when applied to simplified
model combustors, to provide resulits that can usefully be extrapolated to
actual designs Is Indicated in the Investigations of Novick et al (1979,
1979a) and Green and Whitelaw (1983). Novick et al examined the
Isothermal and reacting flow in axisymmetric geometries. The
comparison between numerical calculations and measurements, for
reacting flows, is confined to one temperature map and shows good
agreement. The calculated results show the effects of swirl,
recirculation zone amplification and laterally induced secondary air supply
on the flow fleid development. A more systematic appraisal of the
numerical technique was attempted by Green and Whitelaw (1983) In a

three—dimensional isothermal model combustor. Predicted resulits were
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compared with detailed LDA measurements of one velocity component
over the whole combustor and 10-40% discrepancies were found. The
maximum error was obtalned in calculations which attempted to include
the annulus region in the main calculation and was attributed to an
Incorrectly predicted flow division in the annulus. The turbulence modsl
was also criticised although the numerical inaccuracy was estimated to
be equally important.

The above discussion lillustrates that although direct comparison
between prediction and measurement has been realised over a range of
operating conditions. a comprehensive evaluation against detailed and
complete data of all three velocity components, turbulence kinetic energy
and concentration has yet to be demonstrated. It Is further evident that
testing of the method has largely been restricted to simple geometries
conforming to simple systems of co-ordinates. The application of the
numerical approach In combustors of practical geometry with complex
boundaries has also not yet been achieved.

The investigations by Bruce et al (1979) and Green and
Whitelaw (1983) demonstrated that the prediction of gas turbine
combustion systems requires a calculation procedure which can calcuilate
the flow field both outside and Inside the combustor, the resuilts of the
former calculation providing the boundary conditions for the latter.
Aithough empirical theory and zero— and one-dimensional models have
been successfully used for the prediction of the flow inside the diffuser
and annulus, recently developed arrangements require more fundamental
treatment. This has created an interest in assessing the capability of
numerical modslling to predict the flow inside currently preferred diffuser
geometries. Examples of numerical modelling of diffusers (in relation to
the combustion system) are therefore summarised in Table 1.3.

An early contribution was made by Livesey et al (1960) who
Investigated the flow In tube type combustion chamber entry sections.
Theoretical analysis of the flow In the entry section under the assumption
of Irrotationality did not yleld useful quantitative resuits. It was
concluded. however, that even the Ideal flow solution could Indicate the
trends. More recently, diffusers of wide angle followed by a
downstream sudden expansion ("dump®) were considered by Hablib and
Whitelaw (1982) who used a body fitted co-ordinate mesh to allow
proper treatment of the near wall regions. Detalled comparison between
calculations and measurements showed up to 14% discrepancies in the
predicted mean axial velocity profiles while the turbulent kinetic energy
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was underestimated by up to 30%. The authors belleved that numerical
Inaccuracles did not contribute significantly and the error was attributed
mainly to the performance of the turbulence model. Improved
finite~difference techniques and turbulence models have been used by
Hah (1983) to Investigate the effect of the variation of the Inlet
condlitions on the performance of planar. conical and annular diffusers.
The comparison between predictions and measurements showed that the
results were of acceptable accuracy for engineering purposes and this
was used to justify the adoption of more complex turbulence modaels.

The application of numerical methods for predicting the flow In
simple diffusers has provided useful Information about the problems and
levels of attalnable accuracy to be expected in the study of the actual
combustion system. However, It would also be of interest to examine
how well the combined diffuser and annular supply duct system can be
predicted when Influences such as the flow division between inner and
outer annulus and the presence of the combustor are introduced.

1.4 Assessment

To achieve significantly Increased performance., such large
departures from conventional design may be necessary that extrapolation
from empirical knowledge of current systems is dangerous and
fundamental understanding of combustor operation is required. Clearly.
this can only be achieved through detailed knowiedge of the aerodynamic
processes within the liner and how these Interact with the combustion
process.

Traditionally, this knowledge has been gained via a great deal
of experimentation and very little recourse to numerical modelling. This
can be attributed to the fact that the capabllity and the assessment of
calculation methods has been demonstrated predominantly on simplified
geometrical configurations and flows with simple boundary conditions.
From the designer’s point of view, this detracts from the potential
usefulness of the method and the confidence with which it can be
applied to real problems. The application of these methods in realistic
configurations, with boundary conditions appropriate to gas turbine
practice will provide a more convincing demonstration of their potential.
Because of the detalled information provided by numerical methods. a
rigorous assessment can only be performed by comparing with complete

three—dimensional velocity data taken In a realistic configuration.
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Finally. given the comments above on the comparative similarity between

Isothermal and reacting flow flelds, this comparison may reasonably be

performed In Isothermal flows.

1.5

Present contribution

On the basis of previous remarks, the contributions of this

thesis may be separated Into three categories:

(€))

(41D

To provide detalled laser Doppler anemonetry measurements of
the three—-dimensional velocity and turbulence fields in an
Isothermal model, scaled from a current production can-type
combustor, retaining as far as possible all geometrical
features. The geometry chosen is lIdentical to that in the
reacting experiments of Jones and Toral (1983) and Bicen and
Jones (1985) with the only omission being the wall cooling
arrangements (the combusting experiments use transpiration
cooled walis): the geometry has close similarity to the
combustor used in the Rolls—Royce Spey engine (Gradon and
Miller. 1968). Aithough the reacting flow field will differ in
certain respects from the Isothermal flow, It Is likely that
dominance of the dilution jet flows In creating the flow pattern
(at least in the primary zone) encourages the retention of the
Isothermal flow type of experiment. This alieviates the optical
access problems to the extent that measurements should be
possible over practically the whole internal volume of the
combustor. The detailled mapping of the flow field thus
obtained (for a variety of flow splits between swirler. primary
and dilution jets) will provide the detalled information required
for adequate numerical model assessment as described above.
At the same time. useful Information about the primary jet
recirculation ratio and the Iinteraction between swirler and
primary jets can be obtained.

To apply to the chosen flow configuration a calculation method
for combustion chamber flows using a finite-difference
numerical model. In particular, the work should examine the
extent to which the model can predict changes in the flow
pattern brought about by alterations in the geometry and
boundary conditions. Attention should also be paid to the
treatment of complex geometries with arbitrary boundarles which
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do not conform to a simple system of co-ordinates such as
carteslan or cylindrical-polar. Such geomsetries always occur
in practice and a sufficiently flexible method for handling this
problem within the numerical method Is necessary for general
applicability.

ain The above Internal flow field calculations will use Information
obtained in the experimental study as boundary conditions. As
a first step to providing these boundary conditions as the
output of a numerical model, calculations of the flow external
to the combustor in the upstream diffuser and surrounding
annular ducts should be performed. For this study, because
of the current Interest In such systems and the readily
avallable experimental data in the literature, a dump diffuser
system for an annular combustor has been chosen for

Investigation.

1.6 Qutline of Thesis

The remainder of the thesis Is presented in five chapters.
Chapter |l describes the water flow tunnel, the model combustor. the
laser Doppler measuring technique and Includes an assessment of the
errors Incurred In the measurements. The results are then presented
and discussed with particular reference to the effect of the flow split
between swirler. primary and dilution holes and the influence of swirler
geometry on the flow field development.

Chapter Ilil outlines the partial differential equations and the
procedure for the solution of the corresponding finite—difference
equations. Three methods which enable the application of the numerical
method to the calculation of flow configurations with complex geometries
are described. Finally, an assessment of the limitations In the physical
models and numerical accuracy Is provided.

Chapter IV discusses the relevance of dump diffuser geometries
to gas turbine éombustion systems and describes the flow configuration
chosen for the numerical investigation and the performance parameters
of this type of diffuser. Numerical error estimates are provided and the
results are compared with avallable measurements.

Chapter V is devoted to the numerical calculation of the flows
of Chapter Il. The approaches adopted for the efficlent and economic

calculation of the flow Inside the complex model combustor geometry are
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described and the detalls of the application of the numerical model and
the numerical accuracy of the calculations are discussed. The
calculated results are then presented and compared with experiments.
The extent of correspondence between calculations and measurements Is
discussed with particular reference to the abllity of the method to predict
correctly the varlations in the flow pattern observed experimentally.
Chapter VI concludes the thesis by summarising the present

work and providing some suggestions for further research.



TABLE 1.1
EMPIRICAL CORRELATION

Reference

Type of Study

Remarks

NASA CR-72374
and CR-72375
(1968)

Tacina and
Grobman (1969)

Verduzio and
Campanaro (1971)

Novick et al
(1980)

Odgerxrs (1979)

Description of calculation procedures
accompanied by complete computer program
for predicting the performance of an
annular combustor.

The effect of changes in combustor geometry
and Mach number on the total pressure loss
and airflow distribution were investigated
with procedures similar to those used above.

Determination of primary jet recirculation
ratio.

Description of an analysis for the
calculation of dilution zone
configurations.

A review of design approaches using
empirical models.

The analysis calculates the performance of the
diffuser, the airflow distribution, pressure and
temperature on the liner walls using empirical
formulae based on the one—dimensional equations for
mass, momentum and energy complemented by
experimental results. The limitations of the
procedure are also discussed.

Results correlate airflow distribution, pressure
ratio, area ratio, total temperature for various
geometries in tubular and annular chambers.

Compares upstream recirculation ratio in a simple
can-type geometry with a simple empirical analysis.
Parametric study of primary jet-hole size and
number is included.

A three—dimensional analysis predicts the
trajectories of dilution jets through the dilution
zone and contracting section of the combustor
nozzle. The method predicts the effects of the
variation of the rate of lateral jet spread as
well as the interaction between jets.

Discusses relevance of a range of models
(0-3—dimensions) and the implications of the strong
three~dimensional nature of the flow in the primary
zone,

9l



TABLE 1.2

EXPERIMENTAL RESEARCH

Reference Type of Study Remarks
Clarke et 3—4d isothermal study with air and water; Measurements of axial velocity and local concentration of
al (1963) reacting study with gaseous and liquid air—fuel ratios in air, water and reacting flows are
fuels at atmospheric pressures in a can- compared and similarities between isothermal and reacting
type geometry. flow are emphasized.
Youssef 3—-d isothermal and reacting study using Compares measurements of velocity, pressure and temperature
(1968) gaseous fuel at atmospheric pressures in within the primary zone. Discusses similarities and
a can—type model combustor. differences between isothermal and reacting profiles,
Bicen and 3—d isothermal and reacting study of a LDA measurements of velocity were obtained through primary
Jones can~type gaseous fuelled model combustor. and dilution holes and at the exit. The effect of air-fuel
(1985) ratio and fuel injection were investigated. Similarities
between isothermal and reacting flow were found in the
primary zone.
Mularz et 3—d reacting study with liquid fuel. Exhaust pollutants were measured with a gas sample probe,
al (1975, Evaluation of a number of swirl can Results showed that swirl can combustors reduce levels of
1975a) combustors at simulated gas turbine oxides of nitrogen.
operation.
Altgeld et 2-d isothermal study of an axisymmetric LDA measurements of the velocity and turbulence fields were
al (1983) swirl stabilised combustor. obtained and the effect of fuel injection and exit
contraction were investigated.
Vu and 2—d isothermal study with air of an Velocity measurements of the axial and azimuthal components
Gouldin axisymmetric model combustor composed and their normal stresses were obtained with hot wire and
(1982) of two confined co—axial swirling jets. pitot probe. The effects of the coswirl and counter swirl

on the strength of the recirculation and on the turbulence
levels are discussed.

Al



TABLE 1.2 (CONTINUED)

Reference

Type of Study

Remarks

Rhode et
al (1983)

Green and
Whitelaw
(1983)

Jones and
Toral
(1983)

2—3 isothermal study of an axisymmetric
model combustor with swirl.

Isothermal study of the three-dimensional
flow in a model can-type combustor with
simplified upstream and downstream
sections.

3-d reacting study of a propane fuelled
can—-type combustor.

Probe measurements of velocity were performed to examine
the effect of the angle of the expansion downstream the
swirler and of the swirler vane angle on the flow field.

LDA measurements of velocity were obtained and the
interaction between annulus and flame tube and the effect

of primary jet trajectory on the upstream recirculation
were discussed.

Detailed measurements of temperature and gas composition
fields were obtained at various cross-gections of the
combustor and for various air-fuel ratios.

8l



TABLE 1.3
NUMERICAL MODELLING

6l

Reference Type of Study Remarks

COMBUSTOR

FLOWS

Serag 3—4d study of the reacting flow inside a The numerical model used was tested against measurements by

Eldin and gaseous fuelled can-type model combustor Serag-Eldin (1977) and the limited comparison between

Spalding made up of a swirler and a single row of calculated and measured temperature profiles showed correct

(1979) dilution jets. prediction of trends. Quantitative disagreement was
attributed to the combustion model.

Jones and 3-d studies of gaseous and liquid fuelled Probe measurements compared with numerical results showed

Priddin reacting flows in two model can overestimation of recirculation lengths and combustion

(1978) combustors. gspecies such as HC, CO, NO.

Jones and 2—-d isothermal and reacting study with Probe measurements of velocity, temperature and gas

McGuirk gaseous fuel and 3-d reacting study with composition obtained in the 2-4d axisymmetric chamber were

(1979) liquid fuel. compared with numerical results. Underestimation of
recirculation lengths and temperature were found.

Swithenbank 3-d study of a model can combustor under A combination of finite-difference techniques and empirical

et al isothermal and combusting conditions. reactor models were used to predict the velocity, turbulence,

(1979) temperature and total pollutant emission levels. Limited
comparison with experiment at the combustor exit showed
good agreement.

Bruce et Extensive 3-d study of isothermal and Two reverse flow annular combustors were designed using a com—

al (1979) reacting flows in practical combustors. bination of empirical correlation and numerical modelling.

Goals such as a more durable and fuel efficient system were
achieved while reducing development time and cost.



TABLE 1.3 (CONTINUED)

References Type of Study Remarks

Sturges et 3-d reacting study of an experimental The numerical modelling approach enabled the investigators

al (1981) combustor for a large turbojet engine, to identify quickly and economically the cause of changes
in pressure drop and dome overheating.

Novick et 2~d study of isothermal and reacting Calculated results show the effects of combustor design

al (1979, (premixed gas—air) flows in parameters such as degree of swirl, recirculation zone

1979a) axisymmetric combustors. amplification and laterally induced secondary air supply
on the flow field development.

Green and Isothermal study in 3-d water model Predictions were compared with available detailed LDA

whitelaw can~-type combustors. measurements of one component of velocity and 10-40%

(1983) discrepancies were found depending on location.

DIFFUSER FLOWS

Livesey et
al (1960)

Habib and
Whitelaw
(1982)

Hah (1983)

An early theoretical analysis of compo-—
nent pressure losges in tube~type gas
turbine combustion chamber entry
sections.

Numerical investigation of straight
walled diffusers up to 45° half-angle
followed by a downstream sudden
expansion.

Numerical investigation of the effect
of the variation of the inlet
conditions on the performance of planar,
conical and annular diffusers.

The analysis of the two—dimensional flow at the diffuser
entry section, under the assumption of irrotationality d4id
not yield useful quantitative results.

A body-fitted mesh was used to allow proper treatment of the
near wall region. Detailed comparison of the results with
available measurements shows maximum discrepancies of 14% in
the mean axial velocity and underestimation of the turbulence
kinetic energy by up to 30%.

Improved finite—difference techniques and turbulence models
yvielded results of acceptable accuracy for engineering design
purposes.

0¢
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CHAPTER |l

EXPERIMENTAL PROCEDURE _AND MODEL COMBUSTOR FLOW FIELDS

2.1 Introduction

This chapter describes the experimental investigation undertaken
on the model combustor to obtain measurements of the three mean
velocity components and the corresponding turbulence Intensities.
Experiments were carried out. for two swirlers., over a variety of flow
splits between swirler. primary and dilution ports representative of
current practice.

The first section gives details of the experimental method and
considers, In turn, the flow configuration, the laser Doppler velocimeter
and the errors Incurred in the measurements. Section 2.3 presents the
resuits for each operating condition and is followed by a discussion. Iin
Section 2.4, of the influence of the swirler/primary jets mass flow ratio
and the effect of the swirler geometry on the flow patterns. The final
section, 2.5. presents a summary of the main findings and conclusions

of the experimental programme.

2.2 Experimental method

2.2.1 Fiow configuration

The model chamber was Inserted in a closed-circuit water
tunnel shown schematically in Figure 2.1. The combustor. Figure 2.2,
was manufactured from cast acrylic and consisted of a hemispherical
head section attached to a cylindrical central barrel of 74 mm Internal
diameter, which terminated in a circular to rectangular contraction
nozzle. The curved vane aerodynamic swirlers were attached to the
head with their central hub blocked off. The model was located
concentrically In a larger dlameter tube so that an evenly spaced
surrounding annular passage was formed. Six primary holes 10 mm in
diameter and equlspaced around the combustor were located 46 mm
downstream of the swirler (this distance was 49 mm when the combustor
was operating with swirler 2 in position). A second row of 12
equispaced holes (also 10 mm) was placed a further 80 mm
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downstream. In what follows., the first row of holes will be referred to
as primary holes and the second row of holes as dilution holes.

A single constant head tank (A) supplied fluid to the larger
contalning tube to feed both hole rows via the annulus which was
blocked off at the retaining flange at the farthest downstream end. The
swirler was fed separately from another constant head tank (D) via a
rotameter to allow control and regulation of the flow rate of the swirler
fluid. The outflow from the combustor entered (via a free overflow, B)
a large sump tank (C) from where it was pumped to the two constant
head tanks. Photographs of the water flow rig and the model combustor
are shown in Figures 2.3a and b respectively.

The above geometrical characteristics were concelved by
scaling down a current production can-type combustor (Rolls-Royce
Spey engine. as reported by Gradon and Miller., 1968). However,
devices such as wall cooling arrangements, plunged holes or additional
trimmer holes and nozzle guide vane bleed were omitted. This does not
preciude them from future work as discussed later. Similarly. the two
swirlers used for the Investigation were also taken from production
chambers (Bhangu et al, 1983). The geometry of the two swirlers is
depicted in Figure 2.4b. The definition of swirl number most commonly
accepted (Beer and Chigler, 1972; Mathur and Maccalum, 1967; Gupta
et al, 1984) Is

SN = —E?g:!—w (2.1)
where:

axial flux of azimuthal momentum

Gosw
Gyxsw = axlal flux of axial momentum

Dgw = exit radlus (see Figure 2.4a)

For an annular vaned swirler assuming uniform proflles, equation 2.1
leads to

2 1~(Dp/Dgy)3
SN - —me—— tane (2.2)

3 1—(Dn/Dgy)?

From the above expression., swirl numbers of 0.74 and 0.85 were
evaluated for swirlers 1 and 2 respectively. (A more accurate value for

the swirl number of swirler 1, obtained from measurements close to the
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swirler exit is 0.87. Due to lack of simllar measurements for swirler 2,
however, and for the sake of comparison in performance between the
two swirler types, hereafter only the swirl numbers obtained from the
geometrical characteristics will be referred to.)

Qualitative and quantitative Investigations were carried out for
the two swirlers over a range of flow splits between swirler, primary and
dilution ports. This was achieved by varying the swirler flow rate while
the annulus flow rate was kept constant. The range of operating
conditions and the corresponding Reynolds numbers (based on the
individual bulk velocity and the internal combustor diameter) are given In
Table 2.1. The swirler flow rate was metered with a rotameter (see
Figure 2.1) while the annulus flow rate was evaluated from the
Integration of the measured axlal velocity profile in the annular gap
between the swirler feed and the large containing tube upstream of the
combustor. The method of determination of the flow split between the
primary and dilution holes and the reason for its varlation with swirler
flow, as Indicated in Table 2.1, will be discussed in conjunction with
the presentation of the measurements of the annulus flow field In
subsection 2.3.2.

The use of water. rather than air, as the working fluid has two
advantages when using laser-Doppler velocimetry. Naturally occurring
particles In the water are suitable for use as scattering particles so that
seeding of the flow Is usually unecessary. Secondly. sufficiently high
Reynolds numbers can be achieved at bulk velocities of about 1 m/sec
corresponding to frequencies (several hundred kilohertz) which can
convenlently be demodulated by a frequency tracker. The use of air
would result In frequencles larger by an order of magnitude which are
too high for use with a frequency tracking system (Taylor., 1981).

2.2.2 \Velocimeter configuration. signal processing system and

measurement technique

Velocimeter configuration

The optical arrangement of the laser—Doppler velocimeter used
in the measurements is shown in Figure 2.6. It was operated in a
symmetric heterodyne., forward-scatter mode (dual beam mode) with
light "frequency shifting" provided by the rotation of a radial diffraction
grating. The principles and practice of laser-Doppler velocimetry are



TABLE 2.1
COMBUSTOR OPERATING CONDITIONS IN TERMS OF FLOW SPLITS

Mot Mgw/Mtot Mpr/Mtot Ma/Mtot Mgw/fpr Wg/Mpr Gxsw/Gpr Reynolds Vpr/Ugy Vg/Uint  SWIRLER
(kgx/ (%) (%) (%) Numbex TYPE
sec) (x 105)
CASE 1 3.11111 10 34.84 55.16 0.287 1.58344 0.03637 5.4 7.899 5.641 SWIRLER 1
CASE 2 3.29425 15 32.90 52.10 0.456 1.58344 0.09180 5.7 4,967 4,986 SWIRLER 1
CASE 3 3.5 20 30.30 49.70 0.660 1.640887 0.19242 6.02 3.430 4,519 SWIRLER 1
CASE 4 3.73333 25 28.40 46.60 0.8802 1.640887 0.34209 6.42 2.573 3.991 SWIRLER 1
CASE 5 3.88888 28 27.26 24.74 1.026 1.640887 0.46562 6.7 2.205 3.703 SWIRLER 1
CASE 6 3.7 35 24.63 40.37 1.416 1.640887 0.89275 6.4 1.593 3.118 SWIRLER 1
CASE 7 3.11111 10 34.84 55.16 0.287 1.58344 0.08584 5.4 3.340 5.641 SWIRLER 2
CASE 8 3.29425 15 32.90 52.10 0.456 1.58344 0.216 5.7 2.104 4.386 SWIRLER 2
CASE 9 3.5 20 30.30 49.70 0.660 1.640887 0.454 6.02 1.453 4.519 SWIRLER 2
NB. (D Mannulus = Mmpr + myg was held constant at 2.8 kgr/sec except for case 6 when it was 2.405 kgr/sec.
(D Mot = Msw + Mannulus
i Gxsw = axial flux of axial momentum at swirler exit: pu2sw Agw (assuming a flat axial velocity
profile)
Gpr = radial flux at radlal momentum at primary holes: pv2p,.6.Ap,
(iv) Vpr. Vg are the mean radial jet velocities

Ugsw is the mean axial velocity at swirler exit
Ujnt is the mean axial velocity at a cross-section upstream of the dilution jets.

127
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extensively described in a number of texts (eg Melling, 1975. Durst et
al, 1981; Drain, 1980) and therefore only a description of the features
and advantages of the present design will be given here.

The basis of the dual beam anenometer Is the intersection of
two equally Intense, coherent light beams to form a measuring probe
known as the “scattering volume". The scattering volume Is a region of
interference between two electromagnetic waves producing areas of high
and low energy within the region. As the light Iintensity of the beams is
Gausslan in radial distribution the measuring volume Is an ellipsoid In
shape with boundaries usually defined as a fraction (1/62) of the
maximum Intensity. and shown In Figure 2.6. A particle passing
through the measuring volume with velocity V in the plane of the beams
In the direction of the minor axis. produces a periodic variation In the
scattered light intensity due to the Interference of the light beams. The
Doppler frequency fp of the periodic scattered light intensity is given by
(Durst et al, 1981):

2V.sin6

where 2o is the angle of the beams and A the wave length (Figure
2.6). Hence. the velocity of the particle is linearly related to the
frequency of the scattered Ilight intensity and the constant of
proportionality is uniquely defined by parameters that are independent of
the flow (assuming no variation in wave length due to density changes).
Natural contaminants found in water lie within a suitable size range for
use as scattering particles whose instantaneous velocity faithfully
represents that of the water (Meliing and Whitelaw, 1973).

A major advantage of the laser-Doppler velocimeter is the
provision of direction sensitivity essential in flows with regions of
recirculation. This Is achieved by arranging a frequency difference
between the two beams which form the symmetric heterodyne
velocimeter. A comprehensive review of frequency shifting techniques is
given by Durst and Zare (1974). For the magnitude of the Doppler
frequencies encountered in this experiment (several hundred kilohertz)
the frequency shift is conveniently derived from the frequency difference
between the first order maxima of a rotating radial diffraction grating.
The grating provides the frequency shift and splits the incident beam to

create the two channels of the velocimeter., Figure 2.6.
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Two further advantages concerning the demodulation of the
Doppler signal can be mentioned. The first Is that frequency shifting
increases the separation. in frequency space. between the shifted
frequency and the pedestal frequency, assoclated with the time of
crossing of a particle across the light beams (Durst and Zare. 1974).
The second advantage Is that it provides the abllity to select a range of
the Doppler frequency demodulator. which can accommodate the spread
(due to turbulence) of the velocity probability density distribution at every
point in the flow by varying the magnitude of the frequency shift which is
applied (see also under "Doppler signal processing”).

The frequency shift applied by the grating Is. for the first order

maxima:
fs = 2.N.Q (2.4)

where 0 Is the angular velocity of the rotating grating in hertz.

The transmission phase diffraction grating used in the present
design was manufactured by the Technische Physische tho-th. Holland.
designated “"type H". The principal characteristics are summarised in
Table 2.2 and further Information Is given by Oldengarm. Van Krieken
and Raterink (1976).

The velocimeter incorporates three lenses which are shown in
Figure 2.6. The function of these lenses can be summarised as
follows:

Lens L1: focuses the laser beam on the grating to minimize distortion of
the first order diffracted beams. Its focal length influences the
size of the fringe volume and determines the number of fringes
that are in it.

Lens L2: makes the diffracted laser beams parallel. its focal length
determines the beam separation S and the beam expansion
ratio (b 0/bo) .

Lens L3: focuses the two beams at the focal region of the beams thus
forming the scattering volume. Its focal length influences the
size of the scattering volume and determines the Intersection
angle.

The measuring volume has the form of an ellipsoid with major (by) and

minor (by) axes (Figure 2.6). defined at the e~2 level of Intensity, of

length:
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b
cos6
nb
by= — (2.6)
sSin®é
where:
ar.£y.£3
ﬂobo.fz

and n Is the refractive Index of water. The fringe spacing &x Is:

A

§x = (2.8)

28ine

The Table 2.3 summarises the principal characteristics of the

laser-Doppler velocimeter.

Doppler signal processing

The function of the signal processing system of a laser—-Doppler
velocimeter Is to process the Doppler signal produced, via the
photomultiplier (in the present work of type RCA 4836), by the optical
system into a form that may be statistically analysed. The range of
electronic devices that are capable of processing this type of signal
Includes frequency analysers., frequency counters, frequency trackers,
filterbanks and photon correlators. The details, advantages and
disadvantages of each of these processing systems are described in
detail by Durst et al (1981). In turbulent water flows one of the most
convenient methods of signal processing Is by using a frequency tracker
and this was used for all present measurements.

The frequency tracker operates in the frequency domaln
providing real time demodulation of the Doppler signals and ylelding an
analogue signal continually proportional to the velocity of the fluid,
sultable for further statistical processing. The operation of the
frequency tracker employed in the present work (Cambridge consultants
CC01) has been described in detail by Taylor (1981). Consequently,
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TABLE 2.2

PRINCIPAL CHARACTERISTICS OF THE RADIAL DIFFRACTION

(TRANSMISSION PHASE) GRATING

Number of line pairs (N)

Spacing (um)
Diffraction angle for first

order maxima for wavelength

16384
6.08 (0.14)

of 632.8 nm (degrees) 5.98 (£0.14)
Disc diameter (mm) 35
Efficiency of diffraction
for first order maxima (each) 25-30%
Long term stability 0.1%
Short term stability (8&0) (r.m.s.) 0.2%
Shift frequency (MHZ) 2
TABLE 2.3

PRINCIPAL CHARACTERISTICS OF THE LASER-DOPPLER VELOCIMETER

Smw He—Ne laser
Focal length of lenses:

Ll (nominal)

L2 (nominal)

L3 (nominal)
Beam diameter bo, at e~2
intensity of laser
Half angle of intersection, 6 (in air)
Fringe separation
Intersection volume diameter at e2
intensity level (in water)
Intersection volume length at e~2
intensity level (in water)
Calculated number of fringes within
e 2 intensity level with no frequency shift
Velocimeter transfer constant (MHz/msec 1)
with no frequency shift

A = 632.8 nm

£f1 = 110 mm
f2 = 300 mm
f3 300 mm

0.8 mm

5.98 degrees
3.037 um
0.111 mm
1.416 mm

37

0.329
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only the general characteristics of its operation will be described below
with emphasis placed upon the precautions taken for the correct
demoduiation of the Doppler signals.

The concentration of the naturally-occurring scattering points,
which give rise to Doppler signals, In water is such that the probability
of finding more than one particle In the measuring volume of the
velocimeter is smail. Consequently, the occurence of Doppler signals Is
a discrete, rather than a continuous process. The correct operation of
the tracker depends on being able to distinguish the presence of a valid
signal from the noise base line and on a sufficiently low drop out rate of
the signal. The criterion of a suiltable signal is based on comparing the
amplitude of the signal at the Iinput with that of a variable-level
comparator. The level of the comparator is set so that this Is larger
than the nolse level at the Iinput. In addition. frequency trackers are
designed to detect signal drop out and to hold the previous measured
frequency. Thus, high drop out rates distort any further’ statistical
processes such as true Integration to determine the mean frequency.
Taylor (1981). Although the drop out rate in water flows Is not
normally significant, seeding of the flow with minute quantities of milk
increases the scattering particle concentration and thereby increases the
scattering particle arrival rate.

A further restriction in the operation of the tracker is that of
the “tracking range" which requires that the Doppler frequency to be
demodulated lies within the selected tracking range at all times. This
can be expressed as a maximum permissible turbulence intensity which
is a function of the mean Doppler frequency (see Durst et al, page
228) and Is a potential limitation in highly turbulent flows. In addition.
the rate at which the tracker can follow a highly fluctuating signal is
also limited by its dynamic response and maximum slew rate (ile the
maximum rate of change of frequency with time that can be followed).
These limitations can usually be avolded by using optical frequency
shifting to reduce the overall "turbulence intensity" to less than 15%. le:

vEp2  /fp?

The voltage analogue of the Doppler frequency was processed
by a true integrator (for the mean velocity. DISA model 52B30) and an
RMS meter (DISA model 55D35) and their output was read on a digital
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voltmeter (Solartron LM1450). A schematic diagram of the processing
equipment Is glven In Figure 2.7, Including the wave forms of the

Doppler signal at each stage.

Measurement techniques

In order to traverse the model with the laser-Doppler
anemometer, the optical components and the photomultiplier were
mounted on a rigid mild steel optical bench which Iin turn was bolted to
a three—dimensional traversing bed. The optical orientation of the
velocimeter for the measurement of axial, azimuthal and radilal velocities
Is shown In Figure 2.8. The effects of refraction of the laser beams on
passing through the curved tube walls due to the different retractive
Indices of alr, water (n = 1.33) and perspex (n = 1.48), were
minimised by Immersing the model and the containing round tube in a
plane walled trough filled with distilled water.

Measurements of the axlal, azimuthal and radial velocities and
the corresponding turbulence Intensities were obtained for various ©
planes passing through the centre line of the combustor at a total of 13
axial locations spanned by the positions where beam interference was
experienced either by the curved combustor head near the swirler or the
nozzle geometry. The measurement points and the system of
co-ordinates are shown In Figure 2.9. Due to the circumferential
distribution of the first and second row of holes every 60° and 30°
respectively, the combustor cross—section (excluding the nozzle section)
may be divided into six geometrically identical sectors, le the geometry
repeats Iitself every 60C°. Consequently, the flow Is expected to exhibit
cyclic repetition over a 60° sector at least up to the position whereby
the nozzle will disrupt this behaviour. To Investigate the extent of this
periodic behaviour of the flow, radial planes at & = 00, 150, 300, 60°
were studied and measurements were obtained over the whole dlameter
so that two opposing sectors were in fact examined (see Figure 2.9).
The whole internal combustor geometry could be rotated using the rear
retaining flange to bring the relevant e plane Iinto position. Further
comments on the cyclic nature of the flow patterns will be made in the
presentation of the experimental results. The actual & planes and the
axial locations on which measurements were made for each operating

condition are shown in Table 2. 4.
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TABLE 2.4
MEASUREMENT LOCATIONS FOR EACH OPERATING CONDITION

OPERATING CONDITION MEASUREMENT POSITION 6 PLANE
CASE 1 b,c,d,£f,h,k,1,m o°

CASE 2 a,b,c,d,£,9,h,i,3,%k,1,m 0°,15°, 309, 60°
CASE 3 b,c,d,£,h,k,1,m o°

CASE 4 b,c,d,£f,h,k,1,m o°

CASE 5 b,c,d,£,h,k,1,m 0°

CASE 6 c,4,£f,h,k,1,m 0°

CASE 7 b,c.d,f,9,h,i,5,k,1,m o°

CASE 8 b,c,d,£f,9,h,i,3,k,1,m 0°, 30°

CASE 9 b,c,qd,£,9,h,i,3,k,1,m o°

A limitation lay in the measurement of the radial velocity which
became progressively more difficult as the measuring volume approached
the pipe wall because of the Increasing refraction and dispersion at
solid-liquid interfaces. The furthest position at which measurements
couid be reliably obtained corresponded to about 80% of the radius.
The deterioration in the signal quality of the radial velocity as the
measuring volume lies further off axis impairs the reliability of
demodulation. As a consequence. V velocity measurements within the
curved combustor head were not obtained and. in the rest of the
profiles, some values far from the pipe axis have been deleted Iin the

presentation of the results on the grounds that they were unreliabls.

2.2.3 Limitations in the accuracy of the measuring technique

This section presents the errors incurred in the measurements
of the velocities and turbulence intensities. The sources of broadening
of the velocity probability density are briefly discussed and quantified.
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Estimates of the systematic and random errors of measurement are also

Included.

Doppler broadening

The Doppier frequency probability density is affected by sources
other than true velocity fluctuations at a point. These sources increase
the varlance of the Doppler frequency probability density (and hence
increase the measured values of normal stress) with the effect that the
distribution is broader than that of the velocity. The most significant of
these errors in relation to the present measuring system are finite transit
time broadening., mean velocity gradient broadening. instrument noise
and short-term fluctuations in the rotation of the grating.

Finite transit time broadening of the Doppler spectrum arises
because signals from Individual scattering particles last only for the time
required to traverse the scattering volume and the random arrivals and
departures of individual particles into and out of the scattering volume
cause phase and frequency fluctuations which give a finite width to the
measured Doppler spectrum. Melling (1975) and George and Lumley
(1973) have given formulae for the evaluation of this error. in
accordance with other workers (Edwards et al. 1971).

Mean velocity gradient broadening occurs when a mean velocity
gradient exists across a finite-size scattering volume and may be present
in both laminar and turbulent flows. The varlation of velocity Is
proportional to the gradient and to the dimension of the volume parallel
to the gradient. A simple method of evaluating this broadening error
has been proposed by Melling (1975).

The analogue output of the tracker has a noise component
associated with it, so that even If a continuous sine wave of constant
frequency Is applied to the tracker input, the output has a small root
mean square component referred to as “instrument noise" broadening.
Finally. deterioration in the quality of signals obtained with a rotating
grating as compared to, for example., a beam splitter, stem mainly from
Imperfections In the manufacturing process (bleaching) and Inherent
vibrations caused by Its rotation.

The various sources of broadening are summarised in Table
2.5. together with formulae for thelr magnitude and estimates of the

contribution in the flows of this chapter.
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Measurement errors

Apart from the above described sources, errors arise in the
aevaluation of the mean velocity and turbulence intensity in relation to the
accuracy of the voltage output of the tracker (which affects- the mean
voltage) and through the averaging of voltages corresponding to Doppler
frequencies (voltage output of mean and RMS meter). The accuracy
(systamatic error) of the voltage output of the tracker is quoted by the
manufacturer as 1% of full scale deflection and this error Is removed by
calibration to the level of the random error in the measurement of the
mean velocity. The systematic error originates as an offset in the
calibration curve of the tracker output. The voltage output of the tracker

Is:
Vi= (£y + £g) Gp + Vo (2.10)
where:

V7 Is the tracker voltage output
GT Is the transfer function
Vo Is the offset voitage giving rise to systematic errors.

If the direction of the frequency shift Is reversed then. assuming f5>?(,:

Vo= (fg - £y) Gp + Vo (2.11)
Hence:
"71 +"72
2

and thus the systematic error Is reduced to the precision (random
error) of measuring V] and \72 (Taylor, 1981). This has been included
in the systematic error for U V. w quoted in Table 2.6. Random
errors In the true Integrator output are *1% of the mean voltage
measured. Random errors in the output of the r.m.s unit are 1% of
full scale deflection corresponding to a maximum of 3% for the smallest

value measured in any one range.
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TABLE 2.5

SOURCES AND MAGNITUDE OF NON TURBULENT DOPPLER BROADENING

SOURCE FORMULA MAGNITUDE
Gradient of mean 1 2 32y
velocity (effect on - (—) (=) Melling (1975) =~ 1074 Up
mean ) 2 4 ax2

Gradient of mean
velocity (effect on
variance)

Finite transit time

(effect on variance)

Tracker instrument
noise (effect on
variance)

Grating jitter (short

1 by ? ou?
- (—) (—) Melling (1975) ~ 4 x 1073 yy2
2 4 ox

u/2m A 2 George and
{ } Lumley (1973)
2(by/4) 28ine

1

5 x 107° Up2

from direct measurement (1.2x1072)2 (m2 s~2)
Durao and Whitelaw (1974)

A 2

term stability, see (68 f£g } Manufacturer's

Table 2.2) (effect on 2sin6é  specification

variance) ... (1.2x1072)2 (m2 s572)
TABLE 2.6

SYSTEMATIC AND RANDOM ERRORS_IN MEASURED QUANTITIES

QUANTITY SYSTEMATIC ERROR RANDOM ERROR
U, Vv, w up to 0.04 Uy + 1%
yuZ yvZ  yw?
, , £ 0.003 + 1% to * 3%
Ub Up Up
k
—_ £ 0.006 t 3% to * 8%
U2
x 0.4 mm + 0.02 mm
x 0.3 mm ¥ 0.03 mm
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Detailed analysis of the errors involved In the Instrumentation
as used In the present work are given by Melling (1975). Table 2.6
summarises the estimates of accuracy (systematic error) and precision
(random error) associated with the measurements presented In the

present chapter.

2.3 Results

This section describes the flow visualization studies and the
experimental results for each of the operating conditions described in
Table 2.1. Radial profiles of mean velocity and turbulence intensity are
presented for the two swirlers and the range of flow splits between
swirler. primary and dilution holes. Contours of the mean axial velocity
and turbulence Intensity at the exit from the nozzle are also provided.

2.3.1 Flow visualization studies

A qualitative picture of the flow field., for the various swirler
mass flow rates was obtained using flow visualization via hydrogen
bubbles produced from a 1 mm stainiess steel wire inserted through
tappings in the larger containing tube and entering the combustor
through the primary or dilution holes. A vertical sheet of light 2 mm
thick was produced from a light source and photographs of the bubble
streaklines were taken with shutter speeds ranging from 1/gg to 1/4
sec. The film rated at ASA 400 was then overdeveloped. In addition,
flow patterns were investigated with dye injected through a small hole in
the perspex plug which blocked off the hub of the swirler.

These Iinvestigations revealed that very different flow patterns
could be created inside the combustor with variation in the level of
swirler flow. For cases 1 and 2. a stable and symmetric toroidal vortex
was identified upstream of the axis of the primary ports (Figure 2.10a).
The entry angle of the primary jets was close to 909 and thelr
contribution to the upstream recirculation can be clearly seen. Although
the trajectory of the dilution jets is lass steep than that of the primary
jets. they are still able to create a small but weak recirculation on the
can centre line as depicted by the few hydrogen bubbles found upstream
of the wire. In Figure 2. 10b. Dye injected at low forward velocity via a

1.5 mm hole on the combustor centre line In the swirler hub confirmed
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In case 2 the strong backflow by being raplidly dispersed and mixed
throughout the primary zone (Flgure 2.10c). This pattern Is highly
desirable In combustion chambers as it ensures rapid mixing of the
infjected fue! with primary zone fiuid.

The general flow patterns for 15%., 20% and 25% swirler flow
levels, as deduced from the flow visualization, are shown schematically
In Figure 2.11. As the swirler mass flow rate Increased. the
dominance of the primary vortex was reduced. giving rise to a double
vortex structure as depicted in Figure 2.11c. Vortex B Is mainly the
result of the flow separation caused by the swirler hub and is influenced
by the strong swirl and the downstream filow pattern. Although the
primary Jets do not penetrate fully along their geometric axis (as in
cases 1, 2). the low pressure In the primary zone causes strong
curvature of the local streamlines with the result that some of the jet
fluid travels upstream in this region. Part of this fluid contributes to the
formation of Vortex A (Figure 2.11c) while the rest exits from the
primary zone through the region near the centre line. Due. to the
higher swirl momentum In this case., the primary jets are aslo deflected
circumterentially so that primary jet fluld can mix in the upstream and
downstream direction on planes other than Iits entry plane. At this
swirler flow level, a precessing motion could be Identifled on the
combustor centre line but this was suppressed downstream of the dilution
holes.

At even higher swirler flow rates. case 6. a filament of fluid
exists in the vicinity of the combustor axis which hardly mixes with the
surrounding flow as the dye picture in Figure 2.10d indicates. This
flament is obviously related to the existence of a precessing vortex core
on the can centre line. Such a feature has been observed previously
(eg Rhode et al, 1983); the present flow seems to be slightly different
however In that the vortex core appears without the flow first undergoing
large scale vortex breakdown as was the case for instance iIn the
measurements of Rhode et al. Flow visualization studies at this level of
swirler flow rate with the primary jet holes completely biocked off,
revealed the existence of a large recirculation region downstream of the
swirler and no evidence of a forward flow in the vicinity of the centre
line within the primary zone as Indicated above. Apparently, the
Interaction between swirler fluld and primary jet fluid influences the
nature of the vortex breakdown considerably. As Figure 2.10d shows,

the vortex core in this case emanates from within the primary zone:
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this flow pattern would have an adverse effect on the distribution of fuel
In this region and should be clearly avolded in gas turbine combustor
design.

Investigations of the same type carried out for swirler 2 showed
simllar results. However, flow patterns obtained with the first swirler at
a certain flow rate could be reproduced with the second swirler at a
lower flow. This can be related to the fact that the second swirler due
to its higher swirl number and decreased area imparts higher axial and
azimuthal momentum to the Incoming flow. Comparison of the
performance of the two swirlers on the basis of swirler/primary jets
momentum ratio rather than mass flow ratio (Table 2. 1) readily explains
the above behaviour.

The above description of the observed flow fields will now be
quantified using the measured velocity data which are presented in the

next two sections for the various operating conditions.

2.3.2 The flow patterns upstream of the combustor and in the

annulus

Axial velocity and turbulence. Intensity data were obtained at
x/Dg = -0.74 (D¢ = Internal combustor diameter) upstream of the model
and are depicted In Figure 2. 12 for case 2. these are representative of
all operating conditions because they did not change qualitatively with
variation Iin the swirler flow rate. Axisymmetric profiles with fiat velocity
distributions and low turbulence levels were measured in the annulus
supply tube. Inside the separate feed for the swirler. the velocity
profiles were significantly peakier, this being caused by the upstream
effect of the swirler, the lower pressure near the centre line causing the
fluid to accelerate In this region of the supply pips. (Note that the
radial c:o-ordlnate In the figures of this and all subsequent sections has
been non-dimensionalised using the Inside diameter of the larger
containing tube (D = 160 mm) and the velocity used for
non—-dimensionalization Is the bulk velocity for the particular case under
consideration.)

The behaviour of the flow in the annulus Itself is of direct
relevance In practical cases since the local static pressure distribution
determines the proportions of mass flow through the ports. In addition,
flow patterns In the vicinity of the ports are important In lidentifying
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local regions of low velocity with Implications for wall heat transfer and
formation of high temperature spots.

Radlal protiles of the axial velocity and turbulence intensity in
the annulus are presented In Figure 2.13 for case 2 and & = 00 (in line
with primary holes). 159 and 30° (mid-way between primary holes).
Examination of the annulus flow development in these three planes
indicates that three—dimensionalities occur mainly In the Immediate
vicinity of the primary and dilution ports (planes ¢, d. e and }. k).
Local acceleration of the flow is evident at stations c(e = 09 and
k(e = 00, 309) upstream of the entry to the ports, while a low velocity
region is formed downstream of the primary holes (station e. 6=00).
As the flow develops dowstream. transfer of momentum from other ©
planes compensates for this low velocity reglion so that an axisymmetric
velocity distribution is found at plane g (about 2.5 hole diameters away
from the axis of the holes). Half-way between the ports, the developed
axial velocity profiles show a bias in the location of the maximum velocity
towards the combustor wall which Is consistent with turbulent annular
flows (Brighton and Jones. 1964). In this middle region of the annular
passage where the flow was axisymmetric and uniform, the axial velocity
profile at plane h was integrated to obtain the mass flow split between
primary and dilution holes and the calculated values are included in
Table 2.1. As shown in Figure 2.13, the turbulence levels in the
annular flow were low and of the same magnitude as in the upstream
section.

Measurements obtained for other swirler flow levels showed that
the changes in the flow pattern inside the combustor (discussed In the
next section) with varlation in the swirler fiow rate. exerted only a small
Influence on the annulus flow in the Immediate vicinity of the ports.
The change In the flow split between primary and dilution holes (as
Indicated by the values quoted in Table 2.1) Is related to the change in
the flow conditions at the hole as a result of the above effect. In
general, the above depicted flow behaviour In the annulus Is considered

to be representative of all operating conditions.

2.3.3 Model combustor flow flelds

The velocity and turbulence fields for the various operating

conditions and for the two swiriers will now be described in terms of
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profiles along a diameter at the successive axlal measuring locations
defined in Figure 2.9.

Swirler_1
Case 1 (ﬁ'\sw = ]0%, ﬁ1pr = 34.84%, r.nd = 55..‘6%. l:nsw/r.npr = 0.28)

Figure 2.14a shows radial profiles of the axial velocity and
turbulence intensity for case 1. Within the primary zone. planes b, c.
a backflow region Is formed by the combined action of the swirl and the
primary jets. The length of this recirculation deduced from axial velocity
measurements on the combustor centre line agreed well with the flow
visualization discussed above. At plane d. through the geometric axis of
the primary holes. the still negative velocity on the combustor axis
indicates the contribution of the jets in the upstream vortex. The centre
line velocity increases rapidly up to plane f as the jets merge and travel
downstream. A local recirculation region is formed at this plane near
the combustor wall as the main flow is entrained into the low pressure
region behind the |ets. The shallower trajectory of the diiution jets Is
evident from the off centre line peaks in the axial profiles at planes |
and m. The shallow penetration is due to the lower velocity ratio
(jet/cross—flow) for the dilution jets as compared to the primary Jets
(see Table 2.1). The blockage associated with this penetration is still
sufficient to create a small recirculation near the centre line (also
identified in the flow visualization) .

Swirl velocities., Figure 2.14b, within the toroidal vortex are
low compared to those downstream. The maximum W location changes
position from the middle of the can radlus at station b progressively
moving towards the axis at planes ¢ and d as the Inflowing jets carry
some swirling fluid towards smaller radii. The deep penetration of the
primary Jets and the assoclated blockage effect force the majority of the
swirling fluid to exit from the primary zone at planes other than those
containing Jets and away from the Impingement point. As this fluid
passes downstream, It Is also entrained into the low pressure regions
behind the jets leading to a swirl profile shape as seen on plane f.
The profile shape then remains close to solid body rotation with slowly
decaying levels of maximum swirl velocity until the shallow entry of the
dilution Jjets again forces swirling fluild towards the centre line. This
movement to smaller radil is one reason for the enhancement of the W
component as lllustrated in Figure 2.14b, plane |. Another reason
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contributing to this Increase Is the slight non-cyclic behaviour of the
dilution Jets which is depicted In the axlal velocity profile at the same
station. These deviations from the cyclic pattern are thought to be
related to annulus flow disturbance caused by the presence of a
recirculation zone In the annulus downstream of the holes due to the
blocked off area at the rear retaining flange. The presence of this
recirculation In combination with the low velocities In the annulus has
been found to lead to unsteady annulus flow with random circulations
about both the can axis and the axis of the hole (Gradon and Miller,
1968:. Lefebvre, 1983). Although in actual production chambers this
problem Is usually remedied by the use of splitters across the dilution
hole and flow bleed downstream in the annulus. in the present model
this wouid have rendered a large part of the dilution zone region
inaccessible to the laser beams. Since the mode of measurement of
the W component Is to traverse along a diameter of the combustor, it is
expected that if this plane does not coincide with the plane on which
avV/ar = 0 then large W components may be measured.

Radial velocity profiles are depicted in Figure 2. 14c. The
dominance of the primary jets in the formation of the primary vortex is
evident from the presence of the strong inward V velocities. typically 1.5
times the maximum axial velocity. over most of the diameter at plane d.
These high V velocities disappear rapidly upstream (plane c¢) and
downstream (planes f. h) of the entry plane, so that large pressure
gradients and strong curvature of the local “streamlines® can be
expected. Radial velocities in the dilution jets (x/D¢g = 1.70) do not
disappear as quickly in the axial direction (x/Dg = 1.87) as would be
expected from their less steep trajectory.

Nearly uniform levels of axial turbulence intensity (Figure
2.14a) are found within the recirculation region while at plane d large
axlal gradients and the impingement of opposing jets gives rise to higher
values on the centre line. The maximum value of the RMS of the swirl
component was measured in this position and is twice that of the axial
turbulence Intensity. Iindicating the strong anistropy of turbulence in this
region (this will be further discussed in subsection 2.4.1). The radlal
turbulence intensities (Figure 2. 14c) exhibit similar behaviour to the
azimuthal ones with similar centre line values and rates of decay except

at the entry plane of the dilution jets.
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Case 2 (rfgy = 15%. fpr = 32.90%. g = 52.10%. mgy/fpg =
0.456)

More detalled measurements were obtained for this case over
the whole Internal flow field at 09, 150, 30° and 60° in order to
Investigate the extent of the expected cyclic behaviour of the flow. As
mentioned earlier. flow patterns In the combustor are expected to repeat
for every 600 sector (up to the position whereby the nozzie will distort
this behaviour). This is further discussed at the end of this
presentation in the light of the experimental resulits.

The maln features of the flow patterns for this case. illustrated
in Figure 2.15, are very similar to those found in the previous case.
The toroidal vortex found previously is again sustained in the primary
zone by the still impinging primary jets (Figure 2.15a:. planes a. b. c.
d). However. due to the higher axial and azimuthal momentum of the
swirler flow. the strength of impingement has been reduced as is evident
from a decrease In the maximum negative axial velocity by about 20%.
The persistence of very low swirl velocities in the vicinity of the primary
ports (Figure 2.15b) underlines the dominance of jet fluid. Although in
case 1 these low values were found in the region 0.16<2r/D<0.5
now they extend over a radial distance of only 0.3<2r/D<0.5.
implying a somewhat shallower penetration. The jets. however, still
produce an effective blockage so that the swirl velocity profile
downstream is similar to that obtained in the lower swirler flow rate
(solid body rotation). A similar type of swirl velocity profile has been
measured by Aitgeld et al (1983) In their Investigation of a swirl
stabilised model combustor.

Compared with the rapld changes occurring near the
impingement point, the flow develops relatively slowly in the intermediate
zone (x/Dg = 0.82 - 1.50) as radlal transfer of momentum
compensates for the low axial velocities in the near wall regions. velocity
gradients., however, are stili high since the centre iine axlal velocity has
halved between stations g and k., a distance of only 0.5 Dg. In the
dilution zone. the double S shape of the axial veloclty profile at plane m
Is typical of that measured in several rows of |ets in cross—flow
experiments (eg Khan et al. 1981). The levels of anisotropy in the
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turbulence field at the plane of the primary Jet entry and the subsequent
daevelopment of the three turbulence Intensities are similar to that of the
previous case.

Figures 2.16 and 2.17 present, In a similar format, the
velocity and turbulence fields at the 15° and 30° planes respectively.
Examination of the profiles of the three velocity components in these
planes reveals axisymmetric behaviour of the flow well within the primary
zone (x/Dg = 0.13 - 0.27) and in the Intermediate zone
(x/Dg = 0.95 - 1.50). Three-dimensionalities start to intrude only iIn
the vicinity of the primary and diiution ports. This Is clearly depicted In
the very different distributions of the radial velocity between 0°, 150 and
300 planes at station d and between 09 and 159 planes at station 1.
Due to the impingement of the primary jets, primary zone fluid can only
exit from this region through the 15%and 30° planes. resulting in the
local acceleration of the flow in the near wall region at planes ¢, d and
f. illustrated in Figures 2.16a and 2.17a. This is accompanied by an
Increase in the swirl velocities near the wall (Figure 2.17b. plane d)
leading progressively to the solid body rotation type of profile.
Deviations from axisymmetry are less evident in the turbulence fisld.
apart from differences exhibited In the distributions of the three
intensities at the entry planes of the jets.

The extensive measurements obtained for the present case
confirmed cyclic behaviour of the flow over a 600 sector up to plane |,
where noticeable deviations occur. This Is unlikely to be caused by the
nozzle (which ultimately destroys the cyclic behaviour) as good
repeatability is observed again at plane m. One possible cause is the
asymmetric behaviour of the dilution jets previously discussed. Further
examination of the upstream effect of the nozzle will be undertaken with

the help of the theoretical approach in Chapter V.

Q_é_se 3 ((:nsw = 20%. r.npr = 30.30%. rhd = 49.70%, fhsw/fhpr
=0. 660)

Radial profiles of the three velocity components and their
turbulence Intensities for the 20% swirler flow case are shown In Figure
2.18. At this level of flow split between swirler and ports. significant
changes have started to appear. especially In the primary zone. it
should be noted that although the change Iin swirler flow represents only
a 5% Increase in terms of the bulk flow, It constitutes a much higher
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increase in terms of swirler/primary jets mass flow ratio (Table 2.1).
The maximum axial negative velocity at station b (Figure 2.18a) now
occurs near the middle of the radius. while on the centre line the value
Is only -0.1 Up as compared to -1.5 Up In case 2. (Since bulk
velocities between consecutive swirler flow levels are different by only
5%, comparisons on the basis of nondimensional quantities between
such cases is valid.) Although at the lower swirler flow rates of 10%
and 15% the backflow was clearly Influenced strongly by the upstream
contribution of the Jets. this contribution seems now to be restricted to
the near entry region. as Indicated by the higher negative axial
velocities found at planes ¢ and d. The associated shallower trajectory
of the primary jets Is depicted In the radial velocity distributions in
Figure 2.18c. At plane d. the radlal gradient of the V component has
been reduced by about 25% (over that of the previous case) while at
x/Dc = 0.48, positive V velocities were measured over the whole radius.
This lack of impingement leads to shapes of axial velocity proflies with
oft centre line peaks (Figure 2.18a, planes ¢ and f). The absence of
these peaks. however. at x/Dg = 1.09 indicates that the primary jet
fluid finally did penetrate to the axis of the combustor but at some
distance within the Intermediate zone (x/Dg = 1.0). Maximum
positive axial velocities are now of order Up as compared to 2 Up in
case 2.

Swirl velocities within the primary zone (Figure 2.18b. planes
b. ¢) show overall an increase but follow trends similar to those found
In the lower swirler flow cases. At plane d. the insufficient penetration
of the primary jets allows swirling fluid to exit from the primary zone
region in the vicinity of the centre line, resulting in the azimuthal
velocity distribution seen at plane f. The swirl peak near the centre
line. however, is quickly destroyed by the continuing off axis penetration
of the primary jets, eventually giving rise to the familiar solid body
rotation type of profile at plane h. In the dilution zone. the absence of
the small backflow found in the lower swirler flow rates at x/Dg = 1.70
is the result of the further increase In the cross—flow how being able to
completely deflect the dilution jets. in all other aspects. the fiow
distribution in this region has been little affected by the primary zone
flow changes.

The above described mean flow variations influence the
turbulence field in a consistent manner. In the primary zone., due to

the weaker impingement of the jets, all three turbulence intensities have
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been reduced, the greater effect being on the azimuthal and radial
components; 47[2 and )’:é still have their maxima on the combustor axis
at planes c¢. d and f but their magnitude is now significantly reduced:
for example. at plane d their centre line value is only 1.1 Up.
representing a reduction of 40% over the levels of the previous case.
In the dilution zone, the absence of the small recirculation has led to a
decrease in the turbulence kinetic energy production on the centre line.
Turbulence is now generated primarily in the shear layers betwesen the

bulk flow and the incoming jets.

Case 4 (f.nsw = 25%, f.npr = 28.40%. fnd = 46.60%, r.nsw/f:npr =
0.88)

The flow development for the 25% swirler flow level is
presented In Figure 2.19. Examination of the axial velocity profiles In
Figure 2.19a shows a further decrease in the levels of the primary zone
negative axial velocities. confirming the trend underlined in the previous
case. The maximum negative axlal velocity in this region has now
moved from plane ¢ (where it was found in case 3) to plane d and is
only -0.5 Uyg. representing a reduction of 50% compared with case 3.
In addition, a Jow positive axial velocity has now emerged on the can
centre line at station b (as observed in the flow visualization)
progressively increasing at station c and leading to a value of 0.25 Up
at plane d (as opposed to a value of - Up found in this position in
case 3). The presence of vortex B, as observed in the flow
visualization. is not evident from the axial velocity field distribution
because measurements very near the swirler hub were not obtained. due
to beam interference with the curved walls. The decreasing trajectory of
the primary jets is llustrated in the profiles of the radlal component In
Figure 2. 19c. where now at the jet entry plane zero V velocity fluid fills
the central core up to 30% of the radius. Consequently, the primary jet
fluid does not have the necessary momentum to reach the centre line
throughout the whole length of the Intermediate zone and eventually
mixes with the bulk flow to produce a relatively flat profile at plane k.
The radial distribution of the tangential velocity in the present case is of
Rankine type (combined free-forced vortex. B8eer and Chigier., 1972).
as shown in Figure 2.19b (planes f to k) and this Is now retained
throughout the Intermediate zone as a result of the complete lack of

primary jet penetration. The distinct centre line peaks found in the
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distributions of ali three turbulence intensities at planes h, k and | are
related to the non-turbulent contribution (Bradshaw., 1976) as it is from
the periodic rotation of the mean flow within the central precessing
core. These peaks, however, are reduced at station m as the
precessing core Is disturbed by the strong mixing and the pressure

effects of the dllution Jets (see also subsection 2.3.1).
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Case 5 (fnsw 28%, r.npr

Case 6 (mgy = 35%. rpr

Figures 2.20 and 2.21 illustrate the flow distributions for the
28% and 35% swirler flow rates respectively. In both cases. the flow
development Is quicker than that of the 25% swirler flow level. as is
shown by the rapid changes in the axial velocity distributions at planes
f. h and k (Figures 2.20a, 2.21a). As the angular momentum of the
flow eventually increases. the onset of a central precessing core shifts
farther upstream so that at 35% swirler flow rate it emanates from within
the primary zone. This is illustrated by the centre iine maxima found In
the mean and turbulent components of the axial and azimuthal velocities
at planes ¢, d and f (Figure 2.217a).

In both cases. turbulence levels remain similar to those found
at the 25% swirler flow case. apart from the centre line region which is
influenced by the precessing core. The winged shape of the profile of
the azimuthal turbulence Intensity at plane d (Figure 2.2%1a. b) has also
been found under isothermal and combusting conditions by Bicen and
Jones (1985) In their investigation of a similar model combustor. In
general. fewer measurements were obtained in the above swirler flow
cases since they exceed swirler flow levels likely to be found in current

practice.

Swirler 2

The performance of the second swirler will now be investigated
under operating conditions similar to those of swirler 1. At this stage.
it is useful to summarise the major differences between the two swirlers.
These are:

(N The larger number of vanes employed by swirler 2 (20 as
compared to 18 of swirler 1). This, In effect, results In an increase In

space/chord ratio (Figure 2.4a).
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(2) The geometry of swirler 2 corresponds to a ratio of Dgw/Dp = 1.5,
while that of swirler 1 corresponds to Dgw/Dh = 2.6. As a
consequence. swirler 2 has a smaller outlet area by about 57%.

(3) The swirl number of swirler 2 (based on the geometry) is 0.85,
while that of swirler 1 is 0.74,

Comparison of the axial and azimuthal velocity distributions
within the primary zone between Figures 2.14 and 2.22 (depicting the
flow fields obtained from each of the swirfers operating at 10% swirier
fiow rate) reveals that the higher axial and azimuthal momentum
imparted to the swirler flow in case 7 has resulted In a decrease in the
maximum negative axial velocity (by about 20%) and an increase in the
swirl levels (by about 30%). As the swirler flow increases to 15%. the
differences in swirler geometry influence the primary zone flow patterns
significantly as comparison between Figure 2.15 (case 2) and Figure
2.23 (case 8) indicate. Swirler 2 has now incurred a reduction in the
magnitude of the maximum negative axlal velocity of about 50% (plane
¢) and has shifted its location away from the centre line., denoting the
considerable lateral spread of the primary jets due to their shallow entry
(Figure 2.23c. plane d). As a result of the different primary et
trajectories. the flow development at the Initial stages of the intermediate
zone is very differant between cases 8 and 2 (compare axial and swirl
velocity profiles at plane f) but thereafter efficlent mixing and the
effectiveness of the dillution jets result in very similar distributions at
plane m. Similar variations are encountered in the flow patterns of
case 9 (Figure 2.24). At this level of swirler flow, swirler 2 produces
a positive velocity within the primary zone (Figure 2.24a., plane ¢) and
encourages the onset of a central precessing core (Figure 2.24a,
planes h, 1), features which were obtained with swirler 1 at the higher
swirler flow level of 25%. The simllarities and differences between the
flow patterns obtained with the two swirlers will be discussed in more
detall In subsection 2.4.2.

Levels of turbulence generated in the primary zone under
operation with swirler 2 are significantly reduced over those of swirler 1,
as Indicated by the reduction in /w_2 and /-v-é (plane d) by about 42%
and 50% at swirler flow levels of 15% and 20% respectively.

Exit conditlons

Since exit conditions from the combustor are Iimportant in
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engineering terms (they affect the performance of downstream
components such as nozzle guide vanes and turbine blades). a
complete mapping of the axlal velocity and turbulence intensity flelds was
undertaken. Figure 2.25 shows contours of the axlal velocity at the exit
for swirler flows up to 25% Iincluding results from both swirlers. while
Figure 2.26 depicts the corresponding axlal turbulence Intensity
contours.

Figure 2.25 shows that non-uniformities in the axlal velocity
field spanning a factor of 2.2 remain for the lower swirler flow cases
(1. 2, 3. 7 and 8) while this factor reduces to 1.9 for higher swirler
flows. When the dilution jets penetrate sufficiently and mix rigorously
with the bulk flow (low swirler flows), they lose their identity and do not
contribute any Individual features at the exit field (Figure 2.25, a. b,
e, 0. In contrast, the kidney-like shape of the contours in Figures
2.25¢c and 2.25d. similar to the well documented shape found in various
Jet in cross—flow investigations (Atkinson et al. 1980)., is likely to be the
resuit of some Individual contribution from the dilution jets at the exit
field. As the angular momentum of the filow in the can Iincreases
further, a minimum can be Identifled in the centre of the nozzle (Figure
2.25g). This Is thought to be related to the central precessing vortex
core which, although strongly accelerating Iinside the combustor. being
detached and hardly mixing with the main flow, cannot follow the sudden
acceleration of the bulk flow, due to the contraction of the nozzle. and
retains its velocity. A similar minimum In the combustor exit axlal
velocity profiles has also been found in the Isothermal study of a similar
model by Bicen and Jones (1985). In general, the spanwise
asymmaetries which occur (the model geometry itself is symmetrical about
a vertical plane through the nozzle centre) are caused by the swirling
nature of the flow as it enters the nozzle.

The axial turbulence intensities at the exit, Figure 2.26, exhibit
a spanwise variation of about 1.8 for all cases. Maximum levels are
encountered_n_ear the centre of the nozzle with maximum local turbulence
intensities VUz/Ulocal of about 20% except In case 9 (Figure 2.269g).
where the precession gives rise to values of the order of 40%.

2.4 Discussion

Several further aspects of the flow fleld are of interest in this

study because of their Importance to the design of combustion
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chambers; these Iinclude: the size and strength of large recirculation
reglons, Interactions between Jets and local recirculations. the influence
of swirl on the development of the flow and the levels of turbulence that
are generated. Further. the distribution of the mean and turbulence
fleld at the chamber exit are Important since they would influence the
quality of the exit temperature traverse (pattern factor). The following

three subsections discuss these aspects in more detall.

2.4.1 Influence of flow split between swirler and ports

It is evident from the descriptions of the flow patterns In
subsection 2,3.3 that the most dramatic effect of the variation In the
flow split between swirler, primary and dilution ports Is on the flow
distribution in the primary zone. (Although the total flow rate through
the combustor was varied at the same time, this merely produces a
change in the overall Reynolds number of the flow. this was, however,
always sufficiently high (5.4 - 6.7 x 104) to lie in a Reynolds number
independent flow regime.) The effects can best be explained as the
result of the varlations In the trajectory, depth of penetration and
strength of impingement of the primary jets. all of which are observed to
be strongly dependent on the ratio of swirler to primary jets mass flow.

The different flow patterns obtained with the variation of the
above ratio are summarised in Figure 2.27a., which combines the axial
velocilty profiles in the primary zone (planes c¢. d) for 15%, 20% and
25% swirler flow level and Figure 2.30a. which displays the centre line
development of the axial velocity for swirler 1 and a variety of flow
splits. As the swirler/primary jets mass flow ratio increases from 0.45
to 0.66 and then to 0.88. the location of the maximum negative velocity
at station ¢ (Figure 2.27a) moves from 2r/D = 0 to 2r/D = 0.1 and
then to 2r/D = 0.26 respectively. This is accompanied by a sharp
decrease in its value from 2.34 Up (case 2) to 0.3 Up (Case 4).
reprasenting a reduction of about 85% In terms of absolute velocity.
This change is in accord with a reduction in the primary jet trajectory,
as illustrated by the steep decrease in the axial velocity gradient on the
centre line at plane d In Figure 2. 30a.

These variations are expected to Iinfluence significantly the
primary zone recirculation ratio., a parameter important in describing the
performance of primary zone configurations (Green. 1981). The

magnitude of this parameter for racirculations Induced solely by an
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opposed Jet system may be estimated from empirical formulae proposed
by Way (1956). Rosenthal (1959) and Verduzio and Campanaro (1971).
However, accurate Information Is lacking on recirculation ratios for
primary zones which utllize a combination of swirler and opposed jets
(Lefebvre, 1983). In the present investigation. this quantity has been
determined by Integration of the negative part of the axlal velocity profile
at plane c:

. Tu=0
My = pUdA (2.13)
0

This station was chosen because of its proximity to the eye of the
primary vortex (deduced from the flow visualization) so that the above
integration yields. as close as possible. a maximum estimate of the
recirculating fluild within the vortex. Figure 2.28 shows the variation in
the recirculation ratio my/(mgy + mpr) with increase in the swirler mass
flow ratio r'nsw/r’npr for the range of flow splits (swirler 1). The curve
indicates an almost linear decrease with Increasing r’nsw/r'npr In the
region 0.2<Lmgy/Mmpr<1.0. At low levels of swirler flow
(fgw/Mpr=0.3). up to 74% of the total (fn gw+ M pp) participates in
the toroidal vortex. Assuming that all of the swirler fluid in this case
contributes to the recirculation, then the contribution of the primary jets
amounts to about 64%. For this case (with jet trajectory near 900°)
empirical formulae would vyield a value of 50% (Rosenthal, 1959),
Consequently, one can estimate that the extra 15% is due to the
influence of the swirler. At higher swirler flow ratios (mgw/mpr >1.0),
mp/(Mmgw + Mpr) can be severely reduced to less than 10%.

The primary zone flow patterns discussed above have also been
found by Bicen and Jones (1985) in their investigation of a geometrically
similar chamber under combusting conditions. They provided LDA
measurements of the axial and tangential mean velocities and turbulence
intensities at planes through the ports. Their results with the combustor
operating at flow splits similar to those of case 5 of the present
investigation exhibited good qualitative and quantltatlve-slmuarlty with the
results of the present work in the primary zone. This can be seen in
Figure 2.29, taken from Bicen and Jones (1985), which depicts the
axlal velocity distribution along the primary jet axis under combusting
éondlﬂons with gaseous propane fuel and at an air-fuel ratio of 70. It
clearly shows that all qualitative features found In the simlilar profiles of
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the present study (see for example Figure 2.20a., plane d) are also
Identifled under combusting conditions. It is llkely then that the
variations In the primary zone flow patterns observed here would
Influence combustor performance. since under reacting conditions
parameters such as mean residence times. blow out velocity and heat
release rates are directly related to the mean flow velocity and
recirculation ratio.

The flow behaviour In the Intermediate zone is also of interest
In the design of combustion chambers. The near wall flow development
and focallzed stagnation reglons are critical in determining the location
of wall cooling arrangements and additional trimmer holes for Iimproved
chamber durabllity (Lefebvre, 1983). The location of the small
recirculation regions just downstream of the primary holes and the slow
axial development of the flow near the combustor wall in the Intermediate
zone in cases 1 and 2 coincldes with the location of hot spots identified
in an experimental production chamber reported by Bhangu et al
(1983). The rate of flow development and the maximum axial and
angular velocities in this reglon are a measure of the mixing which Is
essentlal for the complete destruction of any hot streaks remaining in
the primary zone efflux. Inspection of the profiles at station k
(Figures 2.14 to 2.24) Indicates that deviations from a uniformly flat
distribution are a minimum at this plane In all cases. This., in the
lower swirler flows, can be attributed partly to the swirl (in the
intermediate zone) and primarily to the deep penetration of the dilution
jets while at the higher swirler flows, it is the strongly swirling flow field
that leads to rapid development at the early stages of the intermediate
zone. In elther case. the primary zone flow variations have a smaller
effect on the dilution zone profiles as lllustrated in Figure 2.27a (planes
1. m) with the result that the velocity profile at plane m is quite similar
under all conditions.

The central precessing core Identified near the centre line for
swirler flows higher than 25% (swirler 1)} has aiso been found by other
workers under isothermal and combusting conditions (Syred and Beer,
1974; Bicen and Jones. 1985). Its occurrence can be related to the
stability of the swirling flow field according to the radia! distribution of
the angular momentum (Gupta et al, 1984). The Rayleigh criterion
states that a swirling flow Is stable If W.r increases with r and unstable
if W.r decreases with r. - At low swirler flows (cases 1. 2., 3). the

former Is true and no precession was Identified. At 28% and 35%
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swirler flow levels, however, the Rankine vortex type of distribution of
the angular momentum Implles that most of the profile is unstable and in
these cases a precessing vortex core was observed.

The levels of turbulence generated throughout the combustor
are Important since they affect the entrainment rates In the primary
zone., the penetration of the jets and the mixing rates in the dilution
zone. Under combusting conditions, they influence the stabllity limits.
combustion efficlency and Ignition performance (Lefebvre, 1983).
Turbulence kinetic energy profiles evaluated from the three Iindividual
turbulence intensities are depicted In Figure 2.31 for varlous operating
conditions. At the lower swirler flows (cases 1 and 2). the turbulence
flelds are very simllar with maximum turbulence production occurring In
the primary jet impingement position (Figure 2.3%7a. b; planes ¢. d. ).
The very high values of turbulence kinetic _energy at this position are
related to the large values of ,/w2 and Jv2 The anisotropy of the
turbulence field at the region of Impingement (where ,/w—‘?,
,/v—e = 2.5,’u_2) can be explained by examination of the exact equations
for the transport of the Individual normal stresses (Rodi. 1970;
Bradshaw., 1876) and. In particular, those terms which express the
generation of each component. For a three—-dimensional flow, these

read:
—_— — 90U — U — U
P(u?2) = =2 (U2 — 4+ uv — + uw —}
ax or rae
—_ —_ v oV —_— OV V (2.14)
P(v2) = =2 {uv — + V2 — + vw —} + 2 — vW
ax ér ros r
-— vV — -— dW _— W __ W
P(w2) = =2 {— w2 + uw — + VW — + w2 —}
x Ix ar r3e

At the Impingement position both 3U/dx and aV/ar are very large. The
production term for u2 on the centre line Is -2 u2 3U/ax (only the
underlined terms are non zero on the axis) which Is a sink while the
counterpart production terms for v_2 and w_2 are v—2 aU/ax and -w—e au/ax
(aU/ex = -20V/3r on the axis) which have large positive values
(sources). The high anisotropy observed in this position can thus be
interpreted as the result of relatively large values of P(u_2) and P(;é)
(or P(:é)) with opposite signs. The absence of large convective
transport near the Iimpingement position Is Important in allowing the
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production terms to dominate. giving rise to centre llne maxima of ljé
v_é, -v;_é and k. Similar behaviour of the three normal stresses has been
observed by Taylor and Whitelaw (1984) at the rear stagnation point of
recirculation regions behind bluff bodles. At higher swirler flows aU/ax
(and hence aV/ar) are smaller near the centre line (Figure 2.30a).
The radial position of the maxima of the three normal stresses now lles
In the region of large aU/ar and aU/ree (Figure 2.19a. b. c. plane
d. Production of turbulence now occurs predominantly in the curved
shear layers through shear stress ~ shear strain Interaction and this
glves rise to maximum values of turbulence kinetic energy away from the
centre line (Figure 2.31d. e. plane d). This. however. shoud not be
taken to Iimply that the entire production of turbulence occurs due to
shear since the maximum values of v’V—2 and ,/Ci’ are still related to
relatively high values of aV/ar away from the axis of the can (Figure
2.19c: plane d). The variation in the turbulence kinetic energy field.
portrayed in Figure 2.27b which gathers the turbulence kinetic energy
profiles for 15%. 20% and 25% swirler flows and in Figure 2.30b which
displays the centre line development are in agreement with the
arguments of the above paragraph.

Since the dominant production of turbulence., for the lower
swirler flows., In the Iimpingement region Is mainly by normal
stress ~ normal strain interaction calculation of these flows using the k-e
turbulence mode! may be Inaccurate (at least for the turbulence in this
region) because scalar effective viscosity models do not adequatsly
represent normal stresses. On the other hand. according to the above
arguments, this deficlency should be less severs In the calculation of
the higher swirler flows.

2.4.2 Influence of swirler geometry

The variations in the flow distributions obtained by the two
swirlers accrue mainily from the differences in geometry which were
summarised in subsection 2.3.3. The effect of the swirler geometry on
the flow patterns Is depicted in Figure 2.32a, b which combines the
axial velocity and turbulence kinetic energy profiles in the primary
(planes ¢, d) and dilution (planes |, m) zones for 15% swirler flow
rate. As a result of its smaller outlet area and higher swirl number
(implying higher axial and azimuthal momentum imparted to the swirler

flow) . swirler 2 reduces the primary jet trajectory and the strength of
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the primary vortex. In accord with the weaker impingemant. levels of
turbulence in the primary zone are also reduced (Figure 2.32b. planes
c. d). As discussed in subsection 2.4.1, due to effective mixing in
the intermediate and dilution zones. dllution zone flow patterns are less
affected by the primary zone varlations (Figure 2.32a, b, plane |, m).
The performance of the primary zone operating with each of
the swirlers can be examined by comparing the recirculation ratios
produced In each case. Figure 2.33 (displaying the recirculation ratios
for swirler 1 and 2 plotted together) shows that for r'nsw/ri'lpr less than
0.55 swirler 1 produces higher levels of my/(fmgy+mp,) by about 8%
while for r'nsw/r‘npr> 0.55 both swirlers yleld similar values. This can
be explained as follows: At low swirler flows, the main contribution to
this ratio Is made by the primary jets. As swirler 2 produces a flow
with higher axlal momentum., it Is able to counteract strongly the
upstream contribution of the jets. When the swirler flow rate increases,
the swirling flow plays a more dominant role in the primary zone flow
pattern. Since the second swirler possesses a greater entraining
capability than swirler 1 (due to the higher swirl number, larger number
of vanes. higher vane aspect ratio and space/chord ratio (Kilik, 1976))
It is expected to be able to balance the adverse Influence of the axial
momentum on the primary ]et contribution. This Iis demonstrated in
Figure 2.33b where the recirculation ratio iIs plotted against the
swirlar/primary jets momentum ratio. In this graph. which depicts an
almost linear relationship between the recirculation ratio and the
momentum ratio. the higher entrainment rates of swirler 2 at the higher
swirler flow rates are clearly evident and confirm the above arguments.
Two interesting features can be mentioned with regard to the
performance of the two swirlers. The first is that swirler 2 causes a
greater variation on the flow patterns, over a smaller range of swirler
flows, than swirler 1. This Is clearly depicted by the centre line
development of the axlal velocity and turbulence Iintensity produced by
swirler 2 (Figure 2.34a. b). Comparison between Figures 2.34 and
2. 30 reveals that the level of varlation on the centre line profiles of U
and k obtained with swirler 2 by changing the input flow from 10% to
20% can only be obtained with the first swirler in position If its Input
flow is varied by 15% (eg from 10% to 25%). The second feature
concerns the overall performance of swirler 2 and follows from the
considerations of the above paragraph. It seems possible that flow
patterns obtained with swirler 1 at a certain flow rate (eg 20%) can be
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"reproduced” with swirler 2 In position at a lower flow rate (eg 15%) for
the range of measured flow splits. This is not so suprising If one
relates these changes In flow split between swirler and primary ports to
changes In Input momentum. In Table 2.1, the ratio mgyw/mpr has
been translated to a ratio of swirler to primary jets momentum.
Inspection of these figures readily explains the above findings: for
example, the momentum ratio for case 7 Is very similar to case 3. |t
follows from the above discussion that in order to Increase the
entralnment rates of the primary zone recirculation In the present
configuration it may be preferable. for stabler operation. to increase the
vane outlet angle Instead of decreasing the ratio Dgw/Dhub. In
production chambers, however, the choice of swirler geometry Is aliso

affected by the requirements of the injection system.

2.4.3 Exit conditions

The presentation of the axial velocity distributions at the exit
from the nozzle In subsection 2.3.3 showed that nonuniformities
spanning a factor of 2 remained for almost all cases. in the lower
swirler flows (10%. 15%). these arise malinly from the low velocities
near the upper corners of the cross-section and the high velocities
occurring in the lower surface of the nozzle (Figure 2.25 a. b, e. f).
The former is related to the velocity deficit near the wall at station m
(Figure 2.27a) and the locally expanding cross-section of the nozzie
(local separation cannot be excluded and this is further discussed in
Chapter V) while the latter is caused by the sudden cross—stream
elevation of the geometry. At higher swirler flows (20%., 25%), the
decreased trajectory of the dilution jets reduces the width of this low
velocity region (Figure 2.27a. plane m) while the stronger swirl
encourages mixing, resulting in a mild improvement as seen in Figures
2.25d. g. Comparison of the quantity (Umax-Umin) /Uy between station
m and the exit can give an estimate of the effectiveness of the nozzie in
suppressing any nonuniformities originating in the dilution zone. This
has a value of 2 at plane m (for all cases) while at the exit Its value is
1.5 at low swirler flows (cases 1. 2., 7. 8) and 1.1 at higher swirler
flow rates (cases 3. 4., 9).

Turbulence Intensities at this position are also of Iinterest:
damping of the fluctuations Is achieved by promoting iIntense mixing in
the dilution zone leading to a reduction of the turbulence Iintensitles at
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Comparison of the maximum value of YuZ between the exit and

plane m indicates that turbulence intensity levels at the exit have been
roduced by about 45%.

Summary

This section provides a summary of the most important findings

and conclusions of this chapter.

1.

The primary zone flow distribution Is strongly dependent on the
flow split between swirler and primary ports. Variation of the
swirler/primary jets mass flow ratio showed that:

a) At low swirler flows (r’nsw/r'npr <0.456). a large and
stable reclrculation Is formed within the primary zone with
maximum attained negative axial velocities of order 2.5 Up.

b) At intermediate swirler flows (mgw/mpr = 0.666). the
primary jet trajectory is decreased with subsequent weakening
of the primary vortex. Maximum negative axlal velocities are
reduced to 1 Up.

c) As the swirler flow increases further (mgy/mpr> 0.880).
the primary Jets fail to penetrate to the centre line of the
combustor. The primary zone Is now occupied by a double
vortex system with maximum negative axial velocities of 0.5 Up.
d) The decrease Iin swirler flow rate results in a steep
reduction in the primary zone recirculation ratio
r'nr/(r'nswﬂ'npr). The decrease Is almost linear for
0.2<rgw/fpr<1.0 (swirler 1).

e) A precessing core is established on the centre line
throughout most of the combustor length for mgw/mpr > 1. 026
and its onset is closely related to the distribution of the
angular momentum of the flow.

f) Levels of turbuience kinetic energy production throughout
the combustor are related to interactions between incoming jets
and the mainstream flow. Highest turbufence levels were
generated In the primary zone under conditions of strong
impingement of the primary jets and were of order 3.5 U2b
(fgw/prL0. 456) while at higher swirler flows
(fgw/mpr> 0.880) these were reduced to 1 U?,.
Examination of the Reynolds stress transport equations showed

that different terms dominate the equations in each case.
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The Influence of swirler geometry on the primary zone flow
pattern was examined by comparison of the flow fields obtained
with each of the two swirlers used. The investigation showed
that:

a) Swirler 2 (possessing a smaller outlet area and higher
swirl number as compared to swirler 1) weakened the primary
zone recirculation., Incurring reductions In the maximum
negative axial velocity of about 20% at 10% swirler flow rate,
and 40% at 15% and 20% swirler flows. Maximum levels of
turbulence kinetic energy were also reduced by about 50% and
20%, for swirler flow rates of 15% and 25% respectively.

b) In general, swirler 2 produced a greater variation in the
primary zone flow, over a smaller range of changes in the
input flow. than swirler 1.

The severe changes In the primary zone are reflected in the
flow development at the Iinitial stages of the Intermediate zone
but efficient mixing throughout the rest of the intermediate zone
and the Interaction between the dilution jets and the bulk flow
results In a smaller effect on the profiles of the dilution zone.
Nonuniformities In the axial velocity profiles at the exit span a
factor of two for all cases. Maximum turbulence intensities at
this position were of the order 0.5 Up. representing a
reduction of about 50% over those emerging from the dilution
region.

As discussed In subsection 2.4.1, the flow filelds obtalned in
the present Investigations are representative of the reacting
flow In similar geometries. at least in the primary zone.
Consequently, under combusting conditions, the primary zone
flow variations may Influence combustor performance through
their effect on alir-fuel ratio. mixing rates and heat release
rates. Although, In general, these changes were not readily
apparent on the dilution zone and exit flow patterns, it should
be noted that features of operation under combustion., such as
emission of pollutants, are related to the history of the flow at
exit from the primary zone.

Since the flow splits used In this Investigation are typical of
those encountered in traditional and current combustor designs
and the filow behaviour obtained iIs similar to that observed in
rig testing of full-scale production chambers (Gradon and
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Mlller, 1968), the flow patterns obtained in the water mode!
are representative of the aerodynamic behaviour of practical
combustion systems. Although the above underiined trends
can be found in similar can-type chambers (to be discussed In
Chapter V)., the absolute levels of swirler/primary }ets mass
flow ratio at which the described variations occur and the
relative effect of the swirler flow rate on the flow pattern are
also determined by the geomsetric configuration and may vary
from one arrangement to the other. Finally, the
comprehensive measurements presented here are suitable data
against which the results of numerical calculation schemes may
be compared. The ability to predict this Isothermal flow
accurately would represent a significant step in the appraisal of

a real combustor prediction procedure.
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CHAPTER Il

THE_CALCULATION PROCEDURE

3.1 Introduction

This chapter presents the details of the calculation methods
used to obtain predictions presented in subsequent chapters. Section
3.2 describes the governing partial differential equations and the
turbulence closure used. The appropriate boundary conditions and the
procedure for the numerical Integration of the above equations on a
finite-difference grid are also described. Section 3.3 considers the
application of the numerical procedure to the calculation of complex
geometries and discusses three methods used In conjunction with the
present work. In Section 3.4, the accuracy of the calculation methods
Is discussed In terms of the limitations Iimposed by the turbulence
model. by the numerical techniques and by the approximations involved
in the assumed boundary conditions.

3.2 Description of the equations

3.2.1 The governing equations

The general equations which describe the flow of an
Incompressible. constant property. Newtonian fluid., expressed In

cartesian tensor form, are:
Mass conservation:

aU4
0xX4

Transport equations for momentum:

Elefy E 1 9P 82Uy
— 4+ — (UjU4§) = = — — + ¥ ———— (3.2)
ot x5 p 9x3 9x40x5

whaere U; is. in general. a function of three space co-ordinates and

time.
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Although these instantaneous equations represent a closed set.
the spatial and temporal resolution which would be required of the
numerical integration for an accurate solution for a flow of engineering
Interest Is tar greater than currently available computer storage. This is
because such flows possess characteristically very high Reynolds
numbers, they therefore are generally turbulent. The number of mesh
points which must be used to resolve all important length scales is of
the order (Reynolds number)3/4 In one direction (Tennekes and
Lumley. 1972) and therefore high Reynolds number three-dimensional
calculations are not possible. The standard approach is to decompose
the .dependent variables Into mean and fluctuating components and to
average the equations statistically. For constant density flows., a

convenient decomposition and averaging may be representad by:

U; = Uz + uy (3.3)
i i i
where
to + T
— 1
Ui = lim — Uidt
T+00 T
to
with
uj =0

The equations 3.1 and 3.2 may then be re-written in averaged form to

give (for steady mean flows):

at_lj_

_ =0 (3.4)

9X3

a(UjU5) 1 9P 3 au;

— - - + (v - ujuy) (3.5)
GXj P 9x§ an BXj

Due to the non-linearity of equations 3.1 and 3.2. the
decomposition and averaging procedure produces a set of equations
(Reynolds averaged equations) 3.4 and 3.5 that are no longer closed.
The excess of unknowns over avallable equations Is referred to as the
closure problem and requires the determination of the Reynolds stress
tensor ET} via a turbulence model. this Is dealt with in the next

subsection.
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3.2.2 The turbulence model

Exact transport equations for Tuf may be derived from the
instantaneous equations. but contaln correlations of even higher order
(eg Tjujuk) which must be modelled If a closed set of equations is to be
obtained. Much work has been Invested in recent years (eg Launder et
al (1975), Bradshaw (1976)) In attempting to formulate a suitable
closure for the transport equations for the Reynolds stresses (second
order closure). Since this work Is stlil In progress and no clearly
superior model has yet emerged and bearing in mind the computational
expense Invoived In such a model (involving in three-dimensional flows
the solution of six extra partlal differential equations). only simpler levels
of closure are consldered appropriate at this stage for the kind of
three—-dimensional flows under consideration here.

A first order closure of equations 3.4 and 3.5, where
transport equations for the m are not directly solved. depends upon
the introduction of an eddy viscosity concept (Boussinesq. 1877} where
the Reynolds stress tensor Iis related to the mean rate of strain via:

aU; 805 2

- Ujus = Vg (—m— + —) — — k 554 (3.6)
iYy t ij

9xy 9%y 3

where vt Is a scalar eddy viscosity and &jj is the kronecker delta.
Various models have been suggested for describing vi{ (Gibson
et al. 1984)., but the one which offers (for the type of problem studled
here) the best compromise of maximum reallsm and acceptable cost Is
the so-called two-equation level of closure. The best tested model at

this level is the k—-e model which describes vy via the following set of

equations:.
k2
€
a 3 wvg 3k au4
— (Ujk) = — (— —) - U303 — — € (3.8)
X5 0X{ Ox 9X%Xji 8%
a a vy de € oU4 €?
— (Uje) = — (— —) = €3 —zu; — - C; — (3.9)

x5 dx; C¢ 9X4 k 9x5 k
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where k (= ;51/2) Is the turbulence kinetic energy and € Is Its rate of
dissipation. The above are modelled equations and therefore contain
empirical constants whose value must be calibrated against experimental
data. The full set of constants for equations 3.7 to 3.9 Is given below
and was obtalned by optimisation of the model’s performance against a

range of two-dimensional shear flows (Launder and Spalding, 1974):
Cyu=0.09, Cy =1.44, Co2 =1.92, g = 1.0, o¢ = 1.3.

In what follows In this theslis., this version of the model and its constants

will be used In unaltered form. Further information on the model and

Iits derivation may be found in Bradshaw (1976) and Gibson et al

(1984). The set of equations 3.4 to 3.9 now form a soluble set.

3.2.3 The finite—difference formulation

The numerical solution of the above partial differential
equations Is achieved by using a standard finite-difference method as
has been described by Patankar (1980). The following subsection
briefly outlines the derivation of the finite-difference equations and
Introduces the type of differencing used. a more detalled description
may be found In Patankar (1980). The finite-difference forms of the
partial differential equations governing the flow are derived with reference
to a suitably discretised caiculation domain which usually extends to the
boundaries of the flow. The method of discretisation uses a staggered
grid which involves pressure and scalar quantities being stored at nodes
placed between the velocity storage l{ocations. This facilitates the
formulation of the finite-difference equations and helps to avold spatially
oscillatory pressure fields to which an unstaggered system Iis pronse
(Patankar. 1980). However. this necessitates the adoption of different
control volumes for the velocities and pressure (see Figure 3. 1).

The transport equations may be transformed into the general
framework (after multiplying by the density):

3 _ 3 ad

— (PU30) = — (Fg—) + S (3.10)

2.5 251 axj
where ¢ can be 1, U, V. W, k or ¢ (overbars are now omitted and
upper case letters indicate time—averaged quantities) . I'gq = pvt/og Is the
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approprilate diffusion coefficient and o¢ Is the appropriate turbulent Pranti
number. Sg represents all remaining terms as the "source” of property
¢. For a general variable ¢ the finite—difference equation is derived by
Integration of equation 3.10 over a control volume; this Is Hlustrated

below in two-dimensional cartesian form:

a(pUsd) a(pVad) a ad 3 i
{ % + oy } dvol - {‘é‘;{(l"(t,-a-;) + 3; (F¢5§)} dvol

vol vol

=j{8¢} dvol (3.11)

vol

or. In finite—difference terms.:

Be de ((1-Fg) ¢ + Fe ¢p) - Ay Gy (Fy ow+ (1-Fy) ¢p}
+ BAp an {(1-Fp) on + Fp ¢p)} - Bg Gg (Fg ¢s+ (1-Fg) ¢p}

= (5y® + sp® ¢p) Vol (3.12)

where Ag Is the east face area of the control volume
de Is the east face mass flux (= pglg). and
Fg Is the east weighting factor for differencing used in the
convection terms.

The type of differencing used is the "hybrid® scheme (Spalding. 1972)
which consists of a combination of upstream and central differencing.
being chosen according to the ratio (for any cell face) of the convective
flux to the diffusive flux (Peclet number) thus:

1 1

Fe = — + — for |Pegi<2 (central differencing)
2 Pee

Fa = [1 for Peg > 2 (upwind differencing) (3.13)
0 for Pee <2

where eg:

Jelx

Pee = e——
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and ax Is the local mesh spacing In the x direction at the east face.
The source term In equation 3.11 has been integrated over the control
volume and linearised to enhance numerical stabllity (Patankar., 1980).
The transport equation for ¢ in finite—-difference form Is then re—arranged

and with the help of the continuity equation re-written as:

(T aj® - sp®) op= £ ai® o; + syd (3.14)
i=1,N i=1,N
where T represents summation over all cell faces (N =6 in
I=1.N
three-dimensional problems). The transport equation for a velocity U

can be expressed as:

(£ aj¥-spY)Up= £ aj% Uj + Ay (Py— Pp) (3.15)
i=1,N i=1,N

where the pressure gradient acting upon Up enters the finite—difference
equation as a source term and is an unknown: Iits determination will be

discussed in subsection 3.2. 5.

3.2.4 The boundary conditions

Equations similar to 3.10 are of the elliptic type. Elliptic
partial differential equations must be supplied with conditions on the
variables at all points on a closed boundary surrounding the field. The
specification of these conditions varies according to the type of boundary
and the dependent variable under consideration.

(1Y Inlet boundary

The values for each variable are assigned for each grid node
at the entry plane. These can be deduced from knowledge of the
particular situation which Is being modelled. eg from experimental
measurements; any values not avallable from prior knowledge must be
guessed.

(i} Symmetry plane

At a symmetry plane, or an axis of symmetry, both diffusion
and convection fluxes normal to the boundary are zero.
(il Cyclic boundary

In can-type combustor problems. it Is usual. due to the
distribution of the dilution ports, for a section of the flow domain to

exhibit a perlodic repetition around the can periphery (Figure 3.2a).
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For such cases, the Iintegration domain need only covar one of these
repeated sections, thereby reducing the size of the calculation domain:

cyclic boundary conditions must then be prescribed at the boundaries of

the periodic sectlon. Cyclic boundary conditions imply that (Figure
3.2b):

$1 = én

$2 = dmt1 (3.16)

A convenient method for dealing with this type of boundary in can
combustor situations Is described in Serag-Eldin (1977).
(lv) Wall Boundary

The physical boundary conditions for velocity at a solid wall are
zero normal and tangential velocity. Further, the turbulent kinetic

enargy and the normal gradlent of the energy dissipation are zero:

de
U=aVe=W=k=—=0 (3.17)
an

Two important features result from these conditions and distinguish near
wall regions from other parts of the flow. Firstly, very steep gradients
prevail In the direction normal to the surface. Secondly. viscous effects
can be Important and the presence of the wall Influences the eddy
structure so that small-scale turbulence is no longer isotropic. As a
consequence, the assumptions made In the high Reynolds number
version of the k-« turbulence mode!l described above are no longer
applicable. It is possible to account for these effects by using closely
spaced grid nodes to resolve the gradients and by modifying the
turbulence model so that ifow Reynolds number phenomena are more
appropriately modelled (see Jones and Launder, 1973): this does.
however., incur a high penalty in computational cost due to the grid
fineness. In many cases. algebraic prescriptions known as “wall
functions" (Launder and Spalding. 1974) can obviate the need for a fine
grid to resolve the distributions near the viscous sublayer while allowing
for the etffect of the wall on the remaining of the flow.

The empirical law of the wall (Schlichting. 1968. Townsend,
1980) can be used to bridge between the waill condition and the
dependent variable outside the viscous sublayer. The semli-empirical
relation given by:

vt = yt (3.18)
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can be used in the viscous sublayer and the universal law of the wall

given by:

1
ut = - 1n (EyH) (3.19)
K

can be used for matching in the Inertiali sublayer. The dimensionless

velocity and distance are defined as follows:

T
ut = U/(l)l/z
P
(3.20)

Tw
vt = p.y. (—)V/2 sp
P

where Ty Is the wall shear stress, U Is the velocity parallel to the wall
and y is the perpendicular distance from the wall. The complex nature
of the near wall region is thus represented by just two zones: viscous
(0<y*<<11.5) and Inertial (11.5<y+).

A convenient way of implementing the law of the wall for
calculations Involving flow separation Is through a modified version
suggested by Launder and Spalding (1974) which reduces to the above
under local equllibrium conditions:

puc,/%1/2 3
——————— = - 1n (Ey*) (3.21)
Tw K

where now

p.k/2.c /%y

%
°

i

The generation of turbulence kinetic energy in the wall region also
requires the grid to resolve steep gradients; this is avoided by use of a
modified form of the generation term incorporated into the source term

in an approximate form. eg:

c, /2 pk U
i

S ¥ = (for a horizontal wall) (3.22)
y 1n (Ey*)
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The near wall values of energy dissipation rate are prescribed using the
definition of turbulence length scale near the wall and the assumption of
a local equilibrium region (Gibson et al, 1984):

x3/2
1= =c, 3% ky (3.23)
€
Hence:
c#3/4 x3/2
€&y = — (3.24)
Ky

ew Is fixed at a near wall mesh node by altering the appropriate source

tearms as follows:

Su€ = G ey
(3.25)
Spe-_'*—G

where G Is a large number (see discussion In subsection 3.3.2).
(v) Outlet boundary .
At an outlet boundary, it Is assumed that zero gradient

conditions exist In the direction normal to the outlet plane.

3.2.5 The soiution of the finite~difference equations

The solution of algebraic relations of the form of equation 3. 14
is required at each grid node internal to the area of integration for each
dependent variable. The method of solution used here is an Iimplicit,
iterative technique (the SIMPLE technique (Patankar and Spalding.,
1972)) which makes successive adjustments to the velocity and pressure
field untilt a set of values which simultaneously satisfy momentum and
continuity is obtained. The method Involves a guess and correct
procedure for the pressure and the derivation of a pressure correction
equation which replaces the continuity equation. This algorithm Is
described in detail in several places in the literature (eg Patankar and
Spalding. 1972: Patankar. 1980) and Is. therefore., not reported here.

The equations for all variables. including the pressure

correction., reduce to the same algebraic form, ie:
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¢p = L aj¢i + bp (3.26)
i=1,N

Solution of equation 3.26 Is obtained. assuming aj and bp to be known.
by means of line-by-line application of the standard tri-dlagonal matrix
algorithm (Roache. 1976). The assumption of known cosefficients Is
necessary to linearise the equations:. literation of each equation Is then
not pursued to convergence but merely to obtain improved estimates of ¢
(Patankar., 1980). The Iimproved estimates are then used to calculate
new values of aj and bp and the application of the above algorithm Is
repeated untll convergence of the whole set of algebraic equations Is
obtained.

3.3 Methods for_ calculating complex geometries with arbitrary

boundaries

The calculation of flow systems of practical engineering interest
often requires that the numerical procedure s capable of representing
the flow in complex geometries whose boundaries do not readily conform
to any simple frame of co-ordinates such as cartesian or cylindrical
polar systems. The numerical computation of such geometries with
irregularly shaped boundaries poses difficulties related to the accurate
formulation and implementation of boundary conditions and the efficient
and economical use of the grid nodes of the specified mesh. Methods
to overcome these problems and endow the finite-difference technique
with geometrical flexibility may be summarised under the headings of
conforming and non-conforming grid meshes.

The former approach involves the use of curvilinear grid
systems (orthogonal or non—orthogonal). usually generated numerically,
whose co-ordinate lines are coincident with all boundaries (boundary
fitted meshes). The partial differential equations 3.4 and 3.5 in order
to be solved on such a mesh are themselves transformed and can take
on very complex forms. An extensive description of grid generation
methods and the appropriate solution algorithms, their advantages.
disadvantages and limitations Is given by Thompson (1982).

in the methods which adopt non-conforming meshes. the flow
domain Is usually overlaild by a regular orthogonal co-ordinate mesh
(carteslan or cylindrical polar) . the differential equations therefore retain
their simple form. The specification of the boundary shape and the
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Implementation of boundary conditions In regions where the boundary
surface Is irregular to the mesh depends on the particular treatment of
the boundary cells. The application of both of the above methods in the
calculation of fluild flow problems. their merits and drawbacks are
discussed by Gosman and issa (1984).

The three following sections present three methods that have
been used for the calculation of the flows presented In Chapters IV and
V. Section 3.3.1 describes a procedure for the generation of a
curvilinear orthogonal grid while sections 3.3.2 and 3.3.3 discuss two
methods that fall into the second category of the above classification.

3.3.1 A method for generating curvilinear orthogonal meshes

In two-dimensional geometries, conformal meshes equivalent to
a potential flow solution for the problem under study are widely popular
and have been used by various workers (Thom and Apeit, 1971. Johns,
1980: Thompson. 1984). Winslow (1967) started from the two Laplace
equations for the velocity potential and stream function of an irrotational

flow in the geometry under consideration:

a2¢  a2¢ a2y 3%y
—t—=0 |, —4—=0 (3.27)
ax2 ay2 ax2 6y2

so that the boundaries of the flow are described by lines of constant
stream function or constant velocity potential. The inverse form of 3.27
is more convenlient for numerical calculation and Is derived by using the

general transformations:

ad 1 oy oy 1 ay
x 3 ow | ox 3 o
(3.28)
ad 1 oax ay 1 ox
sy 3w ey 3 o

where the Jacobian J of the transformation is given by

ax 93y ax dy
J= — — = — — (3.29)
o 9 9 oy
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This ylelds:

%x 32x a2x

x —— - 28 + vy =0
a2 3oV a2

(3.30)

aly a2y 2%y

o — - 20 + ¥ =0
a2 adav a2

Here. «. B. ¥ are the quadratic functions:

ax 2 ay 2
a=(—) +(—)
ay 0

ax 9x ay oy
B=——4— — (3.31)

9 v ad Y

ax 2 3y 2
y=(—) +(—)
3¢ 3¢

It should be noted that orthogonality requires satisfaction of the

Cauchy-Rieman equations which under general transformation becomse:

x ay ay ax
—_—= -3 — (3.32)

v oo oy o¢

_=a_

where a is the aspect ratio given by:

4
a2 = — (3.33)

o 4

For an orthogonal mesh equation 3. 30 then reduces to:

3%x a2x
— +a2—-=o0
a2 ay?
(3.34)
a’y a2y
— 4+a2 —=0
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the central term belng eliminated by the orthogonality condition.

The method followed in the present work is that of Gosman and
Johns (1979) who solve the inverse equations 3.34. This is done so
as to avoid the need for interpolation of the ¢-¢ solution in order to
obtain the x, y co-ordinates of the Iso—~¢ and iso-y lines which would be
required Iif equations 3.27 were solved directly. Gosman and Johns
(1979) expressed the equations 3.34 in finite—difference form using
second order central differences with constant step sizes (although the
values of A¢ and Ay may be different) eg:

(Xp—-2xp+xy) (xN—2xp+Xg)
o + v = 0 (3.35)
A ay?

where the filve point numerical scheme Is shown in Figure 3.3. The
assoclated functions « and vy can also be expressed via central
ditfferences as:

XNXs 2 YNYS 2
a = (—) +( )
2y 28y
(3.36)
XE-Xy 2 YE-YW 2
Yy =( )+ ( )
249 2A¢
Equation 3.35 may be then expressed in the form
Apxp= Anxy + Agxg + AEkE + Aypty (3.37)

and an equation similar to this may be derived with y as the dependent
variable.

Boundary conditions are required to ensure that the
co-ordinate intersections on the boundaries are linked to Internal grid
points with a line that Is orthogonal to the boundaries (except Iin
singularities on the surface). The boundary must first be specified in
the physical plane with a discrete or continuous hescrlptlon of its
co-ordinates. Initially, the co-ordinates of the Iintersections on the
boundary are guessed and are then refined through subsequent iteration
with the equation expressing the orthogonality conditions. The method
requires that the boundary Is continuous and explicit in the first
derivative over the reglon of Iinterest. This Is arranged when the
boundary is specified as discrete points by fitting a plecewise parametric
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cubic polynomlal to the boundary co-ordinates. Gosman and Johns
propose an Iterative equation to express the boundary condition. A
straight line Is passed from the boundary point through the first internal
grid node which. for a near horizontal boundary may be expressed by

the eq'uatlons:

dy -1
¥ =-(—)p ¥ +cC
dax
(3.38)
dy -1
B =-(—p *B+c
dx

where the superscripts P and B refer to the internal and boundary values
respectively (Figure 3.4). The slope of the boundary curve (dy/dx)g Is
obtained with first order accuracy from the equation:

dy yE - ¥B
(—B =——— (3.39)

dx xE - xB

where the superscript E indicates the estimated value from the previous
iteration (Figure 3.4). After eliminating C and yB the corrected

location for the co-ordinate point xB is obtained from the Iterative

formula:
dy dy -1
¥E - yP- xB (—)p - xP(—)B
dx dax
3B = (3.40)
dy dy -1
=(—)B - (—)B
dx ax

The value of xB may be updated several times with this equation before
the internal nodes are recalculated. Once the value of xB is found. the
curve describing the boundary is used to obtain yB. For a near vertical
boundary equation 3.40 is replaced by a similar one for yB obtalned in
an analogous fashion. The above procedure has been described here
in some detail because it was used to generate the meshes employed in
the calculations of Chapter IV.

in practical application of the above method., situations often
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arise where the boundary configuration does not strictly fulfil all the
criteria required for a perfectly orthogonal mesh. It is possible., for
example. for the boundary Intersections at the four corners of the
domain over which equations 3.34 are solved. to be non-orthogonal and
in this case local orthogonality errors arise. In addition, deviations
from orthogonality occur In the vicinity of singularities where the
requirement that the boundary must be continuous in the first derivative
Is violated. This problem arose in the calculations reported here and Is
referred to in Chapter IV.

The meshes generated in the above manner correspond ideally
to an orthogonal curvilinear system of co-ordinates and the governing

equations transformed to this new system can be written in the common

form:
3 8
— (12 13 p Uy ¢) + — (17 13 pUp ¢) =
a3 a2
(3.41)
a Ty 9¢ a Ty 9
— (12 13 — ——) + — (11 13 — —) + 13 12 13 5y
a¢s 1y 943 a2 1, 32

In this equation. ¢ represents any of the dependent variables, Uj and
U2 are the mean velocities in directions 1 and 2 (Figure 3.5) and Iy is
the corresponding diffusivity. 13. 12. I3 are the metric coefficiants
which relate increments in the co-ordinates to increments in physical
space (Gosman and Johns, 1979) and ¢{7. ¢2 are the co-ordinates
corresponding to lines of constant stream function and velocity potential
obtained as discussed above (Figure 3.5). The nﬁetric coefficients were
obtained from the mesh generation program using cubic polynomials to
connect the constant potential or stream function locations. They were
Incorporated into the flow solution program using surface integrals to
obtain the cell face areas. volumes, arc lengths and radii of curvature
(which are linked to the variation of the angle B, Figure 3.5, through
the metric coefficients, Gosman et al (1969)). The detailed procedure
for the estimation of these geometric parameters Iis presented by
Gosman and Johns (1979).

The major advantages of the above method are that wall
boundary conditions are easier to Iimplement and that it allows better
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control over the grid distributlon than methods which use non-conforming
grids. However. the need to generate the mesh may in some cases be
a major task and the Increased complexity of the finite—difference
equations due to extra co-ordinate curvature terms requires considerably
addlitional effort and storage requirement. Further, the above method is
restricted to two-dimensional geometries (or three-dimensional
configurations whose third direction is formed by rotating the system
about an axls) due to restrictions in the generation of
curvilinear-orthogonal grids in fully three-dimensional geometries (see
Thompson 1982, p 201): for example, the model combustor of Figure
2.1 could not be handled in Its entirety because of the exit nozzle.

3.3.2 The castellated approximation

This subsection discusses a method widely used for
representing Ir;egular geometries where the irregular surface Is restricted
to a small area of the flow domain while most of the system conforms to
a simple frame of co—ordinates. In such cases. it is possible to employ
a regular grid and improvise on the finite-difference formulation so that
it can handie the irregularly shaped boundary while avoiding the need for
generating a special mesh. The incorporation of the solid boundary
within the calculation domain is accomplished by rendering inactive (or
“blocking off") some of the control volumes of the regular grid so that
the remaining active control volumes approximate the Irregular boundary
(Figure 3.6). The "blocking off" operation consists of modifications in
the finite—difference equations so that. when solved. the result Iis
appropriate to the value that the dependent variable would attain inside
the solid boundary. For example. all fluid velocities are zero beyond a
confining wall. The method used is then to express the source terms

for such grid nodes in the form:
Su® = G ¢y
Sp¢ = —G (3.42)

where G is a large number (—~m and ¢y Is zero. Then equation 3. 14
can be re-written as:

4 4
( £ aj®+G)dp= £ a;j® &1 + G oy (3.43)
i=1 i=1
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The solution of 3.43 for a velocity located at node P within the wall

would be:

ra;®oi+ Gow  Goy
¢p = = =0 (3.44)
£ai® + G G

It is necessary also to specify the wall functions for these internal walis
in the same manner as for calculation domain boundary walls.

This method Is usually employed in two-dimensional geometries
as In fully three-dimensional geometries the difficuity of properly indexing
the blocked off cells to represent as accurately as possible the irregular
surface and the necessity of specifying wall functions for each of the
resulting steps makes the method less attractive. A futher disadvantage
of the method iIs its lack of flexibility and inefficiency in terms of grid
node distribution (since nodes outside the filow domain are wasted).
Although a variety of flow configurations have been successfully
calculated with the above approach. there are situations where large
errors can be introduced by the castellation and this is further discussed
in Chapter IV.

3.3.3 A general method for fully three—dimensional geometries

with arbitrary boundaries

This section introduces a more general method for calculating
fully three-~dimensional geometries of arbitrary shape. The procedure
makes use of a non-conforming orthogonal mesh (cartesian or
cylindrical polar system of co-ordinates) so that the boundaries of the
flow domain may Iintersect the mesh at irregular positions resulting In
irregular shapes and sizes of boundary celis. In the present approach,.
the crudity of the castellated approach Is avoided by allowing different
types of boundary cells to exist. Each boundary cell possesses its own
finite—difference formulation and boundary condition. depending on its
shape and position relatively to the solid surface. This approach has
been used previously In three-dimensional boundary layer type flows
(McGuirk and Spalding. 1973) but not for fully elliptic flows as studied
here. A computer program which Incorporated the basic methodology
described below was available (Priddin. 1979) but had not been fully
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debugged and was Iinsufficlontly developed to enable it to be applied to
the kind of complex geometry represented by the nozzle of the model
combustor described In the previous chapter. The further development,
testing and application to this problem was achieved during the work

presented In this theslis.

Definition of geometry

The geometry of the flow system to be calculated Is specified
in the finite—difference code by providing the Iintersections of the grid
lines with the boundary surface. The description of the surface can
either be given in a continuous form (eg as an algebraic function In
simple cases) or. generally., as discrete points which can be input into
a surface fitting routine which then provides the continuous specification
of the boundary. Although there are four separate grids (scalar, U, V,
W) there are only three Independent sets of boundary intersections since
staggering along a grid line does not change the point of intersection of
that grid line with the surface.

Since a carteslan or cylindrical polar grid mesh is retained, it
is Hkely that the grid covers areas outside the flow domain. In the
present method, the undesirable staircase shape of the castellated
approximation Is avoided by allowing four different types of boundary
cells. The corners of all cells are first allocated an Iidentifying tag
according to whether it lies inside or outside the flow domain. This
enables the classification of cells as follows (Figure 3.7):

1 fully iInternal cells - all corners lie completely Iinside the flow
domain (Type A):

2) boundary cells, further subdivided into three categories:

a cells which are fully external to the flow domain (Type B: all
corners outside)

b) cells Intersected by the boundary whose node lies Inside the flow
domain (Type C)

¢) cells intersected by the boundary whose node lies outside the flow
domain (Type D).

The above formulation helps to apply the appropriate boundary condition
to each of the boundary cells. The part of the boundary surface
contained within a boundary cell Is approximated as a plane surface

(equivalent to a plecewise linear fit to a curve In two—-dimensions). in
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general, a finer mesh Is usually needed to resolve highly convoluted
boundary surfaces.

The boundary Intersections are used to calculate the geometric
quantities. related to the boundary cells., which are needed for the
finite—difference formulation. These are the cell face area of that part
of the cell lying Iinside the boundary (this value normalised by the total
face area Is actually stored), the perpendicular distance from the grid
node to the boundary. the direction cosines of the normal to the
boundary and the area of that part of the boundary contained within the
cell (Figure 3.7).

Finite—difference modifications

Each boundary cell Iin the discretised domain Is treated in a
different way according to its classification. The appropriate
modifications in the finite—difference formulation for the three types of
boundary cells are:

a) For fully external cells (Type B) the value appropriate to the
dependent variable in this position Is fixed in a manner similar to that
described in subsection 3.3.2.

b) In the case of boundary cells of Type C. the correct fluxes at the
faces of this cell are obtained by multiplying each flux term calculated in
the normal way by the values of the normalised areas appropriate to
each cell tace.

c) When the cell node falls outside the boundary (Type D) as in
Figure 3.8, a special practice is adopted. The fluxes for these celis
(A in Figure 3.8) are calculated and added to an adjoining cell whose
node is internal to the flow domain. so that the conservative property of
the finite-difference formulation Is retained. In the example shown in
Figure 3.8, the flux at the south face of cell A cancels the flux at the
north face of cell B and the new cell "abef" is used to determine the
value of the dependent variable at P. Those “"add-on" cells are
transferred to those adjoining cells with which they have the largest
contact area. The only exception to the above approach is in the
formulation and solution of the pressure correction equation. In this
case. a value for the pressure correction is calculated at Q. based on
the mass source for cell A. This Is because. for the configuration of
Figure 3.8. the velocity at SN will be corrected by (Pp'—F’Q') and so

although P is external to the flow domain., V Is Internal and hence the



77

pressure correction Is requlred. In this example, cell B would not
normally have been treated as a boundary cell of Type C as It is not
Intersected by the boundary, but the addition of cell A to It causes it to
be treated as a Type C cell.

Boundary conditions

The boundary conditions required for the solution of the
finite—difference equations formulated in the manner described above are
generally those presented In subsection 3.2.4. However, the
Implementation of the wall functions deserves special attention. The
procedure allows each boundary cell to have assoclated with it a value
for each dependent variable: for the present problem this Is required
due to the existence of holes with through flow at the boundary. The
components of the boundary velocities In the grid directions (Ug. VB.
Wg) are Interpolated using area weighting for staggered cells. These
velocitles are then resolved into a component normal to the boundary
(VBNS) and one lying In the plane of the boundary (VBT) (see Figure
3.9). If VBNS Is non zero. that portion of the wall is treated as an
inflow region (see below). If not. the wall is assumed solid and the
standard log-law expressions are used (see subsection 3.2.4 iv). For
the velocity components, the wall shear terms are incorporated into the
algebraic equations using an effective wall viscosity (rg). The velocity
components at the near wall node are also resolved iInto components,
normal to the boundary (VPNS) and paraliel to the boundary VPPS so
that the velocity gradient normal to the wall may be calculated from:

au (VPPS-VBT)
—_—-—_—— (3.45)
on PD

where PD is the perpendicular distance from the node to the boundary
surface.

A special practice was also necessary for the implementation of
through flow via dilution holes on the boundary surface. the following
paragraphs describe the procedure adopted in the context of the present
method. In general., the boundary values for each dependent variable
can be used to represent the velocity and turbulence properties of the
fluid entering through the surface. However, If the plane of the hole
{and consequently the boundary surface In this region) does not
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coinclde with the mesh surface. the resultant velocity component normal
to the boundary (VBNS) will not necessarily (due to the interpolation
involved) be of the correct magnitude. As a result, the calculated
Influx of any property ¢ through the boundary:

FLy = pg VBNS A ¢y (3.46)

will also not correspond to the desired influx specified from the boundary
conditions, when summed over all cells adjacent to the hole. In this
expression. ppg Is the density of the entering fluid. Apg Is the area of the
boundary surface contained within the cell and ¢ Is the value of the
dependent variable at the hols. The above discrepancy can be
corrected by using a density modified by a factor defined as follows:

. FTCH
op'= pp —— (3.47)
FLy

where FLcH Is the required influx and FLy is the numerically interpolated
one. This task Is performed at the beginning of the iteration cycle so
that at subsequent iterations the flux at this position is determined by the

expression:
FLg= pp' VBNS Ag ¢y (3.48)

which is then Introduced into the finite-difference equations through the
source term.

Although the complex geometry technique described above was
developed with the purpose of calculating the exit nozzile of the model
combustor (Figure 2.1) and similar systems it provides a general
capability of calculating fully three-dimensional geometries of any
arbitrary shape. Its advantage over methods that use conforming
non-orthogonal meshes is the reduced computational effort involved in
solving the simpler partial differential equations. Its main drawback is
its Inefficiency In terms of grid node distribution. Since the grid covers
areas outside the flow domain grid refinement In important regions may
result in many redundant nodes in irrelevant parts of the mesh.

Particular detalls of the application of the methods described in
the previous subsections to the flows of Chapters IV and V are discussed
in the related chapters.



79

3.4 Limitations of the calculation approach

The method of calculating turbulent flows outlined In the
previous sections may now be applied to the flows of interest here and
compared agalinst experimental data. |If differences between predictions
and measurements arise. It Is important to remember that inaccuracles
may be due to several quite different sources of error. Differences
between experiment and calculation may be seen as the result of (i)
deficiencies In the turbulence model. (i) numerical Inaccuracy In the
finite—difference technique. (iil) uncertainties in the boundary conditions
and (iv) approximations related to the specification of the grid and the

geometry. These are further discussed below.

3.4.1 Limitations of the turbulence _model

The two-equation k—e turbulence model described In subsection
3.2.2 is the most extensively used and tested turbulence model in a
variety of flows that range from unconfined developing wake regions
(Pope and Whitelaw, 1976) to strongly confined recirculating flows
(McGuirk and Whitelaw, 1983). A consistent underprediction of
recirculation lengths and peak turbulence kinetic energy levels has been
observed in two-dimensional flows and has been attributed to the inabHity
of the k-e model to represent flows with strong streamline curvature or
highly anisotropic trubulence. The flow visualisation and experimental
data presented In Chapter |l indicate that both of these phenomena are
present in the current flows. The effect of streamline curvature In
turbulent flows alters the local turbuience structure and. consequently,
the development of the mean flow (Bradshaw, 1973). Most
experimental investigations have been with two-dimensional curved wall
boundary layers (Irwin and Arnot-Smith, 1975) and it has been observed
that turbulent transport decreases if the angular momentum of the flow
increases with radius and vice-versa. This Influences also the division
of the turbulence energy between its components (the normal stresses)
and is not included In the standard k-e model, as a result of the eddy
viscosity hypothesis and the approximations In the derivation of the
modelled k and e equations (Taylor, 1981). Several changes in the
mode! have been proposed for two—dimensional flows In order to account
for the desired effect upon the turbulence transport. Launder et al
(1977) suggested a modlfication to the energy dissipation rate equation
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decay term so that an Increase In angular momentum with radius would
Increase the local dissipation rate and hence Ilowser the turbulent
transport. An alternative to the eddy viscosity is the use of an algebraic
stress model (Launder, 1982) this being an Intermediate stage between
eddy viscoslity closures and full transport equation closures. Calculations
with this approach have been reported for two-dimensional recirculating
flows involving streamline curvature effects (Leschziner and Rodi. 1981)
and these methods exhibit better agreement with experiment than the
standard k- model. The possible merits of algebraic-stress modelling.
however, are llkely to be restricted to two-dimensional recirculating flows
where they can be applied in a local streamline co-ordinate system. In
these circumstances. the model reduces to an eddy viscosity type with a
variable Cy coefficient (Leschziner and Rodi. 1981). In more complex
flows., the existence of multiple non-negligible strain rates and the
non-existence of a stream function with which to analyse the flow locally
imply that all six non-zero Reynolds stresses require consideration and
the non-linearity of the algebraic equations glves rise to the possibility of
non—-unique solutions and numerical solution difficulties (McGuirk and
Whitelaw, 1983).

A more fundamental allowance for the effects of streamline
curvature Involves the use of a Reynolds stress model in which modelled
transport equations for all Reynolds stresses as well as for € are solved
(see. for example., Launder, Reece and Rodi. 1975). The use of this
model results In qualitatively accurate prediction of the curvature effects
on turbulence (Gibson and Rodi, 1981) and automatically ensures the
separate consideration of normal stress normal strain interaction. This
model, however, has not been extensively tested in complex recirculating
flows and is substantially more expensive than the two-equation modael.

For Internal flows requiring solution of the full
three—-dimensional equations., it is not yet clear how significant is the
streamline curvature effects on the turbulent structure as far as |Its
Influence on the mean flow Is concerned. Reglons of large streamline
curvature in the current flow are also regions of large pressure gradients
and the relative importance of the turbulence terms may be less than In
two-dimensional curved boundary layers. It Is, therefore, probable that
the two-equation model represents the best current compromise. In
strongly confined recirculating flows. where the physical boundaries or
conditions dictate, for example. the mean size of the recirculation the
defects of the standard k-e model are not so great (Green, 1981).
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Further comments on the performance of the k-¢ model will be given In

the discussion of Chapters IV and V.

3.4.2 Limitations of the finite—-difference technique

The optimum method of discretising the terms In the partial
differential equations governing the flow (Equations 3.4 to 3.5) is by no
means clear when the convective terms are considered. For dominantly
convective flows, the simplest method. known as “upwind differencing"®
(Gosman et al. 1969. Roache. 1976) estimates the convection by
assuming a stepwise variation between nodes to calculate the value of a
flow variable at the cell face: which nodes are used depends upon the
direction of the prevailing velocity at this face. The central differencing
scheme assumes a linear variation between nodes when estimating
convection and, in general, is more accurate. Central differencing.
however, when used in calculations of highly convective flows, leads to
unstable numerical behaviour (Roache. 1976). Upstream differencing
although stable in highly convective flows gilves rise to a first order
truncation error (proportional to grid node spacing) which is of the form
of an erroneous diffusional flux or "false diffusion”. This tends to smear
the local gradients of a flow variable., especially in flows with strong flow
to grid line skewness and can dominate the true physical diffusion
(Raithby, 1976. Spalding., 1972). The hybrid scheme (Gosman et al,
1969) used in the present work is a combination of upwind and central
differencing depending on the ratio of the convective to the diffusive flux
(local Peclet number. Equation 3.13). However. It still retains the
inherent weakness of upwind differencing in that large numerical diffusion
effects are possible.

McGuirk et al (1981) have shown that the solution of the
finite—difference equations may be viewed as a solution of a partial
differential equation which is made up of the original equation plus
additional terms due to the truncation errors involved in the differencing
approximations. The numerical accuracy of the solution depends upon
the relative Importance of the added terms to the original terms in the
differential equation. It is the truncation error of the upwind differenci}rg
scheme which gives most cause for concern. McGuirk et al (1981)
present a method for estimating the effect of the additional numerical
truncation error terms due to upwind differencing by evaluating an

out-of-balance residual using (a  posteriori) central-difference
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approximations to the terms in the governing equations. Details of the
method may be found In the above reference. here only the methodology
involved Is discussed.

The accuracy of the solution can be Improved by increasing
the number of grid points within the reglons where the out-of-balance
residual is a large term In the algebraic equations and this may be
estimated by examining the balance between all terms in the equation on
a physical basis (eg nett convection, pressure gradlent. nett physical
ditffusion. false diffusion). McGuirk and Rodi (1978) have also used
this method in a two—-dimensional recirculating flow.

Improvements In the accuracy of the numerical calculations
have also been attempted by using higher order finite-difference
schemes. Higher order approximations to the convection terms
(Leonard, Leschziner and McGuirk, 1978; Leschziner., 1980) are more
accurate because the leading term in the truncation error is a higher
power of grid spacing. Another method Is the skew-upwind differencing
procedure (Raithby., 1976) which Is derived by extending the concept of
upwind differencing In streamline co-ordinates. The application of these
differencing schemes Is stlll under development and both can exhibit
under and overshoots in the solution requiring special attention to ensure
physically realistic values (eg no negative turbulence kinetic energy
values). One disadvantage is the greater complexity in the specification
of the boundary conditions. These methods are. therefore. not readily
applicable to geometries with wail boundaries specified within the
calculation domain (Green. 1981) and have not been considered ready
for application to the current problem.

3.4.3 Boundary condition approximations

Errors In the calculation can also arise from assumptions In
the boundary conditions such as those involved in the derlvation of the
empirical wall functions described in subsection 3.2.4. These were
originally formulated for two-dimensional boundary layer flows in the
absence of a pressure gradient. The log-law approach assumes that
the resuitant velocity parallel to the wall is in the direction of the
resultant shear stress and this has been called Into question for
three-dimensional wall boundary layer flows. More refined wall laws
have been suggested. for example by Van de Berg (1975), where

account is taken of the variation of the shear stress vector near the wall
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and the local pressure gradient. However. there lIs little evidence to
justify their use at present and even these are only valid when the
deviations from the simple law are not large. Use of any of these laws
for calculation at points involving separation along a wall surface where
they are not valid (Simpson., 1976) willl create errors In local mean
velocity gradients through wrongly prescribed shear stress distributions.

Inaccuracles In the numerical solution may also stem from
uncertainties In the boundary conditions., such as those related to the
symmetric behaviour of the dilution jets discussed in subsection 2.3.3.
Further errors can be Introduced due to the specification of the grid and
geometry. The errors assocliated with the non-orthogonality of the grid
lines In the meshes generated with the procedure described In
subsection 3.3.1 and the castellated approximation are discussed in
Chapter 1IV. The accuracy of the boundary description and the
implementation of the boundary conditions in the numerical method
presented in subsection 3.3.3 are examined In more detail In
Chapter V.

3.5 Summary

The time-averaged Navier—Stokes equations together with a
two-equation k-e turbulence model have been presented for
incompressible, constant propertry flow. A description of a numerical
procedure used to solve the above set of equations in finite-difference
form has also been given. Three methods which endow the
finite—difference procedure with geometrical flexibility and make possible
the calculation of complex two- and three—-dimensional geometries have
also been described. Finally, the limitations of the calculation method

were discussed in terms of errors introduced from various sources.



84

CHAPTER_IV

THE CALCULATION OF THE FLOW FIELD EXTERNAL TO COMBUSTION
CHAMBERS

4.1 Introduction

This chapter presents calculations of the flow external to a
combustor, this being part of the task of an overall combustor prediction
procedure as mentioned Iin Chapter |. An annular combustor dump
diffuser geometry has been chosen for the calculations and the
numerical techniques described in Chapter Il applied to the chosen
configuration. Section 4.2 discusses the relevance of dump diffusers to
gas turbine combustion chamber systems. the flow configuration chosen
and the parameters which describe its performance are also outlined.
Section 4.3 presents the finite—difference meshes employed and two
approaches used to simulate the combustion chamber body: the
boundary conditions and the numerical error incurred In the predictions
are also described. In the following section, the results of the
calculations are presented and the discrepancies between measurements
and predictions discussed. Finally, Section 4.5 provides a summary of
the main findings and conclusions drawn.

4.2 Annular combustion chamber dump diffuser systems

4.2.1 PRelevance to gas turbine combustion chambers

In the combustion system of a gas turbine., It Is necessary to
use a diffuser upstream of the combustor to decelerate the high velocity
air stream delivered by the compressor to avold high total pressure
losses (Lefebvre., 1983). A typlical aircraft gas turbine combustion
system using a "faired" diffuser Is shown in Figure 4.7a. High velocity
air supplied by the compressor passes through an Initial diffuser A and
Is then divided Into three streams: two main streams pass through
diffusers C and D and are then fed to the Inner and outer annuli to
enter the liner through primary and dilution ports: a third stream
comprising a small proportion of the total airflow passes into the primary
zone via the so-called snout (B). It is important that the annulus flow
has sufficient static pressure to achleve adequate penetration of the
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dilution Jjets and that the correct proportions of air enter the combustor
through the dome and the varlous ports to maintain stable operation and
good quality outlet conditions.

In a faired diffuser system thick boundary layers can form on
the walls of diffusers C and D as a result of the adverse pressure
gradients; asymmetries can also appear due to the turning of the flow.
These factors Increase the possibility of undesirable features such as
separation and large non-uniformities In the annulus flow (Stevens and
Fry. 1973). Another disadvantage of the faired system is its sensitivity
to the non-uniformities of the compressor outlet velocity profile
(Lefebvre., 1983). in modern high by-pass ratio engines where a
relatively low gas generator flow is compressed. relatively small annulus
heights are used in the diffusers feeding the Iinner and outer annuli.
Manufacturing tolerances and differential thermal expansion and distortion
during operation can then give rise to significant variations Iin diffuser
geometry with consequent effects on performance (Fishenden, 1974).

In an attempt to overcome these problems., modern engines
are moving towards the use of the “dump® diffuser system shown Iin
Figure 4.1b. This system has four components in which diffusion takes
place. A, B, C. D. which can be compared directly with Figure 4. la.
The flow is Initially decelerated In a short prediffuser and then
discharged Into the dump region where a free surface diffusion continues
in the reglons C and D. These reglons are bounded on one side by
the head of the flame tube and on the other by the boundary S-S of the
vortices in the corners of the dump region. In this system, the
sharp-edged splitters of the faired system have been replaced by the
blunt combustor head and this is thought to render the system less
sansitive to varlations In the approach flow (Fishenden, 1974). In
addition, this geometry is simpler to manufacture and has fewer critical
dimensions than the faired system.

The performance of dump diffuser systems was examined
experimentally by Klein et al (1974) who focussed attention on the effect
of the compressor exit conditions on the overall performance. They
found that the overall loss coefficient of the system was Increased with
simulated compressor exit non-uniformities (blade wakes). Fishenden
and Stevens (1977) have undertaken a more extenslive Investigation of
dump diffuser flows. The overall static pressure recovery and total
pressure loss were evaluated and the Iinfluence of the prediffuser
geometry, the division of the flow between the two annuli and the
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distance between the flame tube and the prediffuser exit were
investigated. No theoretical investigations of this diffuser type have been
reported and the numerical Investigation of axisymmetric wide angle
diffusers followed by a downstream sudden expansion by Habib and
Whitelaw (1982) 1is of little direct relevance to the complete annular
system since it did not include the presence of the combustor body.

The choice of acceptable diffuser shapes and optimum outer to
Iinner annulus mass flow split for a glven combustor size and shape is
currently based on experience or experimental information.
Furthermore. knowledge of the more standard faired-type diffuser
performance Is of little use as the flow patterns in the two diffusers are
radically different. Prediction methods employing simple analysis, used
for the evaluation of falred systems (see, for example., NASA CR-72374;
Adkins, 1978) are not directly applicable due to the greater complexity
of the flow development in the dump system. Fundamental knowledge of
the flow behaviour in these systems is therefore required Iif designs are
to be realised efficlently and economically. The aim of the present
investigation is to use existing measurements to develop and appraise a
calculation method for the turbulent flow fields in dump diffuser systems.

4.2.2 Flow configuration chosen for the numerical

Investigation

The flow configuration chosen for the present study Is that of
Fishenden (1974) since this work provides data over a range of
variations in geometric and flow variables. The geometry is shown in
Figure 4.2 and represents an axisymmetric annular system which
comprises an Iinitial prediffuser., equal inner and outer annulus heights
and a combustor with a semi-circular head.

Numerical investigations of simple wide angle diffusers have
been undertaken by various workers (for example, Sala et al (1980) and
Hah (1983)) and the possibility of calculating the flow properties and
the effects of the variation of the inlet conditions on the performance
has been considered in some detail. The present investigation does not
include the prediffuser section and is concerned with aspects of the flow
related to the fluid dynamic behaviour in the dump region (2-3) and the
settling length (3-4) of the system of Figure 4.2. Attention is focussed
on examining the extent to which the theoretical model Is capable of
describing the detailed flow development in these regions and the
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variation of the overall performance parameters with changes in geometry
and flow conditions. In particutar, the effects of the flow division
between the two annull (flow split: S = mg/mp) and the distance
between the combustor and the prediffuser exit (dump gap: Dg) are
studied. The performance parameters of the initial section (1-2, Figure
4.2) were taken from the experimental investigation (Fishenden, 1974)
and added to the predicted behaviour for section (2-4) so that the
overall performance (1-4) could be evaluated and compared with

measurements. The range of investigated cases is given in Table 4. 1.

TABLE 4.1
INVESTIGATED DUMP DIFFUSER CONFIGURATIONS

Dump gap (Dg/hz) Flow split (S) Prediffuser data
Apx/A; 2¢ L/hy

1.3, 1.72, 2.57 1.4 12°  1.900
0.882, 1.473, 2.303 1.6 129 2,850
0.5 1,199, 1.71, 2.485 1.6 129 2,850

As in the experimental work, no bleed flow for cabin air or
into the combustor via film cooling rings or dilution ports has been
simulated in the calculations. Their inclusion, however, in future work

is not precluded and this is further discussed in Chapter Vi.

4.2.3 Performance parameters

The performance parameters of a branched duct system as
investigated here are defined in the same way as for simple diffusers.
The equations for the present system, however. must take into account
the variation in the division of the flow (Fishenden. 1974).

For Incompressible, spatially non-uniform flow. the
mass—weighted mean -total pressure at any cross-section can be written
(Sovran and Klomp., 1967):
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Py = Pg + a 1/2p T2 (4.1)
where Pg and a are the mass-weighted mean static pressure and the

velocity profile energy coefficient and are defined as follows:

A
’f;s = 1/fnf Psdfn

A

o = 1/:%1[ (9)2 dm
(i}

(4.2)

with U as the bulk mean velocity (= m/pA). Designating AT="n_4 as the
mean total pressure loss between station 1 and 4, the energy equation

for the system may be written (Fishenden and Stevens., 1977):

iy (Pg + o p/2 U2)) = tgs (Pg + o p/2 T2)45 + (4.3)
4o (ﬁé + a p/2 52)40 + ﬁl A§£1_4

Defining

Mm4j Pgai + Mgo Pggo— M1 Pgy
iy oy p/2 ;2
(static pressure recovery coefficient)

and

APt1-4
Mg = —— (4.5)
Glp/2U12
(total pressure loss coefficlent)

we obtain
g (ap/202 )45 + Mgo(ap/202)40
Cpi-4 =1 -~ ) — ~ M-4
m «3 p/2 Uiz (4.6)
Introducing the flow split S = (mg/mpdg and the area ratios

ARg = A4o/A7 and AR} = Aaj/A7 this equation may be rewritten:

1 x40 - s3 Gg4
Cpij-4 =1 - ( + ) = Ai-a (4.7)
1 (1+8)3 AR,2  AR;?
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The second term on the the right hand side of equation 4.7 shows that
the overall pressure recovery of this system depends on the geometry
(ARg and ARp ., the division of flow (S) and the exit velocity profile
distortion (x4g and «4y) and represents the reduction In static pressure
recovery due to Inefficient diffusion, le excessive kinetic energy flux
remaining at the exit (Fishenden, 1974). The third term represents a

loss term due to viscous effects.

4.3 Details of the calculation

4.3.1 Finite—-difference meshes used

Although most of the geometry in the dump region and the
settling length fully conforms to a rectilinear system of co-ordinates. the
combustion chamber requires special attention due to the presence of
the curved section. Initlally, a cylindrical polar grid was used and the
curved combustor head was simulated in a castellated fashion according
to the method of subsection 3.3.2. A typical cylindrical polar mesh Is
shown In Figure 4.3, together with the approximation of the head
surface. The second approach employed body-fitted curvilinear
orthogonal meshes which conformed to the irregular shape of the
chamber and were generated with the method discussed In subsection
3.3.1. The procedure was first to generate a mesh which included the
upper halt of the dump region up to the beginning of the parallel walled
section. Such a mesh of 50 x 50 (¢3. ¢2) grid nodes is shown in
Figure 4.4. This mesh was then reflected to include the lower half and
subsequently extended in the downstream direction to include the flow In
the annuli. The resulting grids being excessively fine (up to 100 x 100
grid nodes) were computationally expensive and selection of grid lines,
based on either empirical knowledge of regions of steep gradients and
angled streamlines or systematic examination of the truncation errors in
previously performed calculations (see subsection 4.3.3), was
necessary to obtain the meshes finally used. Two such grids of 31 x 42
and 80 x 92 grid nodes produced with the above method are shown in
Figure 4.5 a. b. Other meshes were also generated to accommodate
the changes in configuration due to the variation in the dump gap (see
Koutmos and McGuirk. 1983).
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4.3.2 The boundary conditions

The boundary conditions for the numerical solution were taken,
where avallable. from the measurements of Fishenden (1974) and were
as follows:

(1) Zero velocities were assigned at all solid surfaces and wall

functions used to connect the first Internal node to the wall.

These wall-laws were applled to the curved combustor head in

both the stepwise approximation and the body-fitted meshes.

(I Zero gradient conditions were applied at the outlet which

was located at one annulus gap downstream of station 4.

Tests were performed with the outlet boundary further removed

from station 4. but no senslitivity of the solution to the location

of the zero gradient condition was found. The appropriate flow
split in the two annuli was obtained Iin the following way: the
outlet velocity in the streamwise direction was corrected at

every cell In both annuli, le:

UgoXtl = Usok + Ugolnc (outer annulus)
. (4.8)
Ugi¥+1 = Uyik + Uyginc (inner annulus)

where the superscripts k+1 and k refer to the velocity of the
outlet boundary and In the preceding grid line respectively.
The value of the correction increment was obtained by
balanclng the overall continuity equation according to the flow

split in the two annuli:

(Mo~Mlast,o)

Uéoinc =
PRgo
(4.9)
. (mi—Myast,i)
U4i:\.nc -
PR45
where
. S.Minlet
M= ———
(1+S)

(4.10)

. zil:'mlet

my = —

(1+S)
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where mjplet Is the total mass flow rate at the inlet and myagt
represents the mass flow rate before correction. When the
solution is converged U!NC should have a negligible value and
implies that the gradient of U Is zero at the outlet while the
appropriate flow split is assured.

(S11)) The mean velocity at the prediffuser inlet (1) was
26 m/sec. glving rise to a Reynolds number based on the
hydraulic diameter of 1.6 x 103, To test the Influence of
Reynolds number, the mass flow rate was reduced by 30%,.
but this did not have any Iinfluence on non-dimensional velocity
profiles. The axlal velocity profile at the exit of the prediffuser
was avallable for each case (Table 4.1) from the experimental
investigation and was used as boundary condition at the inlet of
the calculation domain (plane 2, Figure 4.2). The turbulence
kinetic energy at station 1 was estimated from measurements of
the axial normal stress assuming Isotropy. The turbulence
kinetic energy at station 2 was then estimated by assuming a
level of increase between station 1 and 2 similar to that found
experimentally by Habib and Whitelaw (1882) in their
investigation of wide angle conical diffusers followed by a
downstream sudden expansion. This gave a value of k inlet of
vk/Up = 0.08. Varlation of this value by $20% did not have
any appreciable effect on overall performance or on the detalls
of the flow. The energy dissipation rate at the inlet was
calculated using a mixing length formuiation based on the
dimensions of the prediffuser exit (equation 3.23).

4,3.3 The application of the numerical model

The governing equations were solved in two-dimensional form
using the numerical scheme outlined in Chapter Ill. The iterative cycie
of the solution procedure was terminated using a convergence criterion
based upon the ratio of the integrated continuity errors in all cells and
the total mass flow rate. The solution was considered to be converged
when this ratio was less than 10™4,

The Iinfluence of the number and location of grid nodes was
determined by performing calculations with different grid arrangements
and the grid refinement process was ailded by the method outlined in
subsection 3.4.3. The cylindrical polar grids used ranged from 25 x 25
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(x, r) to 45 x 58 grid nodes (Figure 4.3) but further grid refinement
was not pursued due to the poor results obtained with this method (see
subsection 4.4). The Investigation with the boundary-fitted meshes
encompassed levels of grid flneness of 31 x 42, 52 x 62 and 80 x 92
(¢7. ¢2) grid nodes and these meshes required computer times to
obtain convergence of about 2, 7 and 28 CPU minutes. respectively (on
an AMDHAL V8). The finer grid distributions were arrived at by
examination of the local Peclet numbers and evaluation of the truncation
errors assoclated with upwind-differencing in the numerical solution.
The out-of-balance term was determined using the method of McGuirk et
al (1981). This was then plotted against the remaining convection.
diffusion and source terms in the equation under Investigation to assess
its relative Iimportance. Figure 4.6 a. b shows radial profiles of the
out-of-balance term In the axial momentum equations, plotted for the
80 x 92 mesh at two axial locations where the errors were found to be
typical. Half~way In the dump gap (x/Dg=0.47) the error is minimum
inside the recirculation regions and slightly increases in the shear layers
bordering the two vortices. as the flow in these regions Is deflected by
the combustor head and is not aligned with the grid. Truncation errors
are of order of 23% of the true diffusion in the centre core flow as It
emanates from the prediffuser. This is not surprising since as shown in
Figure 4.6a in this region convection almost balances pressure gradients
and any level of numerical diffusion would be large compared with that
of the small physical diffusion. At x/Dg = 1.75 (Figure 4.6b) similar
profiles are plotted in the two branches of the system near station 3
(Figure 4.2). The distributions show that in this region the errors are
unimportant but in relative terms are larger in the inner branch where
the maximum error is of order 5% of the physical diffusion.

In general. truncation errors were sufficlently small, as
demonstrated above. to be considered unimportant over most of the
calculation domain. The region causing most cause for concern is the
central core region approaching the combustor head:. this demonstrates
the unsuitability of solving the full elliptic equations in a region where
the Euler equations are closer to reality (Thompson, 1984). Further
Improvement would require excessively flne meshes with consequences
on computer-run time and storage. The effectiveness of the grid
refinement undertaken here and the acceptability of the finest mesh
predictions was also determined by the relative changes found in the

solutions obtained by repeated mesh refinement. On the basis of the
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above., the 80 x 92 mesh was then employed in the calculation of the
geometries with a dump gap of 1.0 whereas for the configurations with
dump gaps of 0.5 and 1.5 the 52 x 62 mesh was considered acceptable
(as will be demonstrated below) to examine trends In predicted
behaviour.

Errors In the numerical solution can also arise due to the
non—-orthogonality of the grid lines evident in the region near the centre
of the combustor head (maximum errors were 400, Figures 4.4, 4.5).
This deviation from orthogonality Is the result of the presence of a
singularity in the geometry of the surface which bounds the domain In
which the mesh was generated (Figure 4.4). As discussed in
subsection 3.3.1, accurate solution of the Iinverse Laplace equations
requires specification of a boundary which is continuous in the first
derivative: this requirement is violated at the lIeading edge of the
combustor head. Further. the Iimplication of first-order accuracy Iin
equation 3.39 for locating Intersections with the boundary Is that the
orthogonality constraints are less rigldly applied at boundary cells than at
Internal nodes where the second order accurate scheme of equation
3.37 Is applied (although the condition of orthogonality of the grid line
Intersections with the boundary itself Is strongly applied). Equation 3.37
Is not applicable at boundary intersections because it would require the
use of nodes outside the calculation domain.

Estimation of this type of error was attempted by comparing the
calculated resuits obtained from one of the above meshes against those
obtained with a grid with improved orthogonality (Figure 4.7b). The
improved mesh had maximum non-orthogonality errors of 100 (and this
at only a few cells near the centre of the head) which corresponded to
a significant reduction of non-orthogonality compared with the original
mesh in the region of interest. The improved mesh was achleved by
generating a very fine grid and then selecting and adjusting the grid
lines In the region of interest. The same number of grid nodes in both
meshes were distributed in a similar manner so that any differences in
the results could be related to the improved orthogonality. Further
quantification of the orthogonality errors would require adoption of a
non-orthogonal treatment of the governing partial differential equations
(see Demirdzic, 1982).

The two meshes ylelded very similar results in most regions of
the flow: the maln discrepancies were concentrated. not surprisingly, at

the leading edge of the combustor head. Figure 4.7c shows the static
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pressure distribution around the head obtained with the two grids and
compared agalnst measurements for the configuration with dump gap 1.0
and flow split 1.3. The static pressure at the wall was extrapolated
from the field values with a third order polynomial fitted to the pressure
values at the first three Internal nodes. Although no Improvements in
the stagnation static pressure were obtained, It is evident that mesh 1
distorts the pressure distribution around the flame tube. especially In the
Initial stages of the curved head. The predicted position where the flow
starts to decelerate around the head is similar In both cases while the
levels of minimum static pressure are lower in mesh 2. The static
pressure recovery Is steeper in the calculations with mesh 2, resulting
in an improvement Iin the overall static pressure recovery of about 0.01
of the inlet dynamic head (mesh 2 produced an overall static pressure
coefficlent of 0.33 against 0.32 of mesh 1). The lengths of the
recirculation regions In the 1two corners, the subsequent flow
development in the settling lengths and the outlet profiles (except the
levels of static pressure) were very similar in both cases. In general,
it was found that the errors were contained locally in the region of the
non—orthogonal cells around the combustor head and their effect was
saen to be largest in the static pressure distribution. The level of error
and the discrepancies in the detailed comparisons between the two grids
are considered to be small. Consequently. the grids generated without
special adjustment to minimise orthogonality errors In the significant
region were considered adequate for the purposes of the present
Investigation.

4.4 Results and discussion

The calculated flow pattern with the cylindrical polar grid and
the castellated approximation of the combustor head (Figure 4.3) s
Illustrated in Figure 4.8a In the form of a plot of the stream function
contours for a dump gap of 1.0 and flow split of 1.3. The recirculation
regions formed at the dump cross—section are clearly Iidentifled and the
influence of the flow split Is evidenced by the slight upward inclination of
the streamline which Impinges on the combustor head and the different
recirculation lengths of the two corner vortices. Although this flow
pattern Is certainly qualitatively correct as confirmed by experimental
observations (Fishenden, 1974), it seems that the recirculation regions

are too small. The experiments show that the separation streamline in
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the branch with the higher flow reattaches on the horizontal casing wall
almost level with the end of the curved combustor and not half-way
round as shown here. This level of disagreement is much larger than
that usually found In recirculating flow calculations using similar
numerical techniques and turbulence models (eg 15-20% discrepancy in
sudden expansion flows; Gupta et al (1984)) and will be further
discussed below.

The predicted static pressure distributions around the
combustor are plotted against the measurements In Figure 4.8b:
although the location of the maximum static pressure at the stagnation
point Is predicted well, its magnitude Is underpredicted by 20%.
Further comparison between the predicted and measured location of the
minimum static pressure Indicates that Iin the measurements the flow
accelerates from the stagnation point to about two thirds of the way
round the head before diffusing into the surrounding annull while in the
predictions diffusion is Initiated at a distance of only one third of the
way round the curve. The jumps In the static pressure distribution in
this region coincide with the castellation in the approximated head shape
and provide evidence of further disadvantages of this kind of approach
for complex geometries where the flow direction is towards the boundary
wall. The differences between the predicted and measured velocity and
static pressure profiles at station 3 (Figure 4.8c) plotted along the
extension of the combustor head radius (Figure 4.2), confirm the
excesslve amount of diffusion present in the predictions. It Is noteable.
however, that this is not accompanied by a static pressure rise and.
consequently, total head loss results. In the calculation, the flow is
unable to gain any more static pressure up to the exit from the settling
length and this results in an underestimation of the overall static
pressure recovery by about 57% with attendant total pressure losses
about 78% higher than the measured wvalue. The predicted velocity
profiles at station 4 (Figure 4.8d) are qualitatively incorrect with the
maximum in the velocily profile located away from the combustor wall in
stark contrast to the measurements.

The above discrepancies between measurements and
calculations in both overall performance and In the details of the flow
are clearly related to the poor prediction of the flow development in the
reglon around the combustor head. Inspection of the various terms in
the axial momentum equation with the residual balance technique of
McGuirk et al (1981) (see subsection 4.3.3) showed that the relative
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Importance of the truncation errors remaining in the castellated solution
was similar to that of the truncation errors in the solution obtained with
the 31 x 42 boundary -fitted mesh. The examination, however, also
showed that In the vicinity of the stepped approximation physically
unrealistic gradlents In the velocity and pressure field (Koutmos and
McGuirk. 1983) led to steep reductions in total pressure as indicated by
the above discussion. Aithough the stepped approximation has been
used with some success in various flows., In the present configuration it
Is positioned adjacent to a strongly accelerating layer of flow that
approaches the steps (which can perhaps be thought of as acting as
excessive surface roughness) thus resulting in total head loss. A
similar approximation of the slopi'ng walls of wide angle diffusers was
used by Sala et al (1980) and the marked increase In the discrepancies
between measured and predicted static pressure profiles near the
castellation implies effects similar to the above. Although the
representation of the curved walls with the above method will improve as
the grid Is further refined. the approach Is definitely inefficlent in terms
of grid node distribution and not worthwhile pursuing in view of the
improvements obtained with coarser boundary—fitted meshes which offer
significant advantages over the cylindrical polar grids in controlling
numerical diffusion errors due to better alignment of the flow streamlines
with the grid lines.

A plot of the predicted stream function contours obtained with
the boundary-fitted mesh of figure 4.5b for the same configuration and
flow split Is IHustrated in Figure 4.9a. This cailculation now produces
corner eddies with recirculation lengths of 2 and 1.4 dump gaps (Dg)
for the outer and inner vortex respectively which represent an
improvement of about 18% over the results of the previously discussed
calculation. Both finer grids used (562 x 62 and 80 x 92) produced the
same reattachment lengths., being 8% longer than those obtained with
the 31 x 42 grid. indicating the diminishing influence of grid density. [t
Is extremely Important in this flow for the calculation method to be able
to represent adequately the two recirculation regions as the fluid
captured in them is useful in the design process when cabin air bleed is
utilised In an engine environment or in the development of the
vortex—controlled diffuser systems where flow suction Is attempted to
achlieve improved performance (Smith, 1979). Furthermore, the size
and shape of the two stationary vortices defines the size and shape of

the region between the separation streamline and the combustor head
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which Influences the amount of turning. acceleration and subsequent
diffusion of the flow. The recirculating fluid for the above configuration
flow split was found to be 11% and 6% of the total mass flow rate for
the outer and inner vortex respectively.

The predicted and measured static pressure distributions
around the flame tube are shown In Figure 4.9b, where the effect of
grid refinement is also Included. The magnitude of the predicted
minimum static pressure Is now much closer to the measurements while
its position lies half-way around the head. Iimplying an earlier static
pressure rise than the measurements. The consistent underprediction of
the stagnation static pressure on the combustor head (which is thought
to be associated with the remaining truncation errors in this region,
Figure 4,6a) could influence the flow development around the head and
contribute to the above discrepancy:. In addition. the performance of the
turbulence model can be called Into question in this region where
streamline curvature effects on the flow are possible as discussed
below. The calculated static pressure recovery is overestimated up to
the end of the flame tube head but underpredicted in the later stages of
the settling length subsequent to the flow turning In the axial direction.
The predicted overall static pressure recovery and loss coefficient have
now significantly improved and the results of the 80 x 92 mesh show
levels of agreement within 7% of the inlet dynamic head (or 14% In
terms of absolute values). The strong acceleration of the flow around
the head is represented well with the boundary-fitted mesh (Figure
4.9c) and the static pressure profile is now consistent with flow over a
convex surface with aP/ehg > 0. As implied by the coincidence of the
location of the zero velocity in the measurements and calculations. the
size of the recirculation In this position is predicted well. Although the
initia! velocity profiles at entry to the annulus (Figure 4.9d. profile (a))
are different in each branch due to the different recirculation lengths,
efficient mixing over the settling length produces inner and outer profiles
of similar shapes at station 4 (Figure 4.9d, profile (b)). The biasing
in the location of the maximum velocity towards the combustor wall, In
the developed profile. is consistent with turbulent annular flows (Brighton
and Jones, 1964) and with the measurements of Chapter |l and is borne
out by the predictions. Once again. the diminishing returns aspect of
the grid refinement is illustrated in the velocity profile predictions.

Figure 4.10a shows the static pressure distribution for the
same dump gap and a flow split of 2.57. As the flow in the outer
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annulus Increases, the higher acceleration of the flow near the head
causes a more severe decrease In pressure In this branch. resulting in
an asymmetric Cp distribution in both the measurements and the
calculations. As the dump gap Increases by 50% (Dg/hs=1.5). the
flow Is allowed to Initially decelerate In the dump reglon and turns
around the head with a reduced dynamic head so that a lower adverse
pressure gradlent (Figure 4.10b) results. Asymmetries in the Cp
distribution In this case are generally reduced in both measured and
predicted results.

The Influence of the variation of the flow split on the overall
performance for a dump gap of 1.0 Is Illustrated In Figure 4.11. The
effect Is small Iin the region of flow splits between 1.0 and 2.0 with the
maximum predicted and measured Cp obtained at a flow split of about
1.7. The greater loss Incurred at flow splits higher than 2.8, Is the
result of a steeper decrease in static pressure (Figure 4.10a). The
savere adverse pressure gradient on the combustor walls does not cause
local separation, however a large pressure loss is generated in the
adjacent region where the flow diffuses rapidly. Since In most cases
both the measured and predicted velocity profile energy coefficients are
very close to unity (Figure 4.11b). they do not contribute significantly to
the difference between the actual and ideal pressure recovery and the
major loss of avallable energy is due to internal mixing and viscous
effects (A1-4). In general. the trends In the varlation of Cp and A are
closely followed by the predictions and the level of agreement with
measurement s maintained at about 7% of the inlet dynamic head.
This compares well with the results of Sala et al (1980) and Habib and
Whitelaw (1982) who wused similar finite—difference techniques and
turbulence models In their investigation of simpler configurations.

The predicted variation In performance with changes in flow
spiit for the configurations with dump gaps of 0.5 and 1.5 and the
effect of changes in the dump gap on the overall stalic pressure
recovery and loss coefficient for a constant flow split of 2.48 are
depicted In Figure 4.12. The trends lIdentified In :these graphs can be
explained by detalled examination of the predicted flow fleld. For small
dump gaps. there Is strong acceleration around the head and the
calculated results show that the velocitles in the higher flow branch
(outer) rise to values approximately 1.5 times those at station 2. The
stgep radlal gradients which then exist under these conditions Imply high
generation of turbulence and. consequently, high transfer of momentum
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and energy towards the vortex. As the flow split increases. the strength
of the vortex Increases and the above process is enhanced. The above
factors combined with the high dynamic pressure at station 3 which
causes steep adverse pressure gradients, accounts for the Increase in
loss as the dump gap decreases (Figure 4.12¢). At large dump gaps.
the flow diffuses in the dump reglon prior to acceleration around the
combustor head and creates milder adverse pressure gradients (Figure
4.170b) thus resulting In the trends of Figure 4.12c. In general. at
large dump gaps the overall loss coefficient Is insensitive to flow split
varlations as Figure 4.12b indicates. The overall level of agreement
between measurements and calculations In the above configurations is of
the order of 10% of the inlet dynamic head (for the grid of 52 x 62 grid
nodes) and the deterioration in the case of dump gap of 0.5 s
attributed to the higher truncation errors due to the increased difficulty
of aligning the flow with the grid lines In this geometry.

Although no turbulence data are available from the
measurements, some comments on the performance of the turbulence
model can be made Iin terms of the predicted resuits. Levels of
turbulence kinetic energy were 60% higher than the inlet value in the
shear layers formed between the vortex and the core flow emanating
from the prediffuser while Inslde the recirculation region they were 20%
higher than the inlet value. In all investigated cases. the maximum
levels of turbulence were found in the high branch flow near station 3.
where the strongly accelerating fluid borders the recirculation and were
of order 3kjpnjet- As the flow turns around the combustor head in the
vicinity of stagnation (Figure 4.9a:. flow concave to head) and then
downstream of station 3. returns to the axial direction (flow convex to
head) extra strain rates are Iintroduced due to the curvature whose
effects are known not to be well predicted by the k-e turbuience model
as discussed in Chapter lli. Further. the effective viscosity hypothesis is
unable to represent asymmetric flows where the position of zero velocity
gradient and zero shear stress do not coincide (Reece. 1976).
However. neither of these effects seems to be dominant in the present
flow pattern where large pressure gradients and convective flows were
seen to dominate (Figure 4.6). A full assessment of the performance
of the k-e turbulence model can only be undertaken on the basis of
detailed comparisons with turbulence data and after the remaining
truncation errors in the vicinity of the stagnation on the combustor head

have been completely removed.
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In general. the results could be Improved with respect to the
turbulence mode! performance by using an algebraic stress model
(Launder, 1982) or the specification of empirical formulae for the
constants In the k- model as functions of the Richardson number
(Launder et al, 1977. Rodi. 1979) which have been shown to yield
improved results (Rodi, 1979: Hah, 1983). It is clear. however, that
in order to explolt completely the merits of such improved turbulence
models a higher order numerical scheme that responds more efficiently
to grid refinement should be used In parallel and the results of Rodi
(1980) and Hah (1983) certainly confirm this. This Is especially
required in the present complex geometry where it is almost impossible
to align a priori the mesh with streamlines over most of the flow domain
and very fine meshes are necessary to obtain an acceptable level of grid
independent solutions as the above Investigation has shown.
Nevertheless., the numerical study has highlighted the practical probiems
in the calculation of this flow and provided useful insight into the details
of the flow and the Influence of such parameters as the dump gap and
flow split. Most Importantly, it should be emphasised that although
absolute values were in error, the trends in overall performance caused
by changes in the above parameters were reproduced faithfully by the
present numerical method - a most Iimportant consequence for

engineering design calculations.

4.5 Summary

The numerical prediction of turbulent flows In branched annular
dump diffuser systems showed that:

(1> The choice of co-ordinates and the representation of the
curved combustor head are very Iimportant in the calculation of
this flow system. The use of a cylindrical polar co-ordinate
mesh and a castellated approximation of the curved head
caused excessive total pressure loss In the Vvicinity of
discontinuities in the approximated surface~ and resulted in
underestimation of the recirculation lengths (by about 40%)
and the overall static pressure recovery (by about 57%).

(i The use of a boundary-fitted mesh helped to represent
the flame tube head accurately and enabled significant

improvements in the prediction of the overall performance and
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the detalled development of the flow to be achieved at a much
lower level of grid density. Solutions obtained with the B8O x
92 mesh produced corner recirculation lengths 18% longer than
those of the cylindrical polar grid while the overall static
pressure recovery and loss coefficlent were predicted to within
7% of the Inlet dynamic head. Detailed comparisons between
measurements and predictions showed that the calculation
method represents well the velocity and static pressure profiles
at the Initlal stages of the settling length and the exit.
Parametric studles over a range of operating conditions
Indicated that the effect of the varlation of the fiow split and

dump gap can be predicted.

Ciin In view of the high grid density required to obtain
acceptable grid Independent solutions with the
hybrid-differencing scheme employed in the above

Investigations, it Is suggested that the calculation can be
Improved by adopting a higher order finite-difference method
which will minimise numerical diffusion at a lower computational
cost. Further improvements can also be brought about by the
oxploitation (after the above has been Implemented) of a
turbulence model which represents better than the k-e¢ modael
the effect of the streamline curvature.

Civ) Despite the remaining discrpancies between measured
and calculated results. the calculation method is capable of
providing results for dump diffuser flow systems which are of
sufficlent accuracy for engineering purposes. The predicted
resuits Iin the annulus are also of sufficient accuracy to be
used as boundary conditions for the calculation of the flow

inside the combustion chamber.
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CHAPTER V

THE CALCULATION OF THE FLOW FIELD INTERNAL TO COMBUSTION
CHAMBERS

5.1 Introduction

This chapter presents the application of the numerical
techniques described in Chapter Il to the calculation of flow fields
Internal to a combustion chamber. The study is mainly concerned with
the flows encountered inside the water model combustor of Chapter I,
but the isothermal flow flelds in different geomsetric configurations of
practical interest are also considered. The following section describes
the approaches adopted for the efficient calculation of the complex
model combustor geometry and provides details of the finite—difference
meshaes used. The boundary conditions and the details of the
application of the numierical model are also discussed. The series of
calculations of the flows of Chapter H are presented in section 5.3,
while section 5.4 provides a brief assessment of the capabilities of the
model in relation to the discrepancies between measurements and
predictions. Section 5.5 presents calculations of the isothermal flow
flelds inside a geometry different to the model used here. but
representative of a current production can-type combustion chamber,
Finally, a summary of the main findings and conclusions of the

Investigations is given in section 5. 6.

5.2 The calculation detalls

5.2.1 Arrangement of the calculation and finite—difference

meshes used

The flow configuration of interest in the present investigation is
the internal flow region of the water model combustor of Figure 2.2.
As discussed in Chapter |, In most practical cases the flow development
and the local pressure gradients In the annulus determine the jet
trajectories and mass flow through the ports. The accurate numerical
prediction of the internal combustor flow fleld requires the specification
of accurate jet entry boundary conditions and this in the absence of

experimental data. often necessitates the calculation of the annulus fiow.
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In the present study. however, reliable and accurate information about
the primary and dilution Jet entry conditions was available from the
measurements of Chapter Il so that attention could be focussed on the
internal flow, thereby eliminating the uncertainties that can accrue from
the calculation of the annulus (Green and Whitelaw, 1983).

The efficient calculation of this model combustor (which
comprises three distinct geomsetric sections), necessitated the adoption
of an approach which allowed the correct representation of the
interacting flow regions encountered Inside the various combustor
sections. whilst minimising computational effort. The detalled
experimental investigation of Chapter 1l and the available techniques for
treating complex geometries described in Chapter |l provided useful
directions as to the manner in which the above task could best be
achieved. The measurements Indicated the consistent cyclic behaviour
of the flow over a 60° sector up to the second row of holes (plane I
where asymmetries started to appear in the profiles. It was therefore
decided to adopt a zonal approach where the whole combustor flow
domain was split into two overlapping zones (Figure 5.1). Zone A
comprised the hemispherical head of the combustor and the cylindrical
barrel and zone B which included the downstream portion of the can
containing the second row of holes and the circular to rectangular
nozzie. In this arrangement, 2zone A can be calculated with a
cylindrical polar grid which reduces the number of grid nodes to those
required to resolve the flow domain in the 60° sector. The inclusion of
the dilution jets in this domain is necessary In order to introduce their
effect on the upstream flow in the latter stages of the intermediate zone.
A cartesian mesh can then be employed to calculate zone B with the
use of the method described In subsection 3.3.3. Starting the
calculation of zone B at a cross-section in the Intermediate zone well
upstream of the dilution holes allows for any non-cyclic behaviour of the
ditfution Jets due to the upstream effect of the nozzie. The resulits of the
calculation of zone A were used as boundary conditions at the inlet
ptane of zone B which is located at plane | (Figure 2.9). Numerical
tests with the calculation of zone B starting downstream of the dilution
holes (plane m) ylelded results inferior to those obtained with the above
arrangement which was consideted to be optimum in terms of economy,
accuracy and resolution of the flow field. The dilution jets could be
neglectad in zone A which would then terminate at the beginning of zone

B but In this case simultaneous solution of the two domains wouid be
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required., resulting In excessive storage requirements and possible
uncertainties In the boundary conditions needed to Ilink the two
calculation regions. At this stage, only a one-way coupling has been
taken into account (le the calculations in zone A Influence those in zonse
B but not vice versa). Further testing Involving a two-way coupling and
repeataed calculations in the two 2zones will be undertaken when the
results of the present calculation are fully analysed.

The range of ftinite-difference meshes used for the calculation
of zone A are shown in Figure 5.2. The Influence of the representation
of the hemispherical combustor head geometry was examined by
comparing the numerical solutions for the flow In zone A. obtained with
two different approaches while using the same finite-difference mesh
(grid 1. Figure 5.2). In the first. the curved combustor head was
simulated with the castellated approximation of subsection 3.3.2 while in
the second. the general arbitrary boundary method discussed in
subsection 3.3.3 was used. The comparison showed that both methods
ylelded identical results in all regions of the flow and. In particular, in
the vicinity of the curved combustor head. The above tests suggested
that the stepped approximation of the curved walls, In the present flow.
does not incur errors as Important as those found in Chapter IV. the
reason is thought to be that the flow in this case is directed
predominantly away from the Iirregular boundary. In addition. the
comparison provided a further confirmation about the correctness of the
assumptions employed In the boundary cell treatment of the general
arbitrary boundary method. As a result of the above tests, and because
of the higher computer storage requirements of the general arbitrary
boundary code (by about 10% In the above tests), all further
computations of this zone were performed with the cylindrical polar grids
of Figure 5.2 and the castellated approximation of the curved combustor
head surface.

The finite—-difference mesh used for the calculations of zone B
is shown In Figure 5.83. According to the requirements of the general
arbitrary boundary method., the whole geometry to be calculated was
contained within the rectangular box comprising the mesh, as indicated
in Figure §.3. The dimensions of the nozzie were measured directly
from the water model combustor and the description of the nozzle
cross—section at several successive axial locations (Figure 5.4a) was
input to a surface fitting routine which constructed the surface of the
nozzle and the adjoining can section from the discretised data (Figure
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5.4b). The Iintersections of the grid lines with the surface were then
obtained and used to calculate all near boundary quantities required by
the arbltrary boundary flow calculation code as described in subsection
3.3.38.

Due to the limitations of the cartesian and cylindrical polar
systems. the simulation of the primary and diiution holes required
special attention. In the cartesian mesh used in conjunction with the
general arbitrary boundary method., the procedure described in
subsection 3.3.3 was used to obtain the correct fluxes through the
dilution holes. In the cylindrical polar grids used In the calculation of
zone A, the method applied Is similar in concept to that described in
subsection 3.3.3, but is formulated in a simpler manner due to the
coincidence of the grid surface with the plane of the holes. The actual
hole shape (in this case circular) Is used to determine which control
volume faces. In the plane of the hole, either lile completely inside or
are intersected by the hole surface. The flow variables in these cells
are then ascribed boundary values appropriate to the boundary conditions
In the hole and the correct fluxes are obtained by multiplying the density
of the jet fluld at these nodes by an area ratio as follows:

Aj
PB = Pfluid .« — (5.1)

Atotal
In the above formula. A; is the area of that part of the cell face which
lles inside the hole and Aygtal Is the total cell face area (Figure 5.5).
The area ratio Is one for cells lying completely inside the hole and in
the grids 2 and 3 In Figure 5.2 Its value was about 1.1 ~ 1.2 for cells
intersected by the hole surface. Further comments about the use of
correction factors of this type will be made In subsection 5.2.3. In
general, the above procedure allows a better simulation of the hole
shape. this simulation improving as the grid is refined. it represents a
more accurate method of iIntroducing dilution holes into the calculation
domain than those used by Green and Whitelaw (1983) and Bruce et al
(1979 .

5.2.2 The boundary conditions

The boundary conditions for the calculation were mainly taken

from the measurements and their implementation i{s according to the
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discussion of subsection 3.2.4. These for the calculation of zone A
were as follows:

(i) Zero slip velocities on all solld walls and the wall functions
described In subsection 3.2.4 were used for the near wall nodes.

(i)  On the combustor centre line. boundary conditions appropriate to a
symmetry axis were applied (see subsection 3. 2. 4il).

(i The pe'r_iodlc nature of the flow over a 600 sector allowed the
cyclic boundary conditions, described In subsection 3. 2. 4iii, to be used
for all variables at the edges of the periodic domain (Figure 3.2b).

(iv) At the swirler inlet. wuniform axial. azimuthal and zero radial
velocity profiles were specified. The axial velocity was determined from
the appropriate mass flow rate through the separate feed for the swirler.
The tangential velocity was calculated from the definition of the swirl
number (equation 2.1) assuming uniform axial and azimuthal velocity
distributions at the swirler exit. The magnitude of the swirl number for
swirler 1 was available from measurements close to the swirler exit
(cases 1 to 5. table 2. 1) while for swirler 2 (cases 7 to 9) the swirl
number was evaluated from the swirler geometry. Numerical tests made
with non-uniform velocity distributions and non-zero radial velocities at
the swirler exit (by using triangular profiles with peak values of 1.5
times the mean axial velocity corresponding to the bulk flow through the
swirler for the U and W and 0.6 times this value for the V component)
did not show any improvements in the predicted flow field mainly due to
the Iintense mixing in the primary zone caused by the primary jets. No
measurements of the mean and turbulent quantities were obtained In the
vicinity of the swirler inside the combustor due to the refraction of the
laser beams on their passage through the hemispherical combustor
head. Detalled profiles of the three normal stresses were, however,
obtained Immediately upstream of the swirler Inside the separate feed
and the turbulence kinetic energy distribution deduced from these was
used as the inlet boundary condition. A 20% variation in the Inlet
turbulence kinetic energy boundary condition was found to have no effect
on the calculated turbulence kinetic energy distributions downstream of
the swirler due to the very high levels of turbulence generation in the
primary zone region. The boundary conditions for the energy dissipation
rate at the swirler exit were evaluated from the turbulence kinetic energy
values assuming a length scale proportional to the swirler exit height
(equation 3.23).

(v) At the primary and dilution holes. the axlal and azimuthal velocities
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were avallable from measurements and were used as boundary conditions
at the plane of the hole. The radial velocity at the jet entry was
calculated from the mass flow rate at each hole. The measured values
of the axlal and azimuthal normal stresses were also used to determine
the kinetic energy boundary condition (assuming 7/:/—2={;-2) and from that
the energy dissipation rate was calculated with the assumption of a
length scale proportional to the hole diameter. A varlation of the radial
velocity by about 6% (representing a percentage which Is similar to the
estimated error Iin the integration performed to obtain the flow split
between the holes) had no significant qualitative effect on the flow
pattern. A 40% Increase in the turbulence kinetic energy boundary
condition increased the maximum turbulence kinetic energy found In the
primary jet Impingement position by about 3% and decreased the
maximum negative velocity by about 1.5%.

(v) Zero gradient conditions (3¢/ax=0) were applied for all variables at
the outlet plane. The solution was not sensitive to the variation in the
location of the outlet plane from 3 (for grid 1, Figure 5.2) to 6 (for
grid 3) hole diameters downstream of the dilution jets.

The boundary conditions for zone B are similar to those for
zone A with the inlet boundary conditions for this zone provided by the
calculation of zone A at the beginning of the overlap of the two zones.
Again., uniform dilution jet entry conditions around the periphery of the
can were used for the dilution jets in the calculation of this zone. A
representative set of the boundary conditions for the calculation of the
flow Iin case 2 (Table 2.1) is given in Table 5. 1.

TABLE 5.1
BOUNDARY CONDITIONS USED FOR THE CALCULATION OF CASE 2

U(m/sec) V(m/sec) W(m/sec) k(m2/sec?) e(m2/sec3)

swirler exit 0.463 o 0.55 7 x 1074 3.46 x 1073
primary holes 0.15 2.3 0.08 9.5 x 107% 2,9 x 1073
dilution holes 0.27 1.82 0.18 1.33 x 1073 4.85 x 1073
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5.2.3 The application of the numerical model

The equations for velocity, pressure. turbulence kinetic energy
and energy dissipation rate were solved In finite-difference form. in the
three—-dimensional domain using the numerical techniques outlined In
Chapter |lI. A convergence criterlon similar to that described In
subsection 4.3 was used and the Iterative process was terminated when
the overall continuity error was less than 10~4 of the total mass flow.
The Influence of grid node distribution and mesh size was determined by
performing calculations with different grid arrangements. The range of
cylindrica! polar grids used encompassed 18 x 9 x 9, 34 x 14 x 12 and
45 x 18 x 15 (x. r. ©) grid nodes (Figure 5.2) with storage and
computer run time requirements at each level of grid fineness given in
Table §.2.

TABLE 5.2
COMPUTER STORAGE AND EXECUTION TIME REQUIREMENTS (AMDAHL
v8)
GRID SIZE STORAGE TIME
18 x 9 x 9 352 k 6 min
34 x 14 x 12 900 k 30 mins
45 x 18 x 15 1900 k 74 mins

The level of increase in grid lines was greater in the axial direction
where the largest gradients were identified in the experimental results
(90% and 32% Iincrease In grid lines in the first and second level of
grid refinement). The increase was smaller in the azimuthal direction
as three—dimensionalities were small away from the primary and dilution
jets (30% and 25% increase in grid lines in the first and second level of
grid refinement).
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The difficulty assoclated with grid refinement in
three—dimensions., due to limitations In computer storage capacity and
the high cost of computer time, has been discussed by Jones and
McGulrk (1979). However, confidence In the solution can be gained by
Inspection of the relative changes occurring In the solutions obtained in
the successively refined meshes. The effectiveness of the grid
refinement process Is illustrated In Figure 5.6. which shows radial
profiles of the axial velocity and turbulence kinetic energy obtained with
the three grids of Figure 5.2 and plotted at five axial planes which
exhibited the greatest sensitivity (profiles presented In this and all
subsequent subsections In this chapter have been non-dimensionalised
and plotted similarly to those in Chapter Il and the plane numbers are
the same as those In Figure 2.9). The changes in the axial velocity
profiles as the grid node density increased from 18 x 9 x 9 to 34 x 14 x
12 (representing an average increase in grid lines in all directions of
60%) were about 30% In most stations with the maximum effect at plane
d where the results changed by more than 70%. The turbulence kinetic
energy distributions showed greater sensitivity than other varlables
(particularly in the vicinity of the primary jet Iimpingement position) with
overall changes in the first level of grid reflnement of about 60% at most
stations. At the second level of grid refinement to 45 x 18 x 15 grid
nodes (representing an average Increase In grid lines of 30%) the
changes Iin the mean axial velocity were about 1.5% while in the
turbulence kinetic energy they were about 3%. . This clearly
demonstrates the diminishing Influence of the grid node density on the
solution. As both the finer grids gave essentially similar solutions. as
Indicated by the distributions of Figure 5.6, the results of the
34 x 14 x 12 mesh were consldered acceptable in terms of economy and
accuracy. Consequently, this mesh was used to obtaln the calculated
results of zone A presented in subsection 5. 3.

The cartesian mesh of 12 x 10 x 9 grid nodes shown in Figure
5.3 was used to perform all the calculations for zone B. No further
grid refinement was pursued due to time limitations. The favourable
comparison between the calculated resuits obtained with this mesh and
those obtained with the finer cylindrical polar grids in the regions where
they overlap and the dominance of large pressure gradients In creating
the flow pattern in the dliution region (as discussed below) could
suggest that this level of grid node density is likely to represent the flow

qualitatively accurately. A fuller assessment of numerical errors in this
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regilon can only be made by using a significantly finer mesh as has
been done for the zone A calculations.

The higher efficiency of the grid refinement process inside the
combustor (at least In 2zone A) as compared to the same process
undertaken in the calculations of the dump diffuser can be attributed to
the dominance of the primary and dilution jets in creating the flow
pattern iIn this type of combustor. This results Iin large pressure
gradlients which have been found to dominate most regions of this type
of flow (Green., 1981. Serag Eldin, 1977). in the present
investigation, the axial pressure gradient term was found to dominate by
about two orders of magnitude the other terms in the axial momentum
equation Inside the primary zone: In addition. the high generation of
turbulence kinetic energy caused high turbulfent viscosities (vyp) and this
effectively reduced the local cell Peclet numbers in this region. These
suggest that the influence of numerical diffusion Is likely to be small in
these regions (Green., 1981). The zonal approach and the use of
cyclic boundary conditions also contributed to this aspect.

Numerical errors can also occur from the method of correction
of the fiuxes at the jet entry planes via a false density factor as
described in subsections 3.3.3 and §5.2.1. It was found that when
these correction factors were higher than about 1.3, a circumferential
pressure gradient was created in the vicinity of the hole which lead to
increased spread of the jet. in the calculations of zone A, the
correction factors were lower than the above value (for grids 2 and 3)
and such errors did not influence the solutions. In the calculations of
zone B. howsver, correction factors of about 3 were used due to the
non-coincidence of the plane of the hole with the grid surface (as
discussed In subsection 3.3.3) and the coarseness of the grid. This
point will be addressed again in the presentation and discussion of the

results.

5.8 Results

The calculated results for all investigated cases of Table 2.1
are now presented and compared with the measurements in terms of
radial profiles and contour plots of the three mean velocities and
turbulence kinetic energy. The former type of comparison provides
detailed information about the accuracy of the calculation method in
predicting the local gradlents whilie the latter provides an evaluation of
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the overall level of qualitative correspondence between measurements

and predictions.

Mean veloclty profiles

Figure 5.7 shows the comparison between experiment and
calculation for the radial profiles of the axial. azimuthal and radial
velocities for the swirler flow level of 10%. in the primary zone, the
negative axlal velocities near the centre line were underestimated with a
maximum discrepancy of about 30% occurring near the primary jet
impingement position (plane d). The leve! of agreemsent improves within
the reclrculation reglon (plane b) and In the Iintermediate zone., planes
f. h. k. The radial velocity distribution at plane d is. however,
predicted well indicating the correctness of the jet entry boundary
condition. The Increased discrepancy in the prediction of the axial
velocity in the vicinity of the primary jet impingement position is related
to the performance of the turbulence model and will be discussed further
In the presentation of the turbulence resulits.

Swirl velocities are predicted fairly accurately up to station d
but thereafter the shift of the swirl peak towards the combustor wall is
not predicted correctly and the Rankine vortex type of profile Is retained
in the calculation In contrast to the measured solid body rotation type of
distribution (planes f, h). Larger swirl velocities are predicted in the
vicinity of the wall as the flow enters the Iintermediate zone. but the
peak velocity still remains near the centre line.

As discussed In subsection 5.2.1., due to the overlap of the
two caiculation domains., the dilution reglon profiles were calculated In
both zones and the results of each calculation have been plotted at
stations | and m. In the calculation of zone A, the radial velocity
gradient at plane | (Figure 5.7c¢c) Is predicted correctly near the dilution
hole indicating that the jet entry boundary conditions are correct. The
penetration of the dilution jets near the axis Is. however, underestimated
and this allows the bulk fiow. In the calculation. to exit fram the dilution
jet plane through the centre line reglon leading to a large overestimation
of the axlal velocities at this position (Figure §.7a, piane ). In
contrast, in the calculation of zone B, although aV/ar is Initially
underestimated at this station (due to the coarse representation of the
holes in the zone B caiculations) the penetration of jet fluid to the

centre line is predicted correctly. The calculation in zone B clearly
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shows improvements Iin the qualitative features of the axial velocity
profiles (eg the off centre line axlal velocity peaks at plane m and the
low centre line axial velocity at plane . The maximum level of
disagreement In this region Is about 50%. The results also indicate that
the variation in the pressure field caused by the acceleration induced by
the nozzle does influence the flow In the upstream region. In this
zone, discrepancies also stem from the asymmetric behaviour of the
dilution Jets. as discussed In subsection 2.3, and this can explain the
differences In the prediction of the swirl velocity. the use of large
density correction factors at the et holes in the calculation of zone B is
also thought to contribute to the inaccuracies.

The calculated results for the 15% swirler flow level (Figure
5.8) generally exhibit levels of agreement with the experiment similar to
the previous case. This implies that all the relative changes that have
occurred iIn the flow pattern due to the Increase In swirler flow (le
increased swirl velocity levels, decrease In primary jet trajectory and
primary zone maximum negative axial velocities) have been simulated
correctly. Comparison between measurements and predictions at the
various & planes where measurements were taken (Figure 5.9) and at
selected positions where the azimuthal variation was large showed very
simllar levels of three—dimensionality which in both experiments and
predictions was confined to the vicinity of the primary and dilution holes.

Figure 5. 10 displays the predicted flow fieid for the swirler flow
of 20%. The comparison shows that the steep primary zone flow
variations and overall trends throughout the combustor, identified in the
measurements, have been predicted well. Inside the primary vortex. the
calculated axial and radial velocity profiles at plane b Indicate the
correct upstream contribution of the primary jets: this Is related to the
accurate prediction of the primary jet trajectory at plane d (Figure
5.100). Although the calculated swirl profile is now In qualitative
agreement with the measurements at exit from the primary zone (Figure
5.10b. plane ) in the downstream development, discrepancies similar
to those found in the lower swirler tlows arise and remain throughout the
Intermediate zone. In the dilution zone agreement with experiment has
now generally improved., as compared to the previous cases. One
reason for the Iimprovement Is thought to be the higher axial and
azimuthal momentum of the cross—flow which is now able to deflect the
dilution jets strongly and suppress any Iinfluences arising from the
unsteady annulus flow; Improvements In the predicted turbulence fisid
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(see discussion below) also contribute to the above.

The predicted velocity fleld for 25% swirler flow level |is
depicted In Figure 5.11. Comparison between the predicted and
measured axlal velocity profiles at planes ¢ and d for the successive
swirler flows of 10, 15, 20 and 25% clearly Illustrates that the
underlylng trend of a decrease in the strength of the primary vortex has
been calculated qualitatively and quantitatively correctly. This can be
attributed to the consistently accurate prediction of the primary |et
penetration (Figures 5.7, 6.8, 5.10, 5.17¢c. plane d). in common
with the measurements, a positive axlal velocity has now been calculated
on the centre line within the primary zone at planes ¢ and d. it
seems. however, that the predicted length of the recirculation region
adjacent to the swirler hub is too long. as implied by a calculated
negative axial velocity found on the centre line at plane b. The axial
velocity peaks measured on the combustor axis. due to the precessing
motion, were not predicted by the calculation scheme although a slight
tendency for an axial velocity peak may be observed in the zone B
calculations. This causes the large discrepancies near the centre line
at planes h, k. The prediction of the swirl velocity profiles in ‘.the
intermediate zone has now Improved significantly as compared to the
previous cases and this Is also related to improvements In the prediction
of the turbulence field as discussed below. In the dilution region. the
differences between the predicted profiles in zone A and zone B at plane
m are generally reduced:. this denotes that the upstream effect of the
nozzle decreases with increasing bulk flow and shallower penetration of
the dilution jets.

As the swirler flow increases to 28% (Figure 5.12) and then
to 35% (Figure 5.13), the overall level of agreement generally remains
similar to that of the previously examined cases. In the intermediate
zone. however, the discrepancy in both axial and azimuthal velocities
near the centre line has now increased further due to the inability of the
numerical method to predict the increasing effect of the strong rotation
and precession in this region. (Note non-zero swirl velocities on the
axis in the measurements, eg Figure 5.12. plane h onwards).

The calculation of the flow patterns obtained with swirler 2
operating with 15% swirler flow is shown in Figure 5.14. Comparison
between Figures 5.8 and 5. 14 reveals that the variations in the primary
zone flow pattern caused by the Introduction of swirler 2 are well
reproduced by the calculations. The decrease in primary jet penetration
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(Figures §.8, b5.14, plane d) and the resulting reduction in the
maximum axlal negative velocity in the primary zone were calculated to
within 20%. In common with the measurements, the predictions show
that In the intermediate zone swirler 2 reduces the levels of axial velocity
while increasing the angular component. Similar levels of agreement

were obtained in the calculation of cases 7 and 9.

Turbulence kinetic energy profiles

The predicted turbulence kinetic energy distributions for the
various swirler flow levels are depicted In Figure 5.15. At the lower
swirler flow of 15% (Figure 5.15a), turbulence kinetic energy profiles
are predicted well Inside the primary zone. plane b, while the
discrepancy increases in the vicinity of the primary jet entry plane wherse
turbulence energy levels are underestimated by about 40%. In the
discussion of the measuremetns in Chapter ll,__lt was suggested that the
anisotropy of turbulence and the increase in vu2, yv2, y’sz and hence k
in this position was mainly due to normal stress ~ normal strain
generation terms; this Iimplies that transport of each component of
Reynolds stresses should receive separate consideration if correct levels
and partitioning of turbulence kinetic energy were to be calculated. The
underestimation of turbulence levels In this region Illustrates the
weakness of the k-e turbulence model and this deficlency Is likely to be
responsible for the increased discrepancy in the mean flow prediction In
the primary jet impingement region. As the Iindividual normal stress
distributions become more uniform and of similar magnitude at the later
stages of the intermediate zone. the calculation of turbulence energy
levels Improves (Figure 5.15a. planes h, Kk). The prediction of
turbulence kinetic energy again deteriorates in the dilution region where
turbulence Is generated by both shear and normal stresses due to the
steep penetration of the dilution jets at this swirler flow.

Better agreement between measured and predicted turbulence
lavels Is seen at the swirler flow of 20% over the whole combustor flow
field. Maximum discrpancies are now found at plane f (about 30%)
where primary }et fluid continues Its penetration to the centre line and at
plane | (about 60%) where the dilution jets enter the combustor.
Further improvements are obtained at 28% swirler flow with the level of
discrepancy in the primary zone now reduced to about 25% (plane ).

The centre line peaks in the turbulence kinetic energy distribution due to



115

non-turbulent contribution from the precessing motion are not found In

the calculation and this Is consistent with the mean flow prediction.

Centre line proflles and contour plots of the mean and turbulence fields

Figure 5.16 Illustrates the centre line development of the
predicted and measured axlal velocity and turbulence kinetic energy for
15, 20 and 25% swirler flow rates. In the lower swirler flows, maximum
discrepancies are found near the Jet entry planes (d. 1) and are
associated with jet impingement. Consistent Improvements in the
prediction of both the mean and turbulence profiles are shown in the
higher swirler flows (Figure 5.16. b. c¢) whilst the precession of the
vortex core is the main reason for the underestimation of the flow
development at the later stages of the intermediate zone.

An overall evaluation of the degree of correspondence between
experiment and calculation., as the flow patterns change due to the
variation of the swirler flow. can be gained by comparing on the basis
of contour plots (Figures 5.17 - 5.20). In these, the measured data
are on the upper half while the predicted data are on the lower half:
the resuits of zone B calculation were also included for the dilution
zone. At the lower swirler flow of 10% (Figure 5.17a) the steep
penetration and dominance of the primary jets in creating the upstream
recirculation is evident in both the measurements and the predictions.
The length of the primary vortex is calculated correctly while its width is
slightly underestimated. The ability of the method to predict the smali
recirculation regions near the combustor wall downstream of the primary
holes is encouraging for its use in the design process. since the
designer wishes to know of such small stagnation regions which cause
overheating. hot spots and influence critically the life of the chamber.
The predicted swirl velocity contours near the centre line (Figure
5.17b). associated with the maximum swirl velocities., project deeper
into the intermediate zone than the measured ones. Indicating that radial
transfer of angular momentum Iis underpredicted in this region. This
can be related to the underestimation of turbulence energy in the primay
jet impingement region as shown in Figure 5.17c. the locations of
intense turbulence generation are predicted well in both primary and
dilution regions. Similar correspondence between Jet penetration and
high generation of turbulence has been found in the computational

investigations of Green (1981) and Bruce et al (1979). In the dilution
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zone. the differences In the radlal location of the measured and
predicted maxima in the axlal velocity contours (Figure 5.17a) Iindicates
that the dilution }et penetration Is underestimated. The swir! velocities
in this zone are also slgnificantly underpredicted (Figure 5.17b).

The steep reduction In the strength of the primary zone vortex
as the swirler flow level Increases to 20% Iis evident In Figure 5. 18a.
The levels of negative velocity inside the vortex are predicted well
although Iits size is again underestimated. The penetration of the
dilution jets Is also underpredicted as Indicated by the quantitative
differences of the axlal velocity contours In that region. The predictions
of the turbulence fleld is now in better agreement with the measurements
as compared to the previous case.

The complex primary zone flow pattern measured at 25% swirler
flow level Is predicted accurately as illustrated in Figure 5.19a. The
strength and location of the centre of the vortex Is calculated correctly.
The predicted swirl velocity contours in this case (Figure 5.19b) are in
better agreement with the measurements downstream of the primary jet
entry plane and this can be assoclated with the Improvements in the
calculation of the turbulence kinetic energy In this region. as shown In
Figure 5.189c.

Predicted radial velocity contours for the 15% and 25% swirler
flow levels are depicted In Figures §5.20a and b respectively. In the
lower swirler flow case, the location and spacing of the high radial
velocity contours implies that the lateral spread and depth of pensetration
of the primary Jets Is predicted waeil. The difution jet penetration.
however, is underpredicted as Indicated by the position of the zero and
negative velocity contours in this reglon. As the velocity ratio
jet/cross—flow increases (Figure 5.20b). the trajectories of the primary
and dilution Jets decrease in both the measurements and calculation.
The similarity in the predicted and measured lateral spread of the
primary Jets in the azimuthal direction Is shown In Figure 5.20c.

Calculation of the flow Insilde the nozzle and at the exit from the

combustor

Figure 5.21 lllustrates predicted axial velocity profiles at six
axial locations Inside the dllution zone and nozzle section. These were
obtained from the calculation of zone B at the 90° and 0° planes,

passing through the combustor centre line. In the vertical mid-plane.
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the acceleration caused by the contracting nozzle is evident in the flow
developmant at the three downstream stations. The presence of the
dilutlon Jets (entering at x/Dg=1.7) 1Is reflected by the peaks at
x/Ds=1.93. Comparison of the flow development between the two planes
reveals that small but noticeable asymmetries intrude at x/Dg=1.93 as
the differences in the velocity peaks at this station show. Large
deviations from cyclic behaviour. however, occur only at x/Dg=2.16.
This demonstrates the predicted upstream Iinfluence of the nozzle. The
small negative velocity region found at x/Dg=2.43 (6=09) is the result of
a local adverse pressure gradient on the expanding walls of the nozzle
(local angle of expansion 159) and its existence was suggested in
subsection 2. 3. These low velocitles near the wall contribute to the
axial velocity deficit found in both the measured and calculated exit
profiles.  Although no measurements were obtained inside this region,
due to beam Iinterference with the curved walls, the calculation of the
flow Inside the nozzie provided useful indications about the flow
development in this region and contributed to the Interpretation of the
exit profiles.

Detalled comparisons between the predicted and measured axlal
velocity distributions at the exit for 15 and 25% swirler flow level are
shown in Figure 5.22., whiile the overall level of qualitative agreement
can be seen In the comparison of the corresponding contours (Figure
5.23). In the lower swirler flows (Figure 5.22a, 5.23a). maximum
discrepancies of order of 35% are found near the sides of the nozzle
walls and in the reglon where the flow accelerates near the bottom of
the cross—section. The higher velocities identified In the predictions
near the walls can be attributed to an underestimation of the adverse
pressure gradient on the expanding nozzie walls. Slightly better
agreement is obtained at 25% swirler flow level (Figure 5.22b. §.23b)
with the maximum discrepancy reduced to about 25% and found near the
centre of the nozzle. This Is consistent with the Improved agreement
obtained in the prediction of the dilutlton zone proflles as discussed
previously. Overall, the qualitative agreement (which Is perhaps all
which can be expected due to the coarseness of the grid used for the
calculations of zone B) can be considered as fair. Although the
predicted axial velocity flelds for both cases are more uniform than the
measurements they clearly indicate reglons of local acceleration as can
be seen by the location of the contours 2.15 (predicted) and 2.75
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(measured, case 2) and 2.0 (predicted) and 2.4 (measured, case 4)

shown in Figure §.23a. b.

5.4 Assessment

The results presented in the previous subsection showed that
good qualitative agreement was obtained between measurements and
calculations for the range of flows Investigated. Quantitative
discrepancies were highest In regions of strong Iimpingement of primary
and dilution jets where anisotropy of the turbulence field was identified:
In such locations. underestimation of the turbulence kinetic energy was
found to influence the prediction of the mean flow. Improvements In
these regions were identifled at higher swirler flows when anisotropy was
reduced. The range of Investigations clearly illustrated the failure of the
k-e¢ turbulence modei to predict accurately flow regions which are
strongly anisotropic and possess rapid spatial changes in the turbulence
structure and confirms similar criticisms by various workers (Bradshaw,
1973. Leschziner and Rodi. 1980. Taylor and Whitelaw., 1984).

Although the poor performance of the turbulence model Is
primarily responsible for the Inaccuracies identified in the primary zone,
in the dilution region additional errors were Iintroduced due to the
asymmetric behaviour of the dilution Jets. The unsteady annulus flow
and the random circulations in the vicinity of the dilution holes. as
discussed in subsection 2.3, are expected to affect the jet entry
conditions (eg by altering the velocity field and mass flow rate at the
hole in an Iintermittent manner) and consequently influence the dilution
jet development inside the combustor in a different manner than that
implied by the boundary conditions used in the present calculation. The
high W velocities measured in the dilution zone (planes | and m) could
be associated with this behaviour (as discussed in subsection 2.3, case
1) and the large underprediction of the W component in the dilution
zone can be partly related to this effect. These effects were generally
seen to be smaller as the cross—flow increased at the higher swirler
flows. Further, the use of large density correction factors for the
dilution Jet fluxes (zone B only) has been found to increase the
spreading rate of the jets, as discussed in subsection 5.2.83, and this
can be considered partly responsible for the underprediction of the radial
gradient of the radial velocity near the dilution hole (Figure 5.7c. plane

D. Numerical diffusion errors are also possible in the calculation of
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zone B due to the coarseness of the grid used. The favourable
agreement between the calculated results of this zone with those
obtained with the finer meshes of zone A and the dominance of large
pressure gradients on the flow development. as discussed In subsection
5.2, suggests that thelr effect is likely to be small. Nonetheless. a
complete evaluation of this type of error in this zone must wait until a
finer mesh Is used.

The present work also showed that the numerical model
becomes Inaccurate In regions where Instabllities and periodic
oscillations Induced by the stongly swirling flow field contribute
significantly to the flow field development and substantiates similar
suggestions by Gupta et al (1984) and Gouldin et al (1985).

The extensive comparisons between measurements and
predictions showed that despite the above discussed deficiencies the
calculation method Is capable of providing accurate qualitative and useful
quantitative information about the detailed flow development over a wide
range of flow patterns and boundary conditions. Important aspects of
the flow, such as large scale recirculations. regions of high turbulence
generation, Jet penetration and trajectories and interaction between
swirler and primary jets were predicted adequately for preliminary design
purposes.

Apart from the detailed information, overall quantities of
Importance to design. such as the primary zone recirculation ratio, can
also be extracted from the calculated results. The primary zone
recirculation ratio was evaluated from the predictions Iin the same
manner as that described in subsection 2.4, and is shown in Figure
5.24, compared with the experiment. Good qualitative similarity Is
exhlbited for the range of swirler/primary jets mass flow ratios.
Maximum discrepancies of about 17% are found at the Ilower
swirler/primary Jets mass flow ratios while a slight improvement s
observed for the higher swirler flow ratios consistent with the discussions
of the previous subsection. The observed good correspondence between
experiment and calculation illustrates the potential usefuiness of the
method in estimating the primary zone recirculation ratio In
configurations which combine swirler and primary Jets for which no
information currently exists.
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5.5 Further calculations

In the preceding sections., the ability of the calculation method
to provide useful results on the Influence of swirler/primary Jets mass
flow ratio for the specific configuration investigated experimentally was
demonstrated. It is clear. however. that the primary zone flow pattern
Is also dependent on several geometric features such as the distance
from primary Jets to swirler exit and the combustor/swirler diameter ratlo
(Lefebvre., 1983). Bearing the limitations of the predictions in mind.
the calculation scheme was used to quantify the effect of the
swirler/primary jets mass flow ratio on the flow pattern (under isothermal
conditions) inside a geometrically different configuration  with
swirler/combustor diameter ratio twice that of the water mode! and where
the distance from the primary jets to swirler exit was increased by 40%:
this could be evaluated by experiment but at greater inconvenience and
cost.

The geometry chosen for investigation Is shown in Figure 5.25a
and closely resembles In Its dimensions that of current production
can-type combustors: it comprises a swirler (the same as swirler 2 of
Figure 2.4) and two rows of primary and dilution holes. wall
transpiration flow is also Introduced between the two rows of holes. It
was assumed that the filuid was air and 790%k and 315 psia were the
conditions at Iinflow to the chamber (these are typical conditions at a
compressor outiet). Since only the primary zone flow was to be
investigated, the calculation domain excluded any downstream nozzle and
a cylindrical polar mesh of 45 x 18 x 15 (x. r, ©) grid nodes was
used: the periodic nature of the geometry allowed cyclic boundary
conditions to be used on the bounding planes of the 60° sector
consldered.

Figure 5.25b shows the axial development of the fiow inside

the primary and initial stages of the intermediate zones. The
three operating conditions chosen for study have swirler/primary jets
mass flow ratios similar to those used in the water model investigation

and are depicted In Table 5. 3.
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TABLE §.8
OPERATING CONDITIONS FOR CONFIGURATION OF FIGURE 5.25a

gy Mpy My mg Mtot Mg/ Mpy
case a 0.088 0.2345 0.182 0.494 1.97 0.375
case b 0.1336 0.2228 0.173 0.469 2.073 0.6
case ¢ 0.175 0.216 0.131 0.476 1.3695 0.81

As the swirler flow increases trends similar to those found
inside the primary zone of the water model combustor can be seen. At
station x/D¢=0.538 (through the geometric axis of the primary jets) the
gradual Increase in the positive axlal velocities suggests a decrease In
the primary jet trajectory. This results In a shift in the location and
decrease Iin the magnitude of the maximum negative and positive axial
velocitles at planes x/Dg=0.419 and 0.711; the above varlations can be
compared with the changes in the axial velocity profiles at planes c. d.
f inside the water model. The backflow near the swirler increases with
swirler flow and a reglon of recirculation is ldentifled near the curved
combustor head due to the flow expansion and swirl effect (Aitgeld et
al. 1983: a similar small recirculation had been predicted in the water
model for the high swirler flows but was not shown in the comparisons
of subsection 5.3 due to lack of measurements near the swirler). The
predicted primary zone recirculation ratio for the above configuration
(calculated from the Integration of the negative part of the axial velocity
profile at x/Dgs=0.39) Is compared against that obtained from the
prediction of the water model combustor operating with the same swirler.
in Figure 5.25c. The comparison Indicated that the configuration of
Figure §6.25a results In a less steep variation in the range
0.3<mgyw/mpr<0.65 and produces a primary zone recirculation ratio
which is higher by 25% than that of the water model combustor. This
can be attributed to the reduced Iinfluence of the swirler flow on the
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primary jets due to the greater distance between swirler and primary

holes.

5.6 Summary

The calculation of the turbulent isothermal flow inside a modael
of a can-type gas turbine combustion chamber was obtained by using a
numerical model based on the finite—difference solution of the
three~dimensional time—averaged equations governing the tranéport of
mass, momentum, turbufence kinetic energy and energy dissipation
rate. The economic and efficlent calculation of the flow inside the
complex model geometry was achleved by splitting the whole combustor
into two overlapping zones: zone A comprising the can section and the
two rows of holes and zone B made up of the exit nozzle and part of
the upstream cylindrical barrel including the dilution holes. The flow in
the first was calculated with a cylindrical polar grid and cyclic boundary
conditions were used In the 600 sector considered. The computation of
the nozzle was made possible by using a general method capable of
handling three—-dimensional geometries with arbitrary boundaries within

finite—difference methods based on simple co-ordinate systems.

1. The range of investigations showed that the calculation method
was capable of predicting qualitatively and quantitatively the
effect of the variation of the flow split between swirler and
ports and the Influence of swirler geometry on the flow
development.

(a) In the primary zone. Iin the lower swirler flows, the
maximum levels of discrepancy were found in the vicinity of the
primary jet impingement region and were of order 40%. These
were attributed to the fallure of the k-e¢ turbulence model to
describe accurately the turbulent transport in this region of
high anisotropy. as indicated by the underestimation of the
turbulence kinetic energy by about 40%. At higher swirler
flows., due to shallower penetration of the primary jets.
anisotropy was reduced, turbulence was generated
predominantly through shear and the prediction of the mean
and turbulence flelds was improved. In general, important
variations Iin detailed and global features of the filow (eg

decrease In primary et trajectory, levels of negative axlal
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velocity, Increase In swirl velocities, reduction In primary zone
recirculation ratio) were correctly reproduced by the caiculation
method.

(b) In the Intermediate zone., discrepancies found at the
initial stages were attributed to inaccuracies in the prediction of
the flow in the primary jet impingement region. Agreement
between measurements and predictions Iimproved significantly at
the later stages where the measured distributions of the three
normal stresses became uniform: for the higher swirler flows.
the effects of the central precessing core on the flow
development were not predicted and this lead to Iincreased
discrepancies In the axial and azimuthal velocities near the
centre line.

(¢c) The discrepancies were observed to Increase in the
dilution zone which was calculated In both zone A and B.
Comparison between the results obtained from the two zones
showed that under conditions of dilution jet impingement the
upstream effect of the nozzie extended up to the diiution jet
entry plane whlle at higher swirler flows this effect was
reduced. Apart from the deficiencies due to the turbulence
model which were particularly evident in the lower swirler flows
when the dilution Jets penetrated and formed a backflow.
additional error sources were Identified In this zone. The
observed unsteady annulus flow near the dilution holes s
thought to influence the dilution jet entry conditions and their
subsequent development inside the combustor in a manner not
described by the boundary conditions used in the calculations:
this effect was observed to be smaller In the higher
jet/cross—flow velocity ratios. In addition, the use of high
density correction factors to obtain the appropriate dilution jet
fluxes In the calculation of zone B is also expected to influence
the dilution jet spread.

(d) The calculation of the flow development inside the nozzle
indicates its effect on the upstream flow as discussed above
and revealed flow separation from the expanding nozzle walls:
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this was contributing to the low velocities near the wall at the
exit cross—section in both measurements and calculations. At
the combustor exit for the lower swirlier flows (eg 15%) the
maximum discrepancy between the predicted and measured
axial velocity profiles was 35% while this Improved to 25% at
higher swirlar flows. Overall, although the predicted axial
velocity distributions at the exit were much more uniform than
the measurements, they provided useful Indications of the

regions of local acceleration.

The observed maximum discrepancies are slightly larger than
those found in the calculation of axisymmetric swirl stabilised
combustors (eg Whileimi, 1984): this is not surprising.
however, since the differences are concentrated in regions
where the present flow Is significantly more complex., ie
primary jet impingement position., dilution zone. The level of
agreement between measurements and calculations In the
present study Is similar to that found In the computational
investigation of a geometrically simpler model combustor without
swirl by Green (1981).

The parametric study over the wide range of operating
conditions appropriate of gas turbine practice (particularly the
lower swirler flows) has shown that this type of numerical
approach can provide useful qualitative and quantitative results
about the detalls and global aspects of the flow for practical
combustion chamber designs at least under Iisothermal
conditions. It was also demonstrated that such methods can
be applied conveniently and economically for the complex

geometries as found In practice.
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CHAPTER Vi

CLOSURE

6.1 Achievements and conclusions

This chapter outlines the main findings and contributions of the
present theslis and puts forward some recommendations for future work.
Contributions are classified under the categories of experimental and

computational work.

6.1.1 Experimental work

Laser Doppler velocimetry was used to obtain velocity and
turbulence data inside a water model of a can—-type combustion chamber
comprising a swirler. annulus fed primary and dilution ports and an exit
contraction nozzlie. The effect of the variation of the flow split between
swirler and ports and the influence of swirler geometry on the fiow field
were Investigated.

An Increase In swirler flow decreased the trajectory and
penetration of the primary jets and this resuited in a reduction in the
strength and size of the primary zone vortex. This Iincrease in
swirler/primary jets mass flow ratio was., therefore, accompanied by a
reduction in the primary zone recirculation ratio: the variation was
almost linear for 0.2<mgw / mpe<1.0 (for swirler 1).  For swirler
flows higher than 25% of the total flow rate. a central precessing core
was observed on the can axis. A change in swirler geometry.
comprising a decrease In swirler exit area and an Increase In swirl
number. resulted In a reduction of the primary jet trajectory and levels
of maximum negative velocity and turbulence energy Inside the primary
zZone. Maximum levels of turbulence energy and anisotropy were
associated with strong jet Impingement and were reduced with Increasing
swirler flow. Overall. the steep variations In the primary zone flow
pattern had a smaller effect on the combustor exit profiles due to strong
and efficient mixing In the dilution zone.

The Investigation provided quantitative Iinformation about the
Interaction between swirler and primary jets and quantified the effect of
swirler flow on jet penetration. reglons of recirculation and intense
turbulence generation. Very little Information inside a realistic geometry
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existed on the above aspects of the flow which are Important In the
design of actual combustion chambers. Since the measurements were
obtalned Inside a practical configuration under operating conditions which
are representative of gas turbine practice (particufarly the lower swirler
flows) they are of direct relevance to the flow fields inside actual
combustion chambers. The data taken were also sufficiently
comprehensive to be sultable for the appraisal of combustor prediction

methods.

6.1.2 Computational work

As a first step In assessing the capability of the numerical
calculation method to predict the complete diffuser—-annulus—combustor
system, the two-dimensional flow Inside a practical dump diffuser
geometry for an annular combustor and the three—dimensional flow inside
the water model combustor were investigated. errors that could arise
from the interaction between the Internal and external calculation domain
were thersby eliminated In this separate investigation.

In the former calculation, the numerical solution of the
governing equations was achleved on a boundary-fitted mesh necessary
to represent correctly the flow around the curved combustor head. Due
to the very fine meshes required to minimise numerical diffusion errors
arising from the hybrid differencing scheme presently used. adoption of
a higher order finite-difference scheme was recommended for the
efficient calculation of this type of diffuser. The Iinvestigation showed
that trends In the varlation in the details of the flow and in the overall
performance caused by changes In diffuser design features (eg
inner/outer annulus flow split or dump gap) were predicted adequately
for engineering design purposes. The accuracy of the prediction of the
flow in the annulus was also encouraging for thelr eventual use as
boundary conditions in the calculation of the flow inside the combustor.

A zonal approach was adopted for the calculation of the water
model combustor. A cylindrical polar grid was used to calculate the
can section and a general method for handling three-dimensional
geometries with arbitrary boundaries was further developed and employed
to calculate the flow inside the exit nozzie. Calculated results were in
favourable agreement with measurements in the primary and intermediate
zones with the maximum discrepancy in the prediction of the mean flow

of 40% (at the lower swirler flows) found at the primary jet impingement
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position. This was attributed to the poor performance of the turbulence
model in this region of high anisotropy, as Indicated by the
underestimation of turbulence energy aiso by 40%. The prediction of
the mean and turbulent flelds was generally improved at higher swirler
flow levels. The discrepancies were higher in the dilution reglon. where
In addition to the turbulence model deficiencies. the asymmetric
behaviour of the dilution jets and the use of high density correction
factors for the dilution Jet fluxes., In the calculation of the nozzle.
contributed to the Iinaccuracies. The calculation of the exit nozzle
showed that Its upstream effect extended up to the dilution jet entry
plane and decreased as the dllution Jet penetration was reduced;
maximum discrepancies at the combustor exit axial velocity profiles were
of order 30%.

The extensive comparison with measurements showed that the
numaerical calculation method was capable of predicting the effect of the
variation of the flow split between swirler and ports, and the influence of
swirler geometry on the flow development. Detailed aspects of the flow.
such as the primary and dilution jet trajectory. the primary zone flow
distribution and the location of regions of intense turbulence generation,
were also predicted adequately for preliminary design purposes.
Overall, the parametric study over a range of operating conditions
appropriate to gas turbine practice showed that. at least under
Isothermal conditions. this type of approach can provide useful
qualitative and quantitative information about the effect of geometric and
flow variables for the flows inside practical gas turbine combustion
chambers. The further development of the general arbitrary boundary
method was also a significant step in removing the limitations in the
application of this type of method to the complex geometries found in

practice.

6.2 Future work

Several categories of future work are envisaged for the
application of laser Doppler anemometry and numerical calculation
techniques Iin the design of practical combustion chambers.

The laser Doppler anemometer is now a widely used instrument
for the measurement of mean velocity and turbulence quantities inside a
range of practical flow configurations. In the design and development of

gas turblne combustion chambers. the application of LDA in conjunction
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with the use of the well established water and cold air models can
provide quantitative Information In cases where the degree of accuracy
and resolution required Is greater than that achleved by flow visualization
and pitot probe measurements. For example, accurate quantification of
the highly turbulent primary zone flow pattern would be very difficult to
achieve with a probe as the steep variations Iinside the water modsl
suggest. The detailed data provided by this approach are also suitable
for subsequent comparison with calculations.

With reference to the experimental investigation of Chapter Ii,
the present work can be extended I(n several areas. The present
measurements examined the influence of the flow split between swirier
and ports and focussed attention on a specific combustor design. As
mentioned In subsection 5.5, the flow pattern inside the combustor also
depends on the particular chamber geometry. The work can be
extended to Iinvestigate the effects of geometric features such as
combustor/swirler diameter ratio and the location and size of primary
and dilution holes. The realism of the model can also be increased by
including cooling rings. trimmer holes and different port configurations
(chutes, plunged holes). The choice of suitable geometry can be
made by reference to current practice or the numerical approach can be
used to provide preliminary Indications as demonstrated in subsection
5.5. Attention should also be paid to reduce or, if possible., eliminate
any Iinfluence of the unsteady annulus flow near the dilution holes. on
the dilution jet entry conditions; this could be achieved with flow bleed
at the downstream end of the combustor. Elimination of the above
uncertainty Is particularly important when the data are compared with
calculations. Care. however, should be taken so that any of the above
modifications does not render Important reglons of the combustor
Inaccessible to the laser beams. The present measurements could also
be extended to Include measurements of concentration and its
fluctuation, obtained simultaneously with the velocity and turbulence
data. possibly by use of the laser induced fluorecence technique (see
Johnson and Bennet, 1981). This type of data Is required for the
evaluation of current calculation procedures for combusting flows (Jones
and Priddin, 1978).

in the application of the numerical approach to the calculation
of the flows Inside the dump diffuser geometry and the model
combustor, the quantitative agreement with measurements was good

enough to encourage further work In varlous areas. In the dump
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diffuser investigation. a more accurate method for generating orthogonal
curvilinear meshes could be used (eg the analytic solution of the
Inviscild flow aroung a cylinder). This and the use of a higher order
finite—~difference scheme. as suggested In subsection 6.1.2. would
remove the remaining errors In the solutlion and allow a fuller
assessment of the turbulence model. It Is also possible to increase the
realism of the geometry by Introducing flow through the combustor via
the head. primary and diution holes and examine their Influence on
performance. The representation of the dilution holes would then
require the use of the three-dimensional equations and this would
increase the computer storage requirements.

The favourable level of agreement between measurements and
predictions in the calculation of the water model combustor suggests that
the calculation method can be used in practical situations. Parametric
studies can be undertaken to Investigate qualitatively the effect of
geometric and flow variables (ie location and size of ports.
swirler/combustor diameter ratio. simulated fuel Iinjection) on the flow
pattern. The method can also be used in parallel with the experimental
approach as suggested above. The limitations of the present modsel In
predicting the present flow or the equivalent combusting flow with littie
quantitative error concern each of the component parts of the calculation
scheme: the grid system., the (finite-difference scheme and the
turbulence and (eventually) the combustion models. The general
arbitrary boundary method presented here significantly broadens the
applicability of the method but requires further testing in a range of
flows and geometries; in particular, the errors arising from the use of
high correction factors should be quantified. The use of a finer mesh
to calculate the present nozzle geometry could possibly reduce these
correction factors. Because of the inefficlency of the method in the use
of grid nodes. as discussed in subsection 3.3.1, it is recommended
that work should be directed towards the development of a
three-dimensional approach that makes use of non-orthogonal boundary
fitted meshes (see Gosman and lIssa, 1984) which may be a more
economic alternative. It was also suggested. in subsection 5.6. that
the use of improved finite—difference techniques and turbulence models
could help to reduce the present level of discrepancy (which Is likely to
increase in the combusting calculation, Green and Whitelaw (1983)) and
the present isothermal type of flow is a most convenient case to test

their performance. In general. the above improvements in the model
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will undoutedly broaden the scope of the calculation method as a reliable

design tool.
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Figure 2.3 Photographs of
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(a) primary jet entry and upstream recirculation (case 2)

(b) dilution jet entry (case 2)

Figure 2.10 Fiow visualization pictures



(c) dye flow visualization (case 2)

(d) dye flow visualization (case 6)

Figure 2.10 (continued)
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Figure 2. 17
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Velocity and turbulence field for case 2 (8=30°)
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Figure 2. 19

Velocity and turbulence fleld for case 4 (6=00°)

<ay axial, (b azimuthal, <(c) radial
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Figure 2.20 Velocity and turbulence

5 (e=09)

field for case
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Figure 2.34 Centre line development of
(a) axial velocity

(b) turbulence kinetic energy (swirler 2)
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Figure 3.2 Cyclic boundary conditions
(a) Physical domaln with periodic repsetition
(b) Calculation domain with cyclic boundary conditions

applled at periodic axes
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Figure 3.7 Boundary cell classification and geometrical quantities
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Figure 3.8 Adgding on of an external cell

Figure 3.9 Velocity vectors in a boundary cell
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Figure 5.4
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Description of the nozzle cross-sectlon at successive
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Figure 5.18 Comparison of calculated and measured contours for
case 3 (8=09) (a) axial velocity. (b) azimuthal

velocity. (c¢) turbulence kinetic energy



227

NN

\/\/\0
AN

Figure 5.19 Comparison of calculated and measured contours for
case 4 (8=09) (a) axial velocity, (b) azimuthal

velocity, (c¢c) turbulence kinetic energy



228

NN

measurements

Figure 5.20 Comparison of

contours

(a) case 2 (8=09), (b)

calculated and measured

predictions

~

L025
315 /o5
-28

-20

-10

()

radial

case 4 (8=09), (c¢)

velocity

case 2



229

-5(—=1-36 162 193 216 243 277
RC
)
0 e §=90
R o
0 1 Ut

—

Figure 5.21

Calculated axial velocity field inside the nozzle (case 2)
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Figure 5.22 Comparison of calculated and measured axial veloclty

fields at the combustor exit (a) case 2, (b) case 4
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