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ABSTRACT

The work presented in this thesis can be divided into three areas:
design of a robot; structuring of the robot control problem and the
design of fast control algorithms; and the implementation of these

algorithms using a distributed intelligence multi-processor system.

The section dealing with robot design, considers the major criteria
for choice, the standard options available, and presents a robot

designed to be simple and robust.

To enable the implementation of a distributed intelligence
controller, the author has structured the robot control problem into
sémi-autonomousv tasks. These include spatial vector profiling,
interpolation, frame and co-ordinate transformation, and joint servo
control. These areas have been analysed in detail and the author has
devised new algofithms to lnarkedly‘reduce the computational task of

robot control.

The algorithms for robot control have been implemented using a
distributed microcomputer system. The controller employs a mixture of
relatively cheap 32/16 bit and 8 bit rnicroprécessors. This conirol
architecture provides a powerful and flexible robot controller, enabling
a vast range of complex motions to be generated and executed by the

robot.
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1 INTRODUCTION

1.1 THE INDUSTRIAL ROBOT

In the early 1960's George Devol and Unimation Incorporated
introduced the first industrial robot. The basic idea was to build a
machine that was flexible enough to do a variety of jobs automatically:
a device that could be easily taught or programmed, so that if the part
or process changed, the robot could adapt to its new job without
expensive retooling. This contrasts markedly with the traditional
concept of "hard" automation, whereby plant and equipment is dedicated
to one specific task. It was the combination of a computer and a
flexible manipulator that has helped open the door to new methods of

manufacturing. -

Dr. James S. Albus in a recent book, [Albus 1979], on the effect of
computers and robots, wrote, "The human race is now poised on the brink
of a new industrial revolution which will at least equal, if not far
exceed, the first Industrial Revolution in its impact on mankind. The
first Industrial Revolution was based on the substitution of mechanical
energy for muscle power. The next industrial revolution will be based
on the substitution of electronic computers for the human brain in the

control of machines and industrial processes".

1.1.1 Basic Robot Elements

The following are the three basic components of an industrial robot,

[Saveriano 1980]:
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(i) Controller: The robot controller functions as the co-ordinating
system of the robot. It can be any programmable device from a rotary
drum switch to a full computer. In sophisticated industrial robots, the
control computer is capable of a level of "artificial” intelligence and
not only runs the robot through 1its programmed moves, but also
integrates it with ancillary machinery, equipment and devices. The
controller can also monitor processes and can make decisions based on

system demand while at the same time reporting to a supervisory control.

(1i) Manipulator: The manipulator consists of the base and arm of the
robot, including the power supply, usually hydraulie, electric or
pneumatic. The manipulator is the component that provides movement in
any number of degrees of freedom. The manipulator's movement can be
described in relation to its co-ordinate " system, which may be
¢ylindrical, spherical, anthropomorphic; ete. Depending on the
controller, movement can be servo or non-servo controlled and can be a

point to point motion or a motion along a specified continuous path.

(iii) Tooling: The hand or gripper; sometimes call the "end effector”
can be a mechanical, vacuum, or magnetic device for part handling. It
can incorporate 1levels of compliancy to accommodate any slight
misalignment. This can‘be in the form of passive compliance, Whereby
any correction is provided locally, or active compliance where sensors

provide additional positional information for the robot controller.

1.1.2 Types of Industrial Robot

As varied as the definition of "robot", there are many ways to

classify different types of robots. Under the broad classification of
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industrial robots; categories often reflect the kind of work the robot
is assigned to do, such as spray painting, welding, assembly, material

handling etc. Three categories of robot can be defined:

(1) Simple Robots: Simple robots are also called 'pick and place"
devices and "limited sequence" manipulators. Simplé robots are perhaps
the most underrated and underutilized robots. These low cost, easy to
maintain, fast and accurate devices can dramatically 1increase

productivity in medium and longérun production industries.

Normally, these devices are restricted to three or four non-servo
degrees of freedom. Mechanical stops are used on each axis to set the
amount of travel; this is usually only two positions, i.e. up/down,
right/left, in/out. Because they are very limited in the number of
moves available to the manipulator, simple robots are very depedent on
support equipment such as bowl feeders and part presenters. A general
rule of thumb in robotics is that the higher the intelligence of the
controller, and the greater the programmability and number of moves of
the manipulato? and tooling, the less dependent the robot will be on

support equipment.

Simple robots are usually air—-operated, repeatable to +.025mm or
better, and can operate as fast as a. cycle per second. These robots

cost anywhere from £1500 to £7000.

(ii) Medium Technology Robots: Medium technology robots have a greater
memory capacity and are easier to teach than simple robots. Such robots
have four to six degrees of freedom and are servo-controlled in most of

their axes of movement.
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Medium technology robots are usually used for single machine
load/unload type jobs and are not capable of continuous path operations
required for welding and spray painting applications. There are many
jobs in manufacturing today that could be automated by using medium
technology robots. Such units c¢an cost from £7000 to £15000 and

generally have a repeatability of *1mm.

(iii) Sophisticated Industrial Robots: Sophisticated industrial robots
are at the leading edge of manufacturing technology. These robots
possess highly flexible and programmable manipulators and utilize
controllers that exemplify the higher levels of artificial intelligence
used in industrial automation. Such controllers can be interfaced with
sophisticated sensory and inspection devices and also enable the robot
to be taught even the most complex of Jjobs with relative ease. The
sophisticated industrial robot has the capability of being integrated
into a myriad of computer-controlled work cells and manufacturing

systems.

Sophisticated industrial robots have a iarge on-board memory,
capable of multiple programmes and the ability to change programs
automatically, depending upon the requirements of the work cell or
system in which they are working; These machines are easily programmed
by pendant, terminal keyboard, or off-line programming, or any
combination of the three. Limited voice control 1is becoming available.
High level robot programming languages and software are being used.
Sophisticated robots' controllers are usually micro or mini-computers;
program storage can be on any number of available media. The

manipulators have five or more degrees of freedom and are fully
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programmable in all axes: these manipulators can operate either point to
point or continuous path. Small sophisticated robot arms such as the
Unimation PUMA have repeatability of +.05mm carrying loads of a few
pounds, larger sophisticated robots, such as Cincinnatic Milacron's T3
are repeatable to +.05mm even when carrying heavier paylocads over
greater distances. Sophisticated robots cost in the range of £20000 to

£70000 depending on configuration.

1.2 THE ROBOT CONTROL SYSTEM

1.2.1 The Development of Robot Controllers

The major difference between "hard" automation and a robotic system,
is the fact that the latter is r'e-pr'ogr‘ammableQ Hard automation, when
installed, continuously carries out essentially the same procedure. It
has limited ability to react to the enviromment and requires major
conversion to accommodate a different product. The versatility of a
robot is obtained by a multi axis mechanical configuration and thé robot
controller. The task sequencing of the earlier "first generation”
robots was achieved by the use of hardware logic. The control of these
robots, although satisfactory; was rather primitive and restricted. The
advent of the microprocessor was important in that the logic tasking
could be accompanied in softwére rather than hardware. The earlier
microprocessors (four and eight bit units) had limited processing power,
and as such realised only marginal increaées in the overall control of

industrial robots.
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Industrial robots controlled either by hardware 1logic, or early
microprocessors, assume importance in that they were the first
generation of non-dedicated automation. They were however simple point
to point motion devices, and programming them for anything other than
simple pick-and-place tasks proved tediously time consuming. The amount
of on-line programming, and perhaps more important the 1lack of
facilities to include environmental sensing, restricted their usage for
more sophisticated industrial tasks. Knowiedge of the 1local
environment, through the use of transducers, is one of the prerequisites

for increased robot intelligence.

The features required of a modern robot control system are
illustrated in Figure 1.1. The top level interfaces with both command
devices and environmental sensing units. It is then necessary to
fnterpolate with respect to time, thus defining the robot trajectory; to
transform the trajectory into the base frame co-ordinate system or work
space of the robot; and to convert from the trajectory in work space to
the joint demands of the robot. It is then necessary to servo control

each joint of the robot.

The development of LSI circuits provided the opportunity to enhance
the robot control system. The lower end of the minicomputer market,
(which was later to become the high end of the microcomputer market),
encompassed processing units at a relatively low cost yet sufficiently
powerful to significantly improve +the control of the robot and
incorporate some of the features described above. The major advantage
obtained by the use of these processors was continuous path motion,

previously difficult due to the numerical capabilities required to
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accomplish this form of motion. The use of higher speed processors also
enabled off-line programming and instigated high level robot programming

languages.

The 1low <cost of microprocessors in general and, the recent
development of the more powerful 16/32 bit processors, have enabled
considerably more sophisticated systems to be developed for robot

control.

1.2.2 A Distributed Intelligence Control System

In the following section the term microprocessor is taken to mean a
single processor chip, and microcomputer refers to the combination of
processor chip and peripheral chips (memory, 1/0, etc). A
multiprocessor -system is one which combines a number of processing
chips, and a multi-microcomputer system is a subset of multiprocessor
.systems which combines semi-autonomous microcomputer units each with

their own peripheral chips.

There are four principle levels at which improvements in performance

of a computer system are possible, [Enslow 19771]:
(i) Devices and circuits; the basic hardware speed.

(ii) Function implementation; the algorithms implemented in the

functional units ie. in the central processor, memory, and I/0.

(iii) System architecture; the topology for the interconnection of

the functional units.
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(iv) System software; the scope, speed and efficiency of the

operating system and other supporting software.

Of the four levels mentioned, this section discusses improvements at the
level of systems organisation, dealing specifically with a particular

class of systems; multiprocessors.

The extremely low cost of microprocessors has led to the analysis
and development of systems which previously would have involved only a
single processor. These units incorporate more than one processor to
accomplish the system task. Two overlapping approaches define multiple

processor systems; multiprocessor and distributed intelligence.

(1) Multiprocessor systems improve cost performance by the use of
interconnecting processors in a tightly coupled manner, such
that processors share resources and function under a single

operating system

(ii) Distributed intelligence systems use a number of processors
(possibly in a multiprocessor configuration) each handling a

number of different, but usually r'elated; tasks.

Of the two options, multiprocessor systems often involve complex
operating systems with high software and hardware overheads. This,
coupled with the limitations for hardware modularity and expandability,
suggests that the distributed intelligence concept would prove more

suitable for the robot control problem.
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The Distributed Intelligence Microcomputer Systems (DIMS) concept
divides the control problem into small definable subsystems, each
controlled by an individual processor. DIMS differs from
multiprocessing in that multiprocessing uses many processors to handle
one task, while distributed intelligence uses one processor per task of
the system [Anderson 19751. The DIMS concept distributes the
intelligence throughout the system by means of the microcomputers, each
acting semi-autonomously and communicating with other elements in the
system. Each microcomputer has a dedicated task, idealy each task being
isolated from that of any other microcomputer in the DIMS, ensuring

hardware and software isolation.

There are a number of advantages which may be realised by the use of
a DIMS approach, [Infotech 1977], compared to a single central

processing unit robot controller:

(i) By the use of a number of relatively cheap microprocessors, it
is possible to gain a large measure of computing power from an

assembly of low cost, mass produced components.

(ii) Isolated tasks; each controlled by a single microcomputer, are
a key design feaﬁure of the DIMS concept. When this 1is
achieved the system reliability is very high. Another result
of this autonomy is a relatively simple communications system,
handling only limited data flow and synchronisation. Since
each control element is independent, the system can be designed
to ensure that the failure of a microcomputer is unlikely to

corrupt the whole control system.
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(1i1) The DIMS approach allows expandability and adaptability,
[(Maekawa 1980], in that processing power may be easily added in
increments. This 1is achieved in two ways. First; the
upgrading of software (easily accommodated as the control
functions are independent). Second; hardware expandability,
such as the addition of another degree of freedom to the
control system, or the upgrading of a particular card with one

having greater processing power.

(iv) Reduced system cost and reduced complexity are achieved when
standardisation, and interchangeability of microcomputers are
possible. This feature must apply to both hardware and

software to be truly effective.

(v) The problems of service and maintenance of the robot controller
are simplified when using the DIMS approach. The controller
can perform self-checking operations, thus allowing rapid
evaluation of problems and providing guidance to service
personnel in diagnosing and correcting problems. Because
boards and software are of the same design debugging is
possible by board swapping; Also a complete spare can be
stored on site and installed quickly, thus reducing machine

downtime at relatively little extra cost to the robot user.

The DIMS concept is considered in more detail in Chapter T.
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1.3 THE MECHANICAL ARM

1.3.1 Degrees of Freedom

Most industrial robots today incorporate five, six or seven degrees
of freedom (dof). An indication of the added versatility each degree
provides can be given, building from a single joint. A single dof can
be thought of as a ram, which in a spherical polar coordinate system is
the r-axis. Rotation in a vertical plane, and rotation in a horizoﬂtal
plane add the ¢ and 6 axes. It may be envisaged that in three
dimensional, (3-D), space three degrees of freedom are sufficient, and
this is true merely to locate a point in space. However the orientation
of a 3 dof robot is fixed. In 3-D space there are in fact, three
position variables and three orientation variables. Each space
variable, whether position or orientation requires at least one dof on:
the robot. For a number of applications a robot with five dof will
suffice. This can be achieved by careful positioning of the robot and
ancilliary equipment; (eg: machine tool loading); or where the sixth dof
is redundant, (eg: welding): A six dof robot can achieve near full 3-D

space manipulation; the restrictions being physical restraints.

A robot with greater than six dof exhibit kinematic redundancy and
require additional criteria for axis movement. Often the added degrees
of freedom are obtained by making a robot mobile, usually a linear

motion in one or two directions.

1.3.2 Geometric Configuration
Two main linkage mechanisms appear in the designs of the robot
(excluding wrist): linear and rotary; Various combinations of these

result in four standard configurations: cartesian, cylindrical polar,
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spherical polar, and anthropomorphic, (see Figure 1.2). These are
termed the primary axes, and can be thought of as the "arm" of the
robot. The robot wrist or secondary axis configuration, is usually a
combination of rotary motions. The major variations reflect the number
of axes of rotation that are coincidental, and the sequence and relative

direction of each joint axis rotation.

1.3.3 Robot Drives

Three general methods of robot drive are currently employed in
robotics: electric, hydraulic, and pneumatic. The benefits and
limitations of each reflect the facility of power transmission to the
prime mover, the power to weight ratio, and the controllability of
method chosen. Electric motion require small leads to motor but have a
relatively low power' to weight ratio. Hydraulics on the other hand have
a high power to weight ratio but suffer from bulky fluid transmission
pipes, and costly, bulky power packs; Pneumatics are intermediate in
the power/weight factor, and are a clean form of power transmission.
However position control is much more difficult, especially static

positioning.

Relating the robot drive to typical applicatioris; pneumatics are
used more for pick and place robots where mechanical stops can determine
the static position; The choice between electric or hydraulic power
depends on the weights which must be held and moved by the‘ robot .
Lighter weights, as for example in light assembly, are more suited to
electrics. Hydraulics on the other hand are usually necessary when the
robot must 1lift loads in excess of 100kg. There are however exceptions
to this generalisation. For example the IBM 7565 is a low payload

hydraulic robot.
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2  THE DESIGNING OF A ROBOT MECHANICAL ARM

2.1 DESIGN STRATEGIES

The early general role of robot arms was reflected by their name of
Universal Manipulators. In recent years however, robots, although still
fairly flexible in their capabilities, are now being designed for one or
two primary jobs. Machine loading, and materials handling robots are
becoming more compact with fewer degrees of freedom, matched to specific
machine tools, ([CME 1980]. Process robots, (those that accomplish
spraying, welding, shot peening; ete.), are now being tailored to be
more easily taught, more durable in operation, and better at holding
tolerances. Assembly dedicated robots, particularly those aimed at
small part insertion, are 1light, fast, accurate robots, with an
increasing level of intelligence wusing vision, tactile, and force

sensing to accommodate changes in their enviromment.

Considering the mechanical aspects of the robot system three groups

can be identified:

(1) Mechanical Arm: including the primary and secondary axes.
(ii) The gripper or end effector.
(iii) Ancillary equipment: including part presenters, conveyors, etc.

This section deals with the first of these items: the mechanical
arm. In considering the arm, the design can be divided into two

seperate aspects:

_24_



(1)

(11)

The mechanical system.

Articulation requirements.

The first; the mechanical system, refers to the nature of the physical

components that constitute the arm, and can be summarised as follows:

(1)
(1i)
(111)

(iv)

Material characteristics of the robot "limbs" and joints.
Prime movers and drive systems.
Power transmission.

Feedback transducers.

The articulation of the robot represents such features as:

(i)
(ii)

(iii)

Configuration of the primary axes.
Configuration of the secondary axes.
Additional degrees of freedom to increase the articulation of

the robot.

The articulation of the robot has two underlying design criteria:

(i)
(ii)

Optimisation of the mechanical system.

Manoeuvrability of the robot in terms of manipulating the end
effector within certain constfaints, both in terms of
functioning in confined volumes and avoiding articulation
limitations such as singularities; (Dealt with in more detail

in Section 14.3).
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Considering both the design of the mechanical system and

articulation requirements, a number of techniques and criteria have been

proposed.

(1)

(i1)

These can be divided into the two groups as follows:

Mechanical System. Techniques for designing the mechanical
structure are predominantly involved with the dynamic response
of the system. Scme expand the kinematic specifications to
develop dynamic variables to evaluate a design. Examples
include: dimensionless constants, [Demaurex and Gerelle 1979],
the mapping of inertia ellipsoids, (a geometric interpretation
of the inertia tensors), [Asada 1982], and speed criteria and
energy consumption, relating to the drives of the robot,

[Vukobratovic et al 1978], [Vukobratovic et al 19801].

Robot Articulation. Research into robot articulation can be
divided into two sections; structural synthesis and
maneouvrability. Structural synthesis involves the mapping and
structure of the workspace of the robot, [Lin 1982], and the
analysis of special configurations. These techniques deal
primarily with uniQJOint configurations where a drive moves the
robot without the aid of mechanisms. A more detailed analysis
of kinematic chains and mechanisms in general, [Singimoto
1979], allows for more complex interaction of the robot joints

and links.

The area of maneouvrability includes items such as the analysis of

specific configurations of robots to indicate true maneouvrability of

the end effector of the robot, [Kinoshita 1981]. Even though a robot
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may have six dof, full three dimensional mobility is not necessarily
achievable. Physical limitations and singularity impose restrictions on
the mobility of the robot. The concept of redundancy, (whereby there
are more degrees of freedom than boundary conditions), is also a feature
of maneouverability. Research into the control of redundant
manipulators [Brooks 1982], [Aspragathos 1983], enables redundant
manipulators to be considered for tasks which would be impossible for

six dof manipulators.

However the "art" of designing a robot arm is still an iterative
technique embodying the classical principles of machinery design. It is
also true to say that robot arm design is still, to some extent, an

empirical science.

2.2 DESIGN SPECIFICATION AND CRITERIA FOR CHOICE

2.2.1 Design Specification

A design specification is drawn up with reference to certain design
parameters which influence the role suitability, and performance of the
robot . The most important parameters are as follows, [Warnecke and

Schraft 1979]:

(i) Load 1ifting capacity.

(ii) Working envelope.

(iii) Positioning accuracy.

(iv) _ Positioning repeatability.
(v) Velocities and accelerations.
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(vi) Static and dynamic stiffness.
(vii) Ease of maintenance.

(viii) Operational life span.

(ix) Safety aspects.

(x) Resistance to the work environment.

(xi) Initial and running costs.

These are inherent aspects of the mechanical system. Additional

parameters relating to the articulation requirements are summarised as

follows:
(1) Number and configuration of primary axes.
(ii) Number and configuration of secondary axes.

Careful consideration of the proposed job functions required of the
robot enables the design specification to be drawn up based on the
parameters summarised above. The importance of, and degree to which
specific design criteria are expanded, is dependent upon the task

required of the robot.

2.2.2 Criteria Effecting the Design of the Robot Limbs and Joints
Considering the robot 1limbs, two design aspects are relevant,

material and spatial. Material requirements include:

(i) High strength to weight ratios.
(ii) High stiffness to weight ratios.
(iii) Good fatigue life.

(iv) High inherent damping.
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(v) Resistance to the industrial enviromment and high structural
resonant frequency.

(vi) Cost of material.

(viti) Cost, and ease, of manufacturing the robot components.

The choices available for the material and methods of manufacture
are well defined. Experience obtained in the machine tool and areospace
industries 1s particularly relevant. Table 2.1 compares the
characteristics of three suitable materials: steel, aluminium alloy, and
composite material. Research to evaluate the dynamic aspects of the
limbs 1is well suited to the technique of finite element analysis,
[Sung 1982], whilst 1less nummerically intensive techniques are

sufficient for static stress and strain analysis, [Belolikov 198117].

Spatial design aspects relate to the actual shapes and dimensions of

the limbs. Factors which may be applicable include:

(1) Housing of prime movers; transmission and sensory equipment.

(ii) Accessibility for maintenance.

(iii) Suitable cross sections to improve strength and stiffness.

(iv) Small cross section to allow maneouvrability in confined
spaces.

ﬁefering to the actual joints of the robot, thé two choices of joint
for a single degree of freedom are prismatic and rotary. (A robot joint
can however include multiple degrees of freedom in a single unit. 1In
these cases two or more input motions to the unit interact to give
combined output motions). The major parameters relevant to Jjoint

designs include:
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(i) Stiffness.

(ii) Weight, particularly if the prime mover is on the robot joint.
(iii) Bearing support.

(iv) Incorporation of power transmission or prime mover units.

(v) Cost.

Rotarx' joints prove advantageous for most of the above criteria,
egspecially stiffness, bearing support, and incorporating power
transmission. The advantages of prismatic joints relate to the
accessibility of the robot to confined spaces, and a reduction in the
computation required to achieve the inversé kinematic transformations

and follow defined trajectories.

The stiffness of the joint is perhaps the most important single
item, especially for high speed motion and positioning. Some of the
limitations of the joint characterisitcs can be accommodated within the
axis servo control unit. Alternatively mechanical methods of increasing
the damping can be incorporated into the system. These include
pneumatic dampers, to help compensate for the gravitational effects, and
elastic supports at the joint, [Kamiya et al 1980]. The latter is
particularly useful for the reduction of residual vibration at the

joint.

2.2.3 Criteria Affecting the Selection of Prime Movers and Drive Systems

Although criteria for the choice of prime movers and drive systems
are presented independently; a comparitive analysis is based on a
matched prime mover/drive system combination. This provides a more

relevant basis for the selection of the robot drive system.
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The parameters most important when considering the choice of
stationary positioning drives, (drives not carried on the moving limbs

of the robot arm), are as follows, [Drexel et al 1980]:

(i) Nominal power and torque.

(ii) Starting and braking torque.

(iii) Rotational inertia (mechanical time constant).
(iv) Controllability/linearity.

(v) Positioning accuracy.

(vi) Noise and vibration.

(vii) Sensitivity to industrial environment.

(viii) Production, energy, and maintenance costs.
(ix) Behaviour in shutdown, power failure and operating safety.

(x) Cost of drive.

Additional parameters are important if the drives are actually on the

moving limbs of the robot:

(i) Basic weight.

(ii) Power/weight ratio.

The main choices available to the robot design engineer are as follows:

(i) Hydraulic: cylinders
limited rotation vane drives
motors

(ii) Electric: DC torque motor (rare earth)

DC servo motor

AC servo motor (brushless, permanent
magnet synchronous)

stepper motor

(iii) Pneumatic: cylinder
motor
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Considering the system drive parameters, a number of aspects overlap the
criteria relevant to the prime movers. These reflect scme of the most
important 1items when the prime mover/drive system combination 1is
evaluated as a single unit. The parameters relevant to the choice of

drive systems are as follows:

(i) Bandwidth
Frequency response.
(ii) Hysteresis

(1ii) Stability to environment.

(iv) Output power (continuous and peak).
(v) Efficiency.
(vi) System protection and diagnostics.

(vii) Modularity and expandability.
The major options available for drive systems are as follows:

(i) Hydraulic: low performance servovalve
high performance servovalve

(ii) Electric: line frequency switched thyristor controller
(SRC)
pulse width modulated controller (PWM)
linear amplifiers

(iii) Pneumatic valves ,
valve/mechanical combination

A comparitive evaluation of a number of drive/prime mover combinations

is presented in Table 2.2.
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2.2.4 Power Transmission and Velocity Reduction

A number of robot designs contain the prime movers at the robot
base. These designs require the transmission of motion, through the
robot limbs to the joints. Often the transmission includes some
velocity reduction. Although the transmission and velocity reduction
are considered independently, a robot design may incorporate more than
one option to achieve the desired response. The major requirements of

the transmission/velocity reduction units are as follows:

(1) Low backlash.

(i1) High reduction (typically 1:50 - 1:500).
(iii) High efficiency.

(iv) Low added mechanical inertia.

(v) Comparatively high torque transmission (dependent on velocity
reduction in system).

(vi) Low vibration and noise.

(vii) Low cost.

The major options available to the design engineer are listed below:

(1) Ball screws.

(ii) Spur gears.

(iii) Toothed rubber belts, (often with steel wire support).
(iv) Chain drives.

(v) Harmonic gears.

(vi) Mechanical linkages.

A comparison of these transmission options is given in Table 2.3.
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2.2.5 Feedback Transducers

The area of feedback transducers is an important feature of
robotics. This section deals primarily with positional feedback,
although velocity and even acceleration feedback can be incorporated
into the closed loop control system. There 1is also the field of
enviromental sensing, an increasingly important area of robotics. These
include; vision, tactile sensing and force sensing. Returning to

positional feedback, the important criteria for choice are as follows:

(1) Minimal backlash between drive and transducer.

(ii) High resolution (if transducer incorporated at joint,
resolution could be > 20 bit).

(iii) High bandwidth (primarily if transducer is on primary drive).
(iv) Mechanical/electrical reliability.

(v) Sensitivity to the environment.

(vi) Additional electronic requirements.

(vii) Cost.

The main options for positional measurement are as follows:

(i) Incremental optical encoders.
(ii) Absolute optical encoders.
(iii)  Resolvers.

(iv) Inductosyns.

(v) Potentiometers.

A comparitive analysis of the above options is presented in Table 2.4,
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2.3 DESIGN OF THE IMPERIAL COLLEGE ROBOT

The

procedure adopted for designing the Imperial College robot

followed a "top down" approach as follows:

(i)
(ii)
(iit
(iv)
(v)

(vi)

(i)

(ii)

)

General specifications.

Mechanical system characteristics.
Mechanical design.

Motor and drive choice.
Transmission medium.

Feedback transducers.

The two general specifications for the robot were:

From

The robot was to be used for machine tool 1loading and
unloading, and similar handling roles. There were however to
be facilities for wupgrading, to accommodate tasks such as

welding.
The mechanical design was to be simple and robust. Any
inherent performance limitations to be accommodated within the

robot control system;

these general specifications the following mechanical

characteristics were determined:

(i)

Lifting capacity of 25Kg including gripper;
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(ii) A five dof anthropomorphic configuration, (see Figure 2.1).

(ii1) Base motion +160°, speed 60°/sec
Shoulder motion +240°, -60, speed 60°/sec
Elbow motion +120°, speed 609/sec
Wrist pitch £120°, speed 120°/sec
Wrist roll +250°, speed 120°/sec
(iv) Arm to reach two metres and to include the facility to '"flip

over" to reach objects behind robot.

(v) Positional accuracy and repeatability of +0.5mm .

.The design procedure was based on standard analysis of stress and
strain for the mechanical system, and torque requirements for robot
joints. Full details of the desigﬁ procedure are not presented.
However the general description of the robot designed and constructed is

included.

Based on the above specifications a prototype robot was designed and

constructed to incorporate the following:

The mechanical construction usedla combination of aluminium alloy
and steel, (see Figure 2.2). The faster moving top limbs were
fabricated from aluminium alloy. This was primarily to reduce the
inertial loads near the end effector. The base, whose inertial effect
is considerably less than the upper limbs, was fabricated using steel.
This produced a stronger, more robust, base suited to the enviromment of

the factory floor.
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All transmission and gear reduction was achieved by the use of
chains, (see Figure 2.3). A high load factor was used to minimise the
effect of wear, and tensioning of the chains can be accomplished in

situ.

The prime movers used for the Imperial College robot were d.c. servo
motors. These are of compact "flat style" construction allowing units
to be assembled incorporating the tachogenerator, brake and encoder.
Fail safe brakes are necessary to hold the loads during any emergency.
The tachogenerator provides velocity feedback to the servo amplifiers,
The optical encoders fitted provide 512 square wave pulses per
revolution, together with a once per revolution zero marker pulse. The
encoders were fitted to the motors themselves, rather than the actual
joints, to increase the measurable accuracy. (Position measurement at
the joints can require up to 20 bit resolution with considerable
increase in cost). For the prototype robot all motors were of the same

rating.

The amplifiers used were transitor switched, pulse width modulated,
servo amplifiers. These were matched to the motors used. The power
element of the amplifier is a chopper consisting of four transistor
switches. Adjustment is provided on each amplifier to modify the
pre-amp or rate loop again. the tachogenerator scale factot and zero
offset. For the d.c. servomotors used it was necessary to place an
inductance in series with the motor armature. This ensures a low form

factor to maximise efficiency and minimise motor heating.
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Preliminary investigations, using the prototype robot, suggest that
a better response of the mechanical system would be achieved by the use
of harmonic drive gearboxes and toothed rubber belts. A modification of

the motor ratings would also be necessary.

The robot, designed by the author, and manufactured with the help of

Hazmac Handling Ltd., is shown in Figures 2.4 and 2.5.

2.4 PHYSICAL MODULARITY

Robots benefit from a flexibility and adaptability which sets them
aside from other automated machines. However any over flexibility is a
source of higher capital and operational costs and may 1lower
reliability. In fact many robot designs are still not optimised for one
specific task, but tend to be a result of a comprimise of many, often

conflicting, requirements;

Two shortcomings of present day industrial robots have ©been

identified as follows, [Surnin 18787:

(i) A high degree of redundancy in robot capabilities compared to
the requirements of many industrial applications.

(ii) A lack of kinematic versatility

The second point refers to the fact that most universal robots have a
rigid kinematic structure which does not always best satisfy a specific

application.
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Statistical surveys, [Drimer 1980], have analysed information
relating the kinematic requirements of a robot to a number of industrial
applications, (including; machine tool 1loading, machines for working
plastics, foundries, fabrication shops). The results of the research
indicate that for at least 80% of robot applications, the requirement is
for robots of four dof or less. Since most industrial robots exhibit
five, or six dof, a large number of basic industrial tasks constitute an

under~utilisation of robot capabilities.

An elegant solution to the problem of suitably matching the
mechanics of a robot to a specific industrial task, is the concept of
physical modularity. The task of fully investigating the design and
manufacture is beyond the scope of this thesis. However a discussion of
modular robots is presented below. This is incorporated due to the
belief that industry‘will see an increasing role for modular robots, and
that this concept is well reflected in the robot controller presented in

this thesis.

An industrial robot of modular design is one in which the number of
degrees of motion, (or freedom), hence the kinematic structure, are
chosen to suit a specific application; It is constructed by combining
appropriate design modules . These modules are functionally and
structurally independent units. They can be employed individually, and

in various combinations with other modules.

By employing a "plug together" approach, a modular robot can be
eagsily adapted to suit a subsequent task requirement, if the original
requirement becomes obsolete. This is achieved by reconfiguring or

replacing the design modules of the robot.
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Each module represents an autonomous mechanical unit. This
simplifies the assembly of the final configuration, and enables easy
adjustment during the operation of the robot. 1In a similar manner to
the control modularity discussed in Chapter 7, the concept of physical
modularity makes it possible to improve the reliability of individual

modules, hence the robots configured from them.

There are, however, disadvantages associated with robots of modular
construction. The increased number of interfacing surfaces, at the
links of the kinematic chain inherent with the concept of modularity,
will cause a reduction in stiffness. To correct for this will result in
an increase in mass and dimensions of the design. In addition, the
assembly of modules <c¢reates dificulties in developing standard
interfacing surfaces, and the means to centre and fasten various module
combinations. Power and communication connections must allow any
combination of modules. This results in a significant redundancy of
connections for each module. Finally, even though individual modules
may be more reliable; the large number of "quick break" connections in

links between modules, has a detrimental effect on design reliability.

It is the desire to eliminate the shortcomings, whilst maintaining
the advantages of modular construction that reflects the work carried

out in this field of mechanical design, [Velikovich 1978].

The simplest form of physical modularity, is the development of
modules with a single degree of freedqm. This is an approach adopted by
the recently introduce "Robo—-Arm" manufactured by Robotic Systems Ltd.

Each module of the Robo-Arm features a printed motor, harmonic gearbox,
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and resolver. The modules can be combined to give a robot with up to

five dof.

The approach of single dof modules does  however exhibit
disadvantages. Heavy and bulky electric motors and gear units are
mounted near the end effector, decreasing the payload and accessability
of the robot. One solution, adopted by designers, is to construct the
primary axis configuration from modules, and incorporate a wrist unit
that is a complete independent module, [Surnin 1978]. The essence of
modularity is still retained, in that the degrees of freedom of the
wrist are variable. In addition the number of permutations of robot

configuration is still high.

There are a number of advantages that can be realised by the use of
a robot with modular design. Modularity allows the mechanical
articulation to be configured; and reconfigured, to best suit the task
required. This means that those variables which constitute a source of
high capital costs (motors, drives, gearboxes etc) need satisfy only the
articulation requirements of the specified task, reducing unecessary
dof . There is also a potential for reliability which will decrease
running costs of the system; These advantages, if realised, when
matched to a control system with similar philosophy, could contribute to

a complete robot system of cheaper capital and running costs.
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Joint 3

Joint 4

,1 Joint 2

Joint 1 Joint 5

Figure 2.1 Five Degree of Freedom Anthropomorphic Configuration
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Strength Stiffness Inherent Resistance to Cost of Cost & Ease of

to Weight to Weight Damping Environment Material Maintenance
Steel Low Low/Medium Medium Medium Low Low
Aluminium  Medium . Medium Medium/ Low/Medium Low Low/Medium
Alloy . High
Composite High High Medium/ High High High
Material High

Table 2.1 Compérison of Material Characteristics



Hydraulic Vane
Actuator/High

Power &
Tor que

High

Quality Servovalve

DC Servo Motor/
PWM Amplifier

AC Permanent
Magnet/PwWM

Med{i um

Medi um

Synchro Amplifier

DC Torque Motor/

PWM Amplifier

Stepper Motor/

Translator Drive

Pneumatic Cylinder/
Mechanical Damping

Medi um/
High

Low

Low/
Medium

Table 2.2

Power to Mech,
Weight Inertia
High Medium/
High
Medium/ Low
High
Medium Low
Med{ium/ Low
High
Low/ Low/
Medium Medium
Low/ Low
Medium

Comparison of Prime Mover/Drive Combinations

Positioning
Accuracy

Medium/
High

High

High

High

Medium/
High

Low Medium/

High

Medium

Noise &
Vibration

Medium

Low

Low

Low

Medium/
High

Medium

Sensitivity to
Environment

Low

Medium/
High

Low/
Medium
Medi um
Medium/
High

Medium

Frequency
Response

High

High

Medium

High

Medi um

Low

Efficiency

High

High

High

High

Med{ium/
Low

Low

Protection &
Diagnostics

Medi um

High

High

High

High/
Medium

Low

Cosat

Medium/
High

Medium

Medi um

High

Med{ um

Low
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Ball Screw

Spur Gears

Toothed Rubber
Belts

Chain Drives

Harmonic Gears

Mechanical
Linkages

Table 2.3 Comparison of Transmission Options

Backlash

Low

Medium

Low

Medium

Low

Low

Speed
Reduction

Medium/

High

Low

Low

Low

High

Low

Efficiency

High
Medium/
High
Medium
Medium/
High
High

Medium

Inertia

Medium

High

Medium

Medium

Low

Medium

Torque
Transmission

High

High

Low

High

High

High

Vibration

Low

Medium

Low

Medium

Low

Low

Size

Low
Medium/
High

Low/
Medium

Medium

Low

Medium/
High

Cost

Medium

Low

Low

Low

High

Low
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Incremental
Optical Encoder

Absolute Optical
Encoder
Resolver

Inductosyn

Potentiometer

Table 2.4

Resolution

High

Medium

Medium/
High

‘Medium

Low

Bandwidth

High

High

Medium/

High

Medium/
High

Low/
Medium

Mech/Elect
Reliability

Medium

Medium

. High

High

Medi um

Comparison of Positional Feedback Transducers

Sensitivity to Additional
Environment Electronic

Requirements

Medium Low

Medium Low/
Medium

Low/ Medium/

Medium High

Low Medium

Low/ Low

Medium

Cost

Medium
Medium/
High

Medium

Low/
Medium

Low



3 FRAME TRANSFORMATION

The two fundamental space systems relevant to a robotic arm are the
base co-ordinate system, (normally Cartesian), and the robot joint
system. This chapter is concerned with the first of these systems. The
definition of the end effector in base Caresian co-ordinates, is given
by the vector bz. The vector bz comprises a position vector bi' and an

orientation vector bw:

bx = DPrx, Q]T (3.1)

The superscript b indicates the reference co-ordinate frame, and T
indicates the transverse. For full three dimensional space definition,

the vectors Px and Pw, are of the form:

Dy

blx, y, 21 (3.2)

b bla, 8, YI" ' (3.3)

w

where x, y; z are the co-ordinates of the end point, and a; B, Y are

orientation parameters;

The situation often arises when the position; or orientation
vectors, (or both), are defined with respect to some other co-ordinate
frame. The term "frame transformation" is given to the conversion of
position or orientation, referenced to some secondary frame, to the

equivalent parameters referenced to the robot base frame.
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3.1 TRANSLATION AND ROTATION TRANSFORMATIONS

3.1.1 The Homogenous Transformation H

The two transformations of space relevant to robotics are linear
translation, and rotation. Both of these transformations may be
combined in a single U4x4 matrix; H, known as a homogeneous
transformation matrix, [Roberts 1965]. Given a vector u, its

transformation to M is represented by:

v = Hu (3.4)

The matrix H comprises two distinct parts: a 3x3 rotation matrix R, and

a 3x1 linear translation vector L, where:

ry1 ri2 3

R = roq1 roo P23 (3-5)
r3y rsz2 rss
E = [Lx’ Ly) LZ]T . (3-6)

The matrix H is then of the form:
|
H = _-;;-;_-;f;__;_ (3.7)
' .

If thé rotation matrix R is unitary; signifying no rotation, then

multiplication by the matrix H is equivalent to vector addition.
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3.1.2 The Rotation Matrix R

The frame rotation matrix R represents a rotation 8 about a vector k
and is signified by R(k,8). The general form of R(k,8) is as follows,

{Hamilton 1969]: .

kyKyVerse+coso kykyverse-k,sing  Kkzkyverss+kysine
kgkyverse+k,sine  kykyversg+coss Kzkyverse-kysine (3.8)

kxkzvers8-kysing  kykjversé+kysiné kzkzverse+cosg

where:
vers® = (1-cos®) (3.9)
ko= Ryl + kyd + kgk (3.10)

It is, however; difficult to determine-the vector k and rotation 8,
for all but the elementary cases. This problem can be overcome by
considering the equivalent of R(&,e), easily obtained from a combination
of rotations about the frame ordinates X, Y and Z. In addition, a
rotation about a frame ordinate is defined by a much simpler form of the

general rotation, Equation (3.8):

1 0 0

R(X,8) = 0 cos® =-sine (3.11a)
¢} sineg cos 8
cos®H 0 sing

R(Y,8) = 0 1 0 (3.11b)

-sing O cos9
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cos§ =~sing O
R(z,6) = sing cosg O (3.11c)
0 0 1

The equivalent rotation is found by multiplying the individual ordinate

rotations.

3.2 POSITION AND ORIENTATION VECTORS

3.2.1 Vector Definition

To specify the positional state of a solid body in three dimensional
space, it is necessary to specify six variables; three for position and
three for orientation. The most familiar means of positional definition
used in industry, is with reference to the cartesian co-ordinate system.
This is therefore the co-ordinate frame used in most robot systems. The
conventions adopted in this thesis has the origin at the robot base and
ordinates as illustrated in Figure 3;1; Thus a point is defined by the

vector Px, where:

bx = DP[x, y, 21" (3.12)

If, however some other co~ordinate system is required, then linear
relationships exist which transform between co—-ordinate systems. 1In the

case of cylindrical polar co-ordinates:

y | = ro sin 8, (3.13)
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where r,, 8o, and z, refer to the co-ordinates of a cylindrical polar

system. 1In the case of spherical polar co-ordinates:

b b
X rg CosSyg COSfg
y | = rg COSyg sihes (3.14)
Z rqg sinyg

where rg, Yg, and 6g refer to co-ordinates of a spherical polar system.

Considering rotational definition, there are a number of methods
available for defining the orientation of an object; The two most
commonly used are pitch, yaw and roll (PYR), and Euler Angles (EUL).
Each defines a series of rotations of a secondary co-ordinate frame,
originally co-dimensioned with the base .frame, about the base frame.
Each individuai rotation represents a rotation about an ordinate as

described by Equations (3.11).

Referring to Figure 3;2, the orientation accomplished by the use of

PYR is obtained by the sequence of rotations:
R(PYR) = R(Z,a) R(Y,B) R(X,Y) (3.15)

The orientation accomplished by means of Euler angles is defined by the

series of rotations:
R(EUL) = R(Z,¢) R(Y,8) R(Z,y) . (3.16)

The order in which the rotations are made, relate to the co-ordinate

system at the time of rotation. Ifnthe sequence is taken from right to
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left, then the rotations are taken with respect to the base frame
ordinates. If the sequence is from left to right, then rotations are
made with respect to the local frame ordinates. Considering R(PYR), the
final orientation can be obtained by two series of rotations. R(PYR)
can be defined by rotating a about Z, 8 about Y', and Y about X", (where
the superscripts indicate the number of frame rotations that have
occurred previously). Alternatively R(PYR) can be defined by rotating Y
about X, B about Y, and a about Z. All the rotations in this case are

about the base frame ordinates.

The method of specifying orientation chosen for work relating to
this project is R(PYR). The major reason for this choice is the close
relationship between R(PYR) and the conventions relevant to engineering
drawings. This not only helps in the intuitive specification of
orientation, but more important offers a comparable method of
specification when the robot is programmed off-line and is integrated
with an engineering design database. The PYR convention also aids the
analysis of the inverse kinematics as described in Chapter ﬁ. The
rotation matrix R; specifying orientation is obtained by multiplying the
ordinate rotation matrices, as specified in Equations (3.11). The

sequence of multiplication is determined by Equation (3.15).

.Thus a homogeneous matrix B; which describes the position and

orientation with reference to the base axis system can be defined as:

b .
CCLCB CCLSBSY-SG.C'Y CaSBC'Y"'SaS'Y X
SaCp  SaSpSY*Cqly  SeSpCy=CoSy Y
-Sg gSy CgCy z ;
0 0 0 1
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where Cq is cos(8) and Sy is sin(e); Px, Py, and Pz refer to the
co~ordinates of the end effector defined with respect to the base

system.

3.2.2 Frame Transformation of Position Vectors

The two sets of parameters required to specify the state of a body
in three dimensional space; position and orientation can be treated as
two totally independent parameter groups; That is, the position may be
defined with respect to a different reference frame than the
orientation. A position vector referenced to a frame f; fz, is related

to the equivalent base vector bz; by the relationship:

%, = PHr,p fx¢ (3.18)
where

be £ = e B (3119)

The matrix be,t is a 3x3 frame rotation matrix, and bgf is a 3x1 vector
indicating the local frame origin. The subscripts; t reflect the fact

that the values may be time dependent.

The frame rotation matrix PRp will usually hold a constant value for
a series of trajectories. If varied, be will usually take a value that
has been evaluated off-line. (Thus removing the need for on-line

computation).
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The frame origin, bgf will also hold a constant value for many
applications required of the robot and, as for be, may be evaluated
off-line. One example where the value of bgf is required to vary
continuously, is when the robot is tracking a moving object. Typical
examples of tracking arise when the robot integrates with a parts
handling conveyor, or when interacting with items on an assembly line.
These examples normally require a linear variation of bgf. An example
where bgf will vary circularly is when the robot interfaces with a

carousselle or some similar circular conveyor system.

The computational task of the robot controller can be simplified by
careful planning of the robot position and physical environment. When
integrating a robot and continuously moving conveyor, if the conveyor
motion corresponds to the Y axis of the robot, then the frame origin is

defined by:

T
b_o_ft = b[Ox, Oy,t, OZ]f (3.20)

Thus b(Oy’t)f is the only time dependent variable that must be

determined.

If the robot works with a surface that is not parallel to the XY
base plane then careful positioning of the surface simplifies the form
of be. By positioning the surface such that its orientation is
specified by a single rotation about a base ordinate, then the form of

be has only four non-zero elements instead of the usual nine.
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The two default values of bgf and be occur when the secondary
frames are either pure rotation or translation. If the base and frame
origins are co-incident then bgf is equal to zero. When any secondary
frame is a pure translation, Rp is then the unit matrix. Thus if the

working frame of the robot is the base frame:

1 0 01'o0
0 1 010
bgr . | o o0 1|0 (3.21)
----------- .*--- -
o o o |

PN

3.2.3 Frame Transformation of Orientation Vectors

To evaluate the joint values of a robot, the orientation parameters
of an object must be eventually defined with respect to the base frame,
(ba, Dg, bY).. Matrix methods for evaluating these base parameters
involve the element comparison of the orientation definition matrix
(Equation (3.13)), and the end effector definition matrix, defined with

respect to the base frame, bT, where:
D = DyefT (3.22)
(The method of evaluating T is discussed in Section M.3);

The elemental comparison of B and o yield the following equations,

[Paul 1981]:
by = atan2 (ny, ny) (3.23)
Dg - atan2 (=nz,Cbyny+Sbyny) (3.24)
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Dy

= atan2 (Sbyay-Cbyay ,~Sby0x+Cby0y)

(3.25)

where, atan2 (a,b) is the four quadrant form of tan“7 (a/b), and:

Oy

As

= P11Cfapf8+r1ZSfaCfB-P13SfB

1]

P21CfaCfB+P228faCf8~P23SfB

"

r31Cf Clp+r3aSf,Crg=r33Sty

rT1(CfanBny-Sfany)+r12(Sfan3CfY-Cfany)+r13CfBCfY
1 (CE4SFRCEy=ST (ST ) +rpp (Sf (ST aCT y=CE (Sfy)+rp3CLgCry
P11(CfanBSfy~Sfany)+P12(SfanBSfy+Cfany)+r13CfBSfY

P21 (CE (ST gSTy=SE (CFfy)+rpp (SF(SFSTy+CF 4 STy ) +ro3Cr gSTy

before, C and S represent the cosine and sine of

subscripts.

evaluated by Uchiyama, [Uchiyama 1979].

A simpler form of the eXxpressions for ba,

element by element comparison to yield the following:

atan2 (ny, ny)

1]

1]

atan2 (-nz ’ (nX2+ny2)1 /2)
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(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

the angle

bB and Py has been

Again the technique uses

(3.33)

(3.3W)



®y = atan2 (o,, ag) (3.35)

where ny, ny, n, are defined as in Equations (3.26), (3.27), and (3.28),

and:
05 = r31(CESERSIy=SECIy)+r3o(Sf  SfaSfy+Cl Sfy)+r33CE STy (3.36)
az; = r31(Cf SFaCEy=Sf Sfy)+r3o (S SfaCly=CfoSfy)+r33ClgCly (3.37)

The method of orientation transformation devised by the author,
involves the use of an imaginary extension of the tool. This extension
comprises of three links set at right angles and configured according to
the secondary frame parameters; By using a geometric technique, the
simplest form of the equations can be determined in addition to the
results presented above. The mathematical derivation is presented in

Appendix B, the results of which are as follows:

R
1

atan2 (§%(p1y), sP(p1x)) (3.38)

o
™
]

atan2 (sP(p1), L) (3.39)

where L can be defined by any of the four equalities:

(i) L o= (sP(p1)2 + 6P(p1y)2)1/2 (3.20)
(i1) L = 6&%(p1x)Cby + §P(p1y)Shy (3.41)
(1i1) L = &°(p1x)/Cby (3.42)
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(iv) L = &%(ply)/sby (3.43)
(Each of the four equalities varies in terms of mathematical operations
and equality deterioration. The importance of these aspects are
discussed fully in Chapter 7). Continuing:

by = atan2 (sP(p3;),s%(p2y)) (3.44)

The values of the vector components required to obtain ba, bB, Dy

are defined as follows:

§P(p1y) = rqqCECEy+rqoCFgSE-r135fg (3.45)

§2(ply) =  rpCfgCfy+rpoCrgSe,~rp3sty (3.46)

§2(p1z) = r31CLeCE4+r3aCEaSE-r33sty (3.47)

§2(p2;) = r31(CEySEECEo+SEYSEy)+r3p(CEySE ST 4=SfyChy)+ (3.148)
P33Cf~{CfB

8P(p3;) = r31(SEySECEo=CPySE o) +r3n (SEYSERSE+CEYCEy)+  (3.49)
r33 SfyCfy

3.3 METHODS OF DERIVING THE FRAME TRANSFORMATION MATRIX

As discussed earlier, the nine variables in the frame rotation

matrix; be, will, for most applications remain constant for a large

-62—



number of tasks. That is they will not vary with respect to time, as in
the case of the interpolation or orientation vectors. The derivation of

be requires the values of the matrix components where:

rqq rma ™3

be‘ = I“é1 rpp Irp3 = b[£1 ’22’23]f (3.50)
r31 rs3z rss

The four common methods for obtaining the frame rotation matrix and

local frame origin are as follows:
(i) Alignment frame.

(ii) ‘Tool frame.

(iii) Three point frame.

(iv) Off-line user defined frame.

Each of these is discussed in turn below.

3.3.1 Alignment Frame

This method of determining PRy and PO is used commerically by
Cincinatti Milacron Inc., [Tarvin 1980]. The transformation parameters
are obtained by the use of an alignment frame as illustrated in
Figure 3.3. The corner of the frame, (denoted by PT:0) is placed at the
required zero-reference point of the work ehvironment, with the three
legs of the frame placed along the X; Y, and Z axes of the required
co-ordinate system; Special gauge marks are scribed on the frame at
precise distances along the X; Y, and Z legs; the lengths being 1y, and

ly, and 1,4 respectively;

-63-



A pointer attached to the robot and effector is then directed to the
four reference points on the frame, and the absolute co-ordinates
recorded. The x, ¥y, and z values of the markings; 0, X, Y, and Z are

then used to determine bgf and be, as follows:

Pop = [0x,0y,017T (3.51)
bETf = [(Xg=0g)/1y,(Yg=04)/1y,(Zg-0y)1,]T (3.52)
Prop = [(Xy=0y)/1x,(Yy=0y)/1y,(Zy=0y)15]T (3.53)
Prap = [(Xg=02)/1x,(¥5=02)/1y,(25-05)151T (3.54)

3.3.2 Tool Defined Frame

The values of parameters of bgf and be, for a tool defined frame,

can be obtained directly from the robot input variables bx, by, bz, ba,

bB’ bY:
Pop = [x, y, 2]T (3.55)
bRe = [R(Z, @) R(Y, B) R(X, V)I! (3.56)

Because the matrix be represents an orthogonal transformation, the
inverse 1is equivalent to the transpose. Thus the required frame

rotation matrix be is given by:

CoCa SoCg ~Sq
PRe = | CuSpSy=SqCy = SoSgSy+CyCq  CpSy (3.57)
CGSBCY+SQSY SGSBCY-CGSY CBCY
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3.3.3 Three Point Frame Specification

This method of evaluating the local frame parameters, is similar in
some respects to that of the alignment frame, in that a pointer attached
to the robot end and effector is taken to points within the work
environment. However no alignment frame is required, and only three
points are necessary. These are at the local frame origin, a point
along the required X axis, and a point along the required Y axis;
denoted by 0, X, and Y respectively. Three angles; a', 8', and Y' are

then obtained as follows:-

a' = atan2 (Xy=Oy, Xx=Ox) (3.58)
B' = atan2 (Xz=0z, ([Xx=0x12 + [Xy-0y12)1/2) (3.59)
Y' = atan2 (Y;-0z, ([¥x-0x12 + [¥y~0,12)1/2) (3.60)

The local frame origin bgf is defined by:
bop = [0y, Oy> 0217 (3.61)

The three angles a', B8' and 7Y' are equivalent to the tool
orientation angles Pa, P8, PY. However Dq, bB;.bY represent the actual
orientation parameters of the end effector; whereas a', B8', and Y'
represent the inferred orientation angles of the end effector if it were
holding a reference frame. Thus the frame rotation matrix be is of
identical form as Equation (3.57) but with a', B' and Y' substituted for

Dy, Pg, and PY respectively.
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3.3.4 Off-Line User Defined Frame

There may be circumstances when a robot programmer will wish to
define a frame. This may occur at the local level, i.e. when moving the
robot by pendant, or at a higher level when interfacing with a high
level 1language or a ccmputer design/manufacture database. In these
cases the programmer can utilise any of the methods discussed above
except that the parameters for be are input directly as numerical
values instead of physically moving the robot to a specified position or

configuration.

Frame rotation matrices are also required when using certain
interpolated pathes (e.g. circles, ellipses); Their use in this context

is discussed in Section 5.2.2.

3.4 CONCATENATION OF FRAME TRANSFORMATIONS

The mathematical formm of the homogeneous frame transformation
matrix; H, allows concatenation of spatially sequential frames to give a
single transformation matrix. The general relationship between a
position vector in frame j; 35; and a position vector in frame j+1;
J*1x, is given by:

jx = jHj+1j+1§ (3-62)

whereJHj+1 is the transformation matrix from frame j+1 to frame j.
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Thus the relationship between a position vector in the base frame,

(frame 0), and frame n is given by the equation:

b = PHy THp ZHg ... M7lHy Nx (3.63)
An example that requires frame concatenation, occurs when two robots are
working in a common frame, designated c¢. If the robots are required to

work in some other frame; d; (a subset of frame c¢) then the base frame

position vectors for each robot are given by the relationships:

For robot 1: bxy = PHyg CHy (3.64)
For robot 2: bx, = PHoe CHyg (3.65)
where the numeric subscripts refer to the specific robot, bH1c and bﬂgc
refer to the individual frame transformations from frame ¢ to the base
frame for robots 1 and 2 r'espectivelyL cHd is the transformation from

frame d to frame c.

Another example occurs when a dynamic frame is used. If two static
frames are seperated by a time dependent or dyanamic frame, then the
equivalent frame transformation matrix bH3,t is given by:

bH3’t = DH THZ,t 2H3 (3.66)

where the subscript shows the time dependency of both the dynamic and

equivalent frames.
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In a similar manner to the evaluation of the base position vectors,
the base orientation vectors are obtained from the equivalent frame
transformation matrix. In the case of base orientation vectors, the
constituent orientation angles are obtained from the rotational
sub-matrix; R, of the total transformation H. Again the position and

orientation need not be specified with respect to the same frames.
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b T £ T
[x,y,2)1 , [x,vy,2]

Z

Base Frame

Figure 3.1 Conventions for Robot Co-ordinate Frames
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Y "

XI

X"

Figure 3.2 Convention for Pitch Yaw and Roll Orientation
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PT:X<]

Figure 3.3 Secondary Frame Definition Using an Alignment Frame
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4 CO-ORDINATE TRANSFORMATION

4.1 CONTINUOUS PATH MOTION

The first industrial robots used a point to point (PTP) mode of
operation. Using this mode, the robot is taught points in the base
co-ordinate space by means of a teach pendant. Each robot joint
parameter (joint angle or linear position) is then recorded at the
specified position. 1In achieving a sequence of taught points, the robot
controller merely interpolates for, and servoes; each joint to provide
synchronised motion. The subsequent path is co-ordinated in the sense
that the robot passes through the sequence of taught points. There are

however a number of disadvantages associated with this form of robot

control:

(1) The path between taught points is non-definable and consists of
a combinaticn of joint motions.

(ii) The generation of closely defined paths requires the teaching
of numerous points along the required path. This is cumbersome
when teaching and requires the recording and storage of an
excessively large number of points (typically 15000 for a five
minute program).

(iii) Adaptive control is virtually impossible, in that if a non

pre-programmed deviation to the path is required, it cannot be

easily accommodated into the program.
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One commonly adopted solution to these problems involves the dynamic
generation of joint parameters from specified positions and
orientations. These being defined with respect to the robot base
co-ordinate system. The robot controller generates a series of
interpolation points, in base space, between two specified points.
These points are transformed into joint space to provide the sequence of
joint parameters necessary to accomplish the required path. This task
of parameter mapping; or co-ordinate transformation, involves two

distincet operations.

(i) Evaluation of the necessary physical robot joint parameters to

achieve the position and orientation required.

(ii) The transformation from the required physical joint parameters

to the actual robot drive parameters.

The mapping of base co-ordinate space parameters to the robot joint
space parameters, is one of the major tasks required of the robot

controller and is defined as:

X(£) > 8(t) (4.1)
where:

X = [x,y,2,a 3 71T (4.2)

e = [sey, 8, 83, 8y, 05, 0617 (4.3)

8; is the ith joint value of the robot.
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The above relationship applies to a robot exhibiting six degrees of
freedom. The relationship between ©® and X comprises a set of highly
non-linear coupled equations. Methods for the calculation of 8 given §

are discussed in this chapter.

4,1.1 Joint Frame Assignation

The method commonly adopted for assigning co-ordinate frames to each
link of a manipulator, is based on the Denavit Hartenberg convention,
[Denavit 1955]. This convention is embodied in the concept of A
matrices. The A matrix relating to the co-ordinate frame of link n to

link n=1 of a manipulator is defined as follows:

cos -sing cosa 3ing sinco acos9
n=1p, = sine cosp cosa  --cosB sina asine (4.4)
0 sina cosa d ‘
0 0 0 1

where, referring to Figure 4.1:

a : the distance between the z,.q axis and the z, axis;

@ : the angle between the z,.4 axis and the z, axis about the x, axis;

d : the zp.q distance between the x, axis and the xp-1 axis;
® : the angle between the x, axis and the xp.q axis about the z,.;

axis.

With most commercial manipulators the A matrices for the links simplify

to the form:
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n-1 !
h n

______ 1_-__-_ (4.5)
\

where n"‘Rn refers to a rotation matrix of the form of Equations (3.11)
and describes a rotation about one of the co-ordinate frame axes. n-1§n
is the vector describing the origin of frame n with respect to the

origin of frame n-1.

4.2 EVALUATION OF THE DIRECT KINEMATIC EQUATIONS

Two sets of kinematic equations are relevant to robotics:

(1) Direct. -kinematices: which maps the robot joint space to the

co-ordinate base space; 8(t) > X(t).

(ii) Inverse kinematics: which maps the co-ordinate base space to

the robot joint space; X(t) = 8(t).

This section deals with the first of the two equation sets, involving
the evaluation of the position and orientation vectors from the robot
joint parametersQ Of the two, the direct kinematics is far easier
mathematically, yielding a unique solutfon describing the robot end

effector.

A straightforward method of obtaining the direct kinematic equation
involves the use of the A matrix for each link of the robot. The base

description matrix DT is obtained as follows:
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br = Oay Tap 2a3 3ay Yag Sag E (L4.6)

The matrix PT is equivalent to that of Equation (3.22) specifying the
homogeneous form of the base space parameters: x, y, 2z, a, 8, Y, and the
matrix E describes the end effector geometry. The parameters of the six
degree of freedom robot, illustrated in Figure 4.2, are shown in

Table 4.1. DT can be written in the form, [Paul 19811]:

Nx ©Ox 2 Px

Nz Og az Pz

= Py
by = py
by = p,
Po = atan 2 (ny, ny) L (4.8)

bg = atan 2 (-ny, cosPany + sinPany)

Py - atan 2 (sinPaay - cosbaay; cosPaoy - sinbaoy)

A simpler form of DY can be obtained by referring to Equation (3.35)

whereby:

Py = atan 2 (og, ag) . (4.9)
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The components of T for the six degree of freedom anthropomorphic arm

are as follows:

Px = C1[Cp3y 1y + Cp3l3 + Cplpl +t [C1Cp3uSs + S1Csl
Py = S1{Ca3y 1y + Cp3l3g + Cplpl +t [S1Co3uSsy = C1Cs)

Pz = Sa3uly + 52313 + 5plp + t [Sp3S5]

ny = C1C23485 + 51C5
Ny = S1C23u55 - C1Cs (uf10)
n, = 823u85

ay = C1[C23uCsCe ~ S23uSel - S1S5C6
ay = S1[C234C5Ce = S234Sg] + C1S5Cq
az = S234C5C6 + C23456

0g = 823 + CgCq + C23HS6

Where, for simplification, Sj, C; represent sin(ej), cos(8;) and Sj,, «»

Cj...k represent sin(8j+...+8y) and cos (8j+...+8) respectively.

For comparitive purposes; the number of arithmetic operations

required to define the direct kinematics are presented in Table 4.2,

4.3 EVALUATION OF THE INVERSE KINEMATIC EQUATIONS

The methods for evaluating the inverse kinematic equation set can be

divided into three main techniques: recursive; iterative, and direct.

An example of a recursive technique is that developed at the

University of Genova, [Gaglio 1981]. This method is easily applied to
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the simpler geometric configurations of six dof manipulators, but has
specific relevance to robots with greater than six dof. The technique
relies on pre-defined knowledge of both the required hand position and
orientation, and arm configuration. Given each new configuration the
recursive algorithm achieves the desired geometry by a series of
rotations of each degree of freedom. If the manipulator is redundant,
in that there are more than six degrees of freedom, the technique can
incorporate additional criteria (eg to constrain the robot arm within
some "safe" working volume, or to optimally adjust the arm configuration
while executing a trajectory, [Benati 1980]). The method of expressing
how an orientation of a body is modified by an assigned rotation about
an arbitrary axis, is achieved by the use of Rodrigues vectors and the

associated vector algebra.

Methods of solving the inverse Kkinematic problem using iterative
techniques, [Derby 1982], are predominantly based on the Unified Theory
of Mechanisms proposed by Duffy, [Duffy 1980], [Lin 1982]. The theory
uses the geometric laws of spherical ¢triangles as vexpressions for
direction cosines; relating to each link of a manipulator. The laws
pertaining to spherical polygons are extended to dual angles, which
allows the description of the corresponding spatial polygons to be
incorporated into a unified mathematical form. The application of this
method of kinematic analysis yiélds a single equation, describing the
spatial configuration of a manipulator. The equation is in the form of
a polynominal specific to that geometric configuration. The major
disadvantage of this technique is that the solution of the roots of a
polynomial over degree four, requires an iterative approach. The degree

of polynomials describing the majority of industrial robots are either

-78-



eight or sixteen, and as such would require an 1iterative on-line

algorithm for real time control.

There are three major techniques used for direct evaluation of the
inverse Kkinematics: dual number quarternions, [Yang 1964], matrices,
fPaul 1981] and direct geometric analysis. The major difference between
the use of quarternions or matrices, involves the mathematics used to
describe the spatial relationship of the links of a manipulator. The
disadvantage of matrices is that they are moderately expensive to store,
unlike quarternions, and that computations on them require more
operations than quaternions if describing rotational operators. However
matrix representations are easier to understand, since link co-ordinate
frames can be composed using the ordinary rules of matrix
multiplication. When applied to the analysis of inverse kinematics, a
marginal reduction in processing requirements is obtained by the use of
matrix methods, [Taylor 1979]. The analytical derivation of the inverse

kinematics using a matrix technique is illustrated in Section (4.3.2).

The usé of direct geometric analysis provides the most compact form
of the inverse kinematic equations. These require fewer arithmetic
functions when used for real time control of a manipulator. The
equation sets derived by the author for the majority of five and six dof

manipulators are presented in Section (H;3;3).

There are also techniques for manipulator control that do not
require the computation of inverse kinematies. These are however more
computationally intensive than control methods involving inverse
kinematics. An example of this form of control is the Pseudo Resolved

Motion Rate Technique.
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4.3.1 Pseudo Resolved Motion Rate Technique

This method of mapping co-ordinate space to joint space is based on
manipulator control concept proposed by Whitney, [Whitney 1972]: Resolve
Motion Rate Control. The advantage of this technique is the fact that

the inverse kinematics need not be solved directly.

The Pseudo Resolved Motion Rate (PRMR) technique involves the
Jacobian matrix of the kinematic system; i(e); Expressing the mapping

relationship between X and 8 as:

X = X(o) : (4.11)

the Jacobian is obtained by the differentiation of this relationship,

yielding:
X = J(e) § (4.12)

where the elements of J(8) relate the change in a world co-ordinate
parameter for a given change in a joint parameterQ A typical element of

the Jacobian is of the form:

3Xi ‘ -
Iy 7 Fer (4.13)
J
Such that:
0X3 )
§X; = 387 59 (4. 14)

For a non-~-redundant manipulator; the Jacobian is nonésingular and may be

inverted to give:
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J71 (e) X (4.15)

|CDo
il

56 = J71 (o) X (4.16)
where: 88 = [861, 6885, 6§83, 88y, 865, 88417 (4.17)
§X = [&x, 8y, 6z, sa, &8, &YIT (4.18)

The form of Equation (4.16) can be used to directly control the
output variables; &8, given 65: However Equation (4.16) is an
approximation and not an equality; therefore second order errors occur.
These are cummulative, but can be accommodated if the robot accuracy
requirements are not too stringent. A control structure can be designed
which takes acéount of the second order errors, [Lien 1980]. This
structure compares the actual and required base space robot position by
means of the direct Kkinematics, expressed in Equation (4.11). The

actual base space position of the robot at time t, Ea,t is given by:
Xap = X(8),8¢ C(4.19)

Specifying the required position of the robot as Kr,t’ the second order

position error 6?5 can be computed from:

82Xy = Xpt - Xa,t
- t=t T A
= t I &% J - X(9) (4.20)
t=0 :
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This term 1s then incorporated into the controller as a feedback term;

(see Figure U4.3).

The advantage of this technique is in the fact that the inverse
kinematics need not be solved analytically: This is especially useful
if the kinematic structure of the robot is one which does not 1lend
itself to analytic analysis, (as for example when the yaw motion is
before the pitch); The disadvantages included the fact that the
technique is numerically intensive, (see Table 4.2). Also since the
Jacobian is a function of the joint parameters, the inverse must be
computed at regular intervals to minimise the correction factor 625;
which can be seen as a measure of the trajectory error. In some
instances the inverse must be computed for each set of increments;
[Lien 1980]. Direct calculation of the Jacobian, and its inverse is
time consuming; therefore techhiqués are incorporated which lessen the
amount of processing required. These are discussed further in

Section u. U4,

It is possible to combine the original concept of Resolved Motion
Rate Control (RMR) and PRMR techniques to give an hybrid controller,
[Uchiyama 1982]: The controller uses RMR to provide trajectory control,
and switches at the end of a demand vector to PRMR for final positioning

control .

4.3.2 Analytical Solution of Inverse Kinematics Using 'A' Matrices
The direct kinematic equation relating the base matrix PT to the A

matrices for each robot link, has been introduced, (Section (4.2)):
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5T = Ay Ap A3 Ay Ag Ag E (4.21)
This equation can also be written in the form
br = U4E (4.22)

where, in general, the matrix U, describes the position and orientation

of link six with respect to link co~ordinate frame n-1:
Un = An An+1 an‘. A6 (u-23)

The five matrix equations used to define the joint parameters are

obtained as follows, [Paul 1981]:

atl Pr-up \
e
ATl Al DT = yy ‘ p (4.28)
Am) A‘% avlatl Pro-ous
At} a) A*% N y

The matrix elements of the left hand sides of these equations are
functions of the elements of PT and of the first n-1 joint variables.
The matrix elements of the rigithand sides are either zero, constants,
or functions of the nth to 6th joint variables. As matrix equality
implies element by element equality twelve equations are obtained from
each matrix equation. Equating elements of these matrix equations

frequently result in equations yielding joint variables explicitly.
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Referring to the six dégree of freedom anthropomorphic arm,
illustrated in Figure 4.2, the application of this technique yields the

following values for the joint parameters:

91 = atan2 (py’ px)
6p3y = atan2 (az, Cyay + Sqay)

P'x = CiPx * S1py ~ Co3y 1y

P'y =Pz = Sa3uly
C3 = p'x2 + p'y2 - 132-122/21213
63 = atan2 ((?405)1/2, C3) (4725)

8o = atan2 ((C313+a2) p'y-S3l3p'x; (C3l3+a2) p'X+S3l3p'y)

8y = 623U - 93462
86 = atan2 (;C5(C234(C1OX+S1Oy) + 823uoz) + 35(C1OX~C1Oy),

- Sg3u (C1OX+S1Oy) +C23qoz)
where:

Px = Px~tCyCp
py = bY;tSaCB

OX = CO.SBSY-SGCY

Oy = S4SgSy+CaCy (Mf26)
Oz = CgSy
ay = C4Cq
ay = S4Cq
az = -Sg
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The angles a;B,Y are specified with respect to the base frame, but the

superscript has been ommitted for clarity.

The arithmetic requirements of this technique are given in

Table 4.2,

4.3.3 Direct Evaluation of Inverse Kinematics

The method of direct kinematic analysis of the inverse kinematics
yields explicit solutions of the robot joint parameters. Devised by the
author, they involve the transmission of parameters through a mechanical
node, termed the wrist point. The parameters transferred between the
secondary and primary axes are the position, lateral orientation, and
variable and fixed vertical orientation (ﬂ; ¢, o and w respectively).
The direction 'of ¢transfer is dependent upoo the configuration of

secondary axes.

The method of direct kinematic analysis reduces substantially the
mathematical task of evaluating the inverse kinematics. This 1is
especially important when the inverse kinematics are evaluated in real

time for continuous path motion.

The solutions to the inverse kinematics; are given for two forms of
three dof wrist (RPR), (PYR), and for a two dof wrist (RP) with a non
linear end effector (such as a welding rod), and a simple gripper. The
solutions for primary axes are given for anthropomorphic, spherical
polar; cylindrical polar, and cartesian configurations. A full

discussion of the method of analysis is given in Appendix B.

-85-



In the following solutions the abreviations S, C, and T refer to the

sine, cosine and tangent of the subscript angles.

(i) PYR three dof wrist
The configuration and relevant parameters of the PYR wrist are

illustrated in Figure U4.4a. The following parameters are defined:

x' = DPx-14CuCq (4.27)
y' = DPy-1¢8.Cq (4.28)
¢ = atan2 [y',x'] (4.29)

Note however that in this, and all subsequent wrist equation sets, the
value of ¢ may be redefined by the base axes. The value of ¢ is given
by:

g = atan? [TB;Ca-¢] (4.30)

The joint parameters are then defined as follows:

oy = m-(w+o) (w obtained from primary axes) (4.31)
65 = atan2 [Ty-4Cq,1] (4.32)
8 = atan2 [SsTy,1] + Y (4.33)
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The wrist point is then defined by:

Wxoo= x'=1yCC, (4.34)
Wy = y.-1uCySy . (4.35)
Wz = Dz+lySg+lySy (4.36)

(ii) RPR three dof wrist

The RPR wrist configuration is illustrated in Figure 4.4b. For this
wrist configuration the end of the primary axes 1is taken to included
joint 4, as this joint is always co-incident with link 3 of the primary

axes. The wrist point is defined as:

Wx = DPx=14C4Cg (4.37)
Wy = DPy-1¢S4Cg (4.38)
Wz = DPz+lgSg : (4.39)

For the RPR wrist configuration o¢=w and is obtained from the primary

axes. The joint values for the wrist are then obtained as follows:

$ = atan2 [Wy, Wx] (4.10)
K = SgCsCaCa-¢Sq (4.41)
60y = atan2 [K,CgSymg] (4.42)
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85 = atan2 [KSy+CgSy-yCh,s CgCy-¢Cq*SpSg] (4. 43)

8 = atan2 [CgCySy=SgS5, C,Cyl + ¥ (4. uy)

(iii) PR two dof wrist
The PR configuration is illustrated in Figure 4.5a. As with RPR,
the wrist point excludes joint M; as this is included in the primary

axes. The wrist parameters are obtained as follows:

wx = DPx-1¢CyCq (4.45)

Wy = Dy-1¢S4Cq (utue)

Wz = DPz+lgSp (4.47)

) = atan2 [Wy, wWx] (HfMB)
2 22 273 .

o = =2atan2 [Sp+(Sg+CgCu-¢=Cs) » Cs*Calu-pl (4.49)

The dual solution arises from the two physical possibilities that fulfil
the required parameters; In most cases the choice of sign can be taken

as the sign of B. The joint values are defined as:

By m=(o+w) (4.50)

<D
(93}
]

atan2 [Sy_4, TgCy=SqCany] | (4.51)
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The physical restrictions imposed by using a simple gripper as the tool,
(see Figure 4.5b), produce the trivial solutions for this configuration

as:
6 = atan2 [Py,Px] (4.52)

The value of ¢, as before, may be re-defined by the base axes.

Wx = Dx=1¢CeCp (4.53)
Wy = DPy-1¢S,4Cg (4.54)
Wz = bz+1¢Sg (”f55)
6y = m-(w+B) (4.56)
b5 = Y (4.57)

It is possible to combine any of wrist or secondary axes configuration
with any of the primary axes configurations shown in Figure 4.6,
Considering the four main types of primary axes configurations, the

solutions, are as follows:
(i) Anthropomorphic primary configuration

Parameters relevant to the anthropomorphic robot are illustrated in

Fiugre 4.6d. The following are defined:
R1Z2 = wWx2+Wy? (4.58)
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)

Ro R12+(Wz-l1)2 (4.59)

<
)]

atan2 [Wy~-11,R1] (4.60)

The value of the primary joints are as follows:

n [1§+R§-1§] . }
8y = 5 - arcos —21-5'5';- - (4.61)
63 = 5 arcos __2_1—21? .02

However if, as in many cases, l, and 13 are equal, signifying equal limb

length, the solution simplifies to:

Ro .

63 = m - arecsin { 5 ] _ (4.63)
63 .

02 = T+ (4,6L4)

The value of parameters passed through the wrist point are:

6 = ¢ ' (4.65)

€
]

(ii) Spherical polar primary configuration

The spherical polar configuration is illustrated in Figure L.6c.
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Given:

RS = wWx2ewy2 (4.67)

The robot joint parameters are as follows:

1

Ry = [RI+(Wz-11)21 (4.68)
8s = atan2 [Wy,Wx] (4.69)
yg = -atan2 [Wz-1q,R;] (4.70)

The parameters passed through the wrist point are as follows:

5 = & (4.71)

1/2 + Pg (4.72)

€
]

(iii) Cylindrical polar primary configuration
The cylindrical polar cohfiguration is illustrated in Figure M4.6b.

The joint parameters are defined as follows:

Re = Wx2 + wy2): (4.73)
6c = atan2 [Wy,Wx] (4.74)
ZC = Wz (4.75)
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The parameters passed through the wrist point are as follows:

b = ¢ (4.76)

w = w2 g (4.77)
(iv) Cartesian primary configuration

The cartesian configuration is illustrated in Figure U.6a. The

primary joint parameters are defined as follows:

Wx 4 (4.78)

Xy, =
YL = Wy (4.79)
Z;, = Wz (4.80)

The wrist parameters are set as follows:

o = ¢ (4.81)

w = w/2 : (4,82)

The above equation sets have been verified by comparing the results'of
the 1inverse Kkinematic analysis with established techniques. For
comparitive purposes the mathematical requirements of a six dof
mechanical arm are given in Table 4.2. The comparison takes on more
significance if the relative costs, in terms of processing time, of the
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various functions are taken into account. This factor is discussed in

more detail in Chapter 7.

4.3.4 Non-aligned Tool Frame

In the case of six (or greater) dof arms, a tool that does not
reflect the co-ordinate frame of the end effector can be easily
accommodated. A tool whose frame co-ordinate matrix is given by T can
be incorporated within the frame transformation section of the robot
controller. The tool configuration is included as a static frame of the

form T"!. Where for a homogeneous matrix given:

Ny ©Ox ax Px

Nz Oz 3az Pgz
then:

where "." pepresents the vector dot product.

4.4 DISCUSSION OF THE INVERSE KINEMATICS

There are a number of problems associated with the application of



the inverse kinematic equations. These problems are of two types:

(i) Mathematical multiplicity of solutions.

(ii) Equation degeneracy.

Mathematical multiplicity refers to the fact that there is usually more
than one configuration of the robot which will achieve a desired
position and orientation of the end effector. These include such items
as an "over" or "under" configuration of limbs two and three, and if the
"shoulder" can reach back on itself, creating two base positions 180°
apart. These ambiguities are either solved by restraining the inverse
kinematic equations, or specifying configuration information when
programming the robot. Another problem associated with mathematical
evaluation, is the definition of rotary joints within the range +180°.
Unexpected motions of the robot may occur if the motion requires a
change from +180° to +181. Instead the robot may rotate 3599, to -179°,
This is a more difficult situation to anticipate and requires additional

information relating to the continuity required of a motion.

The problems of equation degeneracy can best be described with
reference to the Jacobian matrix; J. Solution degeneracy arises when

the matrix J is non-invertable. Two cases arise:
(i) The manipulator is in a singular configuration. In this case

the determinant of J is zero and J cannot be inverted. This

situation is dependent only on the configuration of the robot.
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(ii) The manipulator is redundant. 1In this case J is not square and
again cannot be inverted. This situation arises when a
manipulator has greater than six dof, or when manipulators are

co-operating in a common space.

4.4,1 Manipulator Singularity

There are certain configurations of a manipulator that are termed
singular. Mathematically, singular configurations represent a
discontinuity in the relationship between Jjoint and base space.
Physically, singular configurations represent positions of the
manipulator where two or more axXxes can achieve the same motion of the
end effector. This can be interpreted as a form of redundancy, whereby
there are more degrees of freedom than boundary conditions. Relating
singularity to the Jacobian; singular configurations are determined when
the determinant of the Jacobian is equal to zero. Thus the Jacobian
cannot be inverted by classical means . Defining the robot configuration

as C, and the singular point; Cgs then:
Cs = C | pet(s)=0 (4.85)

Singular positions can also be related to specific joints when the value

of joint i; 63, is given by:

8; = atan2(0,0) (4.86)

An example of a singular configuration, arises with the simple gripper
5 dof anthropomorphic robot, when the gripper rotate axis is colinear
with the base z axis. The value of 64 cannot then be defined

explicitly.
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Another example is the RPR 3 dof wrist when the pitch joint, 65 is
equal to zero. In this case parameters are physically constrained such
that:

8 = w = € (4.87)

o« = 87 = o (4.88)

where B and o are orientation parameters, 67 is the base rotation, and ¢

is the constant defined. f
The value of 6y is defined by:

eu = atanZ(CGSB—CBCa_¢S°,CBSa,¢) ()4.89)

Substituting the relevant parameters; for this arm geometry given,

yields:
8y = atan2(C.S~C¢CoSe,CeSQ) (4.90)
8y = atan2(0,0) (4.91)

In this case a rotation of 6y achieves the same effect as rotating 6g.

The concept of singularity can be expanded‘to give a measure of the
"quality" of control of a robot . Although absolute redundancy occurs at
singular points, there is a reduction in controllability near, or
approaching, singular configurations. Figure 4.7 shows the base joint

demand/time relationship when a trajectory passes near a singular point.
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As the trajectory nears a singular point, the velocity demands increase
drastically. Since a dof is in effect lost, the maneouverability of the
robot 1is also reduced. These two factors combined constitute a

reduction in the quality of control.

It has been suggested that a measure of the quality to be expected
from co-ordinate transformation, is the condition number of the
Jacobian, [Daniel 1983]. The condition number of the Jacobian C[J] is

defined as:

maxLd]

;;;;fgi (4,.92)

clJ]

where of[J] is a singular value of J, defined as the positive square

roots of the eigenvalues of JJT.

The value of the condition number gives information on the joint
torques required of a given task, and the smoothness of control. Daniel
has produced isometric maps of the condition number inverse, against the
working volume of the robot. Areas of low or zero value indicate the
worst conditions, values of high or one, the best conditions. It is
suggested that reference to these maps would provide valuable

information concerning the robot path and arm configurations.

The programmer should attempt to avoid singular positions when
evaluating a robot trajectory: If a trajectory nears a singular
configuration the excessive joint demands can be accomplished within the

control structure as discussed in Chapter 7. However there exist smooth
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trajectories in base space near to singular positions where C[J] becomes
so large that jittery motion will take place no matter how slowly the

arm is programmed to move.

One solution to the problem of singularity is to 1incorporate
redundancy into the manipulator. That is to use manipulators with
greater than six dof where the additional dof is not a simple additional
motion of the base. This is the technique that the human arm uses to

avoid singular positions.

4,4,2 Manipulator Redundancy

The method commonly adopted to solve the inverse kinematic equations
for a redundant manipulator, is the method of Generalised Inverses.

Considering the Jacobian and Equation (4.12):

1<

= J(e)e (4.93)

The generalised inverse of J is every matrix G which satisfies the

equation, [Coiffet 19811:

JaJ = J (4.94)
Equation (4.93) can then be written as:

b - o (4.95)

One form of the generalised inverse is that of Principle Variables. The
attraction of this solution is its simplicity. It involves holding some
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variable or variables fixed. The generalised inverse is obtained by
taking a submatrix of J; Jg, where Jg 1is square. This 1involves
extracting vectors from J to leave Jg. The vectors extracted refer to
the principle variables to be held constant. The generalised inverse is
then obtained by inverting Jg and substituting for the variables held

constant.

An example of the use of principle variables is for a redundant
manipulator required to work in confined spaces. Aspragathos,
[Aspragathos 1983], illustrates this technique for a five dof primary
axis arm which is two fold redundant. The arm is required to work
within a toroidal workstation; access to which is via a small port. The
task of approaching; and entering the workstation is divided into
various phases dependent on current position; For each phase, specific
principle variables are held constant allowing solution of the inverse
Kinematics. Thus the manipulator is co-ordinated to allow complete

passage into the workstation.
Since an infinite number of generalised inverses exist, it becomes
possible to choose a solution which minimises some specific criterion.

A quadratic technique often employed is that to minimise some criterion

. C, where:
8T w § (4.96)

where W is a square; positive weighting function.
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It can be shown that the solution to Equation (4.2?),(found through

the use of Lagrange multipliers, [Fournier 1980]), given by:

g = wlgT(aw 1gTH~1x (4.97)

In this case the generalised inverse G is defined as:
¢ = wlgT(w 1gT)-1 (4.98)
A specific use of the weighting funciton is the unit matrix, I.

Using I as the weighting function, minimising C represents the

minimisation of the Euclidian norm of the joint articulation:

=

82 | (4.99)

Or, considering the incremental motion of each joint, 66y for an n link

manipulator:

[ e B 0

IX:hH (4.100)
This minimises the displacement of each joint.

This technique has been émploygd for the control of a dual
manipulator system performing co-operative tasks, [Brooks 1982]. Brooks
considers a combined generalised inverse, and kinematic analysis. Tﬁis
involves using the generalised inverse to specify certain joints, and

using inverse kinematics to solve the remaining joints. This has the
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advantage of eliminating the positional errors associated with the use

of the Jacobian alone.

4.4.3 Matrix Inversion

The inversion of matrices using classical mathematics is problematic
for two reasons. First; the process of inverting a matrix 1is
mathematically, and computationally intensive. (Since the Jacobian is a
funciton of arm configuration it must be re-evaluated at frequent
intervals). Secondly; the Jacobian often has a number of elements which
are zero or approaching zero. These can cause ill-conditioning of the
determinant, and inversion degeneracy; Therefore a number of methods

have been proposed to facilitate the inversion of the Jacobian matrix:

(i) The storage of several preécomputed Jacobian inverses -
[Whitney 19721, [Horn 19771. This method consists of
generating a table of Jacobian inverses as a function of joint
parameters; A specific inverse Jé?, is evaluated by
interpolating between values obtained from the table.
Traditionally; the major disadvantage of this method is the
number of values that must be stored. However this is becoming
less of a problem as low cost, rapid memory storage becomes

commercially available.

(ii) The Jacobian/Jacobian inverse relationship, [Renaud 1979].
This method consists of inverting the matrix once, at time
zero. Subsequent inverses are then calculated by means of the

relationship:

-101-



(iii)

I lest = 7T (2I-dpagtd™ ') (4.101)
where the subscripts refer to time, and I is the unit matrix.

Recursive technique to solve specifically for the
pseudo-inverse; J*, The pseudo-inverse provides a solution
which minimises the Euclidian norm of movements, 25912
mentioned previously; Defining a sub-matrix Jyp of J, where the
subscript refers to the first k columns of the Jacobian, a

recursive relationship exists relating Jk*, and Jk*,1 [Greville

1960]:
* . : T
Jy = Jk =1 = Dk By (4.102)
) A
B
and Dg = Jk*q1 Jk
Ck = Jk = Jk=1 Dk
if C = 0 ; Bf = circkey (4.103)
if Cc = 0 ; BE = DRJ*.1/(1+DEDK)

where ji is the k th column of the Jacobian J.

The initialisation of the algorithm is based on the first

column of J. The value of Jq* is determined as follows:

if j3 = 0 Ji* = of

ir jq3 = O Jr* ;?/(j$ i1) (4.101)
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Thus, having determined J1* the subsequent pseudo-inverses
can be obtained by thé .recursive relationship of Equation
(4.102). The form of the pseudo-inverse once evaluated can be
applied continuously in the control of the manipulator,
updating only the elements which are a function of

configuration.
The robot controller, developed in this thesis, does not at present

control redundant manipulator‘s; However the philosophy employed is

designed to allow inclusion at a later stage, if r'equired;

4.5 DERIVATIVE MOTION

4.5.1 Introduction

Considering the general family of "manipulators", the open loop
chain can be considered as a set of kinematic links, each with an
associated drive, (motor'); Furthermore it is possible to distinguish
three basic groups of manipulators by considering a classifying equation
relating the kinematic links and motors of the manipulator,

[Kalabin 1978]. The classifying factor X is identified as follows:
X = wf = wpj i = 1,2...n (4.105)

where wj is the number of degrees of freedom of the j~th element of the
open loop chain (relative to the base element); wpy; is the number of
degrees of freedom of the element containing the motor which drives
element i; n is the number of degrees of freedom of the manipulator.
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The three main classifying groups are as follows:

(i) X<1: This infers tliat the motor is on the element being driven
(X=0), or even that the motor is attached to an element having
greater mobility than the element driven by the motor. (As for
example in some types of excavator, where the motor powering
the caterpillar drive is contained in a tower which can rotate
relative to the vertical axis). For manipulators, this type of

kinematic chain is not used in practice.

(i) X=1: This infers that the motor element is connected directly
with the element ©being driven (either directly or via
transmissions)Q This often means that the actuating element is
driven by a motor (and reduction unit) incorporated directly in
the moving joint of the manipulator (ef Cincinnati Milacron

T3).

(iii) X>1: This infers that the motor is attached to an element
having less degrees of freedom than +the element of the
kinematic pair being driven by it. Transmission of the motion
is provided by various types of mechanisms, via the joints of
open loop chain. (In the particular case where X=i then the
motor is housed in the base element). It is this eclass of

manipulator which experiences derivative motion.

Derivative motion is the term given to the motion of a specific axis
which occurs as a result of the motion of some other axis, (or axes).
The phenomenon is linearly independent. For example if the motion of
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axis four is derivatively linked to axes one, two and three, then it is
possible to look at the derivative motion due to each axis seperately.
Each derivative motion can be added to yield a total derivative motion.
The phenomenon of derivative motion constitutes a set of 1liner

equations, easily shown in matrix form.

It is wuseful here to discriminate between two major forms of

derivative motion; planar transmission, and differential gear.

Planar transmission is the term given to the transfer of motion
through an arm via each joint. The transmission mechanism can be gear
(Cincinnati Milacron; T3 TU6), disc and rod (ASEA; IRb 6 robot), or
chain/belt (IC, Hitachi PW10II robot). The use of gear, chain,‘or belt
allows a reduction between the joints, the disc and rod necessitates a

1:1 ratio between the joints.

Considering the motion of gears as illustrated in Figure 4.8a, the
derivative motion of gear 6g is defined as the change in angular

orientation of gear 2 relative to the connecting link 1:
8o = zAB; = z(05'<6;) (4.106)

Where 6; 1is the absolute angular orientation of the connecting link
between gears 1 and 2. AB; is the change in angular orientation of the

link; z is the ratio of gear teeth:

g = — (4.107)

Gear 1 is assumed held fixed in space.
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Considering the motion of axes linked by chain, as illustrated in

Figure 4.8b. The equation of the derived motion is as follows:
6p = -2zA8; = =-z(8y'-6;) (4.108)

where as before 6; is the absolute value of the angular orientation of
the connecting link; A8; is the change in orientation of the connecting

link; z is the ratio of sprocket teeth:

Z1 .
- = (uf109)

The negative sign reflects the fact that the rotation of sprocket 2 is

in the opposite'direction from the motion of the connecting link.

Equation (4.108) is also that which applies to the disc and rod
arrangement; This can be considered as the specific case of the chain
transmission with the gear ratio between each joint equal to unity.
This has the interesting effect of retaining a fixed absolute
orientation in space for an element of a robot . Thus a kinematic
configuration which employs this form of transmission arrangement could
be used to reduce the number of driven degrees of freedom required of a
manipulator; By wusing only three degrees of freedom and the
transmission mechanism discussed above; a large working envelope in 3-=D
space can be achieved with a fixed orientation of the end effector.
This would have numerous applications in; for example; pick and place,

or simple drilling applications.
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Differential gear derivative motion is that form of motion most
often experienced in wrist assemblies. Consider Figure 4.9a; the
assembly comprises a common link; 1, gear 1 and gear 2. The input
parameters are 8;¢ and ;0. The physical output parameters are 65q and
802 The reievant kinematic relationships are as foliows,

(Mizutani 19817]:

%1 = i (4.100)

Bo2 = aeo?—-beo2 (4.111)
where:

a =ri1/roo (4.112)

b = ”ié/r02

Thus the output 859 is dependent only on 6;4 whereas 65, depends on
both 6;1 and 6;o. This can be expressed more succinctly in matrix form.
(Which constitues a sub matrix of the overall derivative motion matrix

discussed later).

So1 | = |1 © 511 (4.113)
802 a =b 812

In fact in equation (4.113) 6,7 and 6;7 are identical, however 8;7 is

the input from the drive and 651 is the output to the load.
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Another wrist assembly commonly met, is illustrated in Figure 4.9b.
In this case input is via two bevel gears; 6;1 and 8jp; the output as

before is 68451 and 652. In this case the derivative motion matrix is :
802 =b/2 b/2 8i 2
Again: a =rijq1/rg1 » b = ris/rgo
However for co-ordinate transformation the inverse of the above
equations are more important; in that for specific ouput angles it is

required to evaluate the motions of the input angles.

Thus inverting the derivative motion matrix for single 1level

arrangement yields:

8i1 1 | P o 801 )
82| b la =1 802 (4.115)

Similarly for the double level arrangement:

85 1 5 b/2 =a/2 801
= = : (4.116)
8i2 a.b b/2 a/2 802 | o

4.5.2 Analysis Sequence for the Total Derivative Motion Matrix

Using the IC robot as an example the total derivative matrix will be
determined. The Dbasic relationship for the planar transmission

derivative motion is as follows:
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eD’ij = KijAej (4.117)

where: 8p,1ij is the derivative motion of joint i due to the motion of
joint j; Kij is the inverse of the gear ratio of the transmission medium
(gears or chain) between joint i and j; Aej is the change in angle of

joint j.

Denoting Aerj as the required change in angular position of joint j
in space and XSaj as the actual change of angular position as seen by
the drive motor, then a series of equations can be obtained. The table
is simplified if there is no relationship between axes. In this case K
is equal to zero. This usually occurs when j>i except for axes U4, and 5
where the effect of differential gear derivative motion occurs. Thus,

for the Imperial College robot:

8832 = Kppllpp

ABa3 = K30M83p + K33A6p3 (47118)
A8ay = Kuyph®zp + Ky3aba3 + KyyAlpy + K5ydbdps

Aea5 = Kgolbgp + K53Aea3 + K5uA6p5 + K55A6r5

~which on substituting for the 85's on the right handside; and configured

in matrix form, yields:

8a2 K22 0 o 0 Or2

A a3 = | K32K22 K33 0 0 A fp3 (4.119)
®ay KyoKa2+Ky3K32Koo  KyzKzz Kyy Kus ®rs5
8a5 K52Kap+K53K32Kon  K53K33 Koy Kss b5
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As stated above the value of Kij is the inverse of the gear ratio
between i and j except for the inter—-dependence of axes four and five.
The consftants for joints four and five can be determined from equation

(4.113), substituting the relevant parameters:

A B2l 1 b 0 Bp Y . )
935 = B- a "l‘ er\S ( .120)

where eaj is the actual rotation of the drives at the wrist, these being

orientated in the same plane as joints two, and three.

[}
-—

Thus in Equation set (4.119); Kyy

Kyg = 0 (4.121)
Kgy = a/b
Kgg = =<1/b

Note that in all other cases Kii=1

The other matrix elements can be obtained from the chain and gear

ratios, and have the following values:

K3p = =0.180517
Kyp = =0.024244
Kgp = =0.024244
Ky = =0.089536 (4.122)

Kgz = =0.089536

Ksy = =1

Kgg = -1
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The signs reflect the relative motions of the joints. However to
determine the motion of each joint required to compensate for the
derivative motion, the negative value of all non—ldiagonal elements must
be taken. Substituting the above constants into equation (4.119) and
negating all non-diagonal elements, yields the following derivative

compensation matrix for the Imperial College robot:

[ea1 ] [1 O 0 o o] [oep]
822 o 1 0 0o o0 Bp 2
A| 833 | =0 0.180517 1 0 0 &} ep3 (4.123)
8a 0 =-0.008082 0.089536 1 O 85
[ 6as ] [0 -0.008082 0.089536 1 =<1 | epg |

The joint par‘anieter 81 has been added for completeness, but does not
contribute to any derivative motion. The above matrix must be
evaluated, after co-ordinate tr‘ansfor'mation; to determine the Jjoint

values for servo control.
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Figure 4.2 Six Degree of Freedom Anthropomorphic Robot Parameters
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Figure 4.3 Structure of Pseudo Resolved Motion Rate Robot Controller
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(a) PYR Wrist

(b) RPR Wrist

Figure 4.4 Three dof Wrist Parameters
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Figure 4.5 Two dof Wrist Parameters
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Gear 1

(a) Gear Transmission

(b) Chain Transmission

Sprocket 2

Link 1

Sprocket 1

Figure 4.8 Planar Derivative Motion
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Link Variable

2 85
3 03
! 8y
5 65
6 96

Table 4.1 Link Parameters for the Six dof Robot
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ARITHMETIC INVERSE KINEMATIC TECHNIQUE
FUNCTION

PRMR MATRIX GEOMETRIC
Arctangent 9 6 6
Sine/Cosine 1u 27 (14)* 19 (8)*
Multiply/Divide 126 38 27
Add/Subtract 78 21 18
Square Root - 1 j

¥Refers to the minimum number of trigonometric functions that must be

evaluated

Table 4.2 Arithmetic Requirements of Inverse Kinematics
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5 TRAJECTORY GENERATION

5.1 TRAJECTORY REQUIREMENTS

The motion of a robot is determined by a series of paths in space,
whether in workspace or joint space. Mathematically a path is a
function of a single normalised parameter; s, the amount of path
traversed. Considering workspace there are two associated paths, one
pertaining to position, the other to orientation. 1In joint space there
is only one path relating to the Jjoints of the robot. A robot
trajectory also includes velocity and acceleration information relating

to the path.

The task of trajectory generation; irrespective of the trajectory

co-ordinate space; can be subdivided into two distinct modules:

(i) Path or Vector Profiling. This module of trajectory
specification produces reference values of the path parameter;
s. The reference values are determined with respect to

velocity and acceleration constraints.

(ii) The transformgtion of the reference values; s; into specific
interpolation points aloﬁg the path} The interpolation points
can be in any of the robot space systems introduced in Chapter
3, (frame, base, joint). If a joint space system is used, the
interpolation points can be given as demand inpﬁt directly to
the servo control algorithms: If any other space system is
used; then the interpolation points are input parameters for
subsequent transformation algorithms.
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Expanding point (ii) above, if one considers work space trajectory
generation, then within the control hierarchy of the robot controller
the tasks of trajectory generation and joint servo control are seperated
by frame transformation, co-ordinate transformation, and compensation

for derivative motion. The two tasks are however closely coupled in two

ways:

(i) If the robot is physically orthogonal, (as for a simple
cartesian robot); the task of trajectory generation, and
interpolation, reflects the actual positional requirements of
the joints themselves. This is also true if a non<orthogonal
robot is programmed in a pointétoépoint mode of path
generation;

(ii) For the majority of tasks, (excepting trajectories through

singular points), the time dependent shapes of trajectories in
work space see similar path shapes at the joint tr*ajecto?y
level, and hence servo control level. Figure 5.1 illustrates
this point by showing the continuous nature of the robot joint
demands for a straight line; continuous motion, in base space.
Therefore, the control of accelerations and velocities of
trajectories in work space will also control the accelerations

and velocities in joint space.

In the machine tool industry; the vector profiling, and interpolation

techniques currently employed are usually the one of the following:
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(i) Reference-Pulse interpolation, [(Koren 19817,
(ii) Reference-Word interpolation (Alternatively known as

Sampled-data interpolation), [Masory 1982].

The basic difference between these two methods of interpolation reflects
the way in which the reference values for each interpolation axis are
generated. In Reference-Pulse interpolation, a sequence of reference
pulses is generated for each axis of motion; each pulse representing a
motion of one basic length-unit, (BLU), of co-ordinate travel. With the
Sampled-Data technique the reference value is generated as a binary

word.

All Reference—~Pulse interpolations are based on an iterative
technique qontrblled by an interrupt clock. At each interrupt, a single
iteration of the interpolation routine is executed; which in turn can
provide an output pulse that increases the co-ordinate demand reference
by one BLU. Therefore the maximum attainable velocity or éOeordinate
demand, is inversely proportional to the execution time of a single
iteration; coupled with the additional control functions carried out by

the processor.

With Reference-Word interpolators, there is no restriction on the
maximum velocity demand of an axis, but the interpolator algorithm is

more complex than that required of a Reference-Pulse interpolator.

The actual interpolation algorithms are based on a two dimensional
grid of BLU mesh. Separate algorithms for linear, [Bresenham 1965], and

conic sections, [Pitteway 19671, evaluate the combination of X and Y BLU
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movements to best achieve the desired spatial path. One difficulty with
this form of interpolation technique is the correction for velocity
differences when both an X and Y motion takes place simultaneously [Toko

19791.

5.2 VECTOR PROFILING

The term vector profiling; as used in this thesis, refers to the
relationship between the amount of path traversal and time. The path
traversal specifies a distance along a path; irrespective of the actual
spatial form of the path. As stated previously, the vector profile can
be defined with respect to any of the space systems relevant to
robotics. Thé definition of vector profiling, which bests allows

comparison, is the vector velocity/time relationship.

To evaluate the physical response of the robot for various velocity
profiles; it is best to compare the profiles generated in joint space.
Mujtaba; {Mujtaba 19771, has compared the response of various velocity
profiles in Jjoint space, including linear; cosine, polynomial, and
critically damped profiles, (see Figure 5.2). The research showed that
the linear velocity profile executes a given vector at least ten percent
faster than the more complex profiles. (A critically damped profile is

three times slower).

If the robot 1is to execute a continuous path motion, vector

profiling is best carried out before frame or co-ordinate
transformation. This ensures matching of servo commands in joint space.
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To execute vector profiling for a continuous path in joint space,
requires some degree of pre-=processing of the work space path, to
determine the associated joint space paths of the constituent axes.
These paths would then require synchronisation to ensure the correct
work space trajectory. It is simpler to profile the vector in work
space prior to co-ordinate transformation. This 1is the technique
employed in this thesis, in conjunction with linear profiling of the

velocity demand.

The major disadvantage of profiling in work space, 1is the
discontinuous nature of the co~ordinate transformation near singular
points. This disadvantage can however; be overcome by monitoring the

joint servo commands. This is discussed in more detail in Chapter T.

Another consideration in trajectory gener'ation; is the number of
interpolation points required along the path to achieve a desired
accuracy of planned motion. This is reflected in the frequency of
update of the path traversal. Taylor, [Taylor 1979], suggests the use
of bounded deviation paths; This method generates a number of t'knot"
points, which relect the successive positions along a path where
co-ordinate transformation is required. By - executing joint
interpolation between the specified knots; a path is evaluated within
pre~defined limits of accur'acy: However, as with vector profiling in
joint sgace; an ammount of pr‘e;pr'ocessing is required. The bounded
deviation path algorithm evaluates the difference between the desired
path, and joint space interpolated position, at the midpoint between
knots. If the difference exceeds the desired accuracy, an additional
knot point is placed at the midpoint. The algorithm is then applied
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recursively. Eventually the path is defined by a sufficient number of
specified knots to execute joint interpolation between the knots, within

the accuracy requirements.

As with Jjoint space vector profiling, the computational overheads
associated with the pre-processing requirements of the algorithm, makes
its use as an on-line system exceedingly time consuming. Off-line
processing could be used, however the required robot path must be known
in advance. One of the aims of this project was to construct a
trajectory generation system that is adaptive, in the sense that changes
in the required path can be accommodated on<line. Therefore, the system
devised incorporates trajectory generation which provides a reference
word update at each transformation loop time. The reference-word; (1),
specifies the | distance to be traversed during Qhe subsequent

interpolation and transformation algorithm execution time; (tT).

One of the major tasks of the vector profiling algorithm, is to
determine the deceleration profile; This is to provide a decreasing
series of velocity demands to -enable a smooth approach to the
destination position; This 1lessens the impulsive effect on the

mechanical system; reducing oscillation about the final position.

Refering to the profile illustrated in Figure 5.3, a period of of
acceleration; (tacc); is followed by a- period of contant velocity;

(tey). This in turn is followed by a period of deceleration; (tgec)-

The point at which to commence deceleration can be determined either
with reference to time, or better with reference to distances. As
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discrete functions, the following lengtns are defined:

E=Cace
Lace = Z 1y (5.1)
t=0
t‘tdcc
Lgee = £ 1¢ (552)
t=0
t=t
t=0
t=T
t=0

Where Lyoes Ldee @re the lengths required to accelerate and decelerate,
Ly is the path traversal at time t; Lt is the total distance covered
when executing a specific trajectory; and 1l is the reference~length at
time t. The terms L,yoe and Lyec can be evaluated beforehand for a known

velocity.
The point at which to commence deceleration is when:
Ldee 2 LT = Lg (5.5)
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For symmetrical velocity profiles, the term Ljoe can be replaced by
Lace. This can then be determined on line.

For any spatially symmetrical profile (PTP, linear, circular) the
total vector length can easily be determined. Given a parametric form

of a vector r, such that:

where f(t*) is some function. of the parametric variable t*. Then the

spatial length of the path (Ly) is given by, [Kreysig 19797:

t*¥=finish -
Lt = [ (r.r)? dt (5.7)

t*=start

where r.r is defined by:

. [ax }? ay_ |2 az_ |2
reroo= [at*] ¥ [at*] * [at*]

However, the form of the integral is too coﬁplex to evaluate Lp for
ellipses and cubic splines in real time. There is also the fact that
the actual, and execuﬁed reference=word lengths are not necessarily
equal. Therefore the technique developed; by the author, for the
current project, involves the evaluation of the linear distance, L,

between the present and required finishing point:

[
"

| x¢ = 21 |
1

[(xy = xp)2 + (yg = yp)2 + (z¢ = 2p)20° (5.9)
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where Xg, X are the current and final positions. This definition of L
applies providing the total path length allows the required orientation
changes to be achieved. If they cannot be accomplished in the time

defined by Ly then:

L = l Et - l_l)_T max (5.10)
where the subscripts again refer to the current and final values of the
maximum orientation parameter change. The compatability of X and w
relies on the fact that they are defined in similarly scaled units.

Thus the point at which deceleration should commence is given when:

For a specific deceleration profile there is a fixed relationship

between 1 and L. For linear deceleration

1 = kL (5.12)
wherg the constant k:

0< k< (5..13)

Thus as the robot approaches the finishing position, the velocity will

approach zero.
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This technique will also correct for the fact that the time at which
deceleration should commence will often occur between successive loop
times. The actual deceleration profile wusing this technique 1is

illustrated by the broken line in Figure 5.3.

5.3 INTERPOLATION

The robot path can be defined with respect to a number of levels of
co-ordinate space. The level of the space gives an indication of the
amount of transformation that is necessary in order to provide the
implicit robot joint demands. The robot joint space, defined as level
0, requires no transformation. Level 1 1s base space, requiring
co-ordinate transformation. Level 2, frame space, requires additional

frame transformation.

In levels one, and above, the method of defining the space
parameters can also vary. Paul, [Paul 1979], suggests the direct
interpolation of the homogeneous matrices describing the state of the

end effector, such that:
[Hly = f£(1) alH] + [H], (5.14)
where [H]¢ is the configuration at time t; [H], the configuration at

t=0; A[H] is the total change in configuration along the trajectory; and

f(1) is a function of the trajectory parameter 1.
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Taylor, [Taylor 1979], suggests a similar mechanism based on

quarternion representation of the end effector.

The technique devised by the author for the present project,
involves the interpolation of the position and orientation vectors

directly (x and w respectively), whereby:
Xy = x(1) 1 + Xe-1 (5.15)
wp = w(l) 1 + wegeq (5.16)

where Et; wy are the vectors at time t; x¢-1 and wg-q are the vectors at

time t=t-1; x(1) and w(l) are functions of 1.

Thus the two components of the total end effector description
vector, X, are considered individually. This coupled with the PYR mode
of orientation description enables the execution of a large range of

complex paths.

The basic modes of interpolation that have been devised for this

project are as follows:

(i) Linear;

(ii) Circular;
(iii) Elliptical;
(iv) Cubic Spline;

(v) Spatial Function.
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It 1is the combination of these interpolation modes, discrete
position and orientation vectors, and various levels of co-ordinate
space that allow a versatility in trajectory generation. The
interaction of the various modes will now be discussed further. Those
interpolation modes relevant to position are discussed first. These are

followed by those modes used for orientation interpolation.

5.3.1 Linear Positional Interpolation

The 1linear mode of interpolation; when used with respect ¢to
position, is used for both point<to<point (PTP) and continuous linear

path motion. The interpolation function x; (1) is of the form:

x,(1)g = I 1g/Lp (5.'17)

where I 1t is the accumulated value of 1 from the vector start; (t=0), .
t=0

to the position at time t; and Ly is the total length of vector{
With PTP motion, the joint space vector at time t, 6¢ is defined by:
8 = x(1)g 48 + 8¢ (5.18)
where A8 is the change in joint vector; and By is the joint vector at
t=o% The value of Ly, used to define xL(l)t, is given by the largest of

the components of AS.
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For continuous path motion, the cartesian position vector at t=t, x¢

is given by:
X, = x(1)g 8% + Xg (5.19)

where Ax is the change in position vector; with X=X, at t=o. The value

of Lp in this case is given by:

: Py
L = (ax2+Ay2+pz2)2 (5.20)

5.3.2 Circular Positional Interpolation

The method of accomplishing conic sections in space is achieved by
evaluating the plane of the conic section, deriving the required frame
transformation, and generating interpolation vectors within the plane.
If the robot is "taught by leading"; the variables pertaining to the

frame transformation matrix are obtained as follows:

Three points are taught in the robot; the start, finish and an
intermediate point on the circle; designated X5, Xp, and X;

respectively. The plane containing the conic section, P is defined as:
P = [a, b, c, d] (5.21)

where, using the Hessian Normal form of plane definition, [Smith 1897]:

Ys 2zg | Xg 25 |1
a = Y Zp 1 b = Xp Zp 1
yi Zi 1 ‘ X3 25 1
(5.22)
Xs Vs ? Xs Y¥s 3Zg
c = X Yr 1 d = Xp Y Zp
Xj yi 1 Xi ¥i %
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1
Defining m as (a2+b2+c2)2, a vector; n, is then obtained from the

expression:
n = [a/m, b/m, ¢/m, 11T (5.23)
which represents the outward pointing normal of plane P, at a distance

of =d/m from the base frame origin; Two angles for frame rotation can

thus be defined:

w
1]

atan2 (e, (a2+b2)31] (5.24)

QR
i

atan2 [b, al (5.25)
Defining the initial frame rotation matrix Ry as:

Ry = (Z, a') (Y, 8") (5.26)

Then the transformation of plane P to the YZ plane is achieved by the
inverse R1”?. By pre-multiplying Xgy Xp, and Xxj by Rq‘? the y,z values
of the vectors transformed to the YZ plane can be obtained, (Es'vif'vii'

respectively).

The centre of the circle, (y,, 2o), can be obtained from the three

transformed vectors by means of the intersection of chord normals.

The frame origin for the frame transformation bgf is the transformed

centre of the circle in base frame co-ordinates. Thus:

Pop = [-d/m, yo, 2017 (5.27)
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The parameters required for circular positional Iinterpolation, in
addition to the frame rotation matrix and frame origin, are the circle

radius; r, and angle of rotation; § where:

Po= [(2g720)2 *+ (Y5=¥o)21% (5.28)
5§ = 61162 (5729)
and: §1 = atan2[z¢~=2q,Yr<Vel (5730)
§o = atan2[zg~2¢,Yg~Ye] ‘ (5f31)

The relevant parameters are illustrated in Figure'S.U; These parameters
if defined by "teach by leading™ are preéprocessed off<line.
Alternatively the parameters can be determined mathematically from
information contained within a CAD database. However defined, they can
be modified on-line to achieve larger arcs of the’defined circle, or

circles of different radii; concentric with the defined circle.

Thus the parameters required for execution of the circle are be,
bgf, r, 8o and §. The frame interpolation vector fi is determined from
planar circular interpolation; using the reference length 1. The angle

of arc at time t; 6y, is determined from 1 by:
6 = =2arcsin [1/2r] + 8¢ (5.32)
where 6 at t=o is obtained from the starting point i.e. &p. f§£ is thus

given by:
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fzx = [rcoséy, rsingy, o]T (5.33)

b

from which the base interpolation vector at t=t, Xy can be obtained

thus:

b}’_(_t = be' th + fgb (5.34)

The base interpolation vector, (plus orientation vector), is then used

to determine the required joint parameters at time t.

5.3.3 Elliptical Positional Interpolation

If the parameters required for the elliptical interpolation are not
determined from stored data; then "teaching by leading" involves more
parameters than required for circular interpolation; The equation for
the ellipse could be obtained from teaching six points, rotating the

plane; and solving simultaneously the general equation:
2g22 bgy?2 + 2coyz + 2dgz = 2egy = fg ' (5.35)

where ag, be, Cg, de and fg are constants.

It is however easier to solve using either a cubic spline for short
elliptical segmehts, or restrict the operator to teaching specific

points as follows:

either: The two extremities of the major axis; and one extremity of the
minor axis;

or: the two extremities of the minor axis and one extremity of the
major axis,

and: the start and finishing points of the elliptical path.
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As with the circular interpolation, the parameter passed from the vector
profiling unit is the reference length 1. The plane of the ellipse is
determined using the Hessian Normal form of plane definition. The third
rotation brings the major axis parallel with the Y axis of the base
frame. Thus the required ellipse is considered as shown in Figure 5.4,

with the frame origin at the ellipse centre.

The method used to determine the required interpolation points,

based on the reference word length is as follows:

Direct evaluation based on the distance between points on the
ellipse requires the solution of a quartic equation; Time constraints
make this technique unsuitable. However an approximation, devised by
the author, baséd on the elliptical tangent, has been shown by computer
modelling to give exact positions along the ellipse; with a velocity

error of less than three percent; Given the parametric form .of the

ellipse
Yy = acosfg (5.36)

The angle of the tangent to the ellipse gg ¢ at a point given by 6g ¢ is

given by:

og,t = atan2 [~bcos 8e,t» asin ee;t] (5.38)

-139-



The approximation for each subsequent point required on the ellipse is

obtained as follows:
Yee1 = *1COS 0g ¢ if ge, £ <459 (5.39)
Zt+] = tlSin Oe’t if Ue,t>u50 (5."-‘0)

The sign 1is determined by considering whether the total change in
position requires a positive or negative change in elliptical angle.
Thus given either y or z; at time t+1, the corresponding value of z or y

can be determined from the equation of the ellipse;

The change of term evaluation at 45° means that the equations are

never ill conditioned, and no ambiguity occurs at 90° points.

5.3.4 Cubic Spline Positional Interpolation

The cubic spline interpolation algorithm devised by the author,
generates a smooth continuous path through a sequence of given points.
Although a plane can be generated using three points, discontinuities
will occur if a subsequent point is not within the given plane. The
technique devised uses the x y z position of points, with a cubic spline
generated for each orthogonal plane; Given a frame origin ét each sta;t

point of a spline generation; the required splines are given by:

X = axls3 + bxlsz +Cxls (5- )‘H)
z = azls3 + bz132 +C,lg (5.43)
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Where 15 is a component of the straight line distance between subsequent
points and a, b, ¢ are constants. Considering the x axis to illustrate
the technique, the spline is an 'x' function of the straight 1line

distance between subsequent points. Given that:
X = aylgd + bylg® + cylg + dy (5. 44)

The parameters ay, by, ¢y and dy can be obtained from the following

boundary conditions:

X = Xp atlg=o0 (5.45)

(This term in fact sets d to zero as the origin is taken as the first
point in the spline. This yields the three term cubic function as in

Equations (5.41), (5.42), (5.43)).

X = Xp41 at lg = Ly (5.46)

The subécripts refer to the points n; and n+1; and x refers to the
differential of X with respect to 1. Xxp is either zero if starting, or
passed from the previous spline. Ly is the 'x' distance between points

n and n+1. xq4q is given by:

. Xn+2 = ¥n )
xn.‘.T = W (5-_ 9)
where L, is the 'x' distance between points n+1 and n+2.
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This method of deriving the velocity ensures continuity in both velocity
and acceleration when passing from one spline to another. The form of y

and z can be obtained in a similar fashion.

The parameter lg, the straight line distance is obtained from the
reference-word length 1, referring to the distance along the cubic

spline, as follows:

The straight line distance between two consecutive points along a
splined path, can be approximated by the tangent at a given point. The
vector components of the tangent can be obtained from the constituent

spline functions. The tangential vector; n is specified by:

9X_ - 3y - 3z qT .

I

where the subscripts indicate a differential with respect to 1g5. The

vector components are defined as follows:

%{— = 3axl32 + 2leS + Cy ) ' (5.51)

S -

%%- = 3aylg? + 2bylg + oy (5.52)
s .

g_lz_ = 3aylg? + 2bylg + Cg (5.53)
s N

The vector 1ength', equivalent to the straight line distance, is given
by:
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2 , 2 2
nl - [ « B9 - G5 (5.54)
S S .

This scalar can then be used to approximate the next value of lg; 1s,t+1

based on the reference-word length li,{ as follows:

lg,t+1 = T‘T"lnt (5.56)

where |n|y is based on 1lg .

Computer modelling has shown that this technique ensures constant
velocity along a spline within four percent; However a lower bound on
|n| must be given to prevent the collapse of Equation (5.56) at the

beginning and end of a motion as |n|tends to zero.

To illustrate the technique Figure 5.5 shows the relationship
between x, and y, holding z constant. The values of x and y have been
obtained independently from the reference word 1. The lower bound on

|n| was taken to be 0.2.

5.3.5 Linear Orientation Interpolation

Linear orientation interpolation is wused most frequently in
conjunction with 1linear positional interpolation, and cubic spline
interpolation; As for linear interpolation; the linear form of w(l);

w,(1) at time t is given by:

w,()g = I 1¢/L (5.57)
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and:
wy o= wL(l) A_(B + Wwg (5.58)

t=t
where I l¢ is the summation of reference~word lengths lg; wy is the
t=0
orientation vector at time t; X_“_i is the change in w; and wo 1is the
orientation vector at the start of motion. L is for most cases defined

as for linear interpolation, as:
L = (ax2 + ay2 + pz2)2 (5.59)

However it is necessary to check that the required change in orientation
can be accomplished in the time required for 1linear motion. (The
extreme case is when X = o). Given the maximum orientational velocity

Wnax» then the positional form of L can be used if:

Awmax Wnax

x ¢ T x

(5.60)

Where X is the specified velocity for the path requi}ed; AEmax is the
largest component change of 2; Similarly Wmax refers to the maximum
possiblevelocity of a single component of 2; This assumes that the
orientation motions are decoupled, which is a reasonablé approximation

for the instances that this will occur.
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If condition 5.60 cannot be satisfied then the value of [ is taken

to be the largest component change of w:

L = Aupax (5.61)
This value of L must also be used in the positional interpolation
algorithms that are executed in conjunction with the orientational

interpolation.

5.3;6 Spatial Function Orientation Interpolation

The spatial function mode of interpolation is used to associate the
orientation vector with the current positional vector. This mode of
interpolation is especially important for such tasks as welding or
adhesive application; The primary requirement is a plane of motion and

a current vector defined within the plane.

Considering Figure 5.7, the orientation at time t; parameters ao,tv'
Bo,t and Yo,t? are specified with respect to the tangent to the current
position; Thus the frame orientation parameters, specified with respect

to the plane, are given by:

fo = ap,t * Ot (5.62)
foy = 8ot (5.63)
Fve = Yot (5.6H)
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Where o 1s the angle of the tangent to the path at the current
position. The orientation vector is then determined by use of the frame

rotation matrix, as discussed in Section 3.4.

This mode of orientational interpolation can also be used with
linear and cubic spline modes of positional interpolation, providing

that the paths are specified within a single plane.

In a similar fashion to the spatial function interpolation, a
combination of interpolation modes can be used to create such items as
weaves along a path. This is particularly useful when welding. Given
the plane of motion, and direction within the plane, then frame

positional parameters; fxt and fyt, can be defined by:

1]

£x

t Xi,t £1(1)cosoy , (5.65)

I}

Yt Yi,t * £1(1)singg (5.66)

where f1(1) can be a sinusoid, or waveform, to be superimposed on the
primary motion; Xi;t’ and yi;t are the positions determined from the

primary motion at t; and of is the tangential angle at time t.

A similar equation can be used to provide a motion perpendicular to

the plane, such that

Pz, = f£o(1) (5.67)
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where fzt is the 2z position with respect to the plane at time t, and

f>(1) is a function such, but not necessarily the same, as fq(1).
It is felt that the combination of interpolation modes discussed

above, relating independently to position and orientation, provide the

means to accomplish a vast range of paths for a robot arm.
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6 ROBOT JOINT CONTROL

At low speeds it 1is possible to consider the robot arm as a
mechanically uncoupled system. The control strategy employed if the
system is assumed uncoupled, considers each joint seperately and is
termed independent joint control. Thus the demands and responses of
each joint are considered without regard to the effect due to the motion
of any other joint. At higher speeds, however, this assumption of

independence becomes less valid due to:

(i) Varying effective moments of inertia.
(ii) Torque coupling between the degrees of freedom.
(iii) Forces proportional to velocity product terms.

The way in which the mechanical system interacts can be evaluated by

the analysis of the manipulator dynamics;

6.1 MANIPULATOR DYNAMICS

The two main approaches to derive the dynamic equations of motion

are:
(i) Newton=Euler equations.
(ii) Lagrange equations.

The derivation of the dynamics using the Newton~Euler technique involves
the free body analysis of each link. The dynamic forces and torques
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acting on link i, can be determined by the use of Newton's Law; (i), and

Eulers Law; (ii) as follows:
(i) fd,i- = mir'i (6.1)
(11) ng,y = Ij8;j + 8ixI;j64 (6.2)

where f; is the acting force on mass mj with acceleration rj; ny is the
acting torque on a 1link with inertia; Ij, angular velocity 8j and

angular acceleration ei; X is the vector cross product.

The linear acceleration of the centre of mass, and the angluar
velocity and acceleration of each link, are obtained from the trajectory
requirements and kinematics of the manipulator. Equations (6.1) and

(6.2) can then be solved to give the dynamic forces and torques.

The interaction of links, i.e. the forces and torques acting on a
1ink i from links i<1 and i+1; can be determined by static analysis

using d'Alemberts theorems:

la ]
| td
|

£i-1,i = Ti,i+1 * Mi8 (6.3)

=3
e
1]

Nj-1,i = Ni,i+1 + di,5<1%XFio1,5 = i 541%XF5 541 (6.4)

where g is the gravity vector; and fj,k and nj g are the effective
forces and torques acting on link j from link K. Qi,i<1 is the vector
from the centre of gravity of link i to joint i=1. Simiiarly di,i+1 is
the vector from the centre of gravity to the joint i. |

~156-



The final step in solving for the inverse dynamics is to combine the
Newton Euler equations with the statics. The combined form of the

equations are as follows, [Luh et al 1980a]:
Fi = fq,1 * Fi,i+ (6.5)
Ni = Niup +ng,q = di,5-1%Fd,i + (di,141 = Qi ,1<1)%F 141 (6.6)

where F; and Ny are the net force and torque acting on link i.

The second method of evaluating manipulator dynamics is the Lagrange
technique. The kinetic energy K and potential energy P of the
manipulator as a whole is obtained from the summation of the kinetic and

potential energy of each link (Ki; P respectively):

n

K = © Ky (6.7)
i=1
n

P = I Pj (6.8)
i=1

In the Lagrange equations it is necessary to define a generalised
co-ordinate system to express the mechanics. It is useful to take the
joint co-ordinate system as the generalised system. Defining the

Iﬁym@ﬁanw

L = K=P (6.9)
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The generalised force f; reflecting the torque required at a particular

joint is obtained from the Lagrange equations:

_d. ok _ - oL i=
£fi = 0t [ 3q; } 3a; i=1,...,n (6.10)

where q; is the joint i space variable.

Uicker, [Uicker 1965], applied the above equations to the problem of
manipulator dynamics. The closed form of the system dynamics for an n

linked manipulator is given by the Lagrangian equations:

n j [ [ oWy awyT ] ] .
fj = 3 L tr - Jj - qy
i1 | k=1 3qj aqy

j {awj 32ij ] o . . oWy _
t ; < migl —= Jr; 6.11
1 k§1 S RETTIRARFTOCT T 38 gqp T (6.1

k

Where:

f; 1is the generalised force term;

Ji 1is the inertia tensor expressed with respect to the current joint
co-ordinate system j. It is obtained from the distribution of
masses m, within the 1link j, at positions ipi defined with respect

to the local link origin:
Jj = J (ipi .ipiT) dm; (6.12)

mj is the mass of 1link j;
g is the gravity vector;
iri is the co-ordinate of the centre of mass of link j defined with

respect to the local joint co-=ordinate system;
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tr 1is the trace operator;

j is the combined homogeneous matrix definition of position:
WJ = Ao . A1 cee Aj; ) (6.13)

q is the generalised Jjoint variable with first and second time

derivatives of q, q respectively.

The computation of the closed form of Lagrange equations has been
undertaken, [Luh et al 1980a], and required 7.9 seconds when evaluated
using Fortran on a PDP11/45 computer. Attempts to reduce the
computational time required have been explored. Configuration Space
Control, [Horn 1977], uses the technique of tabularisation of the-
dynamics. Position dependent terms are tabulated and the approximate
dynamic response is determined by table lookéup. There are however the
problems of memory storage, configuration sensitivity, interpolation and
table generation. The latter is especially important if a large range

of loads is carried by the robot.

A method, which requires less computation than the closed form of
the dynamic equations, is that of recursive analysis. This technique
involves the expression of 1linear and angular velocities and
accelerations starting from the base and working to the end effector.
The second stage of the recursion is to determine the forces and torques
on each joint} These are evaluated by working from the end effector
back to the base. This formulation has been applied to both the
Lagrange technique, [Hollerbach 19807, and Newton Euler equations, tLuh

et al 1980a].
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The combination of analytical techni ques that are less
mathematically intensive and modern powerful microprocessors, makes it
possible to evaluate the manipulator dynamics on line (the Newton-Euler
recursive technique can be evaluated in U4.5msec in floating point
asambly on a PDP11/45, [Luh et al 1980a]). Given the interaction of the
manipulator links, this can be incorporated within the robot controller

as a torque predictor in the servo control of the joint drives.

If, however, the dynamic model is used for robot control there are a

number of problems associated with the model.

(i) As velocities and accelerations increase, perturbation effects
4become_more important. These can arise from such items as:
errors in length and mass;
elasticity of the links and transmission system;

backlash in transmission and friction.
(ii) The model must be controllable; however, in practice some
variables cannot be controlled and others require modification

of the robot design.

It is therefore important to incorporate other forms of control if

dynamic modelling is used as a predictor for torque terms.
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6.2 SERVO CONTROL OF THE ROBOT JOINTS

6.2.1 <ointrol Strategies

The method by which specified input demands to the robot joints are

converted to the output demands to the robot drives is termed the

control

robotics

(i)

(ii)

(iii)

Most

strategy. The main types of control strategy relevant to

are as follows, [Brady et al 1982]:

Open-loop control. This 1is the simplest form of control
strategy. The joint input demands are converted directly to
output drive demands with no feedback from the mechanical
system. This form of control is used typically with stepper

motor drive systems.

Linéar control . Linear control incorporates a set, linear
feedback relationship. A linear feedback law may have
structure constraints in which only certain inputs and outputs
are interconnected, as with the case when each joint is

considered independently from any other joints.
Non-linear control. This class of control 1law includes:
bang-bang control, global non-linear control, model reference

control, and self%tuning or adaptive control.

of the present industrial robots incorporate linear control,

usually independent joint control. The common control law applied is of

proportional-integral-derivation (PID) type, [Lee 1981]. A further

analysis

of this control technique is given in Section 6.2.2
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A number of pseudo-linear controls have been suggested, often of
multi-variable form. Examples include Resolved Motion Rate Control
(RMR), [Whitney 1969], and, more recently, an expansion of RMR; Resolved
Acceleration Control, C[Luh 1980b]. The latter deals directly with
control of the robot end effector in cartesian base space. The control
law is based on an internal dynamic model of the robot, and considers
errors between the desired and actual position and oreintation of the

end effector.
Referring to non-linear control, a number of strategies have been
proposed. Freund, [Freund 1975], considered the general state space

description of a non-linear system:

x(t)

A(x,t) + B(x,t)u(t) (6.14)

1

y(t) C(x,t) + D(x,t)u(t) (6.15)

where x(t) is the state vector; u(t) and y(t) are the input and output
vectors respectively; A, B, C, and D are matrices with compatable
dimensions in which the elements are non-linear functions of the state

of the system.

Freund showed that the general state space description could be
adapted to a robot manipulator'; and linearised to correspond to each
drive of the robot. Zaballa, [Zaballa 1978], showed that this technique

can be extended to any industrial manipulator.
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Adaptive control, based on a model reference, has been investigated,
(8avidis 1976], [Dubowsky 1981], [Le Borgue 1981]. The typical approach
is to derive sub-optimal dynamic model of the robot. An adaptive
technique is then employed to compensate for the difference between the
actual robot and assumed model. The technique continuously updates

parameters of the model, based on the response of the physical system.

The use of a non-linear control law has advantages in the response
of the robot, but are complex to implement. There are alsc the real
time requirements for robot control. Typically the loop closure
frequency is in the order of 100Hz. The compromise of adaptive control,
and a simplified model compensated by parameter tuning perhaps offers

the optimal approach at the present time, [Vaha 1983].

6.2.2 Control Strategy Employed on the Imperial College Robot

As an initial stage, the servo control strategy employed in this
project, is independent joint control. This is a linear decentralised
control system, whereby the interaction of the robot joints is not
considered as an input to the system. The interaction is monitored by
considering the feedback from the mechanical system. The control law
employed is that of proportional, integral, derivative (PID). Givén an
error in the required and actual position, of e, the mathematical form

ofthe PID controller is as follows:
od = Kn = 4+ Ke + K e dt (6.16)
D dt P I .

where 6d is the motor drive demand; and Kp, Kp, K; are the derivative,
proportional and integral gain terms. The primary purpose of each gain

term is as follows:
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(1) Kp - proportional gain: to improve speed of response.

(i) K; - integral gain: assures steady state tracking of the input
demand.
(iii) Kp = derivative gain: enhances stability and reduces the

tendancy toward oscillation. (Often compensating for the

de-stabilising effect of the integral gain).

The PID control law may be expressed in the following discrete time

format:

(et-%Zet.;1+et.;2) i=t
ed = KD ts + Kn et + KI i§o ei tS (6-17)

Where the subscripts refer to the sample instant in time; and tg is the

servoloop closure, or sampling time.

For this project the technique used to evaluate the gain constants
was Root Locus Plots. This was accomplished by means of the Control
Design Suite resident on the Imperial College mainframe computer. The
initial stage was to determine the response characteristics of the major
components of the control system; The two relevant modules are the
microprocessor module, including PID, and the amplifier/motor/joint

system module.

The constituent blocks of the microprocessor module are shown 1in

Figure 6.1. The transfer function Gu(s) can then be evaluated as:

KpS2 + KpS + Kp _
Gu(s) = Ky S (6.18)
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where S is the laplace complex variable, and Kpy is the microprocessor

overall gain, including the encoder and DAC gains.

Considering the robot drive/joint module; the general block diagram
is shown in Figure 6.2. One simplification of this model is the
exclusion of a velocity error integrator found with the GEC Gemdrive
Axis Controller employed. The function of this integrator, is to ensure
minimal velocity following error; specifically when varying loads are
"applied to the mechanical system. This veiocity tracking can be treated
as an extension of positional feedback, and ignored for the purpose of
this analysis. This, and other simplifications introduced later, can be
justified when considering the errors inherent in assuming independent,

static inertial loads.

Taking the model of Figure 6;2; the effect of the back EMF and
current feedback can be found by examining the drive/joint sub-module.

Assuming L and f are zero the transfer function; Gqy(s), is given by:
Ka2/Kp

R + Ki Ka2
Kp Kt - Is+1

The explanation of the various constants is given in Table 6.1.

G1(S) (6.19)

Given that K o>>R, and K;o>>KiK;, (from manufacturers literature), the

transfer function of Gy(s) simplifies to:

Kg

Gi(s) = KL 78 (6{20)
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Including the effect of velocity feedback gives the transfer function of

drive/joint module, Gj (s):

1/Kth
KiJ
— 3
KtKaoKeh

Gy (s) (6.21)

If this is expressed in the form:

Kma

m (6_.‘22)

Gj (s)
then the values of Kpy and Ky can be determined mathematically from
manuf acturers literature. However, a number of gains are tuned

manually. Therefore an empirical derivation of Kpy and KJ- was used.

Monitoring the response of a drive/motor combination gave the value of

the constants as:
Kpa = 14 ' (6.23)
Ky = 3.7 . (6.24)

The Root Locus technique shows how the open loop response of a
system affects the closed loop r'esponse; Since Kp includes the gain of
the encoder'; the position closed loop response can be obtained by
considering the forward open loop characteristics of Gu(s)Gj (s)/s with

unitary feedback.
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The input to the Root Locus package is in the form of a polynomial

such that:

ass2 + aqs + ag
G(s) = K b355 " bgsd 7 b‘lS " bO (6.25)

Where for the robot servo control:

K = KpKpa

as = Kg (6.26)
a; = Kp

ab = Ky

by = KJJ

by = 1 (6.27)
by = 0

bg = 0

The analysis using Root Locus is an iterative process whereby new
values of K4, Kp, Kj are evaluated based on the Root locus plot obtained
from previous values. The way in which the PID gains are altered is
very much an émpirical process; The major criterion when selecting the
gains was fo give a response with a coefficient damping G>0.707. This

gives a response to a step input with an overshot of less than U%.

A typical root lccus plot is illustrated in Figure 6.3. This was
for the shoulder axis of rotation with a PID gain ratio of 1:13:0.015.

Comparative analysis is easier when considering a proportional gain
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of 1. This 1is compensated by changing' the overall gain of the

system; Ky.

Note that the response improves with increased gain, and
theoretically a response can be obtained with zero overshoot. However
in reality the gain is limited by the power and response of the motors

and the power of the drives.

Taking each joint of the robot, the PID constants were evaluated for
each axis controller. The discrete time values of the constants, KuD'

Kup» Ky1 were then obtained from:

Kup = Kp/tg (6.28)
Kyp = Xp (6.29)
Ky = K1 ts , (6.30)

where tg is the servo loop closure time.

A list of the constant implemented within the axis controller cards

is given in Table 6.2.

A full analysis of axis control algorithms has yet to be carried
out. Further developments; including a simulation package of the
dynamic response of the robot arm, will allow more sophisticated joint

control algorithms to be designed and studied.
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SYMBOL DEFINITION

Ku Microprocessor Gain

Kp Derivative Constant

Kp Proportional Constant

Kt Integral Constant

Kpac Gain of DAC

Kene Encoder Gain

Ka1 Control Amplifier Gain

Kp2 Driver Inductance

L Armature Inductance

R Armature Resistance

Kt Motor Constant

J System Inertia
Friction

Kp EMF Constant

Ko Current Feedback Gain

KTy Tacogenerator Gain

Table 6.1 Robot Drive Transfer Function Constants
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JOINT CONSTANTS

PROPORTIONAL INTEGRAL DERIVATIVE
1 Base 1.0 0.069 3.6
2 Shoulder 1.0 0.13 1.5
3 Elbow 1.0 0.15 1.2
4 Wrist Pitch 1;0 0.16 1.1
5 Wrist Roll ?;o 0.16 1.1

Table 6.2 PID Constants for Each Robot Joint

.
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7. DISTRIBUTED INTELLIGENCE ROBOT CONTROL

The task structure required of a continuous path robot controller is
illustrated in Figure T7.1. All the components, apart from High Level
Interface, have been discussed in previous chapters. High Level
Interface is the major connecting phase between items external to the
robot and the robot controller. It is closely related with the control
structure and is therefore included in this Chapter. The requirements
of this phase are discussed first, followed by a discussion of the

overall control stategy employed in this project.

7.1 HIGH LEVEL INTERFACE

As robots become less insular, the number of external items, with
which it must communicate, increases in number. Two groups of external
devices can be determined. First, peripherals required of a typical
stand alone computer system; Second; peripherals relevant to robot

control. Examples of standard computer peripherals include:

(i) Visual Display Unit (VDU).
(i1) Graphics screen.

(iii) Disc storage.

(iv) Tape storage.

Those items relevant to a robot controller, when for example working

within a Flexible Manufacturing System, (FMS), may include:
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(i) Teach Pendant.
(i1) Vision, tactile and force sensors.
(iii) Task dependent I/0.

(iv) Hierarchial levels of plant communication e.g. cell controller,
plant mainframe computer. ’

(v) High level robot languages.

(vi) Design and manufacture computer database communication.

The two groups are not always distinct. For example, modern teach

pendants incorporating displays are similar in many respects to a VDU.

High level communication, envirommental sensing and robot languages
are closely related. Their importance to more advanced robotic systems,
is reflected in the large amount of research carried out in these fields
over recent yeérs; In addition, a number of commercially available

robot programming languages have appeared since 1979:

i) AL: Produced at the Stanford Artificial 1Intelligence
Laboratory and is based on concurrent Pascal. AL when
pre-compiled to pwcode can run on a PDP<11/45, running four

robot arms simultaneously.

(ii) AML: Designed by IBM, this language is structured and
interactive. The language runs on an IBM series/?

mini<computer.

(iii) HELP: Offered by General Electric Company, this language 1is
interpretive, based on Pascal. The language runs on a DEC
LS1=11/2.
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(iv)

(v)

(vi)

(vii)

JARS: Developed at the Jet propulsion Laboratory. Again the
language is an extension to Pascal, incorporating subroutines

relevant to robot control. It is run on a DEC PDP~11/34.

MCL: Written by McDonnell Douglas Corporation, this language
is an extension of APT. The language is orientated towards the
programming of work cells. The McAuto proprietry version

(MCL/11) uses a DEC PDP<11.

RAIL: An Automatix Inec. product, designed to control both
robots and vision systems. The language 1is interpretive,

running on a Motorola 68000 system.

VAL: Designed by Unimation Inc. for Unimation robots. A Basic
like language .run on a DEC LS1=11/23. An updated version

VAL<II has recently become available.

The major reasons for the use of high 1level textual robot

programming languages have been defined as follows, [Gruver et al 1983]:

(1)

(ii)

(1ii)

(iv)

Teaching points by the use of teach pendant can be cumbersome

for many operations, (e.g. palletizing).

As enviromental sensing becomes more widespread, an easy means

of interfacing the robot and sensing devices becomes important.

A textual 1language permits robots to be programmed and

simulated offéline, before implementation.

CAD/CAM can be integrated with robot progrémming;
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There may be additional reasons, for example a controller may be
required to operate in multi~task mode, both for a single robot and, if
the system expands, to control a multiple robot cell, [Tyridal 19803. A
high level 1language that permits task orientated programming
substantially eases the task of co-ordinating more than one manipulator.
There are however a number of limitations associated with many of the
current robot programming languages, [Soroka 1983]. Some of these
limitations deal with the language, others with robot control. Items
such as, who will program robots, program flexibility, and robot

independence are relevant to commercial languages.

The use of high level 1languages also allow the inclusion of
artificial intelligence for robot control. There is much research at
the present time investigating the uses of artificial intelligence for

decision making, and such items as obstacle avoidance, [Cameron 1982].

Although the scope of this project does not at present cover many of
the aspects of high level languages or artificial intelligence, these
items must be borne in mind when attempting to design a robot

controller.

7.2 A DISTRIBUTED INTELLIGENCE ROBOT CONTROLLER

Recent years have seen a lot of interest in the use of distributed
systems for robot control. A number of these incorporate minicomputers,
such as the LS1<11/02; or PDP<11/34, [Gini et al 1980]. Others

incorporate microprocessors entirely; using a mixture of 16 and 8 bit
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processors in hiearchical structures, [Barbera et al 19797, [Albus et al
1981]. A number of distributed control systems have, in the last few
years, been incorporated into industrial robot controllers. Siemens
have developed a 16 bit system for point=to=point robots, [Becker 1980].
ASEA have incorporated two Motorola 6800 units for a continuous path
robot, [Holmer 1982].- Cinecinatti Milarcron have used the Intel 8086/87

and 8088 microprocessors for their new continuous path controller.

An introduction to distributed intelligence multi-microcomputer
systems (DIMS) was presented in Section 1.2. In summary the four main
advantages that may be realised by the implementation of a DIMS

controller are as follows:

(i) Throughput: the ammount of processing required.
(ii) Flexibility: in terms of both hardware and software.
(iii) Reliability: of the hardware and data structures.

(iv) Cost effectiveness: the relative cost and merits of a DIMS

approach compared to a single processor unit.

A number of aspects must be considered when investigating the use of a

DIMS controller. These include:

(i) The determination of whether the use of a DIMS control can
provide a substantially better controller system, which cannot
be achieved by means of a single processor system. Also, if it

can, is the improvement necessary, given the task of the robot.
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(i1) The evaluation of whether a DIMS approach will provide an
increase in cost effectiveness. This being achieved by either
an equal capability for a lower cost than a single processor
system, or an increased processing capability for equivalent

cost.

(iii) It is important that the control problem is easily divided into
discrete, semi<antonomous control functions. If no easily
definable control boundaries exist, then the subsequent data
transfer load between control modules could contribute to the

total corruption of the system.

(iv) The use of a DIMS approach requires the development of a
loosely coupled executive operating system; to enable each
microcomputer to function within the system as a whole. The‘
executive operating system will be responsible for items such
as the administration of the parallel and hierarchical

processing, and the intercommunication of the individual

modules.

(v) Careful analysis must be carried out to ensure that system
' expandability, in terms of both hardware and software, can be
accommodated. Degradation of either input/output control, or

system communication must be avoided.

If these criteria can be sufficiently fulfilled, then additional

benefits in cost can be realised, including:
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(i) Exploiting the cost advantages of high volume production units,
high levels of semi-conductor integration, and rapid design gnd

implementation using the latest technology.

(ii) The cost of additional processors is low enough to allow the

stocking of spares, reducing downtime costs.

(iii) Complicated software systems employed with mini<processors are

eleminated.

It was felt that the opportunities and benefits offered by DIMS were
sufficient to justify a distributed system for robot control. This was
therefore the concept employed by the author for the development of a

robot controller.

Three major features that must be considered for a DIMS controller

are as follows:

(i) Software or task structure.
(ii) Hardware structure.
(iii) Inter-processor communications.

These items are closely related, and there are certainly areas of
overlap. Thus although treated separately; each item was not considered

in isclation.

Methodologies for the design of distributed control systems for

machine tools and robots wusually follow the "top down" approach,

-180-



(Duffie 1981]. Using this strategy the sequence of the design is of the

form:

(1)

(2)

(3)

()

Identify the requirements of the system from a global point of view.
This includes simple models of the control process and indications
of time constraints. this stage also includes consideration of high

level communications, and system flexibility and reliability.

To partition the process into semi<autonomous control functions.
The sube<processes defined should require minimal inter<processes
communication, and items such as real time response should be

contained within a single process when possible.

Choose the. suitable processors' to fulfil the task sub<process

requirement. Considerations here include computation, interface,

‘and response times. A large number of criteria affect processor

choice, including:

(i) Programming flexibility, (instruction set).
(ii) Architecture, (speed, wordlength etc)f

(iii) Software/firmware, (development, debugging)f
(iv) Memory type and memory size.

Other criteria relevant to the complete system include availability,

reliability, and technical support.

Communication network design. This includes the network

architecture and communications protocol.
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(5) Allocation of sub-wprocesses to processors, including software and
hardware design. This stage will also include the development of an

executive operating system.

The design strategy of the DIMS robot controller design for this project

will now be discussed in more detail.

7.2.1 Software Modules of the DIMS System

The major software or process task requirements of é robot
controller can be grouped as shown in Figure T7.1. These modules reflect
the work defined within this thesis. thgre are also additional modules
that may be incorporated at a later date, such as dynamic compensation,

or adaptive control.

There is an inverse relationship between algorithm complexity and
system bandwidth. To ensure adequate control, the robot joints must be
servoed between 60Hz and 200Hz, [Paul 1980]. This factor influences the
number of processors required to accomplish robot control at an adequate

rate for smooth motion.

The number of software modules incorporated for a specific
controller depends on the level of sophistication required, and physical
specifications of the robot. This in turn_debends on the anticipated

task of the robot.

7.2.2 Hardware Structure

A3 with software modules; the hardware structure is dependent on the

level of sophistication required of the controller.
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The relationship between controller sophistication and the
flexibility of a DIMS concept 1is discussed in more detail in

Section 7.3.

The real time computation necessary of a continuous path robot
controller requires greater processing power than 1is available with
traditional 8 bit microprocessors; It was therefore necessary to
evaluate the performance of the more recent 16 bit processing units.

The major options of 16 bit processors were:

(i) 8086 < Intel.

(i1) MC68000

A1

Motorola.

4

(iii) TMS9900 Texas Instruments.

1

(iv) 28000 - Zilog.

The Intel 8086 is primarily an upgrade of the 8080 family which tends to
limit programming options. However the 8087 arithmetic co<processor
dramatically increases mathematical processing times. Motorola and
Zilog have based their instruction set on an analysis of the most
frequently used instructions. The Motorola 68000 is a pseudo 32 bit
processor, having 32 bit registers and a powerful instruction set. The
Zilog 8001 is again a powerful processor combining features of both mini
and microcomputer systems; The TMS9900 is slower than the other

processor‘s; primilarly due to its earlier introduction.

The mathematical intensity of robot control suggested the Intel
8086/87 combination or NS16032. However anticipated arithmetric

upgrading of the MC6000 (MC6020), and Z8001 (Z8004) reduced this
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advantage. The relative merits of each offered no clear indication for

choice.

The deciding factor was the compatability of the MC68000 with the
6800 family. Experience had already been obtained with MC6809
processors for machine tool control [Darzel 192?] and the use of the
MC68000 allowed upward mobility with the same manufacturer. Although
early work was carried out using modified 68000 processor boards, the
two later systems that offered the best features were the Cifer 68000
Auxiliary Proéessor Board, and the Sage II. The hardware specification
of each is given in Appendix A, however both support the IEEE 488
interface bus was chosen as the communication bus. In addition MC6809
boards, developed at Imperial College were used for the 1less

mathematically intensive processes (again detailed in Appendix A).

The various hardware configurations possible when using a DIMS
concept and modulator software are discussed in more detail in the

following Section.

7.2.3 Network Architectures

Interprocessor communication takes place along a 1link between
interfaces, the bandwidth of which must satisfy the data transmission
rates of the system. In addiﬁion the network design must not inhibit
the DIMS potential of flexibility, reliability, performance, and cost
effectiveness. A number of network structures are available,

[Duffie 1980]. Illustrated in Figure 7.2, these include:

(i) Loop Network: Each processor is connnected to two neighbours.

A message is placed in the loop and passes around the loop. An
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(ii)

(iii)

(iv)

address 1linked to a message determines the destination
processor. Flexibility, in terms of loop expansion is good,
however a single 1link failure will effectively halt all

transmissions.

Completely Interconnected Network: Each proecessor 1is
connected to every other processor. This means direct
processor communication, The 1logical complexity of the

interface is low, but the flexibility is poor. The number of
interconnections increases with the square of the number of

processors. However reliability is high.

Star Network: A central processor acts as distributor for all
messages.  Flexibility may be poor, due to all processors being
linked to the central processor; Also failure in the central
node would halt all communications. Interface complexity is,

however, low for all interfaces.

Global Bus Network: With this structure all processors
communicate via a global bus. Messages can be sent directly
between processors, but some bus management may be necessary if
data transmissions are high. Flexibility is good, an
additional ©processor 1is simply ' connected to the  bus,
Interfacing 1is easy due to the simple bus structure,
Limitations include bus failure; ‘halting all communications,
and bus bandwidth. The latter can impose severe restrictions

on data transmissions.
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(v) Irregular Networks: Processors in an i?regular network can be
connected to any other processor. This allows a number of
paths of communication between two processors. Flexibility and

reliability is good, however interface complexity is high.

The relative merits and limitations of each must be considered for
each type of application. For this project a global base network was
chosen. The fact that the separate processor cards are not physically
distributed enables this form of communication to be easily interfaced
by means of a processor back plane. There are also standard interface
protocols often handled by dedicated chips. The global bus standard
adopted for this work was the IEEE<U88 General Purpose Interface Bus

(GPIB).

This is an asynchronous, parallel instrumentation bus, having eight
parallel data lines, and eight parallel control/status lines.
Communications are possible up to a data rate of one mega<bit per

second.

There is also the advantage of custom chips (TMS9914A) which relieve

the burden of handshaking and bus protocol.

The reasons for using the IEEE<U88 are mainly historical. Previous
work had produced processor routines for the chip interface. Also it
was felt that the-SYStem could be devised and tested using this bus and
if necessary modified at a later stage, when improved bus standards

relating to the manufacturing industry become established.
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The various hardware configurations possible when using a DIMS
concept and modular software 1is discussed in more detail 1in the

following section.

7.3 SYSTEM IMPLEMENTATION

7.3.1 Distributed Control for a Five dof Robot

The hardware and software modularity concepts employed in the
current project allows considerable system flexibility and
expandability; The implementaﬁion of DIMS concepts can be illustrated
by considering the distributed control system developed for the Imperial

College five dof robot.

The constituent microcomputers, used for the robot control are
contained in the robot control cabinet (See Figure 7.3). The cabinet
also houses the dc servo amplifiers, power supplies for the amplifiers
and control system interlocks, relays; contactors and protection

circuitry.

The control microcomputers reside in the controlier rack, on double
hieght Eurocards. The constituent cards talk via backplane
communication using the IEEE;488 GPIB. The card/bus interface is
affected by means of the TMS 9914A GPIB chip, and two interface buffer

driver chips; The rack has its own internally mounted switch<mode power

supply.
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The processors employed, and the role of each within the overall

control strategy is now discussed in more detail.

(1) 68000 Based Microcomputer No. 1: This processor acts as system

supervisor and is responsible for the following tasks:

(i)

(i1)

(iii)

(iv)

(v)

Major operating system and peripheral interface. This includes
items such as memory management and data handling, program

editing and software development.

High level communications interface. This  includes
communications with sensing devices; and higher 1level

controllers, as well as the teach pendant and VDU/keyboard.
Error monitoring and system diagnostics.

Execution of the robot operating system . This refers to
control of the GPIB, acting as bus master, and the
intercommunications of the microcomputer based components of

the system;

Robot command language interface. At the present time this
role is 1limited to the execution of robot commands termed
pseudo<level one commands. These commands are virtual commands
that can be acted upon independently. At present they are
interpreted directly. They are virtual in the sense that
higher level languages will accomplish the same task, but may
not use the commands dir-ectlyQ An example of the basic
commands, and their implementation is presented in Table 7.2.
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(2) 68000 Based Microcomputer No. 2: This processor acts on the

numerically intensive tasks, and executes the algorithms required for:

(i) Interpolation.
(ii) Frame transformation.
(iii) Co-ordinate transformation including derivative motion.

This board also includes monitoring software to accomplish diagnostics.
These diagnostic facilities not only include functional monitoring, but

also positional singularities and articulation limitations.

The board can be software configurated to accomplish point<to<point
and continuous path modes of motion. The co<ordinate transformation
algoriths can be easily altered to reflect various robot configurations

and degrees of freedom.

(3) Five 68B09 Axis Control Boards: There is a dedicated board for each
axis of robot motion; allowing the system to be matched to the physical
configuration of the robot . (This concept is well reflected in the
modular design of robots as discussed in Section 2.4). The major

functions of each axis card is as follows:

(1) Servo loop closure by means of proportional or PID algorithms.

There are facilities to alter the servo constants.

(ii) Hardware and software limits. Software limits may be down
loaded or defined at teaching. The Jjoint limits cause the

joint brake to be applied.
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(iit)

(iv)

(v)

(vi)

Monitoring the Jjoint following error for both mechanical

failure and trajectory accuracy.
Notification to tne Vector Profiling Unit to enable base space
velocities and accelerations to reflect the required path

accuracy.

Recording of absolute joint position. Necessary if the robot

.is used in an inspection capacity. The axis board checks the

joint value when an inspection probe measures a component.

Error checking by comparison of software Jjoint values with

joint potentiometer measurement.

(4) A 68B09 Board for Velocity Profiling: Although a seperate board for

velocity profiling was used initially, the close coupling of velocity

profiling and interpolation will require the incorporation of these two

software modules on the same processor board. The role of the velocity

profiling module is:

(1)

(ii)

Reference word generation. This includes acceleration and
deceleration profiles. The profiles can be default values or

downloaded from the system supervisor.

Velocity demand correction. If the robot is required to move
as fast as possible; or within trajectory limits, the unit can
adapt the reference word demands. The demand values can be

decreased by fixed proportions of the absolute value.
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(iii) Diagnostics, both in terms of self checking, and velocity and

acceleration demands.

(iv) Interaction with the supervisor and interpolation units to
notify of possible vector termination. The unit can then
respond, either to decelerate to a static position, or change

the velocity demands for the next vector to be executed.

The overall system is initialised by driving the robot to a known
position. The reference position may be determined by limit switches,

potentiometers, or some other datumning device.

(5) Board for Handling Input/Output; (I/0): To allow the controller to
interface at a low level with peripheral items an I/0 card is included
in the rack. The signals are buffered and optoéisolated. Several types

of input and output signals must be considered.

At present a single Sage II is emulating the tasks of both 68000
processors. This allows software develobment and gradual upgrading of
the system. The original intention was to include the Cifer board as
the second 68000 processor. This reflects the fact that the Cifer is a
cheaper single board computer. However the amount of data that was
found necessary to pass between the system supervisor and transformation
units conflict with the aims of a loosely coupled system. The use of a
different, faster communications bus or direct memory acess by the two
68000 systems could relieve this problem. However, even if the
communications problems are sorted out; there are also the difficulties

involved with software development on the Cifer board.
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The possibility of a single board Sage II, and a 10MHz version to be
available shortly, makes the combatibility of two Sage units a feasible

implementation.

7.3.2 System Versatility

The system versatility is obtained through hardware and software
modularity. Apart from the correspondence between the number of axis
cards and dof of the robot, software module can be incorporated into

various cards.

For example, a simple version of the control structure would be for
a pick-=and-place four dof robot. In this case on<line transformation is
not required, interpolation being in joint space. The system would then
use only one 68000 microcomputer and four axis boards. This would still
allow programming in base space; a useful facility, but when running
would not need the added computational ability of a second 68000 board.
However ﬁhe system could be easily upgraded at a later stage to allow
continuous path motion by the addition of the second board and minor

sof tware changes.

Similarly a sophisticated robot controller, incorporating all modes
of vector profiling and-interpolation, and including dynamic rotational
frames may require three 68000 boards. Two boards would divide the
tasks of vector profiling; interpolation; frame transformation, and

co~ordinate transformation. One board would act as system supervisor.

Apart from the inclusion of software functions developed in this

project the system can be expanded to perform even more sophisticated
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roles. Examples include dynamic modelling and adaptive control. These

may be accommodated by hardware additions or processor upgrading.

7.3.3 Algorithm Software

Due to the real time requirements of robot control, the efficiency
of the internal algorithms is a crucial aspect of the control system.
An analysis of the computational requirements and relative pfocessing
power of the constituent microprocessor showed the trajectory generation
and transformation algorithms, executed on the 68000, to be the most

critical section.

Considering the algorithm execution requirements, it was necessary
to implement the algorithms in processor assembler code. A comparison
of high level and assembler implementation of algorithms on the Sage II
showed a decrease in the execution time by a factor of 12 when using

assembler code.

An important additional factor in timing is the internal accuracy of
elementary routines. A basic guide to the internal accuracy can‘be
obtained by considering the resolution requirements of the physical
system. The greatest demands on resolution occur at the base and
shoulder joints of the robot. A resolution of +0.5mm at a 2m reach
requires a resolution of 1 : 12600; a data accuracy of 14 bits. The
measurement of the system should be at least four times the required
accuracy, giving a data accuracy of 16 bits. This was therefore
reflected in the initial data structure employed in the system. A
floating point format as shown in Figure 7.4(a) was used. The structure
employed a 16 bit mantissa, and seven bit exponent, giving a range (in

decimal) of':
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nnnnn x 10737 < N < nnnnn x 1037 (7.1)

where n represents a decimal significant figure, and N is the possible

internal value that can be accommodated.

The use of a floating point structure rather than integer, reflects
the data range required. This is incorporated primarily to stabilise

the inverse kinematic evaluation near ill conditioned values.

As the arithmetic requirements increased, with the addition of more
complex algorithms, it was found that the 16 bit internal data structure
was unsatisfactofy. The structure was therefore upgraded to a 24 bit
mantissa, as illustrated in Figure 7.4(b). This structure still
maintained the data range but increased the decimal equivalent of
significant bits to seven. The increased data accuracy was however at a
cost of processing time. A comparison of j6 and 24 bit mantissa basic
functions is given in Table T.1. The algorithms for evaluating the
elementary functions (sine, cosine etec) reflected the internal
architecture of the processor; [Cody 1980]. It can be seen from
Table 7.1 that the time overheads for the trigonometric evaluations are
relatively high. Therefore techniques to reduce the complexity of

trigonometric functions were investigated.

Considering the 68BO9 cards used for axis servo control, and
velocity profiling, the arithmetical demands were less stringent.
However execution times were more important; specifically for servo
control. The internal architecture of the 68B09 processor makes the use

of floating point algorithms more time intensive relative to the 68000

-194-



processor. Therefore an internal data structure of 24 bit integer was

employed.

Processors exist which have fast processing times for arithmetic
funcitons. These are however expensive processors manufactured for the
military market. (An exampleA of a military processor is the
AN/AXKejM(V) which can evaluate a 32 floating point sine function in
24ys, [Cassola 19821]). Most consumer market processor chips have
relatively slow arithmetic function processing times. One technique
that can be employed to aid processing of trigonometric functions;

incorporates look up tables.

Given a function; sin (x+6x), this can be expanded by means of the

Taylor series:

(x+5x)3 . (x+5%x)2

sin(x+sx) = (x+8x) 30 51 (7.2)
Expanding and collecting terms:
. x3 5 w2 . o4 2
sin(x+6x) = x < %T + %T cee + 8x(1 < %T + ET ced) < g%?

g3 45 . o
(x<-):§—!—+x—!-...) (7.3)

[

. - §x2
sinx + §X COsSX < -—2—' sin X

This expansion can be used with a look up table to decrease the

computation time required to evaluate the sine and cosine functions.
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A technique for the arctangent function provides a similar expansion
for use with look up tables. For example the first two terms for the

arctangent series are:

tan(x+§x) = tanx + ze (7.1
1+x

Again computational savings can be obtained when using an expansion

technique and look up tables for the arctangent function.

When the relative costs, in terms of computation of the arithmetic
routines, are compared; a choice can be made between'various equation
options. For example, the four methods of defining the paramater 1,
given in equations (3.40) to (3.43), when compared in the light of

computation requirements, suggest the use of the format:
1l = 4&Xcosa + dysina

The computational cost of arithmetic routines also illustrates the
importance of the less numerically intensive algorithms, developed in

this thesis.

The first DIMS system employed involved the use of one 68000 unit
for interpolation; frame and co<ordinate transformation. This card was
also used for limited high level interface. In addition five 68809
cards were used for servo control, one for each robot joint. Another

68B09 card was employed for vector prdfiling;
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A servo loop closure time of 8msec was achieved using the 68B09
cards. However the transformations algorithms required 27msec.
Therefore an additional interpolation was carried out on the joint
demand values to match the 68000 and 68B09 processors. This allowed a

servo frequency of 100Hz with a marginal reduction in accuracy.

The next stage is to package the transformation algorithms onto an
independent 68000 board. In addition the mathematical routines,
specifically trigonometric algorithms, require a decrease in processing
time. This can be achieved by using the trigonometric methods discussed

previously.

An evaluation of the Conttol system is linked to the testing of the
mechanical system. Conceptually the use of DIMS has been proven. The
technical benefits of DIMS have been illustrated. A more detailed study

is required to evaluate the financial implications of DIMS.
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EXTERNAL DEVICES

SOFTWARE MODULE OPTIONS

(1) VECTOR PROFILING
(11) INTERPOLATION

(11i) FRAME TRANSFORMATION
(iv) CO-ORDINATE TRANSFORMATION

(v) SERVO CONTROL

ROBOT CONTROLLER

SUB-MODULE OPTIONS

VARIABLE ACCELERATIONS

POINT TO POINT
LINEAR

CIRCULAR
ELLIPTICAL

CUBIC SPLINE
SPATIALLY DEFINED

SINGLE STATIC FRAME (SF)
STATIC FRAME:DYNAMIC FRAME:STATIC FRAME
(1) DYNAMIC FRAME X  VARIABLE
(11) DYNAMIC FRAME X,w VARIABLE

S DOF ROBOT SIMPLE GRIPPER
5 DOF ROBOT WELDING ROD

6 DOF ROBOT PYR

6 DOF ROBOT RPR

ELECTRICAL/MECHANICAL SYSTEM

Figure 7.1 Task Structure for a Continuous Path Robot
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Loop network Comletely interconnected network

Global bus network

Star network <::::> processor

interface

Irregular network

Figure 7.2 Network Architectures
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[e7)

NN

(a) 16 bit mantissa

Sm mant. mant. S exp.

(b) 24 bit manfissa

mant. mantissa
exp. exponent
6m sign mantissa
66 sign exponent

FPigure 7.4 Floating Point Data Format
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FUNCTION TIME (usec)

24 bit mantissa 16 bit mantissa
Add/Subtract ‘ | 60 30
Multiply 70 27
Divide 220 35
Sine/Cosine 670 350
Arctangent 1570 600
Square Rootl 870 240

Table 7.1 Algorithm Execution Times
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COMMAND

PTP Interpolation

Elliptical

Interpolation

Robot Configuration

Move Relative to

Current Frame

Set End Effector

Parameters

Excessive Following

Error

SOURCE

Delegator

Delegator

Delegator

Delegator

Delegator

Axis Cards

DESTINATION

Traj Gen/TransfD

Traj Gen

Tranf?

Traj Gen

Transf?

Traj Gen

Table 7.2 Examples of Pseudo Level One Commands
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8 CONCLUSIONS

The work, presented in this thesis, can be divided into three areas.
First; the mechanical and electrical design of a robot. Second; the
structuring of the robot control problem into semi autonomous tasks, and
devising algorithms for those tasks. Third; the implementation of the
various algorithms, using a distributed processor architecture, to
provide a flexible robot controller. These areas are treated in

sequence, relative to their introduction in this thesis.

In Chapter 2, features important in the mechanical design of a robot
arm have been introduced. Although various techniques for robot design
have been suggested non of these successfully provide a complete
methodology for‘mechanical design. One feature of the robot designed by
the author was the use of chain. This was intended to provide a cheap
robust method of transmission and gear reduction. Although the
mechanical performance was satisfactory; when analysed in detail, only
marginal cost savings could be realised. This was due to the machining
and assembly cost of the various pinions and jockeys; In addition the
take up of chain wear, looked likely to prove problematic. Self
adjusting tensioners were Qifficult to employ without introducing areas
of transmission vibration and non<linearities. The tensioners
eventually employed requires human adjustment; and it was in this area
that problems were envisaged. Scheduling maintenance and ensuring
correct tensioning is difficult to achieve in the industrial
environment. Therefore it was decided that the next mechanical
prototype should employ harmonic gears and, if necessary, toothed rubber

belts.
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There have also been some problems with bearings, specifically in
the shoulder joint. Although deep groove ball bearings were used, it is

felt that a taper roller pair, as employed in the base, is necessary,

The overall performance of the mechanical and electrical design has,
to the present time, been analysed in only a qualitative manner . A
quantitative analysis requires both the physical robot and controller.
A strategy for performance evaluation is an important item that is, at
present, being implemented; Apart from the work carried out by Warneke
and Schraft, [Warnecke and Schraft 19791, other strategies for testing

robots have been suggested, [Anshin 1978].

The search for lighter, stiffer robots involves aspects of both
material constfuction, and drive mechanisms. An area of interest,
although expensive at the present time, involves the investigation of
rare earth, direct torque motors, and composite limb structures. The
latter, composite materials, lends itself tb finite element analysis,

both for design and performance monitoring.

Chapter 3 introduced the concept of co-ordinate frame
transformation. It was felt that the separation of positional and
orientation parameters allowed a more flexible frame transformation
structure. These parameter groups, when treated separately, enable the
frame transformation algorithm to function in a manner that allows more
complex motions of the robot arm. An example is that of welding, where
constaht rod orientation, relative to the direction of motion, and
detailed rod motions, can be easily superimposed on the basic welding

direction of travel.
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For both frame and c¢o-ordinate transformations, an analytical
technique has been developed by the author based on three dimensional
geometric analysis. This compares with elemental matrix techniques
previously employed. Both techniques are intuitive. The matrix
technique requires inspection of the matrix elements before deciding
mathematical treatment. The geometric technique requires inspection of
the geometry before mathematical treatment. One difficulty with
geometric analysis, is the care required with angle conventions. This
aspect is perhaps less difficult with matrix techniques. However ,
providing care is taken to determine the conventions beforehand, it is
felt that this will not cause too much inconvenience when applying

geometric analysis.

Chapter 3 élso defined the pitch, yaw and roll (PYR) convention
employed for defining orientation of the robot end effector. It is felt
that this convention; although not employed extensively in other
research, provides a more complementary orientation déf‘inition for the
engineering environment. The PYR orientation is intuitively managable
by engineers, and can be easily obtained from engineering drawings.
This latter point becomes significant as more r'obots become linked to
the engineering databases used with Computer Aided Design and

Manufacture equipment.

Chapter 4 involved co-ordinate transformation, the mapping of world
to joint co=ordinates. To provide inverse kinematic equations, the
technique of geometric analysis was again employed. The savings in
arithmetic complexity, and therefore computational time; by using this
technique is significant when compared to existing matrix techniques.
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Algorithms have been designed, and proved, for all major robot primary

and secondary configurations.

The technique of Pseudo Resolved Motion Rate (PRMR) control was also
discussed. The way in which this technique, involving the Jacobian
matrix, and the inverse kinematic equations can be combined to allow

control of redundant manipulators was presented.

As the power of available microprocessors increases, the real time
restraints of robot control become less critical. It is envisaged that
in the future, the requirement for detailed analysis of the inverse
kinematics will not be as important; When the performance of cheap,
easily availab;e; microprocessors reach a more advanced specification,
it is felt that the PRMR technique will become used in more robot
controllers. The simplicity of implementation and similarity with
requirements of redundant manipulator control; makes PRMR a powerful

technique in the area of co=ordinate transformation.

The phenomenon of derivative motion is an overhead in computation,
that can be avoided. 1Its avoidance, however, requires the drive for a
specific joint to be either at the joint or on the joint carrying limb.
The need, to place the heavy; bulky drive assemblies toward the base of
the robot means that compensation for derivative motion is necessary at
presentQ Either 1improvements in the -electrical and mechanical
construction, or the wuse of more powerful microprocessors will

eventually relieve this burden.
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Chapter 5 discussed the area of trajectory genration. This area can
be usefully divided into two areas. First; there is the task of vector
generation with respect to time. Secondly; there is the task of spatlal
interpolation, the transformation of the vector time requirements into
the actual spatial path. Algorithms for both these aspects have been

devised by the author.

The framework for vector generation involve the velocity/time plane.
A linear velocity profile was employed with self correction for spatial
inaccuracies. Quantitati?ely; the use of velocity profiling provided a
marked improvement in motion performance; However, a qualitative
analysis is necessary to enable the merits of various velocity profiles
to be compared. It is felt that for high performance manipulators,
acceleration geheration will also be required. Again this may be an

area for future work.

Algorithms to enable the fast generation of a large range of
interpolated paths, have been devised by the author. One spatial path
important in welding is that of the ellipse. A fést algorithm has been
devised which has only slight c¢omputational overheads compared to
circular interpolation; A method for generation smooth paths passing

through specified points; has been introduced based on cubic splines.

In accordance with the separation of positional and orientation
parameters, the interpolation techniques apply to both seperately. As
has been suggested, this allows more complex robot motions of the robot,
The example of robot welding allows three interpolation algorithms to

run seperately, and be superimposed to give a weave along the weld path,
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Wwith the welding rod to be held at a specified orientation to the

motion.

Chapter 6 discussed the requirements of robot joint control. As an
introduction to tﬁe difficulties involved, the dynamic interaction of
the robot joints was illustrated mathematically. Time requirements
allowed only the implementation of a three term controller, treating
each joint independently. The area of joint control is however of
utmost importance as the requirements for increased speed of robot
motion grow. Thus the need for fast dynamic evaluation, and adaptive
control becomes apparent; Much research is at present being conducted
in this area, and this field 1is suggested for further study.
Specifically the area of fast self tuning control algorithms offers much

scope in robot control.

Again performance testing of the robot with various control

algorithms is needed fdr further evaluation.

Chapter 7 draws the various techniques and algorithms preéented,
into a Distributed Intelligence Multi microcomputers System (DIMS). By
dividing the robot control problem into semi-discrete functions it has
been possible to implement a robot controller that employs DIMS. The
use of a distributed processor system allows great scope in terms of
expandability and flexibility. Various configurations of
mul ti<-processor architecture have been tried. The criterion for a
semi-automonous, loosely coupled system suggests that a direct 1link,
co%processor combination for frame and co-=ordinate transformation is
necessary; This may be achieved by a separate, high speed
communications bus or Direct Memory Address (DMA).

-209-



The DIMS concept employed allows processor balancing between the
number of processor cards, degree of control sophistication required,
and physical configuration of the robot. Any change can be easily
accommodated by insertion, or removal, of processor cards, and minor

software changes.

Chapter 7 also introduced those items peripheral to direct robot
control. Of specific importance 1is envirommental sensing; vision,
tactile and force. To enable a robot to respond and inter'acﬁ with the
engineering enviromment, it is c¢rucial that information is obtained
using these peripheral devices. Much research is being undertaken at
present in these fields. A DIMS controller will allow implementation of

advances in these fields.

One other aspect introduced in Chapter 7 was that of high level
languages. Many requirements of robots can be fulfilled at present,
using low level teaching; However as robots are required to make more
decisions concerning possible actions, the need for high level languages
emerges. Requirements are diverse. Apart from interaction and control
of envirommental sensing; decisions are required relating to possible
situations that may arise. Thus great interest surrounds artificial
intelligence wi'th reference to robot control wﬁich would allow more

sophisticated roles to be undertaken.

It is felt that a DIMS philosophy allows advances in algorithmic
techniques and items such as dynamic analysis to be easily incorporated
at a later stage. By breaking up the control problem onto separate

processors each can be treated individually and easily adopted into the
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control system. The algorithms presented are relevant to the state of
robot control at the present time. By using DIMS it is easier to update

the features of robot control as improved techniques,and increased

market requirements occur.
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APPENDIX A HARDWARE SPECIFICATION OF UNITS USED IN THE ROBOT CONTROLLER

A.1 Sage I1 Specification

The general specification of the Sage II unit, used as the system

supervisor, and initially for transformation equations, is as follows:

MC68000 16-bit processor 2 million instructions per second
Multi~colour status LED

Sage expansion bus: 16<bit data bus; 24<bid address bus
All input and output is interrupt driven, optionally polled
128K to 512K byte dynamic memory

Byte level parity checking

Real-time clock

Task scheduler

Two RS232-C serial ports

Parallel printer port

IEEE~488 GPIB port

Easy to interface BIOS

DEBUGGER for software development

Choice of U8TPI or 96TPI floppy disc drives

Low power requirements (70 watts)

Switching power supply

UCSD p-System Software with Pascal, FORTRAN and BASIC
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A.2 Cifer 6800 Auxiliary Processor Board

The hardware specification for the Cifer 68000 board intended for
the trajectory generation and transformation software modules is as

follows:

MC68000 Processor running at 8MHa

256KB RAM with no wait states

Up to 32KByte EPROM

Memory mapping of RAM, providing Y4 maps each of 64xUK Byte segments.
Each segment may be designated as INACCESSABLE, READ ONLx, or READ-WRITE
SUPERVISOR and USER modes

IEEEY4888 interface using TMS991MA

R8232¢ port running at 9600 Baud with Handshakes and clock output

50 Hz timer interrupt

External ABORT button generating non-maskable interrupt

Hardware reset at power<up or by IEEE488 IFC line or by connection of an
external button

Status by means of on board LED's

The processor directly supports 16MBytes of logical address space, and
all memory and I/0 devices are mapped into this space. The memory
mapping is only applicable to the RAM with the EPROM and I/0 devices

appearing at fixed addresses.



A.3 Axls Controller Boards

The robot axis controller cards are single-~board microcomputer units
based on the MC68B09 microprocessor circuit. A large number of
peripheral integrated circuits provide the board with a wide range of
capabilitiesf If all the available facilities are not required, then
the board may be operated in a partially-populated state. In its

complete form, each axis controller card comprises:

MC68B09 microprocessor

6 Timer/Counters

2K bytes RA&

8K bytes ROM/EPROM

12=bit digital té analogue (D/A) converter
10.2U4V voltage reference

Analogue to digital (A/D) converter
CMOS LSI interpolation pulse generator
8 digital inputs

8 digital outputs

Voltage=controlled oscillator

TMS 9914 GPIB Controller and interface drivers

The above auxiliary circuits and additional on<board logic circuitry
permit each axis controller card to be interfaced to the IEEE<488
instrumentation bus; an incremental optical encoder, an axis position
potentiqmeter; forward and reverse limit switches, initialisation/ datas<
tunning switches, motor brake control circuit, a dc servo controller

amplifier; and various input/output and diagnostic signals.
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The Vector Profiling unit initially used for velocity profiling is a

partially populated version of an axis controller card.

A.Y4 Input/Output Cards

A series of digital I/O lines under software control are fed to the
external input/ouput cards within the robot controller rack. Digital
outputs are first buffered and then fed through an opto=isolator to the
output stage which may be either a Darlington transistor or Triac.
Several outpu options are normally necessary; e.g. +24V de at 1A drive
current or 110V ac at 5A drive current capability. The status of any
output line may be read when required. The inputs form external devices
are conditioned and reduced to an acceptable level before being fed
through an opto-<isolator and into a digital buffer/line driver. Both
inputs and outputs are available on 6U height double Eurocards in blocks
of 16 ecircuits. Only one type of circuit is available on each card.
For heavy current relays or contractors, which must be fitted to a DIN
rail situated below the rack of servo controller amplifiers in the

controller cabinet.

-227-



APPENDIX B DERIVATION OF TRANSFORMATION EQUATIONS

This Appendix contains the detailed <calculations involved to
determine the equations for the transformation of orientation from a

secondary frame to base system and inverse kinematic analysis.

B.1 Orientation Transformation from a Frame to a Base System

The method devised for determining the transformation of orientation
from a frame to base system uses an imaginary extension of the robot
tool. The extension is of three links of unit length set a right angles
to each other. This extension is set acéording to the orientation
referenced with the secondary frame fa, fB, fy. Four points are then
specified corresponding to the common point and the ends of the

extension links:

fxo = [x0:¥0:201T (B.1)
fr1 = Dxyz I | (B.2)
fxp = [x2,y2,2217 (.3)
fx3 = [x3,y3,23]7 (Bfu)

The relative positions of each vector can then be specified by means of

fa, f8, and £y (see Figure B.1), as follows:
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fx; = fyg + sy (B.5)

fi(_o + szgg (B.6)

-
~
N
|

where from geometric inspection:

sfxy = Cg Sq (B.8)

§fx, = - Cy Sg Sy = Sy Cq (B.9)

sfxa = Sy S S, + Cy C (B.10)
A3 Y °B Ca Y “a .

Where S and C refer to the sine and cosine of the subscripts
respectively and the superscript f 1indicates that all orientation

parameters are specified with respect to the secondary frame.

The four points specified, can be transformed to the base

co<ordinate system by means of the frame rotation matrix be:

bey = DR Txg (B.11)
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b& = be f51 = be fio + be ny (B.12)
b, = DPRp fxp = Prp fxg + PR 6T (B.13)

The relative positions of the vectors in base space is determined by
executing in effect the reverse of the procedure outlined above. The

relative positions of the vectors in base space is determined by:

6%x1 = Pxq < DPxg = PRresfx; (B.15)
6b§2 = b_)_(_g < bEO = bech_J_t_g . (B..16)
6b§3 = b£3 < b)_{o = be6f§_3 (B..17)

Since absolute lengths are preserved on rotational transformations,

the values of Pg, Pg, and PY can be determined from Psx; Psxp Pexs.

Referring to Figure B.2:

R
1]

atan2[sPy1,8Px4] (B.18)

Dg

[}

atan2[§%z¢,1] (B.19)

where the value of 1 can be specified by means of any of the following:

(1) 1 = ((sP%q)2 + (sPyq)2)2 (5. 20)
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(i1) 1 = 8Pxy cby + sPyq Sby (B.21)
(1ii) 1 = &Pxq/Cby (B.22)
(1v) 1 = &Py/sb, (B.23)

Referring again to Figure B.2 the value of Dy is obtained by considering

the z components of §Px» and §Pxa:
22 23

by

[}

atan2(§Pz3/Cbg,5Pz5/Cbg) (B.24)

> bY

1]

atan2(6b23,6b22) (B.25)

In terms of the elements of be and the orientation parameters specified
with' respect to the secondary frame, the relevant base parameters

required to specify Dy bB, ®Y are as follows:

8% = flryCeCy + r12CeSy < r135g] (B.26)
sby? = flrp1CaCy + raaCeSq = rp3sgl (B.27)
827 = flr3;CeCqy + r3CeSy < r33sgl (B.28)
8Pz = flr3;(CySgCy+SySy) + r32(CySgSe+SyCqy) + r33CyCgl  (B.29)
§Pz3 = f[r31(sys3ca+cysa) + r32(8ySpSe+CyCq) + r33SyCgl  (B.30)

where rjj is the ith row jth colum component of be.
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B.2 Detailed Analysis of Inverse Kinematic Equations

The following sections deal with the geometric analysis of the

manipulators to determine the direct inverse kinematic equations.

The first stage with five or six dof manipulators is to determine
the co-axial position of the end effector X thence 6, the inferred

base rotation. Referring to Figure B.3:

Xe = B(x=rCgCqy) (B.31)
Yo = P(y=rCgSy) (B. 32)
2g = P(z=rsg) (B.33)

where b_}_c_ refers to the base position of the end effector and the
superscript reflects the fact that all parameters are defined with

respect to base spaceQ The value of 6 is then determined as:
8 = atan2(ya,Xe) (B.34)

This expression is valid for c¢ylindrical polar'; spherical polar, and
anthropomorphic conf‘igur'ations; With cartesian robots 6 is taken as
zero. Given 6 the wrist parameters for five and six dor manipulators

can be determined.



B.2.1 Two dof Wrist Configuration

The specific cases of two dof wrist configurations can be determined
by considering the general case of a pitch, roll wrist with a tool
offset at some angle §, (see Figure B.4). By using an imaginary right
angled triange set from the central axis of the end effector, the

general solution can be obtained. Refering to Figure B.4:

hSgSy = hSg=hCsS, (B.35)

Squaring this expression:

h252552, = h2525+h2c2,52 <2n254C4S, (B.36)
Also:
h2s25s2y = n2C2gen2C25C2<2h2C4CHC C (axp1) (B.37)

Cancelling n2 and adding gives:
§25(524+C24) = (52g+C24) + C25(523+C2;) < 2C5(Sg54+CaCAC0m01))
> 825 = 14C25 < 2C5(SgS4+CaCC(axcp1)) (B.38)
> CgCeC(a<p1) * SpSg = Cs = 0
Note that if §=90° then the equation solves for ¢ as:

o = =atan2(C(y<g1):Tg) ’ (B-39)



To solve for equation (B.38), substitute half angle equivalents for S

and Co' where:

Sg = 2 (B. 40)
1+£2
2
c, = =t (B.41)
1+£2
Where:
t = tan(g¢/2) (B. 42)

The equation can then be expressed in the form

1
2atan2(Sg+(S2g+C20C2(4cg1)~C25)2,C+CaC(gep1))

Q
it

¥
a
[}

2atan2(SBt(stéczgSZ(a<e1))%;CS+CBC(Q§Q1)) (B.43)
Note that if 6=0 then the equation gives the relationship:

¢ =8 ' (B. )
To determine 8 refer again to Figure BfM:

lz = hsg (B.45)

o5 = hCgS(q-p1) (B.46)
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The value of h5 is given by:

hs = 1g57hCaC(4-51)Tg (B.47)

= h(Sg=CgCa-61)To)

The value of ag is given by:

a5 = h5C0 (B.M8)

= NhC,(Sg=CgC(g=p1)Tq)

85 can then be determined :

65 atan2(og,ag)

atan2(CgS(4<g1)+Cg(Sg=CaC(x=61)T¢) (B. 49)

1]

atanZ(S(age1),Tgcgéc(a;e1)so

Note that if §=90° and ¢ is re<specified then Equation (B.49) simplifies

to:
65 = atan2(S(4<g1)CqsC(ax61)? (B.50)

The additional parameter required to solve for the primary axes

configuration, is the wrist position x,, where:

(B.51)

>
I

w = ¥¢"lywCqoC(a<61)

Ye<1yCoC(a<s1) (B.52)

<
g
1
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Z, = 2g71,S, (B.53)

Note that the above equations also hold true when specify the
inverse kinematic equation set for a five dof arm exhibiting a pure
pitch roll secondary axis configuration. This configuration is usually

used when the end effector is a gripper.

B.2.2 Piteh Yaw Roll (PYR) Three dof Wrist

The solution of a PYR wrist is an extension of the solution for the

two dof wrist, with §=90°. Thus:

¢ = =atan2(C(y<g1):Tg (B.5H)

85 = atan(S(4<1)Cqs1C(a<01)) (B.55)

The value of 8¢ is found by determining the angle required to bring
roll axis of the orientation back to the vertical. The actual angular
offset is then added to this compensatory angle. Referring to-

Figure B.5, the compensatory angle 6g' is determined as follows:

Considering the imaginary cylinder extending from the ¢ plane, then

vg, the offset from the cylinder axis and the vertical, is given by:

Vg VS (B.56)

Thus:

06 \)6365 = \)80895 (B.57)
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The cylinder height, ag:

ag = C4 (B.58)
Thus the value of 6g' is given by:

8g' = atan2(S,Sgs5,Cqy) (B.59)
Thus the total angle 66 is giveh by:

6g = 6Bg' + Y (B.»60)

The wrist point is definedv as before, and the value of B8y is

determined with respect to the primary axes configuration.

B.2.3 Roll Pitch Roll (RPR) Three dof Wrist Configuration

The RPR wrist configuration is illustrated in Figure B.6. With this
configuration the value of w is determined from the primary axes
configuration. The value of 61 is determined from X, as detailed

previously. Refering to Figure B;6, and taking 1=1 for clarity:

og = Sg - ' (Bf61)
ag = Cg (Bf62)
3y = agC(a<e1) = CgC(a<61) (B.63)
0w = 3yTy = CgCla~e1)Tu (B.64)
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Thus the value of v is defined by:

v = 0g70, = S37CgC(g-01)Tw (B.65)
From v, oy can be defined:

oy = W4, = CuSg<CaC(g=01)Sw (B.66)
Also:

ay = 3agS(g<e1) = CgS(a<61) (B.67)
Thus 6) can be defined by:

8y = atan2(oy,ay) (Bf68)

By = atan2(C,Sg~CgC(y=p1)SwrCpS(a<o1)) (B.69)
85 is determined as follows:

ey = Sy = Sp5S4uCgC(q<01)TwSw (Bf70)

hy = a,/Cy = CgC(g<p1)/Cy (B.71)
(The value of h, may appear iliéconditioned as w>90° however the

physical limitations of w, dependent on the primary axis, means that u

will usually be less than 80°).
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Thus ag

as

as

is determined by:

= eu+hm

S3Su~CRC(=61)TwSw*CgC(a=61)/Cu

Which on rearranging terms gives:

as

= SgSu*CeCax61)Cu

The value of 6g can be determined in four ways:

(1)

(ii)

(iii)

(iv)

Thus 35

85

1
o5 = (ay?+oy?)?
o5 = ajyCgy*+oySgy
05 = au/Ceu

og = oy/Sgy
is given by:

= atan2(og,ag)

Using for example the definition of og, (ii):

05

= atan(CgS(y-p1)Cou(SpSy*CaC(4=p1)Cu)
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The value of 6¢g is determined by using an imaginary cylinder rotated

twice from the vertical, as 1illustrated in Figure B.7. Given the

vertical distance between the cylinder planes, v, the cylinder height h:

h = vC,Cel (B.81)
Also:

m = VS, (B.82)

ma = vC,Sgqy (B.83)

The value of og is given by:
0g = mSgg=mxCgsy (B-'8u)
0 = V5,Sg55vCSeuCes (B.85)

The value of 6g' the angle required to bring the roll orientation back

to the vertical given by:

1}

8¢’ atan2(og,h) (B.86)

96' atan(Swse5<CwSeuSe5,CwC9u) (B-87)

Thus the total angle 6g is given by:

8 = 08g'+Y (B.88)
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B.2.4 Primary Axes Configurations

The four configurations most commonly found for the primary axes of

an individual robot are, (see Figure B.8):

(i) Cartesian
(ii) Cylindrical Polar
(iii) Spherical polar

(iv) Anthropomorphic

Given the wrist point EC; the primary axes parameters can be
determined as follows:

For a cartesian robot:

Xp = Xg - (B.89)
Yo = Yo (B.90)
Zp = 3Z¢ A (Bf91)

For a cylindrical polar configuration:

1
Re = (xo2+yc2)2 (B.92).
B = atan2(yg,xg) (B.93)
Zo = Zg (B.94)
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For the spherical polar configuration:

Z'C = zc—ls (8.95)
1
Rg = (Xo2+yo2+2152)? (B.96)
1 _
Yg = atan2(zg,(yoc+xg2)?) (B.98)

For the anthropomorphic configuration, the analytical technique is as

follows, referring to Figure B.10:

1
aw = (X02+YC2)2 (Bc 99)

(Alternatively the value of ay can be specified in terms of X,, ¥y and

8¢ as per Equations (3.40), (3.41), (3.42) (3.43)%

oy = zc<l? (Bf100)
Thus angle y can be determined by:

¥ = atan2(oy,ay) (B.101)

The values of hw can be determined from vy, Oy and ay again as per

Equations (3.40) to (3.43). Taking definition (i):
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1

hy = (oy2+ay2)? : (B.102)
The values of 0p' and 63' can then be determined from hW’ 15, and 13.
However as with the Imperial College robot, 1, and 13 are often equal in
length, simplifying the equations:

83" = 2arcsin(hy/2lp) (B.103)

82" = 90<683'/2 (B.104)
Since hw is limited in range due to the physical limitations of the
robot, the equations are well conditioned. However the singular point
of h¢=212, signifying the extreme reach of the robot should be avoided

if possible.

Thus from 8-' and 6,' the values 6» and 8z can determined:
2 3 2 3

8o 90<(8o+y) (B.105)

"

03 180<63" (B.106)

The value of w passed to the RPR wrist configuration reflects the
orientation of the end of the primary axes. Therefore; w=0 for the
.cartesian and cylindrical polar configurations, w=ys for spherical
polar, and w=90€(62+e3) for the anthropomorphic configurations. Given uw
and ¢ from the primary and secondary axes respectively (when

applicable), the value of 6y can be determined:
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2 dof wrist : Oy=0-w (B.107)

3 dof PYR wrist : 8p=o-w (B.108)

3 dof RPR wrist : not applicable (B.109)
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fZ‘

Figure B.l1

Tool Extension Parameters in Secondary Frame
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— b(x-y PIANE)

Figure B.2 Tool Extension Parameters in Base Frame
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W N

Figure B.3 Co-~axial Position of End Effector
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Elevation

—— — — -

Plain View

Figure B.4 Two dof Wrist Inverse Kinematic Evaluation
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View on 'A!

Figure B.5 Evaluation of 66 for PYR Wrist Configuration
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Plan View
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Elevation

Three dof RPR Wrist Kinematic Evaluation

Figure B.6
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Figure B.8 Evaluation of Primary Axes Parameter
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View on 'A'

Figure B.7 Evaluation of 66 for RPR Wrist Configuration
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