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ABSTRACT 

This thesis is concerned with methods of transmitting digital 

information over high frequency (HF) radio channels. The flexibility 

of radio as a means for communication arises from the fact that no 

physical interconnection is required between transmitter and receiver, 

whilst at the HF band the low level of transmission loss makes possible 

long ranges of communication at low power levels. The expanding need 

for digital communication facilities has resulted in the increased 

importance that is being attached to HF radio channels. 

Techniques for the serial transmission of digital information are 

investigated. The basic binary modulation and demodulation methods, 

and the relationship of the bit error rate to the rate of transmission, 

are evaluated. The usefulness of adaptive equalisation in countering 

intersymbol interference caused by the multipath characteristic of the 

HF channel ii also determined. Trials over a "real" HF link were carried 

out and reported on in the thesis. 

The results of the trials show that the phase-shift-keying method 

of modulation gives superior performance to amplitude shift keying. 

Coherent detection in the form of a phase-locked loop is showm by the 

results to be more suitable to the HF environment than incoherent 

detection since it permits channel equalisation. Equalisation was found 

to be desirable on account of the presence of multipath which is 

frequently encountered in HF channels. The transmission bit rates tested 

ranged from 0.4 kilobits per second to 3.b kilobits per second, and the 

overall average bit error rates, after equalisation, were measured as 

- 2 - 1 
varying from 5.7 x 10 at the lowest bit rate to 1.4 x lu at the 

highest rate. Equalisation was seen to improve the average error rate 

by a factor of 1.7 at a bit rate of 2.1 kilobits per second. 
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CHAPTER ONE 

INTRODUCTION - A HISTORICAL PERSPECTIVE 

At 12.30 p.m. on the tv/elfth of December 1901, at an old 

military barracks in St. John's, Newfoundland, three faint clicks 

were heard from a receiver, and the letter S appeared on a telegraph 

tape machine. Thus was heralded a revolution in long-distance 

communications because this brief message had been transmitted from 

Poldhu,in Cornwall, by radio. A twenty-eight year-old Italian, 

Guglielmo Marconi, had confounded the sceptics who said that radio 

communication over the horizon v/as not possible. 

In 1865 Clerk Maxwell had proved that electro-magnetic waves 

could be generated by electrical oscillations and that they would 

propagate in space with the speed of light. It took until 1388 

though for Heinrich He^tz to perform the pioneering experimental work. 

He showed that the waves did indeed have the same velocity as light 

and that, like light, they underwent reflection, refraction, interference, 

and pola> isation. Further experiments by Sir Oliver Lodge in and 

by Marconi in 1896 increased the range of the transmissions. However, 

because of their similarity to light in propagating in straight lines, 

it was thought to be impossible to transmit and receive electro-magnetic 

waves over the horizon. It took Marconi's famous trans-Atlantic 

experiment to disprove this. 

The phenomenon v/as independently expained in 1902 by Heaviside 

and Kennelly. They suggested that there was an electrical reflector in 

the earth's atmosphere, which subsequently became known as the 

Kennelly-Heaviside layer. It is now more commonly termed the E layer. 
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.In 1924, Sir Edward Appleton confirmed its existence by experiment, 

and found its height to be'60 to 70 miles above the earth. Later 

Appleton fired short radar-type pulses at the ionosphere and found 

that some reflection was taking place from a higher level of about 150 

to 180 miles above the earth. This was christened the Appleton layer 

but is now called the F layer. 

At the time of Marconi's experiment transmissions were radiated 

by spark discharge across the plates of a capacitor. The use of 

aerials had yet to be appreciated,and little progress was made over the 

next twenty years. 

The valve transmitter amplifier was introduced in 1919, and 

during the- early nineteen-twenties Marconi established the technique 

of 'jsing beamed-array aerial systems over long transmission distances. 

Good reception was shown to be possible between Enaland and Australia. 

By 1927, with the success of the Empire Radio Link, it could be said 

that long-distance radio communications was well proven. 

In the thirties progress was made with the establishment of radio-

telephone links and with the development of techniques such as single-

sidc-band transmission (SSB). The advantages claimed then by R e e v e s ^ 

for SSB over double sideband (DSB) still hold good today. In particular 

the advantages are: 

(1) The halving of the bandwidth of the modulated signal, 

and 

(2) the improvement in the received signal-to-noise ratio 

(this is because the transmitter power goes to one 

si debar,d). 

The development of digital communications, ii\ the form of 

telegraph and teleprinter services, proceeded at a much slower pace. 
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The limitatic.is imposed by the HF channel were appreciated even though 

its behaviour was not widely understood at this stage. 

Appleton continued to be the major researcher into the 

ionosphere at this time. Daily measurements of the diurnal changes 

in the E layer v/ere taken and the first method of critical-

(3) 

frequency prediction v/as to be formulated on these resultsv 1 . 

Appleton also postulated the dependence of E-layer ionisation on the 

sunspot cycle In addition he tried to predict the maximum usable 

frequency (MUF) of the F layer (since for optimum reception it is 

necessary to transmit at just below this frequency). However, anomalies 

began to appear in the effect of seasonal changes and geographical Vr \ 

locations on the F-layer critical frequencyv '. It v/as not until during 

the Second World War, when more stations investigating the ionosphere 

had been set up in other parts of the world, that sufficient data was 

available Tor world-wide MUF prediction of the F layer. 

In the early thirties the aerial systems in use were mainly of 

the reasonant tyne, e.g. half-wave dipoles. Directivity v/as achieved 

by combining these sortsof aerials to give an interference oattern which 

led to the desired be^m pattern. The effects of fading at the receiver 

were reduced by choosing the best signal from tv/o or more aerials (or 

by a combination process). This method is still employed today 

and is known as Space Diversity reception. In the late thirties 

the non-reasonant array, particularly the Rhombic aerial, was introduced. 

Reasonant aerials are at a disadvantage when the operating frequency 

has to be varied during the day (or night) in order to obtain the best 

propagating conditions. 

By the Second world War the state of HF communications was fairly 

advanced, except for the digital aspect. The deleteVious efforts of 

the ionospheric medium on digital transmission had not been overcome 
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and, because of the availability and efficiency of cable links, 

there was little incentive to do so. However the physical 

vulnerabilitv of these cable links in wartime conditions gave a boost 

to digital radio research. It was found that a two-tone system for 

the two digital bits gave a better performance than on-off keying but 

even so, apart from this,no real advance was made. 

By the end of the War the K!~ prediction service provided world-

(3) 

wide coverage. Important work by Mitrav ' had improved forecasting. 

As a result of congestion in the HF band the Administrative 

Radio Conference was convened in 1947. The whole of the frequency 

spectrum from 10 KHz to 10.5 GHz was allocated. A body called the 

International frequency Registration Board v/as set up to oversee the 

frenuency spectrum with particular regard to the HF band (which Lhey 

defined as being from 4 to 27.5 MHz). 

Developments in the digital field in the 1950's were boosted by 

Shannon's work at the end of the previous decade^' \ Van D u u r e n ^ 

produced the first error-correcting system which used an automatic request 

(from receiver to transmitter) for re-trar.smission. Also frequency (9) 

diversity techniques were analysed^ ' enabling the correct tone soacing 

to be employed in FSK systems. 

As far as ionospheric forecasting was concerned the state of the 

art had improved considerably by the sixties. The previous method had 

involved the prediction of the sunspot number and, for a six month 

forecast of the MUF (this length of time being necessary in order to 

distribute the forecast data world-wide), the error could be as high 

as 30% by the sixth month. A new system was introduced by Naismith 

et a l ^ ^ which involved comparing the trend of the critical-frequency 

curves to that of a similar trend from an earlier period. 
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Aclvances in the hardware field in the period immediately 

preceding the present day revolved around the use of synthesised • 

frequency generators. A syrithesised frequency is generated by a 

series of phase-locked loops locked to a master crystal oscillator. 

This can be realised in all-digital form, and frequencies accurate to 

six-or seven-significant figures can be "dialled up" either manually 

or by remote control. The technique can be used both for the carrier-

frequency generator and for the receiver. This together with the use 

of non-reasonant aerials and wideband amplifiers (which became available 

about the saiue time) enables the system operating frequency to be changed 

in a matter of seconds. Hence the diurnal changes in the optimum 

propagation frequency can be followed without long breaks while the 

transmitter and receiver are retuned. Having summarised the develooment 

of HF communicaLions (much of the material for this .summary has been 

taken from B e t t s ^ ^ ) , the emphasis is now shifted towards the subject 

of the digital communication over HF, which for-ns the theme of this work. 

Outlets for digital communication have expanded considerably 

with the introduction of the digital comouter. This growth has beer, 

accelerated by the rapid advance in recent times in integrated-circuit 

techniques, which have facilitated the construction of increasingly 

powerful computers. Both industrial and military organisations have 

taken advantage of the enormous power of the computer for collating, 

processing and storing data, and for other purposes such as automation. 

Computers are ofLen required to have access to each other for 

the transfer and processing of information. Since the physical 

interconnection of one computer to another is usually impractical some 

means of communication must be provided. Communication systems are 

are required to enable data analysis and processing%to be performed 
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where a main computer is not available. Further outlets for digital 

communication have been created by the digitisation of such processes 

as facsimile and speech transmission. (The digitisation of such 

processes has obvious applications for military users because of the 

security advantages.) 

The advance in computer and integrated-circuit technoldgy 

has been applied to the communication process itself, considerably 

simplifying it and allowing the implementation and sophisticated 

realisation of such techniques as channel equalisation, matched filtering 

and coding. This has also given a boost to digital forms of 

communi cation. 

The result of the developments outlined above is a growing ncjed 

for digital communication channels. There are three ma/jor means of 

communicating digital data. The first is via land line. Land lines 

are usually a combination of telephone lines and microwave relays. 

They tend to be of short ranges both because of the difficulty in 

connecting telephone lines between countries and because of the 

construction necessary for microwave waveguides. Furthermore land lines 

tend to be restricted to the more developed countries. A second 

commonly-used medium is that of satellites. This, however, is limited 

primarily to the interconnection of population centres, to military 

purposes, and to certain special-purpose users such as for American 

space research. By far the most flexible and accessible means of 

digital data transmission is radio. Its advantages stem from the 

fact that its "land lines" are always available, i.e. from the fact 

that electro-magnetic waves propagate in space and can be refracted 

by the earth's atmosphere to allow over-the-horizon communication. 

Hencc- it can connect mobile transmitters and receivers, and also 

remote geographical locations to each other and to central bases, 
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and it has a range of communication varyir.3 from line-of-sight to 

several thousand miles. 

VHF radio or land line channels are usually satisfactory 

for line-of-sight transmission. The difficulty is in communicating 
V U 

over-the-horizon. When radio is^the medium transmission occurs 

mainly as a result of two phenomena (according to operating frequency), 

these being by troposcatter and skywave or HF propagation. 

Troposcatter takes place at VHF and UHF frequencies, and so has 

the advantage of^wide bar;Jwidths and hence a large capacity for 

carrying information. However severe transmission loss is present 

in troposcatter propagation (Builington^) gives 60 dB at 100 MHz 

over 100 miles). The usual explanation^^ for the troposcatter 

process is that energy is reflected or scattered by turbulent air masses 

in the troposphere which are positioned at the intersection of the 

beam widths of the transmitter and receiver aerials. The path loss 

is because only a fraction of the transmitted energy is "scattered" 

back to the receiver. Hence troposcatter is not very feasible at 

distances over 100 miles. 

Skywave propagation takes place by what is equivalent to a 

reflection of the radio wave off the earth's ionosphere. Such 

propagation occurs at HF frequencies, and useful signals can be 

received at distances of up to several thousand miles. At night the 

loss in transmission is only some 3 to 6 dB below free space for 

each r e f l e c t i o n D u r i n g the day the loss is somewhat greater 

because of the presence of an absorbing layer in the ionosohere 

(see Chapter Two) but it is still small compared to that experienced 

in troposcatter. 
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VJe can therefore conclude that skywave propagation 

constitutes the most useful method of digital data 

communication at all except line-of-sight distances. It has the 

advantages that transmitter and receiver can be set up anywhere at 

any distance of up to several thousand miles apart and that they 

do not require either any physical interconnection or access to a 

restricted message relayer such as a satellite. However because of 

its popularity as a transmission medium there is considerable channel 

crowding, and so it is essential to make the most efficient use of 

the available bandwidth. In the digital case,then,as much data as 

possible must be transmitted per channel. 

We have thus defined the need for digital communication over HF, 

and have observed that it must be efficient. The objective of this 

work is to investigate the techniques required for such efficient 

digital communication over HF, and to establish the performance of 

such a system. 

The first step in this investigation was as indicated in Chapter 

Two. The structure and properties of the ionosphere v/ere examined so 

thai: the mechanism of HF propagation could be understood. The 

particular difficulties that v/ere presented to the user of digital 

communications over HF could then be highlighted. In particular it was 

found that multiple-mode propagation (commonly termed multiDath) which 

would cause intersymbol interference v/as likely to exist. 

Following this, in Chapter Two, a review of the previous work in 

digital communications over the HF channel is presented. It is shown 

that most researchers have concentrated on countering the multioath 

problem by developing parallel sub-channel systems. It is shown that, 

while considerable research has been applied to these systems such 



.that they are by now well developed, certain intrinsic disadvantages 

are present in them. As is indicated in the Chapter, comparatively 

little attention has been paid to the less complex serial-transmission 

process. Although it is apparent that this process is more directly 

vulnerable to multipath, it was found in the review that little 

attempt had been made to counter it by using such techniques as 

adaptive equalisation. 

As a result of the work carried out in reviewing the material dealt 

with in Chapter Two the programme of research vas decided upon,and is detailed 

in the last part of Chapter Two. It was decided to evaluate the 

performance of the fundamental methods of serial-data transmission. 

It was fe.lt among a number of important questions that required answering 

were: 

(1) What are the best forms of modulation and demodulation? 

(2) How does the error probability vary as the bit rate 

changes from, say, 0.5 Kb/s to 3.6 Kb/s. 

It was thought necessary that Such results should be 

established by real trials ever a typical HF link, rather by the channel 

simulation technique that was common among previous researchers. 

The prospective user of the HF channel could then examine these results 

in the light of his needs. 

Having decided on the programme of research, the test system 

required to perform such research is then described in Chapter Three. 

In particular we see from considering the ionospheric reflection process that 

it is reasonable to assume that the signal from the shortest multipath 

would always be of significant strength. In other words, for each 



pulse transmitted, the first pulse to arrive at the receiver could 

be taken as the signal with the remaining multipaths being treated 

as echoes. (Such an assumption was justified by the results in Chapter 

Four which showed that the first multipath to arrive was the strongest 

35% of the time, and on average had a strength equal to 702 of the 

strongest path.) 

This assumption considerably simplified the design and operation 

of the test system. It led to the adoption of a frame method of data 

transmission. After each block of data had been transmitted a g Qp 

was left equal to the expected maximum channel dispersion time. Then 

a single pulse, or "set-up" pulse, was sent followed by another similar 

gap, and then the next block of data. As a result of the two gaps the 

set-up pulse would be received free from intersymbol interference. 

Hence it could Le used to establish bit synchronisation and decision 

threshold levels and could be used as a polarity reference for PSK. 

Further,the set-up pulse format allowed the simple imp7ementatic:i 

of a decision-feedback equaliser. Because the first version of the 

set-up pulse to be received was treated as the signal the channel 

impulse response would be that present in the gap between this version 

and the start of the next block of data. Thus the "setting-up" of 

the equaliser was straightforward. 

The experimental procedure is given in Chapter Four. It is 

seen that the permutations of the various modulation modes and bit 

rates were transmitted in a cyclic fashion by a series of three-minute 

integration runs. The runs for each permutation were then aggregated 

to give its overall error performance. The cyclic method helped 

with averaging out the variations in the channel condition, and also 

permitted histogram results to be presented. In aTl, approximately 

100 hours of tests were performed over a period of one month from 
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from March to April 1977. 

The results are then presented in Chapter Four. The 

dependence of the error probability on the bit rate, the comparison 

of the modulation modes, and the evaluation of the equaliser 

performance are shown. Also shown are estimations made of the channel 

multipath structure. 

Finally, in Chapter Five, the conclusions are given. The 

channel conditions are summarised as are the performance of the various 

test parameters, viz modulation modes, bit rates, and component parts 

of the system. Lastly suggestions for further work are given. An 

improved form of equalise./ is proposed, as is the use of coding to 

improve the error performance at low bit rates. 



-33-

CHAPTER I WO 

DEVELOPMENT OF THE RESEARCH PROGRAMME 

SUMMARY 

This chapter begins in Section 2.1 with a description of the 

properties of the HF channel. The structure of the ionosphere is 

given, the reflection process is explained, and it is shown how the 

maximum frequency that can support propagation depends on the electron 

density of the particular reflection layer. The phenomena of multi-

path and fading are also examined and the composition of the noise 

added by the channel is given. The section is concluded with a 

summary of t.'.e factors that affect digital transmission. 

In Section 2.2 previous work in the field of digital HF is 

reviewed. As is indicated, most development has been concentrated 

on parallel sub-channel type of systems. Little research has been 

performed on the less complex serial transmission technique. In 

particular little attempt has been made to use adaptive equalisation 

over the HF channel. 

As a result of this review the plan of the research was 

decided upon and this is presented in Section 2.3. Tne section shows that 

the work was to be concentrated on the serial data transmission 

process. The error performance of such fundamental parameters as 

the.type of modulation mode, and the dependence of the error rate on 

the bit rate was to be obtained by tests performed over a real 

HF radio link. 
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2.1 THE PROPERTIES OF THE HF CHANNEL 

In order to understand the problems of transmitting digital 

data over the HF channel we must discuss its properties. We start 

by describing the structure of the propagating medium; that is the 

ionosphere itself. 

2.1.1 The Ionosphere 

The upper atmosphere becomes less dense the greater the distance 

from the earth's surface. The ionosphere, in the region from 50 Km to 

350 Km, is composed mainly of molecules and atoms of oxygen and 

nitrogen and, to a lesser extent, of nitric oxide. The molecules 

tend to atomise as the height increases. The ionosphere is formed by 

the ionisation of these molecules and atoms under the action o + the sun's 

radiation. To some extent, the ionisation cf meteors makes a 

contribution^ 2^. 

The composition of the ionosphere has been determined by vertical 

(12) 

and oblique radio soundings, and by the use of rockets and satellites^ 1 . 

It is generally divided into three regions labelled the D, E and F 

regions. The reflecting media within these regions are not layers 

as such but peaks of ionisation intensity within the relationship 

of electron density to height above the earth. Typical distributions 

at noon and midnight are taken from D a v i e s ^ ^ and are as shown in 

Fig. 2.1.1. 

The D region is that part of the ionosphere which is between 

60 and 90 Km above the earth's surface. Its critical frequency (the 

maximum carrier frequency at which a vertically-incident ray can be 

reflected) is between 100 KHz and 700 KHz^ 1 2^ because of the low 

level of ionisation (see Section 2.1.2 for the dependence of the 
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critical frequency on the ionisation level). There are high 

concentrations of neutral particle^ and heavy ions present, and 

this causes absorption of wave energy as a result of particle 

collisions excited by the wave. The level of absorption can be shown 

to be inversely proportional to the square of the frequency at 

j-ip(12,13)^ Hence, because of the amount of absorption that would take 

place, the D layet ir not utilised for reflection. The signal carrier 

frequency is made sufficiently high for the ray to pass through the 

D layer and be reflected from the I.igh layers. 

The D region is a day-time phenomenon. At night, molecular 

recombination is no longer counteracted by the presence of the sun's 

radiation, and so the D layer effectively disappears. Now, waves 

propagating by multiple "hops" between the upper reflecting layers and 

the earth's surface have tc traverse the D layer twice for each 

hop. Hence at night a larger number of hops are possible before the 

signal is attenuated belo^ the level of the noise, and so transmission 

distances are greatly increased. For the same reason background 

noise and interference from other user^ increase at night. 

The hand from 90 Km to about 170 Km is known as the E region. 

Maximum ionisation is at around 110 K m ^ ^ , the electron density here 

5 

being of the order of 10 electrons per cc at maximum. This layer 

does support propagation, the maximum distance for a single reflection 

being 2000 Km.There is still a significant concentration of heavy 

particles but, with the day-time critical frequency being 3 to 4 MHz, 

absorption is not high compared to the D region. At night the critical 

frequency drops bv an order of magnitude owing to the fall in electron 

concentration (see Fig. 2.1.1). An approximate equation relating the 
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critical frequency F̂ - to the time of day by means of the solar 

(13) 
zenith angle 6 is given, in Daviesv by 

F e = 0.9 [(180 + 1.44R) cos e ] 0 , 2 5 

where R is the sunspot number. This equation is independent of changes 

in season. 

That portion of the ionosphere above 170 Kir, is termed the F 

region. In daytime, it splits into two parts termed the F-j and F^ layers. 

The F-| layer is centred at around 200 Km. This layer is merged into 

(12) 

the E layer as far as simple models of the ionosphere are concernedv 

and it is not generally considered on its own as a vehicle for 

transmission. 

The F^ Iryer is concentrated at about 300 to 320 Km. Here 

electron densities are around 10^ electrons per cc at maximum, the 

resultant critical frequency being 5 to 10 MHz in our latitudes. The 

dependence of its critical frequency on external factors such as the 

solar zenith angle, sunspot number and the time of season has been of 

constant interest to ionospheric Dhysicists. The critical-frequency 

variations of the other layers can be predicted by theoretical and 

experimentally-found laws, as shown i n ^ 2 ' ^ ' ^ . The F^ layer 

however exhibits anomalies in the behaviour of its critical frequency 

as compared to the other layers. For instance, its critical frequency 

is higher in winter thar. summer, and is higher as a whole for The 

northern hemisphere than for the southern hemisphere^
2
'. Prediction 

of the F^ layer is of importance because it plays the dominant role 

in long-distance H^ communications. Its extra height and low level 

of absorption enable it to support single-reflection propagation for 
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distances of up to 4000 Km. Carrier frequencies of up to 50 MHz 

can be u s e d ' ^ . These figures are for- daytime; at night, the F^ 

and F^ layers merge at around 300 Km, the critical frequency dropping 

to 2 to 4 MHz at minimum. This single F layer is the chief propagator 

at night. 

We now examine the process of ionospheric propagation. 

2.1.2 The Method of Wave Propagation 

The discontinuity in the ray path is popularly-termed reflection 

but it is, in fact, a process of refraction. The refraction of the 

ray arises fror1 the continuous change in the re Tractive index with 

altitude of the particular layer, this being due to the changing electron 

density. The refractive index is a function of the carrier frequency f 

as follows: 

u = /(I fp/f 2) (2.1.1) 

where the plasma frequency f is related to the electron density N 
r 

by: 

f p = /|Ne2/(mEo)|/2-ir (2.1.2) 

where e and m are the charge and mass of the electron arid E q is the 

permittivity of free space. 

(Note: the effect of the earth's magnetic field and 

curvature are ignored in this initial analysis.) 

In order for the wave to be refracted by the earth its trajectory 

must become horizontal at some point. By applying^Snel1's Law to a 

medium exhibiting continuous change in its refractive index a 
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relationship between the index U^ (at the height of "reflection") 

and the initial angle of incidence 6 of the ray upon the layer can 

be established ( s e e ( 1 2 , 1 3 ^ ). It is 

U h = sin e 

Hence, at the point of "reflection", we have (from equations 

(2.1.1) and (2.1.2)): 

sin ? = (1 - N he
2/4f2TT 2E Qm)^ (2.1.3) 

where N^ is the electron density at the level of reflection. On 

rearranging equation (2.1.3) the carrier frequency necessary for these 

conditions to be met is seen to be 

f = /(N he
2/47T 2E om) sec 0 (2.1.4) 

The critical frequency f is obtained from this equation by 

setting the value of d equal to zero (i.e. vertical incidence) and 

using the value of the maximum electron density, N . say. Hence, 

from equation (2.1.4), the critical frequency is seen to be 

f
c • <

N
max e W E 0 m ) i (2.1.5) 

This is the maximum frequency at which a vertically-incident ray 

is refracted back to earth. For a lower carrier frequency a lower 

value of the electron density satisfies equation (2.1.3) (for G zero). 

If the frequency is higher than the critical frequency no value of 

N satisfies equation (2.1.3), and so the ray must pass through the 
* 

layer, albeit with its path somewhat "bent" by refraction. 



-39-

An important feature of thp refraction process is that it can 

be shown to be equivalent to mirror-type reflection from a precise 

altitude. This height is termed the virtual height. By applying 

(12 13^ 

the theorem of Breit and Tuve (as inv ' it can be shown that 

the virtual height h v is a function solely of the plasma frequency f 

at the summit of the path, i.e.: 

h y = F(f p) (2.1.6) 

This equation implies that rays of any angle of incidence having 

the same refraction height have the same virtual height (because f Q 
r 

is P function solely of the electron density). In effect they travel 

a pa'sh through a medium with a refractive index of unity, and are 

perfectly reflected from the same height. 

Note: the relationship in equation (2.1.6) is determined 

experimentally by the vertical-sounding techniques described by 

Picquenard^ 1"' and Davies^ 3'. A typical example is reprinted from 

Picquenard and shown in Fig. 2.1.2. 

The results that have been established will now be used to 

study the case of propagation between two points separated by a 

fixed distance. It will be shown that, when the carrier frequency is 

less than the MUF, tv/o ray paths are possible for a single reflecting 

layer (again the effect of the earth's magnetic field is ignored). 

Now, by considerations of simple geometry, the distance D 

between the transmitter and receiver can be related to the virtual 

height h y and to the angle of incidences of a general ray path by 

(see Fig. 2.1.3): 
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tan i = (2.1.7) 

The carrier frequency f necessary for a ray, incident to 

the layer at an angle i, to have a plasma frequency at the path 

summit of f is, from equation (2.1.4), 

f = f sec i 
P 

(2.1.8) 

The elimination of i from equations (2.1.7) and (2.1.8) leads 

to 

2 
(2.1.9) 

In order to obtain the MUF we choose a value for f and then 

see if equations (2.1.6) and (2.1.9) can be solved simultaneously. If 

so, a higher value of f is then tried (and the equations solved again) 

until there is no solution. This process is performed graphically 

as in Fig.2.1.4, (from Davies) since equation (2.1.6) is always 

experimentally established in the form of a curve. In Fig. 2.1.4 

the MUF is the value of f for the line (i.e. equation (2.1.9)) tangential 

to the virtual-height plasma-frequency curve, at the point c, i.e. 

the MUF is 20 MHz. When the carrier frequency is less than the 

MUF, for example when f is 18 MHz, the h y-f curve is intersected 

at two points. This means that two ray paths are present. The 

one corresponding to the higher virtual-height (i.e. the intersection 

at point b1 )is termed the high-angle ray, and the one having the 

lower virtual-height (point b) is called the low-angle ray. 

This phenomenon is illustrated in Fig. 2.1.5'. What is happening 

is that the summit of the ray path with the MUF does not traverse the 
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portion of the layer with the maximum electron density, but a portion 

lower down. Hence if the transmission frequency is lower than the 

MUF two ray paths exist where (i) a ray at a higher angle of incidence 

-than the MUF ray spends a shorter time in the layer and is refracted 

through a small enough horizontal distance to arrive at the receiver 

(the low-angle ray) and (ii) a ray incident more vertically than the 

MUF ray is shifted through a large enough horizontal distance to 

arrive at the receiver aft°r re-emerging from the layer (the high-angle 

ray). As the carrier frequency is increased these two paths get 

closer until complete convergence takes place when the MUF is reached. 

We have seen that, for transmission between two points, two ray 

paths exist in a single layer whenever the carrier frequency i^ below 

the MUF. By taking into account the earth's magnetic field we will 

now show that each path has a pair of rays associated with it. 

Any electro-magnetic wave, on entry to a magneto-ionic medium, 

(12 13 

splits into two waves termed the ordinary and extraordinary wavesv ' 

They traverse different paths in the medium because the expression for 

each of their refractive indices is different (the difference though 

being slight at HF). It is such that the ordinary wave is reflected 

at a greater altitude than the extraordinary wave. This means that 

there are two MUF's for each transmission mode, and this phenomenon 

can be observed on ionospheric soundings (see Fig. 2.1.2). 

It is helpful at this point to summarise the features of 

ionospheric propagation propounded in sections 2.1.1 and 2.1.2. 

We have seen that the ionosphere is composed of three regions 

which are,in order of increasing altitude*, 
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(i) the D region, which acts as an attenuator, and 

disappears at night, 

(ii) the E layer, which is a reflector but becomes 

ineffective at night, and 

(iii) The F region, of which the layer is the chief 

reflector for long-distance propagation. 

The process of bouncing the Wave off a particular layer has been 

shown to be a process of refraction, but also to be equivalent to 

mirror-type reflection from a virtual height. The critical frequency 

of a layer was shown to be proportional to the square root of the 

maximum electron density of the layer (equation (2.1.5)). For oblique 

incidence, the MUF was shown to increase with increasing angle of 

incidence (from equation (2.1.4)). It has been discovered that, by 

using a carrier frequency below the MUF in transmitting between two 

fixed points (this being the usual case since the M'JF is a limiting 

condition), tv/o distinct ray paths, the high-angle and low-angle rays 

exist in a single layer. Furthermore, each ray splits into tv/o 

upon entering the ionised layer under the influence of the earth's 

magnetic field, and so, from a single layer four paths can be received. 

Finally, it should be noted that, because the absorption (mostly 

from the D layer) of the wave energy from excited particle collisions 

decreases with increasing frequency, optimum propagation is obtained 

for a carrier frequency value close to the MUF. 
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2.1.3 Multiple-mode Propagation (Multipath) 

In addition to the four paths that can exist in each layer, 

further propagation paths arise because, as we have seen, there are 

two reflecting layers, the E layer and the F^ layer. The shortest 

paths are by single reflection from the E and F 2 layers. Other paths 

arise from the ducting of the signal both between the layers and 

between one or both layers and the earth's surface. The tmie delays 

of the signals received can be calculated by simple geometry, and 

from a knowledge of the speed of light. The dispersion times ar* of 

the order of a few milli-seconds v^. The single hop paths will tend 

to be the stronger because they: 

(i) have larger angles of incidence and so penetrate less 

deeply into the layers; thereby less absorption results, 

(ii) are only single reflections-, and 

(iii) they only traverse the absorbing D region twice. 

2.1.4 Fading 

The random variation with time of the received signal envelope 

is termed fading. It is caused as follows. 

When the transmitted signal has a constant carrier (or, in 

the digital case, when the pulse lengths are long compared to the 

channel dispersion time), the multipath components add up in a 

phasor fashion at the receiver. The envelope of the resultant has 

a Rayleigh distribution and the distribution of the carrier's phase 

(15) 

is unifomr '. When one oath is particularly c crong the distribution 

becomes R i c i a n ^ ' ^ . The time variations are caused by: 
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(i) variations in the summation (by what is effectively 

interference) of the modes due to (a) the atmospheric 

layers shifting and (b) local changes in electron 

densities and absorption. Fading periods are of 

the order of seconds; 

(ii) flat fading (i.e. all propagation modes altering in 

strength in unison) caused by changes in D region 

absorption. Here fading periods are of the order 

of an hour or longer, and 

(iii) focussing both beceuse of the propagation modes that 

arise in a single layer and because of local 

deformation of the particular -ionospheric layer. 

Fading periods here are of the order of 15 to 30 

minutes^ 

The interference-type fading is frequency selective because it 

depends on the wavelength of the interfering signalsv~ '. It is 

sufficient to be marked over the bandwidth of a modulating signal. 

When serial high-speed digital data transmission is used the 

individual multipaths will in general be resolved. Here we are 

considering the multiple-mode types discussed in section 2.1.3. The 

ray paths present in a single layer, from high-and low-angle rays and 

ordinary ?.nu extraordinary waves, have too small time differences to 

be resolved, and will result in the individual multipaths undergoing 

independent fading. Usually the low-angle ordinary ray is less 

attenuated than the o t h e r s ^ 2 ' and so the resultant fading characteristic 

is R i c i a n ^ ^ . Daviec also indicates that the fading is slower and 

shallower than the overall envelope. 



.2.1.5 Background Noise 

This is composed of different sources, as shown in Fig. 2.1.6 

(34) 

(which is taken from Billingtonv '). The frequency band of interest 

is that around 10 MHz. Here atmospheric static and man-made noise 

are the prominent disturbance^. Man-made noise is highly correlated 

with population d e n s i t y ^ ) , and so this contribution depends on the 

geographical location of the receiving station. Atmospheric noise 

rises considerably at night; this can be attributed to the 

disappearance of the absorbing D region enabling long-distance 

propagation of static to take place. We note that, at 10 MHz, the 

receiver noise contribution is much less than the channel noise 

component. The result of the summation of the various sources is 

that the noise appears as short high amplitude pulses of random (14) 
occurrence superimposed on a lower level of random noisev '. 

2.1.6 Summary of the Factors that Affect Digital Transmission 

Having described tiie properties of the HF channel we will 

now summarise them as they affect digital transiuission. 

The most important factor discriminating against digital 

transmission is that the received signal is likely to contain several 

components because of the multipath phenomenon. Clearly each path 

has a different length, and so each component has a different 

delay between transmitter and receiver. Hence if a short burst of 

carrier is transmitted the received signal is a series of echoes as 

the difference in the path delays manifest themselves. Now, with 

transmission rates ranging, say, for 1 to 4 Kb/s, bit rates periods 

are correspondingly 0.25 ms to 1 ms (using serial transmission). 

This is smaller than the usual figure discussed iti section 2.1.3 for 

the channel dispersion time of a few milli-seconds. Hence inter-
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symbol interference occurs. This is the major problem encountered 

in transmitting digital information over the Hr channel. 

There are other problems that affect digital transmission. 

For example multipath causes difficulties with carrier extraction 

because the echoes all have different carrier phases. Also inter-

symbol interference makes bit synchronisation difficult. Fading has 

a serious effect on amplitude-sensitive operations in the receiver such 

as level extraction for decision-making in the case of ASK. 

Having observed the type of conditions likely to prevail over 

the HF channcl we now see how previous researchers have attempted to 

cope with them. 
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2.2 REVIEW OF THE PREVIOUS WORK 

In this section we examine previous work that has. been carried 

out on efficient data transmission over HF in order to formulate a 

plan of research. 

The previous work is considered in the light of the constraints 

that ionospheric conditions and bandwidth limitations impose on the 

user of the HF channel. The type of channel conditions that are 

prevalent were referred to in the previous section. The bandwidth 

limitations (which affect the maximum bit-rate value) are because 

channels are internationally allocated in 3 KHz channels in order to 

prevent user congestion. The maximum binary bit rate than can be 

transmitted down a channel of width f Hz (using SSB) is 2 f b/s. 

(This result is a consequence of Nyquist's work^^^). Thus 6Kb/s 

is the maximum bit rate that can theoretically be used over an HF 

channel that employs binary signalling. This figure is impossible to 

attain in practice by binary means because ideal pulse shaping, bit 

synchronisation etc would be required^*^. A figure of 1 bit per Hz, 

i.e. 3 Kb/s for the HF channel, is acceDtable as making "efficient" 

use of bandwidth in the binary case. 

In the early telegraph-transmission circuits, the bit rate 

was of the order of 50 to 100 bits/sees (b/s). Betts^ 1 1^ considered 

that 100 b/s was the maximum rate for reliable transmission in the 

presence of typical HF-channel multipath conditions. At bit rates 

of 50 to 100 b/s, the bit periods (10 to 20 ms) are considerably 

longer than the channel dispersion time (typically 3 ms) and so 

intersymbol interference is not a problem. 

The beneficial effects of the use of long pulses to avoid 

inter-symbol interference were put to advantage in the first attempts 



to transmit at high speed (i.e. at rates or the order of 3 Kb/s). 

These attempts employed techniques that involved splitting the 3 KHz 

channel into a number of sub-channels with the data being multiplexed 

amongst them. The sub-channels produced their own data stream at a low 

bit rate (50 to 100 b/s), and they were synchronised so that the 

pulses from each sub-channel were generated exactly in parallel with 

the ucher sub-channels. Hence the appearance of the composite data 

stream after the sub-channel outputs had been summed was a series of 

"pulses" at the sub-channel bit rate, each "pulse" being the n bits 

from the n sub-channels in parallel. 

A more detailed explanation of the operation of these parallel 

sub-channel systems is given in Section 2.2.1. In this section 

we go on to show that they have tht. basic disadvantages of system 

complexity, vulnerability to frequency selective fading, and are 

inefficient in their use of transmitter power. We then show how, 

by describing examples of these systems, they have been extensively 

developed within these limitations. 

In Section 2.2.2 we examine the various methods of serial 

transmission that have been propounded. Let us reiterate the nroblem 

that is likely to occur from multipath When the bit rate is 3 Kb/s 

the bit period is 0.3 ms. A typical HF channel may have several 

multipath echoes spanning a time of 2 or 3 milliseconds; thus 

intersymbol interference may extend over several bit periods when the 

bit rate is 3 Kb/s. Therefore poor performance is likely without 

special techniques to combat such interference. In Section 2.2.2 

we see that one technique that has been developed is that of adaptive 

equalisation. The channel is modelled at the decision instances as 

a tapped delay line; in other words, effecti\fely as a non-recursive 

filter. The equaliser is a form of digital filter whose structure 



.is such that it is the inverse of the channel model. The equaliser 

is adaptive in that it continually follows the changes that occur 

in the channel model as the strengths of the various multipaths 

fluctuate. Hence, if such a device is cascaded with the data stream 

at the receiver,, intersymbol interference is removed. Other types 

of serial-transmission systems are also described in Section 2.2.2. 

In Section ^.2.3 we review the results of error-rate measurements 

that have been made over the HF channel. We see that few such 

measurements have been taken and that they have almost all been obtained 

using parallel sub-channel systems. No concerted evaluation of serial 

transmission systems has been made. 

Wo summarise the results of the review of the previous work in 

Section 2.2.4, and we conclude that there is a need to examine the 

basic methods of data transmission by serial means and to evaluate 

them by experiment over a real HF link. 

Finally, in Secticn 2.2.5, the detailed plan of research required 

to perform such an investigation is given. 

We start by examining parallel sub-channel systems. 

2.2.1 Parallel Sub-channel Systems 

As has been explained these systems operate by frequency-

division multiplexing the data between a number of sub-channels whose 

individual bit rates (which are identical and synchronised to one 

another) are of the order of 50 lo 100 b/s. The data is then 

transmitted in "frame" pulses which are the summation of the sub-

channel outputs. The direct effect of intersymbol interference is 

avoided because these frame pulses are long compared to the channel 

dispersion time. We will now examine how £he data is modulated and 

demodulated on the individual sub-channels. 
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The waveform on each sub-channel consists, in the simplest 

case, of the sub-carrier being amplitude modulated by the square 

pulses of the digital bit stream. Hence the spectra of the sub-

channels are the familiar sinx/x functions centred on the sub-carriers. 

The sub-channels are packed together such that significant parts 

of each sinx/x function overlap. We will now show that, provided 

the sub-carriers e^e spaced correctly, a detection process can be 

used that avoids any co-channel interference. 

Let Wy be the tone spacing and let u^(t) be the data-modulating 

waveform of the ith channel (u^(t) will be either "1" or "0"). Then 

the ensemble S(t) of the sub-channels is*: 

N 
S(t) = E u. (t) cosi . w T t (2.2.n 

i=l 1 1 

where N is the number of sub-channels. 

The necessary detection process is the matched filter realised 

in its correlation form. The correlator waveform for the nth sub-

channel, C n(t), is given by: 

C n(t) = cosn w-j-t 

The correlator output D for this channel is thus 

f
T
o C n(t) S(t) dt 

t N 

= /Icosn w T t Z u.(t) cosi w T t dt (2.2.2) 
0 I j _•] 1 I 

where T is the integration time (which would usually be the bit period). 

Now if the sub-carrier (or tone) spacing w T is such that 

*this analysis is for the signal at baseband 

OoV^Ow^ ^ JWlW TS 
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w T = £ (2.2.3) 

we have that: 

for i = n, i.e. the sub-channel we are trying to detect, and 

D = 0 

for i i n. 

Hence no inter-chann^l interference occurs if equation 

(2.2.3) is satisfied. 

The above condiT.ion is that of orthogonality and the sub-

channel tone: are said to be orthogonally placed when: 

Wy = TT/T 

Vie have seen that the main advantage of the parallel sub-

channel system is that the direct effect of intersymbol interference 

that would be present in serial transmission under multipath conditions 

is avoided. We can also see another advantage in that a matched 

filter dctector is necessary to prevent any co-channel interference. 

The matched filter effectively improves the signal-to-noise ratio 

at the receiver as compared to the simple decision-maker^ 3^. We 

will now examine the disadvantages of the parallel sub-channel type 

of system. 

1. Inefficient use of transmitter power 

The aggregation of the sub-channels is expressed in 

equation (2.2.1). The amplitude of S(t) is going to vary randomly 

from frame interval to frame interval according to the density uf " T " s 
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and "0"s in each frame (expressed in u^(t)j. Hence S(t) is going to 

contain large peaks whenever there is a high density of "l"s in a 

particular frame. Now, for the reason given in Chapter 3, transmitter 

amplifiers have to be peak-power limited and so should contain a 

variable-gain circuit that fixes the peak of the modulated signal. Thus, 

for a signal such as the output of a parallel sub-channel system, the 

reduction in the average transmitted power as compared to the available 

power is likely to be significant. Darnell ̂ ^ found that the 16-channel 

systb,.i used in hiz experiments could only be transmitted at a power of 

100 W using a 1 KW power amplifier. Such "de-rating" of the 

available transmitter power constitutes the most serious defect of 

parallel sub-channel modems, because of the reduction that results in 

the signal-to-noise ratio at the receiver. 

2. Vulnerability to frequency-selective fading 

Frequency-seleccive fading occurs when multipath is present because 

the "summation" of the paths at the receiver is an interference-type 

effect. In order to explain the process let us consider that a single 

tone cosw^t is transmitted. Let the carrier^frequency w.. be varied over 

a range w^, equivalent to the bandwidth of the channel. Consider if 

the time x that the multipaths are dispersed over is such that the 

product wB"c is of the order of a wavelength of the carrier frequency. 

Then, as the frequency varies in the range W3, the amplitude of the 

summation of the multipaths is going to vary also. Ir. practice 

w B = 271-3*10* 

and typically, 

T = 2 ms 

WgT = 12TT 

= 6 wavelengths 
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Hence there will be peaks and troughs in the effective channel 

frequency response, and so some sub-channels will experience low signal-to-

noise ratios. 

3. Effects uf multipath oLher than frequency-selective fading 

It has been stated that the parallel sub-channel method avoids 

the effect of intersymbol interference experienced in serial systems. 

However the smearing effect of multipath does cause some intersymbol 

interference because of the integration process in the bit detection 

method. Also it has been shown by B e l l o ^ ^ that such smearing of the 

frame pulses violates the sampling orthogonality principle of bit 

detection (i.e. there is a non-zero result in equation (2.2.2) for 

channels other than nth channel ). Hence some co-channel interference 

occurs resultingj in Bello's example, in an irreducible error rate of 

_ 9 

10 , for a 1 ms multipath spread (this error rate includes the effects 

both of intersymbol and interchannel interference). 

These deleterious results of multipath can be alleviated by 

detecting a central gated portion of each Dit.^ such a solution, 

however, leads to a reduction of the overall bit rate, because the 

reduction in the detector integrator time means that less sub-carriers 

are available ir. the channel (from equation 2.2.3). 

4. Bit synchronisation requirement 

Bello has computed the irreducible error rate likely to arise 

in the Kathryn modern^' due to errors in bit synchronisation. Accurate 

bit synchronisation is important in order lo prevent interchannel 

interference by preserving sampling orthogonality. Bello shows that, 

for the channel conditions used in his model, a synchronisation error 

_ 3 
of 0.1 ms means that the rate is sci11 as high as 10 . The bit 
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VJOS 
length used in the Kathryn system^!3 1/3 mS. 

5. System complexity 

The complex nature of the parallel sub-channel system is 

apparent in the discussion of it so far. The fact that a multiplicity 

of sub-channels each requiring a coherent sub-carrier at the receiver 

are used means that pilot tones are usually employed. Henre, a 

narrow-band filter is needed for each sub-channel at the receiver. 

Incidentally, Bello shows that Doppler effects arising from the 

ionospheric reflection process can lead to a significant irreducible 

error rate via the pilot tone. 

Further complexities arise because each sub-carrier must be 

generated with the correct tone spacing, and each correlator detector 

must have the correct integration time (in order to prevent inter-

channel interference). We have also seen how precise bit. synchronisation 

must be. 

We will now give details of examples of parallel sub-channel 

systems that have been developed. The first example was the Kineplex 

modem, details of whicn were published in 1 9 5 8 ^ ^ * Twenty sub-

channels were used, each frame being transmitted 75 times a second. 

Each tone was phase-shift keyed* to one of four phases, and so two bits 

per sub-channel were received from each frame. This led to an overall 

data rate of 3 kb/s. Demodulation was accomplished by..storing the 

phase of the previous bit of each tone in a high-Q resonator. The 

reasonator output provided the correlating waveform for detection. 

*It can be shown that the principle of sampling orthogonality 

derived in equations (2.2.1)to (2.2.2)applies to modulation by phase-

shift keying as well as by amplitude-shift keying. 
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This is a form of incoherent demodulation, and so differential 

encoding and decoding were necessary. The total bandwidth of the 

original system was 3.4 KHz. 

The disadvantages of the Kineplex method are two-fold. 

Firstly the detection process is complex. The high-Q reasonators 

were originally realised by using Ni-Span C bars, with the energy 

being coupled by transducers. For each sub-channel two resonators 

were needed (one for storing the phase of the previous bit, and one 

for storing the phase of the present bit) making 40 in all. Secondly 

the differential coding requirement meant that the error rate could 

have been double that obtained by using coherent demodulation. 

'?n pi) 

The Kathryn modemv ' used 34 sub-carriers orthogonally 

spaced by 81.4 Hz with a frame rate of 75 Hz. The resultant bit 

rate was 2550 b/s. A one mi Hi-second guard band was employed to 

mitigate the effects of multipath. The modulation and demodulation 

process was more sophisticated than in Kineplex, considerable 

attention having been paid to reduce the effects of frequency-selective 

fading. Each sub-carrier was PSK SSB modulated with: 

(a) the main information bit sequence, 

(b) the information from the sub-channel 17 tones away, in 

phase quadrature to that in (a), 

(c) a pilot tone. 

At the receiver this tone was isolated and then put to two 

uses: 

(i) to phase correct its particular sub-channel (since, as 

it had the same frequency as the modulated sub-carrier, 

channel perturbations affected it in the same way), and 
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(ii) its amplitude, which would have varied from sub-

channel to sub-channel because of frequency-selective 

fading, provided a weighting function so that maximal-

ratio combining could be used. Since dual space 

diversity was employed there were four independently-

detected components for each bit, i.e. for each 

receiver there was a component from (a) plus its 

duplicate from (b). Thus there were four 

orders of diversity. The final bit decision was 

taken from the output of the combiner using 

conventional phase detection (i.e. by correlation). 

The Andeft design^ 2 3' operated at 4.8 kb/s by transmitting 

66 sub-channels (separated orthogonally by 40 Hz) at a frame rate 

of 75 b/s, in the frequency band from 400 Hz to 3 KHz. Frequency-

differential PSK modulation was employed. This technique involves 

adding a pilot tone to each sub-channel of sufficient distance from 

the sub-carrier such that the tone can be band-pass filtered at the 

receiver without containing components of the modulated signal. This 

frequency difference is then re-inserted so that the modulated signal 

can be coherently detected. Andeft could also be operated at 

2.4 kb/s, in which case the 4.8 kb/s-carrying capacity of the modem 

was used to implement dual frequency diversity. This helped to 

reduce the effects of frequency-selective fading. 

For all these systems the general disadvantages expounded 

earlier of parallel sub-channel systems apply, viz. inefficient use of 

transmitter power; vulnerability to frequency-selective fading; and 

the extent of system complexity necessary to realise each system 
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and U> avoid degradation of performance by such problems as 

inaccurate bit synchronisation. 

Having discussed the advantages and disadvantages of parallel 

sub-channel systems we will now examine the types of serial 

transmission systems that have been proposed for use over the HF 

channel. 

2.2.2 Serial transmission systems 

As was described in the introduction to this section one 

technique used to counter the effects of intersymbol interference 

in serial transmission is that of adaptive equalisation .(see Chapter 

Three for a full explanation of this method). 

Probably the earliest application of this idea was by DiToro 

et a! in the Adapticom s y s t e m ^ ) . This used a transversal (i.e. 

non-recursive in digital-filter terminology) filter as the equaliser. 

Its tap gains were set up from its measurement of the channel model. 

For this to be achieved the data stream v/as interrupted periodically 

(every 100 ms or 160 ms) to transmit a probe pulse. The system was 

tested over a simulated multipath channel. 

Although Adapticom was developed for use over HF channels, 

neither it nor the results of the other research and development 

carried out in the sixties on equaliser schemes by Lucky and others 

(summarised by Lucky in has in general been applied to "real" 

tests over'HF. • 

A novel method of dealing with multipath-caused intersymbol 

interference has been proposed and tested by Goutmann and Gutman. 

G o u t m a n n ^ ^ has argued t.->at intersymbol interference can be regarded 

as being convolutional encoding. Thus their s y s t e m ^ ) for combating 

HF-channel distortion incorporated a sequential decoder in the receiver. 
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The cnannel v/as tracked to provide the decoder with knowledge of 

time variations in the "encoding" structures. Hence the modem 

was adaptive to changes in channel conditions. 

The disadvantages of such a method is that it operates after 

the hard decision has been made. Intersymbol interference is bound 

to force the level of some pulses at the decision instance to be 

close to the decision threshold. Hence, for these pulses, high error 

rates will occur v/he,: noise is present. In other words, the coding 

method may operate successfully in the absence of noise Decause it 

removes the results of intersymbol interference. In the presence of 

noise the error rate is likely to be higher than by using equalisation 

because, imlikc equalisacion, the decoder has not removed the effects 

of intersymbol interference. Although some form of equalisation v/as 

used in the coding scheme as outlined i n ^ 6 ' , the same criticism 

applies if there v/as still some intersymbol interference present; 

and if there was not then the decoder would have been unnecessary. 

Apart from this, problems arose with the decoder in operation 

because of the computational burden placed on it. At. times when there 

were large-scale changes in the channel mode structure the decoder 

was unable to compute the encoding "tree" and so the system broke 

down. Then a probe sequence had to be sent to retrain the decoder, 

requiring scn:e form of communication from receiver to transmitter. 

, The technique of spread spectrum signalling has been applied 

to H F ^ ' . This technique involves transmitting data as bursts of 

wideband (a few hundred kilohertz at least) noise. The noise burst 

is generated using a filtered pseudo-random sequence and is detected 

at the receiver by correlation with a regenerated identical noise 
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waveform. The impulse-like auto-correlation function allows low 

noise power to be used hence permitting the spectral density of 

the wideband signal to be low enough not to add significantly to the 

HF channel background noise (and hence to "interfere" with other users). 

Effective gains in the signal-to-noise ratio of 1.1 to 19 d2 over 

conventional systems were recorded by Farrell and Andjarghoii. 

However spread spectrum appears doomed to fail over typical HF 

channels in its serial form because of multipath. The effects of 

frequency-selective-fading is liable to be acute because of the wide-

band nature of the noise signal and then there is the problem of 

multipath symbol smearing. It is not easy to see how the intersymbol 

interference of one "biob" of noise on another can be overcome. 

A more promising schpme is that of frequency skipping 

as proposed by s c h m i d t ^ ) . This obviated the effects of multipath 

by dividing the allocated channel into sub-channels. Bits are transmitted 

serially down each sub-channel in rotation, with each cub-channel 

being vacated for an interval that just exceeds the channel dispersion 

time. Hence the number of sub-channels necessary to implement this 

technique is equal to one plus the nearest integer greater than the 

result of dividing the channel dispersion time by the pulse width. 

Although such a system prevents any intersymbol interference 

existing it is very wasteful of bandwidth. For example, if the 

channel dispersion time is 2 ms let the 3 KHz HF channel be divided 

up into three sub-channels using 1 ms wide pulses. Then no inter-

symbol interference would exist, but each sub-channel would only be 

in use for one-third of the time. 
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Th i s concludes the review of the methods of data transmission 

over HF that have been proposed. We will now examine the results 

that have been obtained of actual error-rate measurements of HF 

links. 

2.2.3 Error-rate measurements over HF links 

The numbers of results that have been obtained over actual HF 

links are very limited, most designers preferring fo use simulated 

channels. This, though much more convenient for the development of 

a particular system, makes comparisons of different designs and 

techniques difficult since, in effect, both system and simulator are 

being compared. The difficulty in forming accurate HF channel models 

is apparent from the discussion or. ionospheric propagation in Section 2.1. 

The received signal is likely to be comprised of a multitude of independently, 

time-varying random components, with the addition of background noise 

having a non-gaussian nature. AIT of these random components are also 

non-stationary. Because of the problems ir. modelling the HF channel 

then, only examples of actual measurements of the HF channel will be 

discussed. 

Kirsch, Gray and Hanna performed tests using the Kathryn modem 

over a 3000 Km l i n k ^ 2 ^ . They obtained error-rate results varying 

-7 -fi 

from 10 to 10 . The S/N ratio was noted as being in the range 

from 20 dD to 50 dB. It was observed that for figures above 20 dB 

there was no clear dependence of the error probability on the signal-

to-noise ratio. This illustrates the irreducible error-rate phenomenon 

found in the discussion on parallel sub-channel systems in Section 2.2.1. 

McManamon et al. have tested a six sub-channel FSK system rofe. . ( OQ \ having an effectivejof 450 b/s over a 2800 Km linkv V The 
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_2 
transmitter power was 1 KW. Error rates cf the order of 10 

were obtained. McManamon highlights the difficulty of justifying 

the usefulness of the average error-rate measurement for a non-

stationary process such as the HF channel. Such a criticism also 

applies to signal-to-noise measurements, and this topic is discussed 

further in Chapter Five. 

C h a s e ^ ) performed measurements with a 16 sub-channel DPSK 

modem having a bit^of 2.4 kb/s; the transmitter power was 4 KW. 

Error rates of approximately 10~^ were obtained. Chase also describes 

"Codem", a combined parallel sub-channel and coding system. Inis was 

found in tests to give ar, improvement better than an order of magnitude. 

The results of Goutmann and G u t m a n ^ ) v/ere obtained when operating 

over a 2400 Km link, with a transmitter power of 1 KW. Errors occurred 

-3 -4 

at a probability of li> and 10 when testing their convolutional-coding 

approach. (21) The spread spectrum system of Farrell and Andjargholiv ' was 

-5 

found to give error probability results of approximately 10 . To 

achieve this only 100 W of transmitter power was required, and the 

S/N ratio of the received signal was -4 dB. However the path cf 

transmission was only 15 miles long and so the propagation mode would 

have been ground wave only, with skywave reflections being of small 

amplitude in comparison.<> \Ov< o v ^ ^ 

Finally D a r n e l l h a s performed measurements over a 1000 Km 

patn using^l KW of transmitter power. He compared TH* performance 

of a parallel sub-channel DPSK modem having 16 sub-carriers and dual 

in-band frequency diversity, with a serial four-phase DPSK modem, 

both having bit rates of 1.2 kb/s. A Real-Time Channel Estimator 
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was used by Darnell to select the best-operating channel. Error 

-2 -3 

probabilities ranging from 10 to 10 were obtained for the parallel 

sub-channel system, and a probability of 10 was found for the 

serial system. 

We now summarise the development that has been made on data 

transmission over the HF channel. 

2.2.4 Summary and conclusions 

We have seen that, despite their intrinsic disadvantages described 

in section 2.2.1, the parallel sub-channel type of system has been 

well established by the development that went on in the 1960s. Error 
-3 

rates of 10 have been obtained in tests over typical HF links. 

Not nearly as much attention has been paid to serial-transmission 

techniques. Spread spectrum seems unusable over a multipath channel 

for the reasons given, whilst Goutmann and Gutman's approach of treating 

intersymbol interference as a natural code gave problems when the 

channel conditions changed. Indeed their results should be treated with 

some scepticism in the light of the points made in Section 2.2.2. 

Schmidt's method of frequency stepping, whilst avoiding intersymbol 

interference, is very wasteful of bandwidth. 

Serial transmission using conventional modulation techniques 

and utilising adaptive equalisation to combat intersymbol interference 

is the most fruitful area for further research. Such a method has 

the following advantages: 

(1) The use of narrow pulses would tend to resolve any 

multipath into its individual components Hence 

such a pulse stream would not suffer from frequency-

selective fading and also from the deep fades that 

result, where long pulses are used, when the 
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multipaths completely interfere with one another. 

Provided that an adaptive equalisation technique 

could be found to remove the.effects of inter-symbol 

interference then, under multipath propagation, serial 

transmission should not experience the irreducible 

error-rate condition that occurs when using trie 

parallel sub-channel approach. 

(2) The pulse stream would have an approximately constant 

amplitude envelope, and so the available transmitter 

power could be fully used. 

(3) The realisation of the basic system would De uncomplicated 

as compared to the parallel sub-channel type. 

Hence we can now state the objective and draw up of the plan of 

the research. 
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2.3 OBJECTIVE AND PLAN OF THE RESEARCH 

In view of the foregoing a decision was made (i) to 

concentrate the research onto serial methods of data transmission, 

(ii) to evaluate the performance with respect to such fundamental 

parameters as the type of modulation and demodulation and the 

dependence of the error rate on the bit rate and (iii) to obtain 

the results by tests carried out over a "real" HF link. 

Then with these points in mind it was decided to construct 

and test a serial system so that t^e following aspects of serial 

data transmission could be examined:-

(1) To compare the conventional methods of modulation, 

viz. amplitude, phase and frequency modulation. 

(2) To investigate the relative performance of coherent 

and incoherent demodulation with respect to the 

various methods of modulation. 

(3) To determine how the error performance varies with 

bit rate. 

(4) To study and evaluate the use of equalisation as a 

means of obviating multipath. 
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Fig 2-1.I Ionospheric electron density profiles 
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Fig 2-1.2 Topical relationship of plasma frequency to virtual height 
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Fig 2 - 1 . 3 Geometry of the ray path 

actual path of ray 

start of layer 

Fig 2-1.^ Variation of r"Usma frequency with virtual height with 

super-imposed transmission line curves 
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Fig 2-1.5 High- and low-angle ray paths 

D 
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2-1.6 Spectral distribution of noise sources in the HF channel 
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CHAPTER THREE 

THE TEST SYSTEM 

INTRODUCTION AND SUMMARY 

The test system used for the purpose of investigating the 

questions raised ir. the previous chapter about serial transmission 

is described in this chapter. Block diagrams of the transmitter and 

receiver sections are shown in Figs. 3-0.1 and 3-0.2 respectively. 

The radio link is shown in Fig. 3-0.1 also. 

The system was developed in two stages. Initially it was a 

serial-transmission system having a variable bit rate from 150 b/s 

to 3.6 kb/s. Two types of modulation were employed, viz. ASK with 

rectifier detection and DPSK with PLL detection. (Differential 

encoding and decoding had to be employed with the PSK mode because of 

the lack of indication of bit polarity dt the receiver.) Initial 

tests were performed over a 100 Km link between Portsmouth and 

Imperial College. The purpose of these tests was to determine how 

essential an equaliser was, and generally to get the "feel" of HF channel 

conditions. The tests showed that multipath (three or four paths) 

was consistently present and that the dispersion time was frequently 

as high as four milli-seconds. This prevented transmission at rates 

above 250 b/s except for short periods when multipath was reduced 

or absent. At this bit rate the °rror rate was found to vary between 

-2 -3 

10 and 2 x 10 . If the rate was higher than 250 b/s the resultant 

intersymbol interference "'ed to error rates of the order of 1 in 5 

or less. More important was the effect on bit synchronisation. The 

method employed synchronised the bit timer on to the instances of the 
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threshold crossings made by each pulse. Hence it is apparent 

why high levels of intersymbol interference would affect such a 

system. 

As a result of these tests, it was obvious that the inter-

symbol -interference problem would have to be overcome before 

reliable transmission at higher data rates could be achieved. In 

other words it was nccessary to incorporate an adaptive equaliser 

into the system, and to find a better method of bit synchronisation. 

The solution of the intersyiubol-interference problem was 

greatly assisted by the investigations performed below of the channel 

multipath structure likely to arise over the main test link. This 

test link was of the distance typically needed for communication 

purposes of 1000 Km. It was found that, for such a link, the signal 

received from the shortest multipath was likely to be of consistently 

strong amplitude in comparison with the other multipaths. This enabled 

the received pulse stream to be regarded as a main signal followed 

by a series of echoes. It will subsequently be demonstrated how the 

problems of obtaining bit synchronisation at high data rates and of 

realising the equaliser were simplified as a result. 

We now deduce the likely multipath structure of a 1000 Km HF 

link. The shortest-distance modes in ionospheric propagation over 

1000 Km are by single-hop reflection from the E-layer and the F2"laycr. 

Now the transmission frequency should be close to the MUF of the 

link for lowest attenuation from absorption. Let us then evaluate 

the MUF for each of the two paths in order to see whether one of these 

modes does not arise because the transmission frequency would be 

between the tv/o MUF's. 
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The MUF is calculated from eqn. (2.1.4). Since we are only 

interested in the comparative figures for the E and Fg-layers it 

can be written as: 

v/hert K is a constant, N is the maximum electron density in the layer, 

and 0 is the angle of incidence of the path. 

In order to calculate the angle of incidence from the path 

geometry the following values are assumed for the heights of the layers: 

Virtual height of the E-layer is 110 Km 

Virtual height of the F2"luyer is 320 Km 

Since, in the HF link in question, the transmitter-receiver 

separation is 1000 Km the geometry of the two paths is as shown in 

Fig. 3-0.3. (The effect of the earth's curvature is ignored since we 

are making an approximate analysis.) 0 £ and 6p are respectively the 

angles of incidence of the E-layer ray and the F^-layer ray. We 

have then: 

MUF = K N^ sec 0 (3.0.1) 

sec 0 r = 4.6 

sec 0 
F 

1.8 

5 

Taking values for the electron densities as 10 electrons per 

cc for the E-layer and 10^ electrons per cc for the ^-layer (from 

section 2.1.1) the MUF's are, from eqn. (3.0.1): 

MUF 
E 

4.6A 

MUF, 
F 

5.7A 
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A is a constant. Now the transmission frequency is usually made 

0.85 of the overall MUF as a "rule of t h u m b " H e n c e , since the 

MUF's for the two layers are close in value, both propagation modes 

are liable to exist in this case where a 1000 Km link is used. 

Having ascertained that single-hop reflections from both 

layers are likely we now estimate the relative powers at the receiving 

aerial of these two modes. 

Loss of power from the signal in propagating by these two modes 

is due to the following factors: 

in E-layer reflection 

2 

(c:) radiated power loss (proportional to 1/d , d being the 

path length) 

(b) absorption in traversing the D region 

(c) absorption in the E-layer reflection 

in Fg-layer reflection 

(a) radiated power loss 

(b) absorption in the D region 

(c) absorption in the traversion of the E-layer 

(d) absorption in the reflection off the Fg-layer 

Let us compare the degree of attenuation for the two layers. 

The level of absorption in the reflection process for the "E" ray 

is more significant both because of the more oblique incidence 

(resulting in the ray spending a longer time in the layer) and 

because of the higher number of molecular collisions excited in 

the E-layer. The amount of absorption in the D region is also greater 
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for the "E" ray because this level is proportional to the secant 

of the angle of incidence^'2). These factors are counter-balanced 

by the 1.3 dB relative loss of the "F2" ray due to its greater path 

length and by the fact that it must traverse the E-layer twice, which 

causes some absorption. Overall, then, the "E" and "Fg" rays are 

likely to be of similar stre ngth. 

We must now see what the relative strengths of the multiple-

hop modes are in comparison to the single-hop reflections. In fact 

the multipie-hop rnodes tend to be more attenuated because: 

(a) there is some loss in the reflection from the earth's 

surface (about 6 to 10 dB for a single-"bounce" F^-

layer reflection assuming "good" ground) 

(b) the path length is greater (hone more radiated power 

loss) 

(c) the absorbing regions are traversed for a greater total 

distance (the lesser angle of incidence means that each 

passage through the absorbing region is shorter; 

however, this is more than counteracted because there 

have to be more passages than in the s^ngle-hop-mode 

case, e.g. four for a single "bounce" off the earth's 

surface) 

(d) the necessary smaller angle of incidence for the 

multiple-mode case causes a greater depth of penetration 

into the reflecting layer. In fact particular modes 

r.iay not arise because their angles of incidence are 

such that the rays from them are not reflected at all. 
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We have seen that single-hop reflections from the E- and 

F2"layers are likely to be roughly equally attenuated, and to be 

attenuated less than any multiple-hop reflections. Hence the first 

signal to be received, from the E-layer single-hop reflection, is 

likely to be the equal strongest mode. 

We will now investigate whether the signal received from this 

multipath mode is always goiiisi to De of significant amplitude. As 

v/as found in Chapter Two the signal received from a single reflection 

theoretically consists of the interference sum of four rays, viz. 

a pair of ordinary and extraordinary rays from each of the low- and 

high-angle rays. For the case of oblique incidence, the high-angle 

rays arc significantly attenuated because of their longer passage 

(12) 

through the ionised layerv this effect will be more pronounced 

for the E-layer as compared to the F2~layer both because of the more 

oblique angle of incidence and because of its higher absorption 

characteristic. For a similar reason, the extraordinary ray which 

is reflected from a smaller angle of incidence will be more attenuated 

than the ordinary ray. Thus the received signal should contain a 

specular component (from the low-angle ordinary ray) with random 

fluctuations. In practice, due to deformities in the layer, the signal 

can consist of more than one such reflection, but, in any case, the 

amplitude distribution is found to be Rician^ 3'. Davies states that 

the amplitude of the composite ray is given, in the expression for the 

Rician pdf, by 

P ( A ) = ( 2 A / A 2 ) e x p ( - ( A 2 + A 2 ) / A 2 ) I Q ( 2 A A S / A
2 ) , 

with A C / A d = 2 or more. 



A^ is the spccular component, A^ is the rms value of the amplitude 

variations, A is the amplitude, and I Q(x) is the Bessel function 

of zero order and imaginary arguments. The extent of the variations 

are easier to appreciate if we equivalence them to the amplitude 

distribution of the case when a carrier is rectifier-detected in 

the presence of bandpass noise. The distribution at the detector in 

this case is also Rician (see section 3.7.2 and eqn. (3.7.7)}. 

Equivalencing the carrier amplitude to the specular component A^ and 

the noise amplitude to the random variations expressed by A^ leads 

to a "signal-to-noise" figure of 9 dB for A^/A^ = 2. 

V/e have seen then that the signal arising from the shortest 

multipath, the first to arrive, is likely to be the equal strongest 

mode and should always be of significant amplitude. (Such an assumption 

was shown to be correct by the results of the trials in Chapter Four.) 

Hence as far as the test system was concerned, it was assumed that 

the signal arriving at the receiver would consist of a main pulse 

followed by a series of echoes. We now continue with a description 

of how this assumption, enabled the problems caused by intersymbol 

interference to be overcome. 

In the second stage of the development of the test system 

bit synchronisation was achieved by transmitting the data in frames, 

as follows. For each block of data transr.iitted a gap was left equal 

to the expected maximum channel dispersion time. Then a single pulse, 

termed the "set-up" pulse, was sent followed by another gap of the 

same length as before. Then the next block of data would be 

transmitted. This pattern-was repeated every 40 mS. The extent of 

the interruption «f the data stream meant that the effective bit 

rate was reduced by 25%. However the adoption of such a schema in 

conjunction with the assumption that the signal arriving from the 
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shortest multipath could be taken as the main pulse meant that a 

distortion-free pulse was received every 40 mS. That the set-up 

pulse would be free from multipath distortion was because 

(a) no interference could occur from echoes of the previous 

block of data due to the length of the gap before the 

set-up pulse 

(b) no interference could occur from other multipath 

echoes associated with the set-up pulse because the 

pulse from the first multipath to arrive was to be 

taken as the signal 

Bit timing was achieved, therefore, by locking the synchroniser 

onto the set-up pulse, or more particularly the transition of the 

decision threshold made by the leading* edge of the set-up pulse. 

All required timing information for the decision-maker, equaliser, 

and threshold extractor was derived with respect to the set-up pulse. 

A fuller explanation of the operation of the bit synchroniser is 

given in section 3.10. 

The effect of intersymbol interference on the bit error rate could 

only be solved by some form of equaliser, and the adoption of the 

frame method of data transmission enabled an equaliser to be simply 

realised. The topic of equalisation is considered in section 3.11. 

Here we see that the operation of conventional equalisers requires 

the use of what are effectively micro-computers. This is necessary 

in order for the equaliser to perform the processing involved as 

it minimises intersymbol interference and follows the changes 

*Hence, in practice, only the first half of the set-up pulse is 

required to be free from multipath distortion. 



in the channel conditions. 

The conventional types of equaliser have to determine the 

channel impulse response in a continuous data stream where considerable 

intersymbol interference may well be present (hence the requirement 

of processing). In the test system, however, because it consisted 

entirely of echoes the channel impulse response was displayed in 

the gap left between the set-up pulse and the start of the next block 

of data instead of being submerged in a continuous data stream. Hence 

the impulse response could be easily measured and stored by the 

equaliser using a series of sample-and-hold and low-pass filters. It 

v/as assumed that the changes in the channel impulse response were 

of limited bandwidth. Then it was possible, given the correct choice 

of sampling rate (i.e. repetition rate of the set-up pulse) and filter 

cut-off frequency, for the sample-and-hold end low pass filter circuits, 

to follow these changes continuously. This equaliser could be termed 

autoiiiatic in that it required a periodic training pulse, but adaptive 

in that it could continually follow the changes in the channel 

conditions. Having ebtablished the channel impulse response the 

equaliser operated in decision-feedback mode to remove the intersymbol 

interference. This involved deciding when a pulse had been received 

and then subtracting its echoes from the bit stream. 

We have seen how a decision-feedback equaliser that did not 

require processing hardware was implemented in the test system. The 

factor that enabled this to be done, the use of a set.-up pulse, was 

put to other advantages. These were that firstly the envelope of the 

height of the set-up pulse could be extracted in order to set decision 

thresholds. Secondly the set-up pulse could be used as a polarity 

reference for PSK. Hence PSK did not have to be differentially 

encoded and decoded in the tests, a process that doubles the error 
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rate. 

We will now briefly describe the remaining component parts of 

the test system in its final stage of development. We will do 

this by summarising the contents of this chapter, section by section. 

Note that each section number refers to the same-numbered component 

"block" in Figs. 3-0.1 and 3-0.2. 

In section 3.1 the format of the bit stream is given. We have 

seen already how the data was transmitted in the form of frames. The 

data itself consisted of a 255-bit pseudo-random bit sequence. At 

the receiver the identical sequence was generated and synchronised 

to the transmitted one for the purpose of making on-line error 

measurements (see section 3.1.3). 

The chosen method of varying the bit rate was to use the 

narrowest pulse possible and then to reduce the rale by leaving blank 

spaces between bits. It was felt that the alternative method of 

widening the pulse would have left the received pulse stream vulnerable 

to multipath distortion at low bit rates, and that it was better to 

"resolve" the multipath. 

In section 3.2 we show how the pulse-stream spectrum was shaped 

by synthesising the correct pulse shape in the time domain. The 

pulse spectrum had to satisfy two conditions for data transmission 

over HF: 

(a) the spectrum bandwidth must be restricted to 3 KHz (the 

HF channel bandwidth) in order not to cause interference 

with other users; 

(b) the spectrum shape must satisfy the Nyquist criteria-- • • -

in order that there be no intersymbol interference 

present at the decision instants ^ ^ . 
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We find that an appropriate spectrum shape is that of the raised 

cosine. Two spectra of this type v/ere used and this, together with 

the bit-rate variations available, meant that eight settings of 

the bit rate in the range from 0.4 Kb/s to 3.6 Kb/s were tested. 

We discuss the methods of modulation in section 3.3. They 

are of three fundamental types; Amplitude Shift Keying (ASK), Phase 

Shift Keying (PSK), and Frequency Shift Keying (FSK). We see that 

three types of ASK, each having different modulation levels, were 

tested. We also see that binary PbK is a form of ASK, and that it 

was effected by transmitting a positive pulse for the binary "1", 

and a negative pulse for the binary "0". Finally in this section 

we consider FSK. We find that it requires excessive bandwidth to 

give comparable noise performance with ASK and PSK at high bit rates. 

We also see that it is a non-linear form of modulation and hence 

that the use of a time-domain equaliser would be precluded. For 

these reasons FSK was not employed in the tests. 

The pre-emphasis filter and the modulator are described in 

sections 3.4.and 3.5 respectively. The filter was necessary in its 

low pass function to remove the high-frequency components generated 

in the pulse shaper. Its part in the pre-emphasis, de-emphasis 

technique is explained in section 3.8. The form of modulation used 

was Double Sideband (DSB). This meant that the transmitted signal 

had 6 KHz bandwidth instead of the 3 KHz value prescribed for the HF 

channel that would have been present with Single Sideband (SSB) 

modulation. It was decided that the extra complexity of SSB together, 

with the problem of reinserting the carrier at the receiver put it 

outside the scope of implementation of these experiments. The 

modulator also incorporated an automatic gain control. This v/as to 
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control the r.iodulated signal such that the peak transmitted power 

was just below the maximum available from the transmitter power 

amplifier. 

In section 3.6 the radio link over which the experiments were 

made is described. We see that it contained conventional components, 

and that a 1 KW transmitter power amplifier was used. 

The path length was 1000 Km, the transmitter being based in Portsmouth 

and the receiver in Wick. 

We discuss the demodulation methods in section 3.7. All of the 

modulation modes were coherently detected, with a Phase-locked Loop 

(PLL) being used to extract the carrier. It was felt that reinserting 

the carrier by filtering a pilot tone would have been disadvantageous 

for t'..o reasons: 

(a) The difficulty in realising a bandpass filter of bandwidth 

(b) In a multipath environment the pilot tone may be "nulled" 

to zero amplitude or exhibit fast phase changes on 

occasions because of the interaction of the mul^ipaths. 

Provision was also made for the rectifier detection of the ASK 

mode of modulation. This was so that comparison could be made with 

coherent detection. (It was realised though that^equalisation could 

not be used here because rectifier detection is non-linear.) 

In section 3.8 we consider the filtering techniques that can 

be employed to improve the signal-to-noise ratio at the decision maker. 

First of all the matched-filter method was examined. Under single-mode 

conditions its performance in the presence of noise was found to be 

only a slight improvement over simple decision making without the filter. 

small enough such that the output phase is not affected 

( 
by low-frequency components of the modulatir.y waveform^ (18) 
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•Under two-multipath conditions its performance was worse. In any 

case a pulse stream where matched-filter detection was used would 

have required equalisation across the whole of the bit interval. 

Instead a spectrum pre-emphasis, de-emphasis technique was 

incorporated into the test system. It was found by experiment that 

the signal-to-noise ratio was improved in gaussian noise by 1 dB 

on average. 

Section 3.9 deals with the method used to detect the level of the 

envelope of the set-up pulse in the presence of noise. This was 

required in order to set the decision level. It was also necessary 

to extract the envelope of any residual d.c. present i;'i the demodulated 

signal ir. order to subtract it from the signal. This residual d.c. 

arose in the modulation process of two of the ASK modes. 

In section 3.10 we fiiid the bit synchroniser "rthat has already 

been referred to) described in detail. 

As has been similarly referred to, section 3.11 considers the 

types of equalisation available, and gives the structure of the one 

that was implemented in the test system. 

In section 3.12 we find the decision-maker described. The correct 

levels of the decision threshold for when both coherent detection 

and when rectifier detection are employed are discussed. 

Finally, in section 3.13, the methods of error detection and 

counting that were used are given. We have seen that the identical 

data sequence was generated at tne receiver for error measurements 

to be made. Three simultaneously-performed error counts were made, 

viz. errors beforp equalisation,errors after equalisation and a 

"datum" error measurement. This latter measurement was made on the 



-82-

set-up pulse and the first bit in each data block. These two 

bits were free of intersymbol interference, and so give a measure 

of the residual error rate. 

We start this chapter by observing the format of the bit 

stream. 
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3.1 THE BIT-STREAM FORMAT 

In this section we examine the methods of varying the bit 

rate and see the form of the test data that should be transmitted. 

Finally we see described the frame system of data transmission. 

3.1.1 Bit-rate Variation 

The maximum bit rate that can be transmitted is determined 

by the channel bandwidth and the shape of the pulse spectrum chosen 

(see section 3.2). There are tv/o basic methods of varying the bit 

rate down from this figure. These are:-

(a) to alter the pulse width as the reciprocal of the 

date rate - pulse widening; 

(b) to leave blank gaps after each bit (keeping the 

pulse width constant) - pulse blanking. 

In the preser.ce of noise methoJ (a) is superior. If the 

pulse is widened its bandwidth is reduced. Hence the receiver 

filters can be correspondingly narrov/ed to lessen the noise present 

in the pulse stream. In other words reducing the bit rate by pulse 

widening improves the signal-to-noise ratio and thus the error 

performance. Method (b) uses the same pulse width throughout, and so 

the noise level remains unchanged as the bit rate is lowered. 

Method (b), that of pulse blanking, is less affected by 

multipath. The multipath situation likely to arise over the type 

of radio link involved is given by D a r n e l l ^ ' . He snows that the 

individual mcdes would have delays separated by at least 0.5 mS. « 

For a maximum bit rate figure of 4 Kb/s (say) the pulse width will 

be 0.5 mS and so the multipaths will be resolved. If the bit rate is 

reduced by widening the pulse,the pulse will become progressively 
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more distorted by the i^ultipath so reducing the signal level. In 

fact there will be occasions when the signals from each path add up 

vectorially to zero at the decision instant , so causing large error 

bursts. This situation cannot be rectified by a conventional equaliser 

because it is not intersymbol interference. If pulse blanking is used 

multipath will simply cause intersymbol interference. This can be 

removed by an equaliser because the individual paths are resolved. 

When an equaliser is not used pulse blanking is still likely 

to perform better under multipath conditions. Higher bit rates will 

be possible because its narrower pulses means that the dispersion will 

be less than by using pulse widening. Also there is a possibility 

that ct higher bit rates still the decision instants will lie between 

echoes of the previous pulses, and so no intersymbol interference 

occurs. 

Obviously it is preferable to compare both methods in a 

series of field tests. However, as there would otherwise have been 

too many variables, it was decided to use only one of these two methods 

We have noted that when the bit rate is lowered by widening the pulses 

the noise level is reduced but the individual pulses become increasingly 

vulnerable to multipath-caused distortion. This effectively lowers 

the signal level and can cause large error bursts. In other words 

the error performance may well get worse at lower bit rates. Hence, 

because of the expected predomination of multipath conditions, method (b), 

that of pulse blanking, was employed in the test system. 

A summary of the bit rate values used is given in 

section 3.2.3. 

We now examine the type of test data that should be 

transmitted. 
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3.1.2 Form of the Test Data 

The data transmitted for the error-rate measurements should 

be similar to that sent for actual communications. Nov/ the outputs 

of digital data sources can contain long strings of "T's or "0"s, 

and can show a large long-term bias in favour of one particular bit 

polarity. For example, in facsimile, a weather map has a much greater 

expanse of white (equivalent to one of the bit polarities) than black 

(the other polarity). Since both of the data characteristics mentioned 

above can lead to problems in system design and performance it is usual 

to "scramble" the data so that the transmitted bits have a random 

distribution. Such a scrambler can be realised with a pseudo-random 

bit sequence generator. The implementation with logic circuitry of a 

scrambler and de-scrambler having a 7-bit sequence is shown in Pig. 3-1.1*. 

If the message to be sent contains long strings of ones or 

zeroes the scrambled data will be the pseudo-random bit sequence or its 

complement. It is sensible, then, to use a pseudo-random generator 

to provide the bit pattern for error-rate measurements. 

Hence, in the test system, an 8-bit generator having a cycle 

length of 255 bits provided the test data. During the error tests 

the cycle of an identical generator at the receiver was synchronised to 

*The asynchronous scheme illustrated in Fig. 3-1.1 will increase the 

error rate of the message by a factor of three because the received 

scrambled data is fed into the delay line of the de-scrambler. A 

superior system would have the pseudo-random sequence generators at 

receiver and transmitter operating in closed loop, both being 

synchronised with respect to their cycles. The actual data is then 

exclusive-ORed to the transmitter pseudo-random generator to scramble, 

and the received data is exclusive-ORed to the receiver generator to 

de-scramble . 
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th e transmitter generator. The errors could then be counted 

using a bit-to-bit comparison. 

We now describe in more detail the frame format of data 

transmission that has been referred to in the introduction. 

3.1.3 Frame Pattern of Data Transmission 

In order to facilitate certain receiver operations the bit 

stream was periodically interrupted to transmit an isolated pulse 

termed the set-up pulse. 

It was necessary that, at the receiver, there should be no 

mutual interference .between the set-up pulse and the d ata when multi-

path was Dreser.t. Referring to Fig. 3-1.2* we see illustrated the 

situation around the set-up pulse corresponding to the maximum expected 

channel dispersion time x. The worst case echo (drawn in dashed lines) 

is a time x after the main pulse. It is apparent from Fig. 3-1.2 then 

that the interval between either side of the set-up pulse and the 

start and finish of the data blacks should be just greater than the 

sum of the maximum expected channel dispersion time x and one pulse 

width T, i.e. 

r ^ f + x 

The gap T' was determined by the initial experiments between Portsmouth 

and London as 5 mS. 

Because of the resultant interval ot 10 mS when the data stream 

is interrupted there will be a redundancy factor in the information 

rate dependent on the transmission rate f of the set-up pulse. This 

rate was again determined from experiment (see section 3.9) and was 

*In this and subsequent pulse-stream diagrams the pulses are shown 

by triangles for ease of drawing. 
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set at 25 Hz, i.e. a period T q of 40 MS. Hence in such a system 

if the original bit rate is R the overall bit rates B is 

B = R (T - 2 T ' ) / T Q 

Using the values decided for T q and T 1 (of 40 MS and 5 MS respectively) 

the overall bit rate is given by 

B = 0 . 7 5 R ( 3 . 1 . 1 ) 
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3.2 RESTRICTION OF BANDWIDTH BY PULSE SHAPING 

Over HF radio users are allocated channels of fixed band-

widths (3 KHz) at specified carrier frequencies. Hence the modulated 

pulse stream must have its bandwidth restricted in order not to 

interfere with other users. In this section we consider the pulse 

shaping of ASK. Amplitude modulation is a linear process (as is 

shown in section 3.3) and so the spectrum shaping can be performed at 

baseband. When modulated the baseband spectrum is linearly transposed 

to be centred on the carrier frequency. In the next section we will 

see that binary PSK can be realised as a form of ASK. Hence the process 

explained here for spectrum-shaping ASK can be applied to binary PSK. 

As far as FSK is concerned we find in section 3.3 tnat it is a non-

linear process and has, in its serial forr., an excessive bandwidth 

requirement. We finu that therefore this form of modulation was not 

implemented in the test system. To summarise, in section 3.2.1 

we consider the theory of the adopted scheme of spectrum shaping, 

and in section 3.2.2 we see how the scheme was realised. Finally in 

section 3.2.3, we see summarised the bit-rate values used in the 

test system. 

3.2.1 Theory of the Spectrum-shaping Method 

As well as possessing limited bandwidth a further requirement 

of the spectrum-shaping process is that the pulses must not exhibit 

any mutual intersymbol interference at the instants of decision-

making. Three criteria that the pulse spectrum shape must satisfy 

can be formulated from Nyquist's w o r k ^ ) (e.g. by Bennett and D a v e y ^ ^ ) . 

One such shape that satisfies these criteria is that of the raised 

cosine. Its one-sided frequency response H(f) is shown in Fig. 3-2.1 
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and is given by: 

H(f) = 1 f<f c-f x 

H(f) = (1 + cos[ir(f+f x-f c)/2f x])/2 V f x < f < f c + f x ( 3 ' 2 ' 1 ) 

H(f) = 0 f > f c + f x 

The ratio f Y/f_ is termed the roll-off factor R. Performing the 

Fourier transform on eqn. (3.2.1) (as done in Appendix 3.1) gives 

the eqn. h(t) of the pulse shape as: 

sin 2irf t cos 2irf t 
= ^f t • V <3-2-2) 

c 1 - t ) 
A 

This function is drawn in Fig. 3-2.2. We see that the sin 2irf t term 3 c 

in eqn. (3.2.2) causes h(t) to have zero crossings when: 

2frfct = n-rr 

i.e. when t = 
c 

n being an integer. Hence pulses may be added at intervals of 

n/2f c and sampled at their peaks without any interference being present. 

from the sidelobes of previous or subsequent pulses. 

The fastest rate that b^'ts can be transmitted without any 

interference being caused is when they are added at intervals of 

l/2f . The maximum bit rate ther. is 2f . 
c —c 

A useful relationship to derive is that connecting the 

maximum bit-rate frequency, 2f c, and the frequency at which the spectrum 
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amplitude is just zero, F, to the roll-off factor R ( = f Y / f ) . Let 
x c 

us write: 

2 f . = 2f 
c c 

= 2 

( W 

f c + f x 

( W 

1 + f x / f c 

Now F = f + f and the roll-off factor R = f /f . Hence the bit rate 
c x x c 

B is given by: 

B = (3.2.3) 
1+R 

We are interested in making efficient use of the available 

bandwidth. From eqn. (3.2.3) we see that the maximum bit rate that can 

be transmitted over a channel of basebond limit FHz is 2 Fb/s (it 

is termed the Nyquist rate). This gives R = 0. Then the pulse 

spectrum is square (because f = 0) and the pulse shape has the 
A 

familiar sin x/x characteristic: 

sin 2irf t 
h(t) = — (from eqn. (3.2.2)) 

2,f ct 

However, in practice, the use of such a pulse spectrum characterisec 

is not feasible. In the first case the square spectrum shape is 

impossible to realise because the appropriate filter would have an 

infinite delay. Secondly, the overlapping pulse tails from a composite 

pulse stream represent a divergent series which can add up to large 

v a l u e s ^ ' . Then, if the decision-maker is not precisely timed, the 

"eye opening" will be much impaired and incorrect interpretations 
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of pulses may be made. Furthermore, since the pulse tails will 

add up to large values outside the sampling instances, the effective 

transmitted power will be much reduced. 

In contrast overlapping tails of pulses formed from the 

raised cosine spectrum (having obviously a non-zero value of f ) 
A 

produce a convergent series the sum of their amplitudes. This is 

because the denominator in eqn. (3.2.2) increases faster than 

linearly with t. Thus slight errors in timing do not produce 

significant amounts of ir.tersymbol interference. 

We have seen that a pulse stream having a raised-cosine 

spectrum can form a reliable means of transmitting digital data. 

The method of synthesising the pulses will now be considered. 

The conventional means of forming a signal with a particular 

spectrum is to construct a filter with the correct frequency response 

and excite it with impulses. There are, however, considerable 

theoretical and practical difficulties in filter construction where 

the response has a function such as eqn. (3.2.1). A simpler and 

more flexible approach is to synthesise sampled versions of the pulse 

shapes in the time domain. These can then be fed through a lev-pass 

filter to remove the sampling-frequency harmonics. Such an application 

of the Sampling Theorem as follows commends itself because the pulse 

spectrum is band-limited. 

Assume the analogue waveform being sampled is g(t) and that 

its Fourier transform is G(f), i.e. 

9(t) — G(f) 

The sampling waveform s(t) is square-topped of width T. 

Its Fourier transform S(f) is given by: 
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S(f) = x s i n m I 2 

W T / 2 

The sampled waveform is denoted by: 

9 s(t) G s(f) 

It is a series of waveforms of s(t) weighted by 9(nT Q) 

(T being the sampling interval), i.e. 

g (t) = E s(c-nT o) g(nT ) 
n=-°° 

as shown in Fiq. 3-2.3. 

From the square-topped sampling theoren/ 3^, the spectrum of 

9 s ( w
 i s given by: 

G s(f) = ^ S i n J / 2 / 2 * G(f-nf ) (3.2.4) 

T Q
 n="°° 

where f Q = 1/T (i.e. it is the sampling frequency). 

Let us assume that the wavefomi g^t) being sampled is band-

limited to a frequency f , and that the sampling frequency f Q is 

such that: 

f n > :2f 
0 C 

The spectrum G $(t) of the sampled waveform is then the product of the 

two functions drawn in Figs. 3-2.4(a) and 3-2.4(b). 

Hence, if the sampled waveform is generated and fed through 

an ideal low-pass filter having a cut-off frequency between f and 

f^-f s the resultant waveform at the filter output will have a 
C O 

spectrum G(f) distorted by the multiplicative term in Fig. 3-2.4(b): 
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S(f) = — • s i n W t / 2 (including the T term into S(f)) 
T q wt/2 0 

This distortion term can be removed by creating the sampled 

waveform g s(t) from the Fourier transform of G(f)/S(f). Then: 

<*> G(f-nf ) 
G (f) = S(f) I 

n=-°° S(f-nf J 

After low-pass filtering as above, we are left with the 

"n=r term: 

s(f). ^ n 

S(f) 

88 6(f) 

However, in a real transmission system, there are further 

factors that distort the pulse spectrum viz: 

(1) the low-pass filter is not ideal in its amplitude 

and phase response and even less so is the IF 

filter of the communications receiver used in the 

transmission system (though in theory the same 

process as performed to remove the effects of S(f) 

could be employed for these filters if it were 

possible to determine their exact responses) 

(2) the HF channel itself is liable to cause some 

frequency distortion; 

(3) the analogue waveform g(t) (i.e. the pulse) has 

an infinite duration if the spectrum is band-

limited, and the sampling theorem assumes an 

infinite sample train in order to form ZG(f-nf Q) 



-94-

exactly. In practice the generator used to 

produce g s(t) must have a finite length and so 

only a "windowed" version of g(t) will be formed*. 

The resultant spectrum will be slightly misshapen 

and spread. This spreading will be removed by 

the transmitter and receive filters leading to 

further slight pulse distortion. 

In practice, then, it is not really necessary to derive 

g s(t) from the Fourier transform of G(f)/S(f) instead of from G(f). 

The distortion introduced by the multiplicative term S(f) can be 

reduced to insignificant levels by making T small so that 

S 1wt/2^ 2 i s substantially unity over the frequency band: [fl < f c 

(i.e. the bandwidth of G(f)). 

We have seen then how an analogue waveform having a band-

limited spectrum of specified shape can ue generated by applying 

the sampling theorem. We will now see how this method was used in 

the test system to produce the pulse shapes. These were of two 

varieties: 

(a) raised-cosine spectrum, 100% roll-off 

(b) raised-cosine spectrum, 33% roll-off 

(a) 100% roll-off 

The roll-off factor is thus such that in eqn. (3.2.1) 

^ = 100% 

*This is similar to the case of realising the spectrum shaping with 

a filter having the correct shape but not haviny an infinite delay. 
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i .e. 

f x = f c 

Substituting for f in eqn. (3.2.1) gives the spectrum equation as 
X 

H(f) = (1 + cos Trf/2f)/2 9 f < 2f •' 
»» c 

= 0 , f > 2f 
c 

This function is shown in Fig. 3-2.5. 

The pulse shape equation is expressed by (from eqn. (3.2.2)) 

sin 2nf t cos 2-rrf t 
h(t) = — — 

2TTfct l-(4f ct) 

i.e. 

sin 4TT^ t 
h(t) = c 

47Tfct(l-(4fct)
2) 

This is drawn in Fig. 3-2.6. Here we see that successive pulses can 

be transmitted at intervals separated by l/2f c. 

From eqn. (3.2.3) we obtain the bit rate B as a function 

of the band-limit frequency F as: 

R - 2 F 
B " 1+R 

Now the roll-off factor R is 100%. Therefore: 

B = F (3.2.5) 

In other words the bit rate using a 100% roll-off raised-cosir.e 

spectrum is 50% of the Nyquist rate. 
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The generated sampled version of the pulse h s(t), is 

shown in Fig. 3-2.7. We see that h(t) is reproduced only in the 

limits: 

l/2f c < t < l/2f c 

i.e. the main lobe. The level of energy in the sidelobes is small 

so that the amounts of intersymbol interference and spectrum spreading 

introduced by this approximation are minimal. 

As can bo seen in Fig. 3-:2.7 the sampling interval was made 

1/8f c. Ignoring the distorting effect of the windowing of pulse side-

lobes the spectrum H s(f) of the sampled pulse is, from eqn. (3.2.4), 

given by: 

M f > - r 2 H ( f " n V 
T n=-°° 

Now T, the sampling interval, is l/8f as is T , the sampling rate, 

f is the reciprocal of the sampling rate. 

Hence: 

sin 2irf/16f 

H J f ) = 2 H(f-n8f ) 
s
 2irf/16fc n=-»

 c 

The spectrum of the sampled pulse is shown in Figs. 3-2.8(a) 

and (b). Fig. 3-2.8(a) illustrates 

ZH(f - n8f c) 

and Fig. 3-2.8(b) shows 

sin 27rf/16f 

27rf/16fc 
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.(b) 33% roll-off 

Here 

hence 

R - - 1 
R - f c " 3 

fx = V3 

Substituting for f in eqn. (3.2.1) gives the spectrum 
j\ 

function as 

H(f) = 1 , f < 2 f c/3 

H(f) = (1+cos 3Tr(f-2fc/3)/2fc)/2 , 2fQ/3 < f < 4f £/3 

H(f) = 0 , 4 f / 3 < f 
V 

It is illustrated in Fig. 3-2.9. 

As before the pulse shape is found from eq.c. (3.2.2) by 

substituting for f Y (as f„/3). Hence: A C 

sin 2uf t cos 2irf t/3 
h(t) = ^ 

27rfct 1- (4fct/3) 

and this is shown in Fig. 3-2.10. 

Fro? eqn. (3.2.3), the bit rate B as a function of the band-

limit frequency F is given by 

rtf* 

B = 
1+1/3 

B = 3F/2 (3.2.6) 

Hence the bit rate here is 75% of the Nyquist rate. 
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The shape h $(t) of the sampled pulse generated is shown 

in Fig. 3-2.11. Because of their significant size the first pa">r 

of sidelobes are generated as well as the main lobe. 

The spectrum H (f) of the sampled pulse is, since the 

sampling interval T is 1/8 f , again: 

sin 2irf/16fr 

H_(f) = — I H(f-n8f ) 
S 2irf/16f C 

The spectrum of h s(t) is shown in Figs. 3-2.12(a) and (b). 

We now consider the type of low-pass filter which for the 

two pulse spcctrum shapes is capable of removing the sampling-frequency 

harmonic components and yet does not distort their spectra. In 

practice the choice made for the sampling pulse width T ensured that 

the type ot low-pass filter was not very critical. This was for 

two reasons: 

(*) the sampling-pulse width was such that it equalled 

the sampling period, hence causing the zero crossing 

of the function to be at the centre of 

the firbt harmonic of the sampling frequency (see 

Figs. 3-2.8 and 3-2.12); 

(b) the sampling frequency was at least four times the 

pulse band-limit frequency. Hence there was a 

considerable "dead" band between H(f) and H(f-f ). 

These two factors ensured that the low-pass filter did not need to 

have a steep cut-off slope. A fourth-order Butterworth filter whose 

cut-off frequency was 4f was found to lead ro minimal distortion 

of the pulse as well as providing sufficient attenuation. The method 
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adopted in the test system, however, was to employ a second-ordcr 

filter whose cut-off frequency was F (the band-limit frequency of 

the two spectra). This caused some slight pulse distortion but 

v/as used because it was part of the technique described in section 

3.8 to improve the signal-to-noise ratio. 

The reason that two types of pulse shape were used are as 

follows. The 100% roll-off pulse has sidelobes of small amplitude 

as can be seen in Fig. 3-2.6. Hence the peak amplitude of a random 

stream of pulses of this shape will not be much greater than the 

height of an individual pulse. For the 33% roll-off factor the 

sidelobes are significant and hence in this case the peak amplitude 

of a random pulse stream is somewhat greater than the individual pulse 

heights. In a system where the transmitter is peak-power limited 

the eye opening at the receiver is higher with the 100%.roll-off 

pulse than with the 33% roll-off pulse. The situation was exacerbated 

in practice because of the filter system used. Measurements showed 

that the 100% roll-off pulse gave an improvement over the 33% roll-off 

pulse of 2 dB for ASK and 4.5 dB for PSK. (As will be seen in section^3.1, 

for PSK negative pulses are transmitted for the binary "0". Hence 

the effect is greater for this mode.) To summarise then, the 33% 

roll-off pulse gives a higher bit rate (see section 3.2.3) but a 2 to 

4 dB worse signal-to-noise ratio than the 100% roll-off pulse. 

3.2.2 Synthesis of the Sampled Pulse Shapes 

The stepped waveforms of the two types of sampled pulses car. 

be considered as being the impulse responses of transversal filters 

whose tap coefficients correspond to the amplitudes of the steps. 

Hence such a filter can be used to synthesise the pulse shapes. 
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The realisation of the filter used to synthesise the 33% 

roll-off pulse is shown in Fig. 3-2.13. We see that at the input 

the digital bit stream is gated by a pulse whose width is that of 

one "step". This pulse is periodic at the bit rate (i.e. its period 

is l/2f c - see Fig. 3-2.11). The output of the gate is fed into a 

series of TTL shift registers which respresents the delay line of 

the filter. They 3.re clocked by a frequency having the same period 

as the gating pulse. Hence the gating pulse ripples down the shift 

register chain whenever a "1" is p^sent in the digital bit stream. 

The outputs of the shift registers are connected to NOR and 

OR gates. These gates have open-collector outputs. They, in effect, 

present a short circuit to earth for a "0" and an open circuit for a 

"1". The filter taps are realised by connecting resistors correspondir.y 

to the step heights from these gate outputs to the virtual earth of a 

shunt-feedback amplifier. The virtual "earth" is at a fixed positive 

voltage. This amplifier acts to sum the taps as follows. Let us 

assume that all the shift register outputs are at "0". Now let a "1" 

appear in the digital bit stream so that the gating pulse causes a 

"1" to be rippled down the shift register chain. Then the pulse 

shape depicted will appear at the amplifier output. 

A design feature is that the virtual earth of the amplifier 

sat at 1/2 of the supply voltage. Also a further resistor was 

connected from the supply voltage to the virtual earth to offset 

the amplifier output to zero. These two facts ensured that changes in 

the supply voltage did not produce any offeet voltage at the amplifier 

output. This is an important factor when setting the level of modulation 

(see section 3.3). 
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The generation of the sampled pulse for the 100% roll-off 

ease was similar but here only the main lobe was generated. Hence 

half the number of gates were needed. 

We now summarise the bit-rate values that were used in the 

test system. 

3.2.^ Bit Rate Values 

The band-limit frequency F of the pulse spectra was made 

3.2 KHz in order to use the highest bit rates in accordance with the 

HF channel bandwidth requirements. Hence the maximum raw bit rates 

used were: 

(a) for the 100% roll-off pulse B = 3.2 Kb/s (from eqn. 3.2.5) 

(b) for the 33% roll-off Dulse B = 4.8 Kb/s (from «qn. 3.2.6) 

In section 3.1.3 we saw though that the overall bit rate was 75% of 

the raw bit rate because of the frame furmat of data transmission. 

Hence the maximum bit rate figures were: 

(a) 100% roll-off B = 2.4 Kb/s 

(b) 33% roll-off B = 3.6 Kb/s 

For the reasons given in section 3.1.1 the bit rate was 

reduced by leaving gaps, or blanks, after each pulse. Hence,if 1/N 

is the bit-rate reduction factor pulses a**e transmitted at intervals 

of l/2f N (see Figs. 3-2.6 and 3-2.10). The bit rate figures used 
c 

then are summarised in Fig. 3-2.14(a) and (b). As can be seen the 

bit rate was varied from 3.6 Kb/s to 0.4 Kb/s overall. 

« 



-102-

3.3 DISCUSSION OF THE METHODS OF MOD'.'LATION 

The three basic methods of carrier modulation, viz. 

amplitude, phase, and frequency, were to be compared in the experiments. 

(As is usual in digital terminology they will be referred to as ASK, 

PSK, and FSK respectively.) 

In section 3.3.1 we consider ASK and PSK. We will see that 

c binary PSK system can be implemented by treating it as bi-polar 

ASK. We will see how the pulses generated by the pulse shaper are 

combined to produce the type of modulation required. We will also 

find the aspects of these different modes compared. 

In section 3.3.2 FSK is examined as a method of serial binary 

conwunication. We will see that it presents the significant 

disadvantages (compared to ASK and PSK) of requiring greater bandwidth 

and of being non-1inedr. It was concluded therefore that its testing 

in the experiments was not justified. 

3.3.1 ASK and PSK 

Three types of ASK(each having different modulation levels), 

and one type of PSK, were used in the experiments. cirst of all we 

must consider what is meant by the term "modulation level" in order 

to define the modes. 

Let f(t) be a general modulating signal having f , f . v
 '

 3 a m a x m i n 

and f as, respectively, its maximum,minimum and peak-to-peak values. 
rr 

Let it be biased about zero such that 

f = - f . 
max min 

as shown in Fig. 3-3.1. 



-103-

f(t) is modulated by multiplying it with the carrier cos Wt, and 

the modulation level i: adjusted by the addition of an amount of carrier 

V cos wt. The modulated signed S(t) is then: 

S(t) = [f(t) + V] cos w c t (3.3.1) 

Two amplitude modulation (AM) modes can now be defined:-

(a) AM plus carrier 

Here: 

Then the signal is said to have a modulation "level M 

qiven by: 

f 
M = EE x 100% 

V * fpp/2 

For example, when 

v • V 2 

the modulated signal has a modulation level of 100%. 

The general situation of S(t) is shown in Fig. 3-3.2. 

A feature of the "AN plus carrier" mode is that 

V + f(t) * 0 for all t 

because 

V * - f . 
m m 

Therefore the modulated carrier experiences no IT phase 

shifts which the zero crossings of the modulating signal 

v/ould otherwise cause. Hence rectifier or envelope detection 

can be employed. 
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(b) AM with suppressed carrier 

This mode arises when: 

V = 0 

The resultant mode is termed "suppressed carrier" 

because modulating signals such as a sine wave have 

a mean value of zero when biased as in Fig. 3-3.1. 

Then the spectrum of S(t) has no component centred 

on the carrier frequency because there is no dc 

content in the signal at baseband. 

The use of the "AM with suppressed carrier" mode 

means that, for a given peak value of the modulated 

carrier, the maximum value of the modulating signal 

ran be obtained at the receiver. However the 

modulated carrier contains 0 and IT phase modes and so 

some form of coherent detection is necessary. 

We can now define the different types of ASK and PSK used 

in the test system. Before doing so though it is helpful to consider 

how aspects of each type are likely to affect the operation of the 

receiver system in order to see why each was chosen. 

(1) Ratio of eye opening to peak modulated signal level (the eye 

opening bcino the difference between the "1" and "0" levels at 

the sampling instants ) 

One feature of each modulation mode to be compared is what 

signal-to-noise ratio does it produce at the receiver? For there 

to be a worthwhile evaluation of this some parameter of the modulated 

signal level must be fixed. It is obviously desirable that the 



signal-to-noise ratio of the received signal is as high as possible. 

Hence the transmitter power amplifier should be functioning close 

to overloading. Now the maximum-power limitation in an amplifier 

designed for a known load (the aerial) is that of peak power as 

opposed to mean power. If the peak power rating is exceeded then 

at the point where the amplifier output-stage voltage swing "touches" 

the power supply rails the carrier is clipped. Carrier harmonics 

would then be transmitted causing interference with other users. 

Hence the level of the maximum part of the carrier envelope should 

be fixed such that at this instance the transmitter power amplifier 

is just below saturation. (In the test system this operation was 

performed by Block 3-5 in Fig. 3-0.1.) 

Hence in order to have a comparative measure for each mode 

of the received sign?"1 -to-noise ratio we mu^t consider the ratio 

of the eye opening to the peak modulated signal (the eye opening 

being that of the received signal). 

(2) Average level of the modulated signal 

A phase-locked loop was used in the receiver for carrier 

extraction (see section 3.7). A PLL performs better the higher the 

average signal-to-noise ratio. Since the peak power has to be fixed 

the average power varies according to the type of modulation and 

the value of the bit rate. 

(3) Whether the type of mode has a residual dc level 

As will be seen in the later sections the presence after 

demodulation of any residual dc in the pulse stream affected certain 

receiver operations. These are: firstly that the decisionmaking 

threshold would be shifted; secondly the type of equaliser that was 

realised treated any residual dc as intersymbol interference and 
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therefore introduced level shifts of its own. Hence it was necessary 

to remove the d.c. and, as we will see in section 3.9 , this process 

as implemented amplified the noise present in the pulse stream. 

(4) Whether the mdoulated carrier has uni-phase or bi-phase components 

If the modulating signal has no zero crossings the carrier when 

modulated is of constant phase. Thus a carrier extractor such as a 

phase-locked loop need be stable only in the one phase. However if 

the modulating signal has zero crossings then since 

- A cos w t = A cos (w t + TT) U V 

the module ted carrier has 0 and fr phase components. Then the PLL 

will need to be stable in both phase, modes. Such a system is 

likely to "flip" between the two stable modes which would give rise 

to error bursts at the receiver. 

Each of the modes that were tested, viz. the three types of 

ASK and the ^ne type of PSK, are now described. The pulse stream 

diagrams for each mode are shown in Figs. 3T3.3 and 3-3.4. 

Fig. 3-3.3 illustrates the pulse-blanking method of reducing the bit 

rate (see Fig. 3-2.14 for the correspondence between the bit-rate 

reduction factor and the bit rate). Fig. 3-3.4 illustrates the data-

interrupt period where the set-up pulse is transmitted (see 

section 3.1.3). In these two diagrams the pulses are represented 

by triangles for ease of drawing. (The triangles correspond to the 

pulse main lobes.) The diagrams are drawn to scale to produce a 

peak modulated carrier level of V. Hence the eye-opening levels can 

be appreciated. (Modulation is assumed to be performed by straight 

multiplication by cosw tof the waveforms in the diagrams.) The 
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receiver-operation considerations (1) to (4) referred to earlier 

are summarised for each mode in Fig. 3-3.5. 

We now describe each mode: 

(a) ASK 

Conventionally, if T is the bit-rate period, the binary "1" 

is transmitted as: 

A sin w t 0 < t < T 
c 

0 otherwise 

The binary "0" is transmitted by a space (i.e. no signal). 

This ideal ASK system is termed On-Off Keying, and can be 

described as being formed by 100% carrier modulation with square 

pulses. However, as has been discussed, band!imited pulses must be 

used and so pulses having raised-cosine spectrums were used in place 

of square pulses in the tost system (section 3.2). Because these 

pulses have sidelobes there are zero crossings present in the 

unmodulated signal. Hence the modulated carrier contains 0- and 

IT- phase components. 

(b) ASK plus carrier (ASK + C) 

This mode is identical with (a) except that some residual 

d.c. was added to prevent zero crossings caused by the pulse side-

lobes. The resultant modulation level was 80%. 

( c ) ASK-suppressed carrier (ASK-SC) 

Again the pulse stream is the same as used for the ASK mode. 

However it has now been biased so that the maximum and minimum 
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parts of the waveform equally span the zero level. Hence this mode 

qualifies for the "AM with suppressed carrier" term defined earlier. 

(d) PSK 

In a binary PSK system the carrier is shifted by TT for the 

opposite polarity bit. Since 

cos(w ct + IT) = - cos w Q t 

binary PSK can be realised with a bipolar ASK format as illustrated 

in the pulse-stream diagrams.A "1" is transmitted with a positive 

pulse and a "0" is transmitted with a negative pulse. 

The three ASK modes were realised in the test system by 

using one of the pulse-shape synthesisers described in section 3-2.2. 

The PSK mode used two, one for positive pulses, and one for negative 

pulses. The digital bit stream was multiplexed between the two 

according to the polarity of each individual bit. 

We now discuss the FSK mode of modulation to see whether 

it presents a feasible means for high-speed serial data transmission 

over the HF channel. 

3.3.2 FSK 

The first step is to investigate whether frequency modulation 

is linear and so whether, in order to counteract the likely presence 

of multipath, FSK can be equalised. 

Let M[f(t), t ] represent a general modulation process on 

a signal f(t), and let D [ g ( t ) , t ] be a general demodulation process 

on a received signal g(t). 

-The effect of multipath is to sum up delayed versions of the 

modulated signal. Let us assume that, for example, a two-path 
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situation exists. Then the received signal is: 

A-jMQfft+t-,), t+t1 3 + A2M Qf(t+t 2), t + t 2 L 

t-j and t 2 are the propagation delays of the two paths and A-| and A 2 

are the path strengths. 

The linearity requirement of the modulation process is that, 

after demodulation, we have 

D CA-jM C f (t+t-j), t + t ^ + A 2 MlI f( t+t 2 ) , t + t 2 l ,t "J 

= B-jf (t+t-j) + B 2f(t+t 2) + K (3.3.2) 

where B-j, B 2 , and K are constants. Then t h e ™ is no cross-coupling 

between f(t+t-j) and f(t+t 2) and so samples of f(t+t 2) can be added 

or subtracted from f(t+t-j), or vice versa. This is the action of 

orthodox equali sers. 

R>r example, let us test coherently-detected AM for 

linearity using the above definition. We have the modulation process 

a£: 

M [f(t),t] = f(t) cos w t 

The received signal g(t) is 

g(t) = A^f(t+t-|) cos(w ct+ e-j) + A2f(t+t-j) cos(w ct+e 2) 
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where 

and 

c 2 

and A-j and A 2 are propagation constants as above. 

The demodulation process is the operation 

1 

DCg(t), O = g(t) cos(w ct + e 3 ) 

followed by a low-pass filter to remove frequency forms of value 

Hence, for the abcve example, this coherent demodulation 

process leads to 

DQg(t),t] = A 1cos(e 1-e 3)f(t+t 1)/2 + A 2cos(e 2-o 3)f(t+t 2)/2 

£ A-j/2 Hcos(flj-d3) and F A 2/2] cos(0 2-0 3) are obviously 

constants, and so AM, coherently detected, is a linear process. 

The same procedure will now be applied to FM. The modulation 

process here is given by 

2w ct. 

M [ f ( t ) , t ] = c o s [ w c t + k/f(t)dt] 

where k is a constant. 
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The demodulation process determines the instantaneous 

frequency of a s i g n a l H e n c e : 

D[cos0(t),t] = A -^[tl 

Thus, 

D[cos(w ct+k /f(t)dt),t] = A ^ (w t + k/f(t)dt) 

= Aw c + Akf(t) 

i.e. the original modulating signal is recovered, together with the 

constants A, w c , and k. 

Now, as in the example for AM, wc wish to know 

D C A ^ Q f(t+t.]), t+t^] + A 2M [f(t+t2), t + t 2 ] , t } 

Let 

R(t) = A 1 M H f(t+t-|), t + t ^ + A 2 M [ f ( t + t 2 ) , t + t 2 3 

= A-|Cos(wct + k/f(t+t-|)dt + <J>.|) ;• A 2 cos(w ctk/f(t+t 2)dt + <j>2) 

where A-j and A 2 are the multipath strengths and, 

= V l ' = V z 

Let us write 

e ^ t ) = w t + k/f(t+t-j )dt + <()1 

and 

e 2(t) = w t'+ k/f(t+t2)dt + <f)2 
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Th en 

R(t) = A-j cose^t) + A 2 cos9 2(t) 

This function is drawn as a phasor diagram in Fig. 3-3.6 

R(t) can be written in the form 

R(t) = S(t) cos0(t) 

where 

S(t) = f [ A r A 2 , 0-j (t), 0 2 ( t ) J 

and, by inspection of Fig. 3-3.6, 0 (t) is given by: 

A 1 sinG, + Ap sin0 2 

tane = ~ : (dropping the bracketed t) 
A-j cos0-J + A 2 COS02 . 

Now the demodulator output is given by 

D [ c o s 6 , t ] -

Let tan0 = x 

where 
A-|Sin0-| + A 2 sin© 2 

x 
A-JCOS0-| + A 2 COS02 

Then differentiating tan0 = x leads to 

m se°2 9 = * 

(1 + tan
2
0) = x 

d0 x 

d t " 
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Let us evaluate the expression for de/dt in sections. 

Firstly: 

? 2 
1 + x = 1 + QA-j sinQi + A sin02)/(A-j cos61 + A^ cos0 2) ] 

2 
[A^COSQ^ + A2 COS02] + [A-j sin0.j + A2 sin0 2] 

P 
[A1 COS0.J + A2 COS0.J 

A2 + A2 + 2A-JA2 COS(01 - 0 2 ) 

2 
[A-J CCS0-J + A 2 COS02] 

Secondly: 

A-j sin0- + A 2 cin0 2 

X —~ 1 

A | COS0-J + A 2 COS02 

*. Differentiating this expression to find x leads to: 

• 9 • 0 
+ A1A2 cos(0i"e2fl + e2^A2 + A1A2 cos(0i"e2fl 

x = 2 
[A-j COS©^ + A2 cos02l 

Now the required function Ad0/dt (the demodulator output) 

is given by 

Ad0 _ Ax 
d t = 

2 
By substituting for x and (1 + x ) and simplifying we have 

Ad0 
0-|A[A^ + A-jA2 cos(0.j-e2)] 0 2A[A 2 + A-jA2 c o s ( 0 - j i l 

A 2 + A 2 + 2A-JA2 COS(0-J-02) A 2 + A 2 + 2A-JA2 cos(0-j-02) 
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Now 

and 

Hence 

and 

' fft+T,) F 1 [fft+Tj), f(t+T 20-' f ( t + T 2 ) F 2 C f ( t + T r f(t+ T l)] 

Comparing this to equation (3.3.2) shows that FM is a non-linear 

process and so not amenable to equalisation. The removal of 

intersymbol interference from f(t + t 2 ) (say) would be precluded 

because i t i ^ modulated after demodulation by a complex function of 

f(t + t-j) and f(t + t 2 ) . This cross-modulation would be even '".ore 

complicated if three or more multipaths were present. 

Since FSK cannot be equalised it will be at a severe 

disadvantage compared to the ASK and PSK modes in the presence of 

multipath. A tneoretical investigation is now made to see how 

the performance in noise of FSK compares to ASK and PSK bearing 

in uiind the Dandwidth restrictions imposed on the HF channel. 

6-j = w c t + k/f (t+t-j )dt + ^ 

0 2 = w c t + k f f ( t + t 2 ^ d t + 

61 = w c + k f ( t + t i ) 

e 2 = w c + kf(t+t 2) 

Substituting for 0-, ,and :09 leads clearly to 
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In FSK, the two binary symbols are represented by two 

waveforms: 

S-j (t) = A cos w, t 0 < t < T 

= 0 otherwise 

c f 
c 
(t) = A cos w x t 0 < t < T 

= 0 otherwise 

T is the bit period. 

An FSK bit stream then is equivalent to an FM carrier where 

the modulating signal, r(t) say, is a square wave. The FSK modulated 

carrier S(t) can thus be represented by 

S(t) - A cos (jwc -i w.jr(t)]t) 

where r(t) = +1 for one symbol and -1 for the other symbol, w-j is 

the frequency deviation and is given by w,-w (= w c~w x). w c is the 

carrier frequency 

In order for us to determine the noise performance of FSK, we 

first of all have to deal with a general FM signal, R(t), say. Let 

R(t) be written as: 

R(t) = A cos[w ct +6(t)] 

The term "Frequency Modulation" implies that the instantaneous 

frequency of R(t), w^ say, is given by 

w. = w c + kf(t) 
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where f(t) is the modulating signal and k is a constant. 

Now the instantaneous frequency of R(t) is the diffeential 

of the phase, i.e.: 

w i = ^ n v + e(ta 

= " c * ^ 

Hence by comparing the equations for w^ we have: 

kf(t) = 

.:. 0(t) = k/f(t)dt 

Hence the expression for a basic FM signal is: 

R(t) = cos[w ct + k/f (t) dt] (3.3.3) 

The expression for the signal-to-noise ratio of the 

demodulated signal, bandpass noise naving been added to the modulated 

signal, will now be derived. 

Fig. 3-3.7 is a block diagram of the FM demodulator. The 

bandpass filter has a bandwidth 2w^ equal to the bandwidth of the FM 

signal. The input to this filter is 

A cos|w t + k/f(t)dtj + n(t) 

the noise n(t) being "white" and "Gaussian". 
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The output B(t) of the bandpass filter is: 

B(t) = A cos[w t + k/f(t)dt] + n (t) cos w t + n (t) sin w t 

U U U J V 

(3.3.4) 

where n and n are independent low-pass Gaussian waveforms. 
C 3 

The action of the discriminator is to produce an output 

proportional to the differential of the phase of the input signal, 

i. e. 

if the input is cos9(t) 

the output is C ^ t ^ 

where C is a constant 

From eqn. (3.3.3) the discriminator output for R(t) would 

be: 

d 
C ^ [wct + k/f(t)dt] 

= Cw c + Ckf(t) (3.3.5) 

This expression contains a constant term Cw c plus the baseband signal 

f(t) multiplied by a constant. Thus the discriminator has recovered 

the modulating v/aveform. 

We have established the signal component in the discriminator 

output in eqri. (3.3.5). We now find the component containing noise 

when the input is a signal such as that expressed in eqn. (3.3.4). Let 

the modulating signal f(t) be zero. Then eqn. (3.3.4) becomes: 
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B(t) = A cos w t + n - (t) cos w t + n (t) sin w t 

= X(t) cos[wct + Z(tfl 

where 

and 

i 
X(t) = C(A+nJ 2 + n V 

n s(t) 
tan Z(t) = 

n c(t) + A 

The output of the discriminator is the instantaneous 

frequency: 

" C ^ + Z ( t3 * 

= Cw c + CZ(t) (3.3.6) 

Clearly the noise component is CZ(t). This is solved (as before) by 

differentiating tan Z(c): 

^ [tan Z(t)] = ^ [n s(t)/(n c(t) + A)] 

. r 2 n (t) n (t)nc(t) 
Z(t) [1 + tan Z(tf| = — - — ^ 

n (t) + A [n (t) + A]" 

Substituting for tan Z(t) and simplifying leads to 

n,.(t)[n (t) + A ] - n (t) n (t) 
Z(t) = -5 ^ s c 

LA + n (t)] + n^(t) 
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Because of the unwieldy nature of this expression the usual 

approximation^^ will have to be made that A is much greater than 

n r(t), n_(t) and their derivatives. The expression for Z(t) now 
*» s 

reduces to; 

Z(t) = n s(t)/A 

In order to obtain an expression for the signal-to-noise 

ratio at the output of the FM demodulator we have to know the noise 

power of Z(t). 

Differentiation corresponds to passing the sinnal through a 

filter having 2 transfer function jw. The spectral power density 

response of such a filter is: 

G Q ( W ) = |jw|2 G ^ w ) 

where G Q(w) and G^(w) are the output and input speccral densities. 

Hence the spectral power density of Z(t),G (w), is given by: 

G z(w) = ^ G s(w) 

where G $(w) is the spectral density of n $(t). This is flat and low-

pass. Let its density be N. Hence: 

2 
G (w) = ^ N 

z A 

Referring to Fig. 3-3.7, the discriminator is followed by 

a low-pass filter. Its cut-off frequency w is equal to the maximum 

frequency component in the modulating signal f(t). w m is less than 

Wg (the equivalent cut-off frequency of the bandpass filter before 

the discriminator) since, as will be shown, frequency modulation 
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increases bandwidth. 

G z(w) is drawn in Fig. 3-3.8.. The noise power N Qat tha 

low-pass filter output is the shaded area. Its value is: 

C m 
N 0 = C j G (w) dw 

-w m 

w 9 
m w 2 • 

^ N dw 
~w A m 

.'. N = 4 B vil (3.3 
o 3 p̂ c. m x 

Having found the noise "level we wish to define a signal 

level for the digital case in ordc;r to derive a signal-to-noise 

ratio expression. In the digital case the "signal" is the eye-

opening Value E. 

The modulating signal (f) in FSK is a pulse r+ream having a 

value of, say 

w-j/k for the binary "1" 

-w-j/k for the binary "0" 

at the decision making instant . From eqn. (3.3.5) the eye-opening 

E at the discriminator output will be 

E = Ck 

i.e. 

E = 2Cw 

W-J -W.J 

F" ' "IT 
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Let us define the signal-to-noise power in the digital case as 

H 2 / N 0 

Hence the signal-to-noise ratio for FSK is given by 

SFSK = 

(2CWl)2 
= —3 7 

m 
2 2 6A w^ 

• • ^cci/ = o (3.3.8) 
N w^ 

m 

An equivalent expression will now be derived for ASK 

in order to comparc their noise performances. 

As has been argued the limitation of the maximum possible 

signal in a normal transmitter power amplifier is that of peak power. 

Thus, in order to have the equivalent signal power of the described 

FSK system, the ASK-modulated signal f(t) must be, at the decision 

making instant , 

f(t) = A cos w t for a "1" 

and 

= 0 for a "0" 

An ASK demodulator system is shown in Fig. 3-3.9. The 

bandpass filter now has a bandwidth equal to that of the modulating 

signal. The output of it is: 

f(t) cos w t + n (t) cos w t + n (t) sin w t 
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The coherent detector is equivalent in operation to 

multiplying the above expression by cos w £t and then low-pass 

filtering to remove the cos 2w t and sin °2w t components. Hence 0 0 
the demodulated signal is: 

f(t) + n c(t) 

The signal power is again taken as the eye-opening, E, 

2 
squared, i.e. A . 

The spectral density of the noise must be the same as for 

the FSK case, i.e. N. The r.oise power in n c(t) is therefore its 

spectral density, which Is N times the total bandwidth 2w m. 

Thus the ASK signal-to-noise ratio S ^ ^ is: 

SASK = A ' / 2 w
m
N 

The comparative bignal-to-noise ratios of the FSK and ASK 

cases are found by combining this equation with eqn. (3.3.8), thus: 

SFSK 6A2w?/Nwr
3 

S 
i m 

ASK A 2 / 2 w N 
m 

2 
SFSK =

 1 2 v /l (3.3.9) 
SASK m 

Eqn. (3.3.9) shows that the higher the frequency deviation 

w-j the greater the improvement in the signal-to-noise ratio. However, 

as will be shown shortly, increasing the frequency deviation increases 

the bandwidth of the FM signal. A channel such as HF radio is 

band!imited and so the value of the modulating signal bandwidth w m would 
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have to be reduced, leading to a lower bit rate being possible than 

for ASK. The next step in the analysis therefore is to establish 

an expression for the bandwidth of an FM signal as a function of 

the frequency deviation (w-j) and the modulating-signal bandwidth 

It is most easily obtained when the modulating signal is a 

sine wave. Taub and S c h i l l i n g ^ ) take the modulating signal 

v(t) as: 

v(t) = A cos(w ct + kjB cos w mt dtj 

where B cos w t is the modulating signal, w is the carrier frequency 
m c 

and A and k *re constants. 

They write it as: 

W1 
v(t) = A cos(w t + 77- sin w t) x ' c w„, m m 

w-j being the frequency deviation. They now express it as an infinite 

series of Bessel functions J n(C), where: 

W1 
C = — w m 

C is term the modulation index. The series for v(t) is then: 

v(t) = J 0(C) cos w c t - ^(CJtcosCw.-wJ t-cos(wi + w m)t] 

+ J 2(C)[cos(w i-2w m)t+cos(w i+ 2w m)t] 

+ J3(C)[cos(wi-3wm)t-cos(w1.+ 3w m 

+ etc. 
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This expression indicates that there are an infinite number 

of sidebands spaced on either side of the carrier at separations of 

w m , 2w m, 3w m, etc. This implies that even if the modulating signal 

is bar.dlimited the FM signal has infinite bandwidth. Taub and Schilling 

have made a definition of bandwidth for FM as being that which contains 

98% of the signal power (this is for a sine-wave modulating signal). 

By examining the table of Bessel functions they have shown that the 

equation for the FM bandwidth w^ is: 

w B = 2 ( w 1 + w m ) (3.3.10) 

(This is known as Carson's Rule.) • 

L a t h i u s e s a heuristic argument to estimate the FM band-

width for a general ri.odulating signal having a band!imited nature. 

By the sampling theorem a band!imited signal can be represented by 

a square-topped sampling function. If f(t) is bandlimited to f the 

Nyquist sampling period is 1/2 f .. The spectrum of the FM carrier for 

this "staircase" sampled waveform consists of pulses having (sin x)/x 

shapes. These are centred on instantaneous frequencies corresponding 

to the pulse heights. The maximum instantaneous frequency is 

w c + k|f(t)l m a x 

= « c
 + wl 

This spectrum is shown in Fig. 3-3.10. 

By making the approximation that the energy of the (sin x)/x 

function is concentrated in the main lobe the entire FM signal spectrum 
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can be said to lie in the range 

w -(wn + 2w m) to w^ + (w.. + 2w ) 
c v 1 m y c v 1 m' 

where 

w = 2irf. 
m m 

The angular-frequency bandwidth w^ is thus 

w B = 2 ( w 1 + 2 w m ) (3.3.11) 

or 

W B = 2(C + 2) w m 

However this equation does not hold for the case known as 

Narrowband FM. Here 

Wi « w m I m 

and so in the general expression for an FM signal of 

cos(w ct + k/f(t)dt) 

we have 

k/f(t)dt « 1 

for all t. Hence the Narrowband FM signal can be written as 

cos w £ t + k/f(t)dt sin w Q t 
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Th i s is equvalent to a carrier and sidebands; in other words, 

an AM signal. If the spectrum of f(t) is F(w), the spectrum of 

/ f(t)dt is F(w)/j w 

Thus, if f(t) is bandlimited to w m> the FM signal bandwidth in the 

Narrowband case is 2wm« However eqn. (3.3.11) gives the result for 

the Narrowband case (w^ « w m ) as 4w m. Hence this equation gives an 

exaggerated estimate of FM signal bandwidth at low modulation indices 

( W ] « w m is equivalent to there being a low modulation: index C oecause 

C = V V -

In our particular case of comparing FSK with ASK we require 

from eqn. (3.3.9) that 

12 w* 

m 
> 1 

i.e. 

w-i > 0.3 w 
1 approx m 

in order for FSK to be an improvement over ASK in the presence of 

noise. Let us make 

w, = 0.5 w m I m 

in order for FSK to be a significant improvement (5 dB). Then let 

us see what the FM signal bandwidth is likely to be. 

Since w-j is approximately equal to w the Narrowband FM 

approximation cannot be made. Let us therefore combined eqns. (3.3.10) 

and (3.3.11) to say that the FM signal bandwidth is 

w 
B = 2 ( " L + 1 - 5 W M > 
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Hence if w, = 0.5 w 1 m 

W B = 2(0.5 w m + 1.5 V 

Now in the ASK case the bandwidth of the modulated signal 

is simply twice the bandlimit frequency of the modulating signal, 

i .e . 2wm. m 
Hence the FSK modulating signal has to have one-half of the 

bandwidth of the equivalent ASK modulating signal in order to give 

an improvement in signal-to-noise ratio of 5dB for the same modulated 

signal bandwidth*. In other words the channel capacity is reduced by 

50% which is an unacceptable reduction. Furthermore the FSK data 

pulse would have to be twice as wide as that for ASK resulting in 

increased susceptability to intersymbol interference in multipath 

conditions. 

The conclusion is that, for this investigation: of the error 

performance at high data rates over HF radio using serial transmission, 

FSK is of no use. It cannot be equalised because of its non-linear 

nature, and its bandwidth requirement for significant noise-performance 

improvement over ASK (and even more so for PSK) is too great. 

Having discussed the methods uf modulation used in the test 

system we now examine the remaining parts of the transmitter hardware. 

*In practice, because of the "threshold" effect in FM, at low signal-

to-noise ratios the frequency deviation would nave to be made somewhat 

greater. This would necessitate an even bigger decrease in the 

modulating-signal bandwidth. 
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•3.4 THE PRE-EMPHASIS LOW-PASS FILTER 

The primary use of this filter in the test system was to 

remove the pulse spectra centred on harmonics of the sampling 

frequency. As was stated in section 3.2.1 on the pulse shaper9 a 

VJ-.UN C v U V V . . . 

second-order fi 1 ter hatred-on the bandlimit frequency was found to 

be sufficient. 

A secondary function of this filter was to improve the 

signal-to-noise ratio at the receiver by using its pass-Land 

section to pre-emphasise the signal spectrum. This method is 

described in section 3.8. 
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3.5 THF MODULATOR AND AUTOMATIC GAIN CONTRU! (AGC) 

The modulator was a straightforward double-sideband system 

(DSB). Hence the baseband signal (the waveforms in Figs. 3-3.3 and 

3-3.4) was simply multiplied by the carrier cos w ct. Single-sideband 

modulation was not considered to be feasible to implement in these 

experiments because of its complexity. Also there would have been 

the problem of carrier extraction at the receiver for demodulation 

purposes. DSB permits the use of a phase-locked loop. 

The purpose of the automatic gain control was outlined in 

section 3.3. It was to compensate for the different modulation modes 

and bit rate^*. Its output was such that the peak-modulated signal 

was always fixed to allow the transmitter povter amplifier to be 

operating at just below saturation. 

This concludes the discussion of the transmitter hardware. 

The radio link is now described. 

*The AGC was connccted after the modulator, and so also compensated 

for variations in the modulator output for different carrier 

frequencies. 
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3.6 THE RADIO LINK 

The transmitter was situated at Havant, in Hampshire, 

and the receiver v/as situated at Wick, in the north of Scotland. 

The path length was approximately 1000 Km. The transmitter used 

a power amplifier whose peak-power capability was 2 KW (i.e. 1 KW 

average power for an unmodulated carrier). The transmitter aerial 

was of the horizontal log-periodic type, details of which are given 

in Appendix 3.2. 

The receiving aerial was a vertically-mounted half-wave 

dipole tuned to 5 MHz. (The carrier frequencies used in the tests 

varied from 4 to 7 MHz.) The communications receiver was of 

standard type (being a Racal RA17). The receiving ctation was 

situated in an unpopulated area, so the level of man-made noise picked 

up from nearby surroundings was expected to D3 relatively small. 

The receiver hardware is now discussed, starting with 

the demodulator system. 



-131-

3.7 DEMODULATION SYSTEM 

Here we see the methods of demodulation analysed. In 

section 3.7.1 we deal with coherent demodulation of the three ASK 

modes and the one PSK mode. Part (a) discusses the respective 

performances of ASK and PSK assuming perfect carrier extraction. In 

part (b) the structure of the carrier extractor used in the test 

syst?:n, a phase-locked loop, is described. Its performance in noise 

is given in order to see how closely it approaches the perfect carrier 

extractor. 

In section 3.7.2 we see that the ASK mode was also detected 

incoherently, by full-wave rectification. We see that theoretically 

rectifier detection leads to inferior performance ir. the presence of 

noise as compared to coherent detection. We find that furthermore 

it is a non-linear process and so see that a pulse stream demodulated by 

this method cannot have any intersymbol interference present removed 

by an equaliser. However, because it is an asynchronous system its 

use was incorporated into the test system. It was felt that it would 

provide a more reliable means of detection than a PLL and so be a means 

of evaluating the PLL performance in the field trie is. 

The theoretical error performances of ASK and PSK coherently-

demodulated, and ASK rectifier-demodulated, are shown in Fig. 3-7.1. 

3.7.1 Synchronous Detection 

This section is split into two parts: 

(a) The theoretical error performance for ASK and 

PSK in the presence of Gaussian noise is 

evaluated. Perfect carrier extraction is 

assumed. 

(b) The phase-locked loop used for carrier extraction 

is analysed. 
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(a) Error performance of PSK and ASK assuming perfect carrier extraction 

The input to the demodulator is modelled as in Fig. 3-3.9. The 

channel is assumed to add Gaussian noise n(t) to the transmitted 

signal f(t) cos w ct, f(t) being the pulse stream. (In practice the 

channel noise is not Gaussian (see chapter two), being composed mainly 

of interference. However, our assumption of the noise as being 

Gaussian simplifies this a priori evaluation of the demodulation 

techniques.) The bandpass-filter bandwidth is small compared to its 

centre frequency. Thus the noise at the filter output can be 

represented in the narrowband form, as shown in S c h w a r t z b y 

n ft) cos w t + n c(t) sin w^t 
C C V> 

where n c(t) and " s(t) are independent low-pass Gaussian processes 

each having the same bandwidth as the bandpass filter. 

The total waveform at the filter output is: 

f(t) cos w t + n (t) cos w t + n (t) sin w t V v V d V 

Perfect synchronous detection involves multiplying the 

above signal by cos w c t , and then low-pass filtering to remove 

components at the 2w frequency. The resultant signal is: 

f ( t ) + n c(t) 

Vie now give the error probability for the ASK mode 

(mode (a) in section 3.3.1) and the PSK mode. 
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ASK 

Here f(t) has an amplitude at the sampling instant of A 

(say) for the binary "1" and zero for the binary "0". 

The error probability is determined as follows. The 

probability distribution at the decision-making instant is that 

of the level (at this moment) of f(t) added to the Gaussian 

(37) 

probability distribution of n c(t)
v '. The optimum decision level 

must be determined. Since the distribution shape is independent of 

f(t) this level is a fixed fraction of the pulse amplitude which, by 

considerations of symmetry,is one-half (see section 3.12). The 

result for the error probability, Pe»is given in Taub and Schilling^^ 

as: 

P e = \ erfc — 
2/(2N) 

where A is the pulse height, or eye opening in this case, N is the 

noise power of n c(t), and erfc x is the complimentary error function. 

Defining a signal-to-noise ratio S as being: 

S = A 2/N 

we obtain: 

P = i erfc — (3.7.1) 
e c 2/2 

This function is plotted in Fig. 3-7.1. 
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PSK 

As argued in section 3.3 all modulation modes must have 

the same peak modulated signal. With the bipolar pulse scheme used 

to implement PSK a "1" is therefore a positive pulse of height A 

and a "0" is a negative pulse having the same value (see Figs. 3-3.3 

and 3-3.4). Thus the eye opening is 2A, and so the error probability 

is: 

D 1 * 2A 
Ke " ? e r T C 2/(2N) 

Hence: 

P 1 erfc (3.7.2) 

2/2 

Equations (3.7.1)and(3.7.2)show that PSK gives a four-fold 

(i.e. 6dB) improvement in signal-to-noise ratio over ASK. Thus, in a 

plot of error probability against signal-to-noise ratio, the PSK 

curve is identical in shape to that of ASK but shifted to the origin 

by 6dB. Both error probability curves are plotted in Fig. 3-7.1. 

We now see the phase-locked loop carrier extractor 

described, and find how closely it resembles synchronous detection. 

(b) The phase-locked loop carrier extractor 

The error probability curves evaluated for PSK and ASK 

assumed perfect carrier extraction. In practice the reference-carrier 

output from the PLL is of the form: 

cos[w ct + 0(t)] 

where 0(t) is the phase error. It will be a noisy waveform if the 

input signal has additive noise. In this section we determine the 



effect of 0(t) in worsening the error probability in additive noise. 

First of all we attempt uo derive theoretically the 

dependence of 9(t) on the value of the additive noise. We assume 

this noise is narrowband. 

The realisation of the phase-locked loop is shown in block-

diagram form in Fig. 3-7.2. The positive zero crossing of the 

carrier triggers a monostable via c hard limiter. Thus a constant-

width pulse is generated in each cycle. The output of the monostable 

is fed into the phase comparator. Its equivalent operation is shown 

in Tig. 3-7.3. (a) and (b) show the out-of-lock positions. In 

(a) the mean value of Ip r, the current output of the phase comparator, 

is positive. Tnis is fed into the loop filter shown in Fig. 3-7.4. 

The resultant increase in the voltage-controlled oscillator (VCC) input 

voltage makes its output frequency higher. Thus the VCO output waveform 

X V C Q is shifted to the left. In the opposite out-of-lock position (b) 

the converse occurs. 

The effect of the loop filter capacitor C is to slowly 

integrate the effects of the input current I . Its value can be 

ass"nied to be large so that the I variations are conveyed via the 

loop filter resistor, R. Thus in the in-lock position shov/n in 

Fig. 3-7.3(c) the capacitor can be assumed to have a constant voltage 

throughout each cycle, of such a value that the VCO frequency is 

the same as the carrier frequency. The capacitor has charged or 

discharged so as to make the avenge value of I zero. Thus the 

pulse X m exactly straddles the negative-going edge of Xy^Q. Clearly 

there is a constant phase difference between the VCO and carrier 

dependent on the monostable pulse width. It is offset in practice by 

pre-delaying the VCO waveform. 
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A significant advantage of this type of phase comparator 

occurs when the pulse width x is made much less than the carrier 

period, T. Then I is zero for most of the time, and so the 

loop filter is in effect normally disconnected from the phase 

comparator. Thus noise feedthrough is much reduced and so the 

internal noise in the PLL is almost solely produced by the VCO, unlike 

PLL's of the Costas type^ 4 0^. Also there is no path for the 

loop-filter capacitor to discharge through unless I is non-zero. pc 

This is because its output is fed to the VCO by a high input 

impedance buffer. Hence the loop filter becomes an almost perfect 

integrator if the pulse width is made small (i.e. a perfect second-

order system in PLL terminology). 

The effect on the VCO waveform phase of carrier phase 

variations caused by additive noise is now analysed. It is assumed 

that the frequency content of these variations is small compared 

to the carrier frequency. Further it is assumed that the loop 

capacitor is infinitely large and is charged such that the VCO 

frequency in the absence of any output from the phase comparator 

is exactly that of the carrier frequency. 

Let the VCO have the linear frequency-to-input voltage 

relationship illustrated in Fig. 3-7.5 of 

f = k(V + V ) (3.7.3) 

where f is the VCO output frequency,V is the input frequency and k 

arid V Q are constants (VQ = f Q/k in Fig. 3-7.5). 
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If V varies during a cycle the period T of this altered 

cycle may be found by writing 

1 = k(V + V Q ) 

i.e. in general 

i'2 

J k(V + V )dt = 1 (3.7. 

t l 

where T = t 2 - t-j. 

We will now determine the period of the waveform Xy^Q 

represented in Fig. 3-7.6. The cycle period T may he defined as 

the interval between two repeatable parts of the oscillating 

waveform. For the waveform in Fig. 3-7.6 wc will use successive 

negative-going edges. 

We now apply eqn. (3.7.4) to +he VCO input waveform shown 

in Fig. 3-7.6 consisting of a step of height v on a steady level 

of amplitude V . We !»ave then 

k ( V C + v + V Q ) T + k ( V C + V Q ) ( T - T ) = 1 

during pulse not during pulse 

with T 

i.e. 

Hence: 

t 2 - t 

k(V c + V 0)T = 1 - kvT 

T = 
VT 

k(V +VJ V +V x c 0J C O 
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For t > t 2 , the VCO input voltage remains constant and 

so V = V . The effect of the pulse is therefore to phase shift 

the VCO waveform because the period has been shortened only between 

t 2 < t < t-j. The value of this phase shift is found thus: 

The period T Q for the constant VCO input voltage V is, 

from eqn. (3.7.3), given by: 

T = 1 

° k(Vc+V0) 

The phase shift, A9, is given by 

T o 

(n.b. the "units" of the expression are such that A0 = 1 is one 

full cycle). 

Substituting for T Q and T gives: 

^ ( W - D / k ( y v 0 ) - VT/(V C+V 0)] 
A0 = 

l/k(Vc + V 0) 

Hence: 

AG = kvx 

The value computed above of the phase shift A0 is that 

caused when the monostable pulse does not traverse either the positive-

or the negative-going edges of the VCO waveform. Fig. 3-7.7 shows 

the phase shift fo^ the complete range of positions of the monostable 

pulse. (The phase 8. of the centre of the pulse is with respect to 



-139-

the negative-going edge of the VCO waveform). As can be seen 

the phase shift response is in two sections: 

(1) if e i ( t ) - e 0 ( t ) > t/2T . 

then A0 = kvx 

(2) I f Q ^ t ) - 0 o(t)]<T/2T 

^•(t) - e0(t)] 
then A0 = kvx — (3.7.5) 

t/2T 

where 0^(t) is the carrier phase (the input) and 0 Q(t) is the VCO phase 

(the output). 

In order to attempt to derive an equivalent circuit for the 

PLL we now evaluate its step response. By step response we mean 

that the PLL is in lock in the position shown in Fig. 3-7.3(c), i.e. 

0 c(t) = 0.(t) = 0 

and then 0.(t) is shifted by an amount 0 $ at t = 0. say. The step 

response is the resultant function of 0^(t) for t > 0. 

The output phase response is a series of "steps" of height 

A0, the value of A0 being according to Fig. 3-7.7. One step occurs 

per cycle of the carrier. The response is most easily expressed in 

a smooth curve so let us assume that the carrier cycle period T and 

the height of the maximum phase sr.ep (kvx) are both small. (This 

will be true in practice.) The step response is then as shown in 

Fig. 3-7.8. Again it is in two regions: 
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(a) 0 o ( t ) <(0 S -T/2T) 

Then the phase shift response is in section (1) of 

Fig. 3-7.7.(see above). In time At there are At/T cycles of the 

carrier. The phase is shifted by kvx increments per cycle in this 

region. Hence the phase shift in time At is: 

. At 
kvT . 

Thus, because T is assumed small: 

t 

Tn this region then the phase response can be said to 

exhibit a fixed slew rate, of value kvx/T. 

e0(t) = / 

e0(t) 
kVTt 
T 

(3.7. 

(b) e 0(t) > (es - T/2T) 

The time t '"hen e(t) equals (0s -T/2T) is found 

from eqn. (3.7.6): 

kvxt o 
T 

t 
(es-x/2T) 

o kVT 

In this region (t > t ) the phase step A0 per cycle 

becomes a function of the carrier [e^(t)2 to VCO [8 (t)3 phase 

difference, the function having been derived in eqn. (3-7.5). r^om 
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this we have: 

kvx[0 - 0 (t)] 
A0 = 

t/2T 

Hence in the interval t-+ t + At the phase shift is: 

kvT[e s - e0(t)] At 

T/2T T 

Hence: 

9 0(t) = f 2kv[E S - e 0(tfldt + (e $ - T/2T) 
t 

Of 
This is solved by letting 0 Q(t) = 0 $ -

Therefore 

Bt t R . 
G s - Ae = 2kvA f t eDX- dt + 0 $ - x/2T 

o 

l .e. 

e s - A e
B t = IkvA ( e

B t . a " 0 ) + e s - x/2T 

Bt 

Equating the coefficients of e gives: 

B = -2kv 

Equating the constants leads to 
B t
o 

e. = Ae + 6 c - -t/2T 
« J 

i.e. 

A -

Hence: 

n m - R - T / Z J <r2kvt 
°o ( t ) " 9 s -2kvt o

 e 

e 



-142-

i .e. 
-2kv(t-t Q) 

Hence overall 

e0(t) = ^ T , e Q ( t ) < e s - T / 2 T s 

-2kv(t-t 0) 

The equivalent circuit of the PLL is that of the delta-

modulation system shown in Fig. 3-7.9. The delta modulator has an 

imperfect quantiser in order to be equivalent to region (2) of the 

PLL phase shift response (Fig. 3-7.7). If v/e compare the step 

responses of the PLL and this del La modulator we find they are 

identical. 

theoretically then we have to derive the statistics of 3^(t). Then 

we should be able to use existing theory concerning the delta 

modulator to establish the relationship between 0 Q(t) and 0^(t). 

The function 0^(t) arises because the input signal to 

the PLL is the sum of a carrier plus narrowband noise, i.e.: 

In order to obtain the noise performance of the PLL 

A cos w t + n J t ) cos w t + n„(t) sin w t 
c c N ' c s^ ' c 

This is equivalent to 

R(t) cos[wct + e.(t)] 

where the PLL input signal 0^(t) = tan"1 
ns(t) 

n c(t) + A 
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However the statistics of Q^(t) resulting from this function 

of the Gaussian r.oise waveform n ft) and n $(t) are difficult to 

calculate because 6^(t) is the argument in a trigonometrical expression. 

It is not possible for it to be outside the range 0 to 2TT. 

Because of this difficulty in calculating the noise 

performance an experimental approach was adopted. The basis of this 

approach is now outlined. As we have seen the situation in which we 

wish to find the PLL output is that in which its input consists of a 

carrier plus narrowband noise, i.e. 

A cos w t + n J t ) cos w t + n (t) sin w t 
c c v ' c s v ' c 

The PLL output is cos*[w ct + 0 Q(t)] , 9 Q(t) being the phase 

noise caused by the narrowband-noise component present in the PLL input. 

Demodulation is performed by multiplying these two expressions and 

then low-pass filtering to remove the sin 2w £t and cos 2w ct components. 

The result is (ignoring the x 1/2 overall multiplying factor) 

A cos 0 Q(t) + n c(t) cos e Q ( t ) + n $(t) sin 9 Q(t) 

Let us consider the A cos 0 Q(t) term. Since 0 Q(t) is a random 

variable let us take the rms value A^/cos 20 Q(t). 

With no additive noise 

e0(t) = 0 

*It is in fact the fundamental of the harmonic series that gives 

rise to the square-wave output of the PLL. 
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and hence 

Aycos 2e Q(t) A 

With additive noise present 

e o(t) ^ 0 

Therefore: 

Ai/ cos 20 o(t) < A 

Hence the factor '/cos^ft) is a nieasure of the "goodness" 

of the way the PLL extracts the carrier. 

The value 

A - A cos e Q(t) 

is the reduction in the demodulated-signal amplitude caused by 

PLL phase fluctuating. In order to determine the "perfectness" of 

the PLL we wish, therefore, to compare the value 

A - A 7 cos 2 e 0(t) 

to the noise level present in the signal after demodulation from 

the n c(t) arid n s(t) components. 

This was determined using the experimental system shewn 

in Fig. 3-7.10. The rms value of sin e (t) was measured because this 

has a mean value of zero (since 9 Q(t) has zero mean). The value 

A ^ cos 2 0 Q(t) was found as follows. The meter reading V Q is given 

by: 



-145-

V Q =V [kA sin 9 0(t)]
2 

(where k is a constant of the multiplier and low-pass filter). 

= kA>11-cos2 e Q(t) 

= kA^/[l-cos2 9 o ( t Q 

A V c o s 2 e 0(t) = 7 ( A 2 - V 2/k 2) 

For the purposes of expressing the noise performance of 

the PLL, its noise term 

A-A V cos 2 A (t) 

is given as a ratio to the value of the demodulated signal component 

A, i.e. in the ratio where 

A-A\/ C O S 2 E (t) 

A- V(A 2 - V 2/k 2) 

A 

= 1 - V D - ( V 0 A A ) 2 J 

Likewise the noise term from the additive noise present in 

the demodulated waveform, 

n c(t) cos 0 o(t) + n s(t) sin 9 o(t) , 

is expressed as such as ratio. The noise power of the additive noise 

component is 



-146-

[n c(t) cos 6 o(t) + n s(t) sin 6 o(t)]
2 

Since 9 (t) is slowly varying and uncorrelated to n (t) 
v/ L 

and n s(t) this expression is equal to 

2 
[n c(t) cos w c t + n s(t) sin w Qt] 

Hence the rms value of the additive noise component is the voltage V^ 

in Fig. 3-7.10. The desired ratio R M is: 

In Fig. 3-7.11 then the PLL-noise term to signal ratio H p ^ 

is plotted against the additive noise to signal ratio R^. The 

results show that the noise introduced by the PLL is insignificant 

and so the PLL used in the test system can be regarded as a satisfactc 

carrier extractor. 

This type of PLL was developed becausc the proprietary types 

available as integrated circuits were not found to give adequate 

performance. Also they were usually stable in only the one phase 

mode. From Fig. 3-3.5 wa see that three of the four ASK and PSK 

modes produced modulated carriers that have 0 and TT phase components; 

the fourth mode, ASK + C, produced a modulated carrier of single phabe 

The configuration of the test-system PLL described so far 

is stable in the one-phase mode (see Fig. 3-7.3). It was made 

stable in the 0 and TT pheses by doubling the VCO output frequency 

for the appropriate modulation modes, as in Fig. 3-7.12. If the 
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phase change? by IT the monostable pulses still lock to alternate 

negative-going edges of the VCO waveform but at a position one cycle 

along (or back). Since here the VCO output frequency is twice the 

carrier frequency the X^^q waveform is divided by two before beinq 

fed to the demodulator*. 

We now discuss rectifier detection, because the ASK mode 

was demodulated by this process as well as, separately, by the PLL 

demodulator. 

3.7.2 Rectifier Detection of ASK 

First of all we see a general analysis mode of the case where 

an AM signal is detected by rectifier in the presence cf narrowband 

noise. 

Let the AM signal be f(t) cos w c t . The composite waveform 

at the detector input is 

f(t) cos w t + x(t) cos w t + y(t) cos w t 
U V V 

with Qc(t) cos w c t + y(t)cos w tj being the usual representation of 

narrowband noise. The composite v;aveform can be express as: 

R(t) cos [w t + 8(tj] 
V 

where 

and 

*Such a PLL could be used in, say, a four-phase system by using a VCO 

running at four times the carrier frequency. 

R(t) =y[([f(t) + x ( t n W ( t O 

tan e(t) = y(t) 

f ( t ) + x(t) 



-148-

Th is waveform is then passed through a full-wave rectifier. 

Now. from the theory of narrowband noise (as in ^ ^ ), x(t) and y(t) 

have spectra that are low-pass, their cut-off frequency being usually 

equal to the band!imit frequency of f(t) (because of the bandpass 

filters that are present in a receiver system). This frequency will 

be much less than the carrier frequency. Hence changes in R(t) and 

9(t) will be small in comparison to the carrier frequency. This allows 

the rectified waveform of R(t) cos [w t + 0(t)] to be expressed in the 
V 

standard Fourier series 

( l ̂  
2R(t) 4 " - X U L cos 2m w t 

T" " * m 1 ^ - 1 ° m= I 

If the rectifier output is fed through a low-pass filter 

to remove the carrier-frequency harmonics we have the result as 

2 ill) 7T 

Now 

R(t) = / p ) T 7 ( t I I 2 — y 2 F ) 

Hence if f(t) > 0, for all t, this demodulation process will recover 

the original signal undistorted but corrupted by the noise terms 

x(t) and y(t). 

The next stage is to analyse the effect of these noise 

ter^s in the expression for R(t) when f(t) is a digital signal. The 

probability of error will depend on the statistics of R(t). It is a 

well-known result (e.g. see S c h w a r t z ^ ) ) that the probability-density 

function of R(t) has the Rician distribution: 
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P f Q 9 = f exp(-R 2/2N) exp(-f 2/2N) I Q(Rf/N) (3.7.7) 

2 2 
where R(t) R and f(t) f, N is the noise power x (t) (= y (t))s and 

I Q(x) is the modified Bessel function. 

We are considering ASK. Let f(t) be A at the decision 

instance for a "1". f(t) is zero for a "0". 

Hence the- probability distribution of R(t) when a "1" has 

been transmitted is: 

p A P 9 = "ft exp(-R 2/2N) exp(-A 2/2N) I (RA/N) (3.7.8) 

When a "0" has been transmitted f(t) = 0 and so eqn. (3.7.7) 

reduces to make the pdf the Rayleigh distribution: 

P 0 D 9 = "ft exp(-R 2/2N) (3.7.9) 

These two functions are drawn in Fig. 3-7.13. 

In order to calculate the probability of error for ASK it 

is necessary for us to know the value of the decision level that gives 

the best error performance. Let the level be x times the pulse 

height A, i.e. xA. 

Then the probability P Q of an incorrect detection of a "0" 

is: 

at 

Prt = / P [RldR (3.7.10) 
0 xA 0 

The probability of an incorrect detection of a "1" is: 

xA 
P1 = / " A [

R ] d R (3.7.11) 
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Assumirig that an equal number of "l"s and "0"s are 

transmitted the overall error probability P e is given by: 

P e = P Q/2 + P-j/2 (3.7.12) 

The optimum decision level is that which minimises so 

it is found by solving: 

3P e/3(xA) = 0 

This is done by letting 

y xA 
P = / F (r)dR , P. -- I F,(R)dR 

0 xA 0 1 z 1 

and 

G 0(R) = /F Q(R)dR , G-j (R) = /F-j (R)dR 

Hence from eqn. (3.7.12) 

P e & - G0(xA)J +1 [G-| (XA) - G-j (Z)] 

3(xA) 7 3(xA) 2 3(xA) 

= - J F q ( X A ) + I F ^ X A ) 

Hence the optimum decision level is the solution of 

F Q ( X A ) = F-] (xA) 
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i.e. from eq:.s. (3.7.10) and (3.7.11) 

P 0 [xA] = P A [xA] 

From eqns. (3.7.8) and (3.7.9) we have 

exp(-[xA]2/2N) = ^ exp(-[xAj2/2N) exp(-A 2/2N) I Q(xA
2/N) 

which gives x as the solution of: 

I 0(xA
2AN) = exp(A 2/2N) (3.7.13) 

This equation has to be solved numerically. (A way of 

approximating to the optimum threshold for hardware implementation 

purposes is shovn in section 3.12.2.) As can be seen x is dependent 

? 
on the signal-to-noise ratio A /N. 

The probability of error can now be found as a function of 

x and of A 2/N. 

From eqns. (3.7.9) and (3.7.10) P , the probability of an 

incorrect detection of a "0", is given by: 

P o = ;xA H e x P ( - R 2 / 2 N ) d R 

= E- exp(-R 2/2N^ A 

Hence: 

P o = exp(-tx/2] [A 2/Nj) 
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From eqns. (3.7.8) and (3.7.11) P ] is given by: 

P 1 = /* A § exp(-R 2/2N) exp(-A 2/N) IQ(AR/N)dR 

This can only be solved by means of the Q-function (which 

is tabulated by Marcun/ 3 9)): 

Q(a,b) = x expQ-a -x )/2] I Q(ax)dx 

Since Q(a,0) = 1, 

fbQ x exp [(- a 2-x 2)/2] I Q(ax)dx = 1 - Q(a,b) 

Hence by writing P-j in the form 

P1 = / o / S ( R M J ) exp[-S-(R/v^J)2/2] I0[(/S)(R//N)] d(R//N) 

2 
where S = A /N-j the signal-to-noise ratio, we have: 

P-, = 1 - Q(/S, x/S) 

Hence the overall error probability is, from eqn. (3.7.12), 

given by: 

P e = \ exp(-xS/2) + \ [1 - Q(/S, x Sfl (3.7.14) 

This is plotted in Fig. 3-7.1, alongside the crror-performance 

graphs for coherently-detected ASK and PSK. From the convergence of 

the two ASK curves we see that rectifier detection tends to become 

equivalent to coherent detection at high signa"!-to-noise ratios. 
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(This fact is .proved by Schwartz, Bennett and S t e i n ^ ' . ) At low signal-

to-noise ratios, though, coherent detection is shown in Fig. 3-7.1 to be 

clearly superior. 

Having.evaluated the noise performance of rectifier detection 

we will now see that it is a non-linear process. Let us use the same 

definition of linearity and notation as in section 3.3.2, and let us use 

the same two-multipath example. Hence the received signal is: 

g(t) = A ^ p f t + i ^ , t + x ^ + A ^ f f f t + i ^ , t+x 2] 

= A-jf (t+x.|) cos(w^t+9-j) + A 2(t+T 2) cos(w ct+e 2) 

(as in th® example for coherently-detccted AM given in section 3.3.2). 

This can he written in the form 

g(t) = R(t) cos(w ct+e 3) 

The rectifier detector gives an output proportional to R(t). By 

using the phasor diagram in Fig. 3-3.6 we have 

R(t)=^[f(t+T.|)cos(w t+9-| )+f(t+T 2)cos(w ct+6 2)]
2
+[f(t+T 1)sin(w ct+0-j)+f(t+T 2)sin(w ct+e 2 

0 o 
=Vv (t+T-j)+f (t+T 2)+2F(t+T 1)f(t+T 2)[cos(w ctvO 1)cos(w ct+0 2)+sin(w ct+0-|)sin(w ct+0 2 

Even after low-pass filtering the rectifier detector is obviously 

non-linear because the expression for R(t) is not of the form as in 

eqn. (3.3.2). Hence a rectifier-detected bit stream canno: be equalised by 

a conventional form of equaliser. 
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We have found that rectifier-detsction has inferior noise 

performance as compared with coherent detection, and that it is 

non-linear and so precludes the use of a conventional equaliser. 

However, as mentioned in the introduction to this section, rectifier-

detection is an asynchronous process and so provides a means of checking 

the reliability of a PLL detcctor. Hence in the test system it was 

«jsed to demodulate the ASK mode (the ASK mode is illustrated in 

Figs. 3-3.3 and 3-3.4). The ASK mode was also detected separately by 

the PLL. 

We now examine the methods of filtering that can be used to 

improve the signal-to-noise ratio at the receiver. 
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•3.8 FILTERING TECHNIQUES FOR IMPROVING THE SIGNAL-TO-NOISE RATIO 

The standard technique of improving the signal-to-noise 

ratio at the receiver is the matched filter. This is considered in 

section 3.8.1. The analysis shows that the improvement for the 

raised-cosine data pulse is small, and further that the performance 

of the filter deteriorates sharply in the presence of multipath. 

Also because of the requirement for it that an equaliser would have 

to operate across the entire pulse width the matched filter was not 

used. 

The method implemented was that of signal spectrum pre-

emphasis, de-emphasis which is described in section 3.8.2. The 

effectiveness of the technique was established experimentally, ar.d 

the results showed that it led to some improvement for all the 

modulation modes. 

First of all we discuss the matched filtei. 

3.8.1 The Matched Filter 

The matched filter is evaluated for error performance in 

the presence of additive Gaussian noise both with and without multipath 

being present. The performance of the straightforward method of 

sampling the data pulse at its peak is given for comparison purposes. 

The pulse shape is assumed to be triangular, a shape which approximates 

fairly well to the raised-cosine derivatives used in the test system 

(see section 3.2). Such an approximation eases the algebra. We also 

assume the transmission method is ASK. 

The matched filrer is described by L a t h i I t is 

conveniently realised by correlation. If the noise is white the 

correlating waveform should be the complex conjugate to that of the 
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transmitted pulse. Thus the correlating waveform is the time inverse 

of ins pulse and is therefore identical if the data pulse is 

symmetrical about its centre. 

Fig. 3-8.1 shows the matched-filter correlator as realised 

for the triangular-shaped pulse.. The integrator output is sampled 

at t = T/2 for decision making (T being the pulse width). The 

integrator is then reset for the next bit. 

In order to compare the error performance of the matched-filter 

with the pulse-sampling method it is necessary to define a signal-to-

noise ratio that relates to the error performance. The probability of 

error, Pgjin the p^sence of Gaussian noise is given by Taub and 

Schilling^ 3 7) as: 

P = 4 erfc 
V.,2/2 N 

where Vp is the ASK puise height, V^ is uhe rms noise voltage and 

erfc x is the complimentary error function. Now the decision level 

is Vp/2. Thus the equation may be written as-

i V V 2 
P e = ? erfc 

V /2 N 

4 « c V t 
V /2 V 

where V^ is a general threshold level. 

Thus an appropriate signal-to-noise ratio S can be defined 

as being: 

s = L(V - V T ) / V L
2 ( 3 . 8 . 1 ) 
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Th e significance of including the threshold level in tnis 

expression for the signal-to-noise will become apparent during the 

analysis for the case when multipath is present. 

The signal-to-noise ratios are now computed for 

the case when no multipath is present. 

Matched filter - no multipat!". 

The output of the matched-filter integrator (Fig. 3-8.1) 

at t = T/2 is the pulse energy E ( L a t h i T h e decision level 

is E/'2. We must r.ow find a value for the noise voltage for 

eqn.(3.8.1). 

Lathi shows that the matched filter maximises the square 

of the signal-to-noise ratio at it c output. This is given by 

^(T/2) £ 

> n 2(T/2) " N 

where S Q(T/2) is the matched-filter output at the decision instance T/2. 

Vn Q(T/2) is the nns r.oise voltage value V^ that we want, and N is 

spectral density of the noise. S Q(T/2) is the pulse energy E however. 

Hence 

E
2
/ V

2
 = E/N 

V N = /(EN) 

The value of E for the triangular pulse is given by 

E = s 2(t)dt 
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and by inspection of Fig. 3-8.1 this is: 

T/2 
E = 2V / (l-2t/T) dt 

= 2V 2[t-2t 2/T + 4t 3/3T 2]J / 2 

= V 2T/3 

For eqn. (3.8.1) we have then: 

v = E , V t = E/2, 

and 

V N = /(EN) 

S = |(E-E/2)//(EN)| 

and 

c . E 
5 ~ m 

E = V
2
T/3 

S = V2T/12 (3.8.2) 

Pulse sampler - no multipath 

The variables needed for eqn. (3.8.1) are Vp = V (the 

pulse height), V t = V/2, and V^ given by: 

V
N =

 2 f
B

N 
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where fg is the bandlimit frequency of the data pulse and N, as 

before, is the noise spectral density. The triangular pulse is 

used as an approximation in shape for a pulse having a raised-cosine 

spectrum. Taking 100% as being the roll-off factor for the spectrum 

the bandlimit frequency of a pulse of width T is 2/T (see Figs. 3-2.5 

and 3-2.6). 

Hence: 

= 4N/T 

Substituting for Vp, V^. and V^ in eqn. (3.8.1) leads to: 

•; " s = (V-V/2)2 

4N/T 

therefore 

S = V 2T/16N (3.8.3) 

A comparison of eqns. (3.8.2) and (3.8.3) shows that the matched 

filter gives only 1.2dB improvement in the signal-to-noise systems. 

The effect of multipath on the two detector systems is 

now examined. We will assume the channel has a main path and a single 

echo path having a relative delay of T(<T/2), the echo path having 

a transmission coefficient of -a with respect to the main path. 

The situation is shown in Fig. 3-8.2. The results of the effect on 

the signal-to-noise ratios are shown in Fig. 3-8.3.for different values 

of x and a. Interference from adjacent bits is ignored. Their effects 

are assumed to be contained in the single echo pulse in this 

appro ximate analysis. The graphs in Fig. 3-8.3 are plots of 
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eqn. (3.8.1). The threshold levels V^ and noise voltages V^ 

are the same as before for the two detector systems, but V^ is 

now a function of T and a because of the interference from the 

echo path. The results display the generally inferior performance 

of the matched filter in the presence of multipath. 

A further drawback of using the matched filter would be 

the difficulty of incorporating an equaliser. Intersymbol interference 

would have to be removed from the whole of the width of the pulse 

in order not to affect the correlacc-r. The eqi'eliser would therefore 

be larger and more complicated. 

For these reasons therefore it was decided that the matched 

filter was of no use in a medium such as the HF channel where 

multipath is to be expected. Another approach was adopted and is 

now described. 

3.8.2 Signal Spectrum Pre-emphasis, De-emphasis 

A general treatment of this method is made by S c h w a r t z ^ \ 

The block diagram of such a system is shown in Fig. 3-8.4. The pre-

emphasis filter, H-j(f), operates on the signal before the noise is 

added. The de-emphasis filter operates on the signal plus noise. 

Since the signal spectrum should be unaltered at the 

de-emphasis filter output, 

H 2(f) = l/H-,(f) 

The average power at the pre-emphasis filter output is 

assumed fixed because it is proportional to the transmitted power. 

Let G (f) be the ncise spectral density and let G (f) be the signal 
n «* 

spectral density. Then the optimum network H-, (f) that maximises the 



signal-to-noic:e ratio at the de-emphasis filter output is given by: 

[H^fjQ 2 = /[G n(f)/G s(fa (3.8.4) 

However, as was argued in section 3.3, a more realistic 

criteria of the transmitted power to fix is that of the peak power. 

Since there is no easy relationship between the peak power of a signal 

and its spectrum (or spectral density) the process of establishing 

the response of the optimum filter is not straightforward. In practice 

an experimental approach was undertaken, using eqn. (3.8.4) as a guide. 

This is now described. 

First of all the positioning of the filters in the test 

system is explained. The filter in block 3-:4, Fig. 3-0.1, had as 

its primary *im to remove spectra associated with harmonics of the 

sampling frequency of the system used to generate the pulses. Its 

cut-off frequency could have been positioned anywhere in the blank 

region between the baseband spectrum and the first harmonic (see 

Figs. 3-2.8 and 3-2.12). Its response in the pass band was utilised 

for the pre-emphasis of the pulse spectrum. 

In the receiver the de-emphasis filter was positioned on 

block 3-8, Fig. 3-0.2. Again this filter had a primary purpose as 

a low-pass filter, to remove the double-carrier-frequency components 

associated with the demodulator. Its pass band was used for de-

emphasis. 

As mentioned aoove, eqn. (3.8.4) was used as a guide for 

the shape of H^(f). If we assume that the noise is Gaussian then 

G (f) is constant. Hence from eqn. (3.8.4) we hr.ve: 
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p 
S(f) is the pulse specturm. (G s(f) = |S(f)| ). H-j (f) is drawn in 

Fig. 3-8.5, together with the raised-cosine shape S(f). We see that 

H-j(f) should have a response up to the bandlimit frequency f g as 

shown. Above fg H-j(f) should have a low-pass characteristic to 

remove the extraneous frequencies generated by the pulse shaper. 

The de-emphasis filter H(f) should have the inverse shape to 

H-j(f) and also be low-pass above f^. 

Since H-j(f) and ^ ( f ) are effectively in cascade it is 

essential that their composite phase and amplitude responses are 

reasonably linear in order r.ot to distort the pulse stream. It 

was decided therefore to make the composite response of the two 

filters exhibit the Butterworth maximally-flat response. Fig. 3-8.6 

shows the characteristics of the individual sections. The sections 

with "peaks" are H-j(f) since they approximate the shape shown in 

Fig. 3-8.5. They are second-order filters. The sections without 

peaks are ^ ( f ) . The cascaded filters have third, fourth, and fifth 

order Butterworth responses. The cut-off frequency of all the 

filters is equal to the bandlimit frequency of the signal spectrum. 

In Fig. 3-8.6 the two types of raised-cosine pulse spectra are also 

shown. 

Experiments were performed using each of the three responses 

in turn. A fourth filtering system was employed whereby H-j(f) and H ?(f) 

were flat in the passband. The system used for these experiments 

is shown in Fig. 3-8.7. The peak signal at the modulator output was 

held constant for each different filter composition and modulation 

mode. Three different noise levels, each differing by 4dB, were used 

in each of the tests. In the results the levels are termed high, 

medium and low. 



The simple way of determining the signal-to-noise ratio 

level in digital transmission is by measuring the noise and the 

eye-opening at the decision maker. However, because the higher-order filters, 

introduced some intersymbol interference, the eye-opening was indistinct. 

The method employed to obtain the signal-to-noise ratio was to 

measure the error rate for each setting. This was then converted to 

a signal-to-noise figure using the theoretical error-probability 

function. 

Figs.3-8.8 and 3-8.9 show the results. The two modes used 

were ASK and ?SK, at the two highest bit rates for each of the pulse 

spectra, viz. the xl and xl/2 bit-rate reduction factors. For each 

setting and for each noise level the signal-to-noise figure given is 

relative to the reading from the filter system with no signal spectrum 

pre-emphasis anu de-emphasis. The vertical axis gives the effect of 

each filte* in dBs. Positive numbers indicate an improvement. 

The critical factor affecting the results whon using pre-

emphasis is whether the filter H2(f) reduces the noise more than the 

filter H-j(f) increases the peak signal at H-j(-f) output. Here the 

peak signal is held constant. Therefore H-j(f) is effectively reducing 

the eye opening at H2("f) output. The peak signal is increased at 

H-j(f) output both by its effect on the height of the pulses and by 

its effect of increasing the magnitudes of the pulse sidelobes because 

of its non-linear amplitude and phase response. Both of these effects 

get more pronounced the nigher the order of the composite filter. 

The graph shows that the 5th order filter combination performs 

better than the 3rd or 4th orders. Furthermore, for all bar the 33% 

roll-off xl rate PSK mode, the 5th order filter combination is superior 
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to the filter combination with the flat passband. As can be seen 

the improvement is most marked with the lower bit rate. Here there 

is greater separation between bits and hence the peak signal at H-j(f) 

output is increased less. ASK is better than PSK for the same reason. 

For the 5th order filter combination the results for the 

100% spectrum roll-off show approximately a 1dB advantage over those 

for the 33% roll-off spectrum. Fig. 3-8.6 shows that the pre-emphasis, 

de-emphasis filter stages correspond more closely to the 100% roll-off 

spectrum. In other words the effect of H-j(f) on the peak signal is 

worse forthe 33% roll-off spectrum because of its greater high-frequency 

content. 

To sum up, then, signal pre-emphasis de-emphasis, when the 

composite filter has a 5th order Butterworth characteristic, at worst 

degrades the effective signal-to-noise ratio at the decision maker by 

0.25dB (33% roll-off fcctor xl rate, PSr' mode) and at best improves 

it by 1.75dB (100% roll-off xl/2 rate,ASK mode) . The system is 

therefore beneficial, and this 5th-order filter combination was 

implemented into the test system. 
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3.9 LEVEL DETECTION OF A TIME-VARYING SIGNAL IN THE PRESENCE OF 

ADDITIVE NOISE 

First of all the applications in the test system for such a 

method are described. We then see the method itself discussed. 

3.9.1 Applications of the Level Detector 

In the t?.st system level detectors were required for two 

purposes: 

(a) For the purpose of setting the decision level for the 

ASK modes. As will be shown in section 3.12 this level is a function 

of the pulse height. In a radio channel the pulse height at the 

receiver is likely to have a substantial dynamic range because of 

fading. Hence an automatic system was necessary. 

It had to be decided where in the pulse stream the pulse 

amplitude was to be measured. When multipath is present the data 

pulses are distorted by intersymbol interference. An equaliser 

can correct this distortion at the pulse centres. However the 

equaliser implemented in the test system was of the decision-feedback 

type. If the decision level is in a feedback loop with the 

equaliser the whole system is likely to latch into a "nonsense" state 

whenever error bursts occur. For this reason the "set-up" pulse height 

(see section 3.1.3) was measured because it was, in theory, not distorted 

by intersymbol interference. Its height was measured at every frame 

by the level detector so that the decision level could be established. 

(b) For the purpose of removing any residual d.c. present 

in the demodulated bit stream in order to obtain the correct decision 

level. 
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Simply measuring the pulse height is adequate for the 

ASK mode. A "0" has zero amplitude and a "1" has the pulse 

amplitude. In the ASK + C and ASK-SC modes however, the "0" 

level is not zero. Let us consider the case of ASK + C (see Figs. 3-3.3 

and 3-3.4). The "0" level, which is residual d.c., is 0.2V. The 

"1" level is V. Now, as will be shown in section 3.12.1, the optimum 

decision level is exactly half-way between the 0" and "1" amplitudes. 

Thus the decision level is 

= 0.6V 

Sinco V is the "1" level, the pulse height, the decision level is 

proportional to the pulse amplituue. 

We have assumed that no multipath is present. Let us now 

consider Wnat happens to the decision level if v/e have a main pulse, 

A-|f(t), and an echo path, A 2f(t + x). f(t) is the bit stream, x is 

the relative delay between the two paths, and A-j and A 2 are constants 

resulting from the multipath strengths and the phase difference 

caused by the time delay,x. We assume that the time delay t is such 

that it does not distort the main pulse at the decision level. The 

"I" level of the first pulse is thus 

A-,V + A 2 0.2V 

The ,;0" level, the residual d.c., is: 

A-,0.2V + A o0.2V 
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The decision level is then (midwey between these "0" 

and "1" levels) 

(AnV + A 90.2V) - (A-.0.2V + A 90.2V) 
—! - ! - + (A-| 0.2V + A 20.2V) 

= A ^ . e v + A 20.2V 

The presence of the A 2 term shows that the decision level 

is not proportional to the main pulse in the presence of multipath. 

A similar result occurs for the ASK-SC case. 

The difficulty of establishing the decision level for these 

two modes can be overcome by measuring the residual d.c. level, the 

u0" level. The decision level is then the simple function of t?ing 

half-way between this level and the "1" level measured in (a). In 

practice the measured "0" level is subtracted from the bit stream 

which has the same effect. This is because the equaliser used in 

the test system would have treated any residual d.c. as multipath 

echoes. 

As before the residual d.c. level had to ?->e measured in the 

test system as a point where no multipath echoes could distort this 

measurement. Such a point was present just before the set-up pulse. 

3.9.2 The Method of Level Detection 

The method used to measure the pulse-height and the 

residual-d.c. levels is now described. The level detector is 

shown in Fig. 3-9.1. For the particular level to be determined the 

sample-and-hold is triggered at the instance of that level; in 

the case of the pulse amplitude this instance is the centre of the 

set-up pulse, and for the residual d.c. it is just before the set-up 
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pulse. (Each amplitude has its own level detector.) The output 

of the sample-and-hold is fed into a low-pass filter with cut-off 

frequency f . Now the levels to be measured vary with time due 

to fading. The assumption is made that the spectrum of these 

variations is bandlimited. Then the sampling theorem can be invoked 

to choose the sampling rate, i.e. the repetition rate of transmission 

of the set-up pulse, so that the envelope of these levels can be 

extracted. 

The two variables in this system are: 

(1) the sampling rate, f 

(2) the cut-ctf frequency, f c, of the low-pass filter. 

It is necessary to optimise these two variables in practice because 

the output of the low-pass filter will contain noise components as 

additive noise is present in the signal. This disturbs the sample-

and-hold circuit whose perturbations are in effect averaged out by 

the low-pass filter. 

The weighting of spectral density at the output of the 

sample-and-hold circuit for a noisy input signal can be shown to be 

(43) 

inversely proportional to the sampling frequency^ Thus it is 

advantageous to use a high sampling frequency to reduce the noise at 

the sample-and-hold (and hence the filter) output. However this 

reduces the bit rate because the necessary increase in the frequency 

of transmission of the set-up pulse increases the proportion of 

data-off to data-on intervals. 

A similar- sort of "trade-off"is present in setting the 

filter cut-off frequency. The lower the value the less noise is present 

at the filter output because the output noise is roughly proportional 
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to the filter bandwidth (the sample-and-hold output noise spectrum 

being fairly flat). However in practice the envelope variations 

of the levels are not band!imited but are concentrated within a few 

Hz of zero frequency. Thus lowering the filter bandwidth means that 

the lower-amplitude higher-frequency variations are not extracted 

by the level detector. 

In practice the values for f and f wer° established in 

preliminary trials. They were set at: 

The repetition rate of 25 Hz for the set-up pulse transmission 

frequency meant the bit rate was reduced by 25% (see section 3.1.3). 

Sampling frequency f, 

Filter cut-off frequency f 

f s = 25 Hz 

f c = 5 Hz 



-170-

3.10 BIT SYNCHRONISATION 

A significant problem in a data transmission system is to 

ensure that the incoming pulse stream is sampled at the correct 

(41) 
instances for decision making. Sophisticated systems, for example » 

have been developed which operate by iteration, varying the sampling 

position to maximise the eye opening. 

A simpler method is to use a form of phase-locked loop which 

synchronises to instances of the pulse stream crossing the decision 

level. Such a scheme is outlined by Bennett and Davey^*^. Problems 

occur though when intersymbol interference is present. Equalisation 

only removes distortion at the decision instants , the pulse centres. 

The pulse edges remain distorted and so the threshold crossings are 

a function of the intersymbol interference. They are no longer a 

fixed interval from the pulse centres. Under such circumstances some 

means of obtaining an interference-free pulse must be found. 

As was outlined in the introduction to this chapter the 

adoption of the frame format of data transmission led to an interference-

free pulse b°ing available in the form of the set-up pulse. Since 

the first multipath to arrive was taken as the signal the bit 

synchroniser could utilise the positive zero crossing of this first echo 

of the set-up pulse to lock onto. 

The operation of the synchroniser is as follows. It 

generates a "window" having half the width of a pulse. It is positioned 

so that it can lock onto the leading edge of the set-up pulse. 

Fig. 3-10.1 shows the locked state. If the leading-edge transition 

of the decision level occurs in the first half of this window the 

bit synchroniser frequency is increased slightly; if the transition 

occurs in the second half of the window the fregency is decreased 
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slightly. T H U S the window centre is locked to the average 

position of the threshold transition. Outside the duration of 

the window the feedback mechanism of the bit synchroniser is 

disabled so that decision-level transitions by data pulses have 

no effect. Hence bit "phase" information is received only at the 

reception of each set-up pulse. We see from Fig. 3-10.1 that this 

arrangement ensures that multipath smear does r.ot affect synchronisation 

provided that the second multipath to arrive is delayed at least one 

half of one pulse width after the main pulse. 

The PLL action O-f the synchroniser is identical in operation 

to that outlined by Bennett and Davey. Crystal oscillators stable 

5 

and accurate with respect to another to better than one part in 10 

are used at the transmitter to generate the bit-stream clock, and 

at the receiver for the synchroniser. No problem with drift from 

mismatching can then arise. The phase error mechanism is similar to 

the carrier-extractor PLL described in section 3-8; e*ch phase error 

shifts the window by a fixed phase amount, in this case by a fixed 

fraction of the pulse width. In the simplified diagram of the 

synchroniser shown in H g . 3-10.?, this phase amount is equal to 

1/N-j. divider N^ is set according to the relation 

between the pulse width and the frame period. 

These were both constant in the test systen. Divider N-j can be varied 

though, with the crystal-oscillator frequency being altered in inverse 

proportion to maintain constant the frequency at the divider output. 

Divider N-j controls the inertia of the phase-error mechanism. 

Perturbations of the threshold transition instance by the set-up 

pulse were caused by additive noise in the pulse stream. The higher 
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the divider value, the higher is trie inertia of the error 

correction system, and hence the better is the synchroniser's ability 

to average out these perturbations. However the inertia cannot be 

too high because the synchroniser has to track time shifts caused by 

the particular ionsopheric reflecting layer altering in altitude. 

A compromise was established by experiment. 

All timing in the digital part of the receiver was with 

respect to the set-up pulse. For instance the waveform whose 

frequency is f g in Fig. 3-10.2 coincided in its phase with the decision 

instances in the data block. It was therefore fed to the decision maker. 

Other waveforms v/ere derived in the divider chain N-j and T^ to control 

the equaliser. 



3.11 THE -EQUALISER 

As was remarked upon in the introduction to this chapter 

a series of tests was performed without an equaliser. These showed 

that multipath was consistently present which caused high error 

rates. It forced the bit rate to be dropped to around 250 b/s to 

prevent intersymbol interference. It was apparent that an equaliser 

had lo be developed in order for data transmission to be reliable at 

bit rates of the order of a few kilo-bits per second. 

In section 3.11 2 we see the standard types of equaliser 

reviewed. We see they require complex circuitry and/or * micro-

computer to realise them. Such a realisation was not felt to be 

within the scope of this work and so an alternative system was evolved 

as described in section 3.11.3. here we zee how (1) the assumption 

of taking the first multipath to arrive as the* signal path, and 

(2) the adoption of the frame format of data transmission were used to 

allow the implementation of an equaliser of the decision-feedback 

type. 

First of all we derive the channel model. Throughout we 

assume that the modulation mode is ASK.* 

3.11.1. The Channel Model 

We start by briefly reviewing the phenomenon of ionospheric 

propagation. HF radio is transmitted over the horizon by bouncing 

the signal off the ionosphere. Since the ionosphere consists of a 

number of layers of differing heights above the earth more than one 

signal arrives at the receiver. Each signal will have traversed 

different path lengths and so will have experienced different 

propagation delays. Hence the received signal for the transmission of 
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a single pulse is as shown in Fig. 3-11.1. With the centre of 

the first pulse to arrive at the receiver taken as the origin the 

values t p t a n d t 3 represent the relative delays of the 

subsequent pulses. (We have assumed here that the received signal 

has been coherently demodulated). Let us see what factors the 

magnitudes of the (coherently) demodulated multipath echoes depend on. 

If A ,A.,,A9, and A^ are the reflection coefficients of the 0 i d. J 
four multipaths shown in Fig. 3-11.1 then the received modulated 

signal is 

A Qf (t)coswt+A.jf (t-t-j )cosw(t-t 1)+A 2f(t-t 2)cosw(t-t 2)+A 0f (t-t3)cosw(t-t3'j 

where f(t.) is the pulse and w is the carrier frequency. 

The demodulation process involves multiplying the above-

expression by cos(wt + 0 Q ) and low-pass filtering to remove the 

cos 2wt terms. 0 is a constant of the carrier extractor which will o 
tend to be an "average" of the phases of all the paths. 

The result of demodulation is therefore proportional to 

A f(t)cos0 +A 1f(t-t 1)cos(0 o-wt 1)+A 2f(t-t 2)cos(0 o-wt 2)+A 3f(t-t 3)cos(0 o-wt 3) 

Let us write 0-, = - wt, - 2irn1, 0 O = 0 - wt« - 2un 0 and 
l o i 1 2 e 2 2 

= 0 Q - wt 3 - 2irn3 where n-j, n 2 and n 3 are integers such that 

0 < 0 1 < 2TT , 0 < 0 2 < 2TT and 0 < 0 3 < 2TT 

Then the demodulated signal d(t) can be written as: 

d(t) = f(t)AQ cose + f (t-t-| )A-jCos0-| + f(t-t 2) A 2cos0 2 + f(t-t 3) A 3cos0 3 

(3.11.1) 
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Th i s equation shows that magnitudes of each of the pulse echoes 

after demodulation are dependent on the relative time delays and hence 

on the phases of each pulse carrier, as well as on each reflection 

coefficient. 

Fig. 3-11.1 can be cermed the analogue impulse response 

of the channel. In a digital system the demodulated waveform is 

sampled for decision-making purposes at instances separated by the 

period of the bit rate. Here,therefore, we are interested in the 

values of the analogue impulse response only at these instances 

around the signal pulse. Assume in Fig. 3-11.1 that the first path 

is used as the signal pulse. This pulse will bd sampled for decision 

making at its centre, i.e. when: 

t = 0 

The digital impulse response is therefore that shown in Fig. 3-11.2, 

s(nT) being the impulse response. This is the value of the demodulated 

waveform at the instance nT where T is the bit-rate period. It is 

important to note that the ditigal impv'lse response would be different 

if T was altered. 

Let us now see how intersymbol interference arises. Let 

another bit be transmitted at time: 

t = T 

(relative to the receiver). 

The decision maker wiT! sample for this bit at this time; 

however the value s(T) will also be present from the bit transmitted 

at time t = 0. The total value present at the decision maker is 

therefore, from eqn. (3.11.1), 
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the signal pulse interference from previous pulse 

f(0) A q cos 6 q + f(T - x.|) A-j cos e 1 

(The interference adds because coherent demodulation of amplitude 

modulation is a linear process as has been shown.) 

This leads to the simpler method of treating intersymbol 

interference in a digital system; by using the theory and 

terminology of digital filtering. 

The channel is then represented as the non-recursive digital 

filter shown in Fig. 3-11.3. The impulse response of this filter is 

identical to that of the channel response shown in F?g. 3-11.2 if 

the multiplying constants are (froc: eqn. (3.11.1)) 

i 0 = f(0) A q cos 0 O , = f(T-t 1)
tA 1 cos 0 ] 

1*2 = f(2T-t 2) A^ COS 6 2 , i 3 = f(3T-t 3) A 2 cos 

The impulse response of the filter in Fig. 3-11.2 is: 

I(z) = i 0 + i^z"
1 + i 2 z ~

2 + i 3 z "
3 

using the z-transform approach, z n implies a delay of nT 

The message transmitted, the digital bit stream, can also 

be represented by a z-transform M(z) as 

- 1 - 2 
M(z) = m Q + m.| z + m 2 z + etc. 

since each bit is an interval T (i.e. z after the previous one. 

Each r,; is obviously "1" or "0". 
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Th e received signal can be given a z-transform also, of: 

- 1 - 2 

R( z) = r
0
 + r l z + r 2 z + e t c 

Let us derive the relationship between the received signal 

R(z) and the transmitted sigral M(z). This is obviously going to 

ne a function of I(z). 

The transmitted signal can be written as 

M(t) = S m, S(t-jT) j J 

using the delta function for the pulse shape since we are only 

interested in the value of M(t) at the pulse centre (the decision-

making instance). 

The channel impulse response and the received signol can be 

written as, respectively, 

I(t) = E i. S(t-kT) (n.b. the channel dispersion time 
k=0 

extends from t = 0 to t = pT) 

R(t) = E r. S(t-jT) j J 

The value of R(t) at the time instance, jT is given by: 

R(t) = r.6(t - jT) = (m^ i Q + + m . ^ io + etc.) 

i .e 

R(t) = [ I m d _ k 1 k]6(t-jT) (3.11.2) 
k 0 
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Th is is the discrete time convolution of the arrays {M} 

and [I}. If M and I are expressed by the z-transform the equivalent 

operation is: 

R(z) = M(z) I(z) 

i.e. simple polynomial multiplication. (The action of polynomial 

Multiplication followed by the grouping the constants under each 

power of z 1 performs the same operation as eqn.(3.11.2).) 

Ideally R(z) should be M(z), the transmitted signal, but 

distortion has taken place because of the channel response I(z). 

We now analyse the standard equaliser structures that attempt to 

remove this type of distortion. 

3.11.2 Equaliser Structures 

An equaliser is placed after the channel as shown in 

Fig. 3-11.4. The equaliser has a z-trar.sform H(z). The received 

message is now: 

R(z) = M(z) I(z) H(z) 

If R(z) is to be M(z) then H(z) must be tne reciprocal 

of I(z). Such an observation leads directly to one form of equaliser, 

viz: 

The recursive equaliser 

Since I(z) is of the form 

- 1 - 2 
I(z) = i + i, z ' + i 2z etc 

then R(z) is M(z) if H(z) is of the form 
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where 

H(zj = r p -
1 

1-h.jZ - h 2z - etc 

h 1 = -i 1/i Q , h 2 = - i 2 / i o , h 3 = -i 3/i o, etc. 

(The channel response is assumed to be known. Methods of determining 

it will be dealt with later.) This structure of H(z) (as shown in 

Fig. 3-11.5) is a recursive digital filter. The problem with this 

form of equaliser is that it is unstable if any of the h ns become 

greater than unity. Hence a linear recursive filter cannot in genral 

be used in a time-varying medium such as the HF channel because any 

of the i ns can become 'arger than unity. A method of alleviating this 

unstable property is to introduce a non-linearity into the system. 

One such method is the decision-feedback structure. This structure 

is examined later. 

Because the recursive filter can be unstable the next step 

is to see if a non-recursive structure can form the equaliser. 

The non-recursive or transversal equaliser-

In this case H(z) has the same form as the channel model, 

v iz : 

-1 -2 
H(z) = h Q + h-jZ + h 2z + etc 

in which case there are no instability problems. However we require 

that for 

R(z) = M(z) 

that 

I(z) H(z) = 1 
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However, for the non-recursive form of H(z), 

I(z) H(z) = (i + i ^ " 1 + i 2z"
2 + etc) (hQ + h-jZ"

1 + l^z' 2 + etc) 

which clearly cannot be unity. 

We have therefore to choose the h s to minimise some 
n 

performance criteria such that: 

I(z) H(z) = 1+ E (0) z~3 

j 

In practice, to allow l'or a processing delay of z d say, 

we wish to make 

I(z) H(z)= Z" d+r (0) z" 1 , j t M 

In orJer to establish some performance criteria it is 

necessary to define an error z-transform E(z) that is the' difference 

between the transmitted and received signals. It is given by: 

E(z) = M(z) z" d - R(z) 

= M(z) z" d - M(z) I(z) H(z) 

= M(z) [z"d - H(z) I(z)] (3.11.3) 

E(z) will be of the form: 

- 1 - 2 
E(z) = e Q + e-jZ + e 2z + etc 

One performance criteria that can be used is that of the mean 

squared error given by: 

2 2 2 2 
MSE = + e^ + e 2 + e 3 + etc 



Hence in this case the h s in H(z) must be chosen so 
n 

that MSE is minimised. It is done, by making M(z) unity. The 

impulse response of the whole system is then formed. Eqn. (3.11.3) 

is evaluated and thus the MSE can be computed. The resultant 

expression for the MSE will be a function of the h ns and the i ns 

in H(z) and I(z). It is partially differentiated with respect to 

each h n and set to 0 to minimise t^i MSE. A set of simultaneous 

equations will be formed and this enables each h n to be found. 

A second performance criterion that can be used is that 

of distortion D. This is the sum of the magnitudes of the error 

sequence E(z), i.e. 

D = | e 0 | + | ej| + I e2l + etc 

(D is related to the binary eye opening). 

Both the two criteria described tend to produce an overall 

impulse response of the form shown in Fig. 3-11.6(a). The channel 

for this example has two multipaths. Its impulse response is {I}. 

A five-tap equaliser which has a response array {H} is used. In 

this example the h ns are found by minimising the MSE. The 

-3 

propagation delay through the equaliser is z . The resultant 

response for (R) for the message {M} equal to a single impulse is 

the convolution of {1} with {H}. The error array {E} shown in the 

example is found by applying eqn. (3.11.3). 

A further performance criteria that can be used is termed 

"zero forcing". Here the object is to force as many as possible 

of the e ns in E to become zero. In the example shown in Fig. 3-11.6(b) 

a set of solvable simultaneous equations can be found for {H} in which 

all but the last e are forced to zero. (The same type of channel 
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and equaliser are used as for the MSE example except that is 

now unity.) 

The transversal filter is one of the two most usual types of 

equaliser. The other is the form of recursive filter referred to 

earlier, the decision-feedback equaliser. 

The decision-feedback equaliser 

This is a particular case of introducing a non-linearity into 

the recursive-filter structure to curb its instability properties. 

Its form* is shown in Fig. 3-11.'/. The non-linear element arises 

from the inclusion in the feedback parth of the decision maker. Hence 

the description "decision-feedback". 

Its operation is as follows. Let the channel be of the form: 

- 1 - 2 
I (z) = i + i-jZ + i 2z + etc. 

The equaliser taps are then such that h-| = i-|, h 2 = i'2. ^ ~ ^3 et c» 

Then if a decision is correctly made that a pulse has been transmitted 

(i.e. if at t = 0 the derision maker decides that R(z) is i ) the 

feedback exactly cancels the effects of the channel impulse response 

echoes i^, i 2 , i^ etc. 

The problem with the decision-feedback equaliser is when incorrect 

decisions are made. If,say, a false "1" decision is made the attempt 

by the equaliser to cancel the effects of i-|»i2 etc.(by subtracting 

them) would tend to cause additional errors. 

*The equaliser shown is for when the channel has only post-echops. 

When pre-echoes are present a linear transversal equaliser precedes 

the decision-feedbsck equaliser to remove their effects. 
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Channel identification 

The channel impulse response can be measured directly by 

making the message M(z) a "1" followed by a string of "0"s. This 

method is not satisfactory though if noise is present.lt is better 

to use a pseudo-random sequence as a test bit stream and use its 

auto-correlation properties Lo effectively average out the noise. 

This method is illustrated in Fig. 3-11.8. Here m(t) is 

the transmitted pseudo-random sequence. It is assumed that this 

sequence is knowr, at the receiver whence it is fed into the 

correlator via the delay nT. The integrator output is the cross-

correlation function 

R(nT) = /r(t)m(t-nT) dt 

where T is the bit-rate period and r(t) is tlvj received signal. But 

r(t) is the convolution of the channel impulse response i(t) and the 

test sequence m(t) i.e. 

r(t) = /i(u)m(t-u)du 

Hence R(nT) is given by: 

R(nT) = /{/i(u)m(t-u)du}m(t-nT)dt 

/i (u) {/m(t-u)-i(c-nT)dt}du 

by .changing the order of integration. 

Let v - t - nT 

. \ R(nT) = /i(u){/m(v+nT-u)m(v)dv) du 



The expression inside the curly brackets is the auto-correlation 

function of the pseudo-random sequence. If random this will be the 

delta-function S(nT-u). Thus: 

R(nT) = /i(u)6(nT-u)du 

R(nT) = i(nT) 

Thus the chanr^l impulse response can be found, a series of 

integrators and delays.being needed to evaluate i(nT) for all n. 

If the channel is varying in time the data will have to be interrupted 

periodically to repeat the test sequence. An equaliser system whereby 

the channel is evaluated oy a test sequence, with the equaliser tap 

settings being fixed during data transmission, is known as an automatic 

equaliser. 

The method of interrupting the data to transmit a probe sequence 

periodically introduces redundancy. A more efficient method of 

determining the channel response is to use the data itself, as in 

Fig. 3-11.9. The real data is randomised with a scrambler so that 

the transmitted signal s(t) has the same characteristics as the m(t) 

sequence used above. The received signal r(t) is fed through the 

equaliser to the decision maker. The equaliser is assumed to have 

been set up as above by using a test signal to determine the initial 

channel characteristics. Then the decisionmaker output s'(t) will 

be the same as s(t) except for decision errors. Hence by using the 

same correlation technique as in Fig. 3-11.8, with one correlator 

for each i in the channel response {I}, the channel can be found. 

The averaging process of correlation will usually prevent decision 

errors from affecting the correlator outputs too seriously. 
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Tne outputs of each correlator are used to adjust the 

equaliser tap settings. The changes in the channel structure will 

be followed because the correlators are operating continuously. 

Such an equaliser system whereby the data itself is used to evaluate 

the channel respone, with the equaliser taps being continually 

modified, is termed adaptive. 

Conclusions 

We have seen described the broad outlines of digital equalisers. 

Some examples of them are in papers by Hirsch and W o l f ^ ^ , Niessen 

and W i l l i m ^ ) , L e n d e r ^ ) , Monsen^ 7), and Bowen, George and 

S t o r e y T h e two structures commonly realised are the transversal 

systtm and t^e decision-feedback system. 

The transversal equaliser has the disadvantage that it can 

never be the precise inverse of the channel. There is always some 

intersymbol interference present in the pulse stream a-Pter equalisation. 

The decision-feedback equaliser requires less taps than the 

transversal filter because it has the inverse structure of the 

channel. Also, for A^K, it requires only half its taps to be 

operating because,in effect, just "l"s are equalised. Hence for 

both these reasons the decision feedback equaliser should suffer 

less from inaccurate tap settings. Against this is the inherent 

property of the decision-feedback structure to propagate errors from 

wrong decisions. 

Comparisons of the tv/o structures under simulated channel 

conditions, e.g. by George, Coll, Kaye, and B o w e r / ^ ii.d Monsen^^^ 

(further references a*** given by Lucky^ 2)), have in general shown 

the superiority in performance of the decision-feedback form. The 

decision-feedback equaliser has the further ad'.antage of being easier 
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to implement. This is because the tap settings bear a direct 

relationship to the channel impulse response measurenients, unlike 

the transversal filter whose tap settings require an arithmetical 

algorithm to determine them. 

The decision-feedback structure was therefore implemented 

in the test system. As well as for the above reasons it seemed an 

appropriate choice because in the trials the first multipath to 

arrive was to be taken as the signal path. Hence the channel impulse 

response was a main pulse followed by echoes; no pre-echoes would be 

present. The test-system equaliser is now described. 

3.11.3 The Equaliser Implemented in the Test System 

The conventional type of decision-feedback equaliser requires 

extensive circuitry to realise it. A correlator is required for 

each channel response "tap", and analogue shift registers and multipliers 

are needed to realise the digital filter. It was not feasible to 

construct the equaliser in this form and so an alternative equaliser 

was evolved, as follows. First of all its way of evaluating the 

channel response is described, and then its method of removing 

intersymbol interference is given. 

Channel identification 

The scheme was adopted in the test system to periodically 

interrupt the data to transmit a single p\'!se (see section 3.1.3). 

This was done to facilitate the operation of various parts of the 

receiver including, as we shall now see, the equaliser. Since multi-

path from the channel was to manifest itself as post-echoes only the 

channel impulse response under such conditions is displayed in the 

gap between the set-up pulse and the first pulse in the new block 

of data. The situation is illustrated in Figs. 3-11.10. For a 
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.digital equaliser the required type of impulse response is the values of 

the echo tail at bit intervals (T) after the main pulse, as shown in 

Fig. 3-11.10. The digital impulse response is the voltages V-j(=0 in 

the illustration), N^, V ^ etc. at the intervals T, 2T, 3T, etc. after 

the main pulse. 

In the test-system equaliser these voltages were measured 

by a series of level detectors of the type described in section 3.9, the 

sample-and-hold of each particular level detector being triggered 

at the appropriate number of bit periods after the set-up pulse. The 

sampling rate (because of the fixed transmission rate of the set-up 

pulse), and the cut-off frequency of the low-pacs filters, were made 

the same ?.s for the pulse-height and residual-dc level detectors. 

This was because the variations of the V-j, N^, V^ etc. envelopes would 

be the same. 

Note: we can see why it was important that there was no 

residual dc because, otherwise, the channel level detectors would 

have treated this as "echoes" and so have made false measurements of 

the impulse response. 

The method of operation of the equaliser in removing inter-

symbol interference is now explained. 

Equaliser operation 

The block diagram of the equaliser for ASK is shown in 

Fig. 3T11.11. 

The output of the filter of the nth level detector is V n , 

which is the envelope of the voltage of the impulse response at 

the instance nT after the decision instance (the centre of the set-

up pulse). Now let us assume that the set-up puVse in Fig. 3-11.10 



represents a "1". Then if, for all n, the outputs V n of each of 

the level detectors in Fig.3.11.11 are successively subtracted ^rom 

the pulse stream the intersymbol interference from the set-up pulse 

is removed as far as decision instances of subsequent pulses are 

concerned. When the decision-maker detects each "1" this operation 

occurs. When a "0" is detected no pulse has been transmitted 

so the operation is not triggered because no intersymbol interference 

will have been generated. This type of equaliser -is therefore 

equivalent to the decision-feedback form. 

The equaliser's operation has been explained for ASK. It 

can also be employed for PSK because of the bipolar-ASK method 

used of generating PSK. For a "1" the equaliser's operation in 

removing intersymbol interference is identical to that for ASK. For 

PSK a "0" is transmitted by a negative pulse; hence its intersymbol 

interference products are removed by sequentially adding the level 

detector outputs to the pulse stream. 

The equaliser was realised as shewn in Fig. 3-11.11 using 

standard integrated circuitry. (The sample-and-hold trigger instances 

and the level detector ovitputs refer to the values in Fig. 3-11.10.) 

We see in Fig. 3-11.11 that the digital output of the decision-maker 

is fed to a digital shift-register chain. When a "1" is detected it 

"ripples" down the chain at each pulse of the clock, which has the 

period T cf the bit rate. When a "1" is present at the output of 

the nth stage V R is subtracted from the pulse stream, the appropriate 

analogue switch having been activated on. In this way the sequential 

subtraction of the pulse tails was affected. For PSK a separate 

chain of shift registers and analogue switches were incorporated. 



In summary then, such an equaliser is of the decision-

feedback type with tail cancellation only. It may be termed 

automatic in that the data has to be periodically interrupted to 

transmit a probe pulse, and be termed adaptive in that it continually 

monitors changes in the channel digital impulse response. This is 

because if the envelopes of the impulse response "taps" are in effect 

bandlimited in their amplitude variations, and if the sampling theorem 

is correctly applied to the level detector components, then these 

envelopes will be continuously followed, the filter outputs changing 

during the transmission of the data as they follow the sample-and-hold 

outputs. 
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3.12 THE DECISION-MAKER 

The circuit of the decision-maker used in the test system 

is shown in Fig. 3-12.1. The demodulated pulse stream and the 

decision level are fed into a hard-!imiter voltage comparator. 

The output of the comparator is thus the pulse stream sliced into 

bits. 

However the Dolarity of the output bit stream is ambiguous 

when the PLL is operating in its two-phase stable mode. This 

occurred when the three modulation modes that produce modulated 

carriers that had 0 and TT phase components were being transmitted. 

The polarity ambiguity w*s resolved in the test system oy the remainder 

of the circuit shown in Fig. 3-12.1. Here we see the sliced bit 

stream is fed into an EXCLUSIVE-OR logic gate together with the 

quantised output from the pulse-height level detector. If this level 

is positive the slicer output is passed directly to the error detector; 

if the level is negative the bit stream is first inverted. The 

level is negative when the PLL is locked in its TT mode; hence the 

demodulated pulse stream appears as "upside down". 

This bit polarity correction is elementary for the ASK and 

ASK-SC modes since it is equivalent to taking the analogue modulus 

of the demodulated pulse stream. For PSK this method of polarity 

correction is most important. The pulse stream is effectively coded 

in transmission such that, if a pulse is detected at the receiver as 

being of the same polarity as the set-up pulse, it is a "1". If 

the opposite then it is a "0". Since this technique was employed 

in the test system it meant that differential encoding and decoding 

was not necessary for PSK. Hence the error rate was not doubled as 

a result. 



The only point not touched upon ir. the description of the 

decision-maker is the setting for the decision level. This should 

be optimised for each of the modes to give the lowest error rate 

in the presence of Gaussian noise. The rest of section 3.12 is 

concerned with this. In section.3.12.1 we deal with the correct 

setting for the coherently-dctected mocies, PSK, ASK, ASK-SC and 

ASK+C. 

The correct level for the rectifier detection of ASK is given 

in section 3.12.2. We find that it is a complex function of the 

signal-to-noise ratio, unlike the case for coherent detection where the 

optimum decision level i: a constant fraction of the pulse height. 

We see that it is possible to derive a good approximation to the 

optimum level for rectifier detection. It results from a linear 

combination of the exnected values of the "1" level and the "0" level 

in the presence of rectified noise. These two values were the outputs 

of the "0" and "1" level detectors (Block 3-9, Fig. 3-0.2) in the 

test system. Firstly coherent detection is analysed. 

3.12.1 Decision Level for the Coherently-Detected Modes 

The setting for the optimum level is well Known in the case 

of coherent detection. Assume that Y-j is the level at the sampling 

instance for a "1" and Vq is the level for a "0" (assuming the 

absence of noise). The distribution of t ha additive Gaussian noise 

arc«i nd these levels is shown in Fig. 3-12.2, Vp being the decision 

level. The value of V Q that gives the least error probability 

is found as follows. 

The probability of a false "1" is given by the area under 

p(V-v-) for 
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V D < V < oo 

(p(V) is the distribution of the noise) 

This area is 

/ v p(V-VjdV 
D 1 

Similarly the probability of a false zero is 

VD f up(V-V )dv 

Hence the tot:l error probability is given by 

Pe ^ P<v-v! > + I P(V"V0)dV 

(assuming an equal density of "l"s and "0"s). 

Using an identical argument to that in section 3.7.2 the 

optimum value of is given by: 

p<YV = p(Vv
0) 

V . Y v 0 

Hence with coherent detection the optimum decision level 

is midway between the "1" and "0" amplitudes. 

The threshold levels for each of the coherently-detected 

modes is now given. 
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PSK 

Here V ] = V p and V( 0 -V , V being the pulse amplitude. 

Hence V n = 0. 
D 

ASK 

This is on-off keying and so V^ = V and V Q = 0. 

Hence V D = V p/2. D 

ASK-SC, ASK+C 

The residual level will have been removed by the residual 

dc extractor Hence 

V d = V'/2 

V^ being the pulse height. 

In all the ASK modes the pulse height amplitude V p was 

measured by the level detector described in section 3.9. 

The analysis so far has assumed perfect carrier extraction. 

In fact there should be a small correction factor for the ASK and 

ASK+C modes. The true "1" level is less than V-j because the PLL 

detector was not perfect, the phase angle of the PLL output being 

perturbed by the presence of the additive noise. These perturbations 

may be construed as being an additional noise source having a wholly 

negative probability distribution. This distribution could be 

superimposed on the Gaussian one to derive a moaified optimum for the 

decision level V^. However the phase angle distribution is not 

known and in any case its effect has been shown to be small compared 
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to the additive noise in the signal (in section 3.7.1). The 

deci cion threshold was therefore taken as being one-half of the 

pulse-height level detector output. 

We now turn to the derivation of the optimum decision level 

for ASK, rectifier detected. 

3.12.2 Decision Level for Rectifier Detection 

Rectifier detection was used in the test system on the ASK 

mode (where on-off carrier keying was used). 

Rectifier detection distorts the Gaussian probability 

distribution since the output of such a detector must always be 

positive. The situation has been analysed in section 3.7.2. Here 

we found that the optimum decision level was the solution for x 

Of: 

" I o(xA
2/N) = exp(A2/;>N) 

where xA is the decision level, A is the pulse amplitude and N is the 

noise power. This equation can be written as 

I 0(xS) = exp(S/2) (3.12.1) . 

S being the peak-signal-to-noise ratio. 

The solution of this equation is drawn in Fig. 3-12.3. 

As can be seen x is a function of the signal-to-noise ratio. There 

is obviously a difficulty in deriving the solution to eqn. (3.12.1) 

in a practical hardware system. A means of approximating to the 

solution for the purposes of practical implementati «M»n is now given. 
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In section 3.9 a level detector which operates to extract 

the envelope of an amplitude was described. When rectifier 

detection is employed the output of this device will be the expected 

value, the first moment of the probability density function, of the 

sum of the amplitude in question and the rectified noise. Since 

the rectification of the sum of the amplitude plus noise produces 

a pdf which cannot go less than zero the expected value should increase 

as the signal-to-noie^ decreases like the threshold level does in 

Fig. 3-12.3. In fact it is possible to linearly combine the outputs 

of two level detectors, one operating on the pulse height plus rectified 

noise, the other on the rectified noise only, to give the optimum 

decision level to a very close approximation. 

Let E-j be the expected value of the pulse height A plus 

rectified noise. The probability density function ^or signal R 

consisting of a level A plus rectified noise of variance N is given 

by eqn. (3.7.8) as: 

P A [ R ] e x p ( - R 2 / 2 N ) e x p ( - A 2 / 2 N ) I Q ( ^ A / N ) ( 3 . 1 2 . 2 ) 

The expected value t-j of R is given by: 

E1 = 'o R P A ( R ) d R 

2 
= / o i - p [ ( - R 2 - A 2 ) / 2 N ] I o(RA/N)dR 

Rice has solved this integral Substituting n = 1 into 

his eqn. (3.10.12) gives: 

E 1 = /(2N)G(3/2) -J F-j (-1/2;1; -A 2/2N) (3.12.3) 
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G(x) is the Gamma function and -|F-j(x;y;z) is the hypergeometric 

function. 

From standard tables G(3/2) = A / 2 . 

In Appendix 4B of the above paper Rice shows that 

1F 1(-1/2;1; - z) = exp(-z/2) Ql+z) I Q(z/2) + zI^z/2)! 

where I Q(x) and I-j(x) are Bessel functions. 

Eqn. (3.12.3) then becomes 

E ] = /(2N)(/ir/2)exp(-A2/4N) 1+A 2/?; I Q (/4M)+(A
2/2N) I Q (A

2/4N )H 

P 

Substituting S = A /N (the peak-signal-to-noise ratio) and 

writing in terms of S and A leads to 

E 1 = A / (T T / 2 ) [ ( 1 + S / 2 ) I O ( S / 4 ) + ( S / 2 ) L } (S/4)] [ e x p ( - S / 4 ) ] / / S ( 3 . 1 2 . 4 ) 

This function is plotted in Fig. 3-12.3. We see that as S 

becomes large E^ tends to the value A. This is to be expected 

because the Rician distribution becomes Gaussian atys^gnal-to-noise 
A 

ratios. (By using the approximation 

I (x) = (exp x)//(2irx) 

for large x in eqn. (3.12.4) E^ can be shown to be A.) 
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Let us now evaluate the output of a level detector 

operating on the rectified noise only, no signal being present. It 

is the expected value of rectified noise E Q , say. 

The pdf of rectified noise is the Rayleigh distribution 

given in eqn. (3.7.9): 

P 0 D Q = fl exp(-R 2/2N) 

R being the rectified noise. 

The expected value E q is 

-q = f*0 R. § exp(-R 2/2N)dR 

= - Rd[exp(-R2/2r')l 

Integration by parts leads to 

E q = - [fc exp(-R 2/2N)]~ exp(-R 2/2N)dr) 

1 A 
? /(1/2N) 

by standard integral 

Eq = Ai /(tt/2) 

Substituting for N with S and A leads to: 

E q = A/(TT/2S) (3.12.5) 

This function is also plotted in Fig. 3-12.3. 
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The optimum threshold as shown in Fig. 3-12.3 can be seen 

to approximate the average of E-j p">us E Q . In fact it is found by 

using the relationship 

0.92 E,+F 
x = - 2 A ' ° (3.12.6) 

a very close approximation can be made to the minimum error rate 

possible for a given signal-to-noise ratio. The table in Fig. 3-12.4 

compares the error rates given by using eqn. (3.12.6) with the 

ideal-threshold eqn. (3.12.1). 

Eqn. (3.12.6) involves a linear combination of E-j and E q and 

can be easily implemented in hardware. It was therefore used in 

the test system. 
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3.13 , ERROR DETECTOR AND COUNTER 

The error detector 

The transmitted data used in the test system was the output 

of a pseudo-random generator. The error detector had an identical 

generator whose sequence could be synchronised to that of the 

transmitter. Bit-to-bit comparisons could therefore be made with 

the incoming bit stream to produce a pulse for oach error detected. 

The error counter 

Three simultaneous error counts were made: 

(1) Datum error count - It was felt that it would be useful to 

establish the error rate caused by factors other than intersymbol 

interference. Reference to section 3.1.3 shows that, if the bit 

synchroniser is locked onto the pulse from the first muKipath to 

arrive, the set-up pulse and the first bit in the new block of data 

must be free of intersymbol interference. Hence, the start of the 

leading edge of the set-up pulse and its centre were sampled in the 

case of ASK, in the knowledge that they should have been "1" and "0" 

respectively. The first bit of the new data block was also 

sampled, its value depending on the pseudo-random sequence. Hence, 

for ASK, three bits per frame could be sampled for this datum error 

count. For PSK though a "0" is a negative pulse and so only two 

bits, the set-up pulse and the first bit in each data block, could 

be sampled per frame. 

(2) Errors after equalisation 



(3) Errors before equalisation - For this measurement a separate 

decicion-maker was used. 

The uses of these three counts may be summarised thus: 

A comparison of the error rates from measurements (1) and 

(3) gives an indication of the intersymbol interference present. 

A comparison of the error rates from (1) and (2) indicates 

how closely the performance of the equaliser was to the optimum. 

Comparing (2) and (3) shows whether the counteraction of 

multipath by the equaliser compensates for the amount by which it 

amplifies the noise present in the signal from the channel. 
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APPENDIX 3.1 

is: 

THE FOURIER TRANSFORM OF THE GENERAL RAISED-COSINF FUNCTION 

The one-sided spectrum H(f) of the raised-cosine function 

f > f + f 
c x 

H(f) = 1 , 0 < f < f c - f x 

H(f) - 1 D + cos Tr(f +f x-fc)/2g , f c - f x < f < f c + f x 

H(f) = 0 , 

Its fourier transform h'(t) is given by: 

h'(t) = « C H ( f ) exp(j2irft)df 

= /~H(f) cos 2irftdf + j7~H(f) sin 2irft..df 

Since H(f) is an even function we have: 

h'(t) = 2/ H(f) cos 2irftdf 

f r " f y f r + f y 1 
2/ c x cos2irft+2 / - c / 4n+cosir(f+f -f )/2f Icos 2tt ft df 

0 x C X J 

= 2 sin2irft V f x sin2irft 
2irt 

+ 
2irt 

C X C X 

f -f + -ff -f C0STr(f+f x-f c)/2f xcos2,Tft df 
C X w X 

sin2fTf t cos2irf t f +f 
c — + f  c x cosir(f+f -f )/2f cos 2irft df 

r r X C X 

C~ X 

TTt 
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Evaluation of the second integral leads to 

f.+fv c x 

ff f cos (f+f-f )/2f cos 2irft df 
c x x c x 

4irt 
x 5 5-5- sin 2irf t cos 2-rrf t 

(TT /4f"-)-4ir t 

Hence h'(t) is given by: 

sin 2irf t cos 2iTf t - . 
,'(t) = r— — + —9 sin 2ir f t cos 2iTf t 

^ - 4-irV c 

J\ 

2//i -2 IT /4T 
—« 5 7J-?- sin 2TT f t cos 2TT f t 

A £ l-L- \ C X 

leads to 

TTt(TT74f"- 4TT t ) A 

sin 2irf t cos 2irf t 
h' (tl = 2f — ^ 

c 27rfct l-(4fxt)^ 

Normalising h'(t) to h(t) such that 

h(t) = 
h'(0) 

sin 2nf t cos 2irf t 
h(t) = ^ 

27ifct l-(4f xt)^ 
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THE TRANSMITTER AtRIAL dtLhiifclo i H • 

H O R I Z O N T A L LOG-PER IOD IC O F F E R S 

V A R I A B L E T A K E - O F F A N G L E S F R O M 4 

T O 30 MHz 

Performance-proven single-tower 
construction 

Withrt^nds harsh environments-winas 
to 12C mph 

Occupies minimum space 

Gain of 10 to 13 dBi 

V SWR 2.1:1 over entire frequency 
range 

Eight versions available 

G E N E R A L 

7 4 7 F series is a hor izonta l ly polar ized, antenna system that 

operates over the frequency range 2 t o 3 0 M H z * Series 7 4 7 F 

antennas covering the 4 to 3 0 M H z frequency range are also 

available. It is used in po int-to-point circuits and for shore-to-

ship ^""d ground-to-air c ommun i ca t i on s . 

Th i s antenna, like others in Granger Assoc iates ' 7 4 7 series, 

offers carefully control led radiat ion patterns. O p t i m u m take-

off angles are built into t!.n 7 4 7 F ; they vary in a predetermined 

manner w i th f requency. A t 4 M H z , for example, the take-off 

angle is aporox imate ly 50°. A t 3 0 M H z , it decreases to 27 . 

T h i s pernvts one-hop t ransmiss ions over distances f r o m 4 0 0 

miles (at 4 M H z ) to approx imate ly 9 0 0 miles (at 3 0 M H z ) . 

M a x i m u m V S W R of Mode l 7 4 7 F is 2.1:1. Th i s antenna is 

available in eight vers ions (high and low power comb ina t i on s 

and a receive-only model) to fit mos t commun ica t i on s needs. 

£ 

E N V I R O N M E N T A L 

7 4 7 F series is supported by a single steel tower, 75 feet high. 

T h e tower is suppl ied in k n o c k d o w n fo rm, and is extremely 

easy to assemble in the field. L ike t u 3 antenna itself, the tower 

is fabricated to give long-term service under extremely harsh 

environmental condit ions. Insu lators are h igh-pur ity alumina, 

imperv ious to weather and unaffected by arcing. The 7 4 7 F 

antenna will wi thstand 120 m p h w inds (no ice), or 100 m p h 

winds wi th 1/2 inch of radial icing. It will also endure the 

highly corrosive tropical atmosphere w i th no degradation in 

performance. 

L A N D R E Q U I R E M E N T S 

G / A 7 4 7 F series oc^ . jpk s an area 1 9 2 feet by 3 1 5 feet, an 

unusual ly small are*. Its radiation patterns are not appreciably 

affected by local g r cund condit ions. N o g r ound screen is 

..eeded. Even when erected over poor g round, the antenna 

will per form largely to specification. Where available real 

estate is scarce, or where extensive site preparation wou l d be 

too expensive, the 7 4 7 F series can offer s ignif icant cost saving? 

as well as high-qual ity performance. 

# A separate Delta antenna supported frc."*i the same tower provides omnidirectional leverage, 
high angle radiation in the frequency range from 2 to 4 MHz. 

Granger 
Associates 



A P P E N D I X 3.2 

( C o n t i n u e d ) 

- 2 0 4 -

ELEVATION AND AZIMUTH PLANE PATTERNS 
Az imuth Patterns at or Near Beam Max imum. 

G A I N (dB above isotropic) 

Elevation Plane Relat ion Pattern 

Azimuth plane radiation pattern from 4 MHz to 30 MHz (plotted 
in dB below maximum gain). Trom 2 to 4 MHz, the pattern in 
this plane is essentially omnidirectional. 

SPECIFICATIONS: G/A SERIES 747F 

M O D E L N U M B E R 747F-14K 747F-15K 747F-16K 747F-1K 747F-2K /47F-3K 747F-4K 7«+7F-9K 

Frequency (MHz) ?-30 * 2-30 * 2-30 * 4-32 4-J2 4-32 4-32 4-32 

Receive, T m s m i t Rx only Rx Tx MX Tx Rx Tx Rx only Rx Tx Rx Tx Rx Tx 

Impedance /~hms) 50 50 50 200 50 50 50 po 

Power (KW) Receive 30 Peak, 
2.5 average 

30 Peak, 
10 average 

40 Peak, 
20 average 

Nor 
Applicable 

30 Peak, 
10 average 

40 Peak, 
20 average 

30 f jak, 
2.5 average 

Connectors Type N 
Female 

Type LC 
Female 

1-5/8" E lA Balanced, 
Openwire 

Type N 
Female 

1-5/8" E lA 
Female 

1-5/8" E IA 
Female 

Type LC 
Female 

•A separate Delta antenna supported from the sarn^ »ower provides omnidirectional coverage, 
high angle radiation in the frequency range from k .o 4 MHz. 

E L E C T R I C A L 

Polarization. Horizontal 

Take-off angle. 50° at 4 M H z , decreasing to 27° 30 M H z 

Pattern beamwidth. Azimuthal plane, 60° nominal 

Elevation plane, 65° at 4 M H z , 32° at 30 M H z 

Front-to-back ratio. 1 4 d B 

Side-lobe level. - 1 4 d B 

Directive gain. 1 0 d B relative to isotropic at 4 M H z , 
increasing to 1 3 d B relative to isotropic at 30 M H z 
(over perfect grour.J) 

V S W R 2.1:1 f rom 4 to 30 M H z 

M E C H A N I C A L 

'.Environmental. 120 mph wind, no ice (192 km/hr) 

100 mph wind, 1/2 inch radial ice 

(161 km/hr 12.7mm) 

Tower height. 75 feet (22.8 m) 

Land area required. 192 feet (58.6 m) by 315 feet (96.1 m) 

Shipping weight (approx.) 1000 lbs (454 kg) 

Shipping volume (approx.) 60 cu. ft. (1.68 "n 3 ) 

Accessories. 

Tower erection fixture, Part No . 0915313-02 
Tower lighting kit. Part No . 0910334-03 

Granger Associates: 120 Independence Drive, Menlo Park, California 94025; Phone (415) 321-41 

Telex 34-8380; Cable: R A D C O M 
In Washington, D.C. Area: 1400 N. Uhle Street, Suite 100, Arlington, Virginia 22201; 

Phone (703) 525-1007; Telex 89-9171 
In England: G/A Ltd., G . jnger Corner, 1 Brooklands Rd., Weybridge, Surrey; Phone: Byfleet 4-'. 

TeioX 261780; Cable: A N S O U N D 
In Africa: G/A Africa Ltd., P.O. Box 30782, Nairobi, Kenya; Phone 235021, Cable: G R A N G E R A F 
In Iran: G/A International Sa les Corp., P.O. Box 33-136, Tehran; Phone 890-467 

1075 2M Oata subject to change without notice. Lltho In U.S.A. 
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Fig 3-0.1 Transmitter system and radio link 
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Fig 3 - 0 . 2 Receiver system 

IF from 
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F i g 3-0.3 Geometry of the E- and F^-layer single-hop propagation 
modes for the case of transmission over 1000km 
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Fig 3-1.1 Data scrambler and ae-scrambler 

Scrambler (a t t ransmit ter ) 

message 

De-scrambler(at r e c e i v e r ) 

scrambled 
data i n _ 

T T T T T T 

. ^ message out 

— denotes s h i f t - r e g i s t e r s tage 

=)D- denotes EXCLUSIVE-OR gate 
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Fig 3-1.2 Set-up pulse with worst-case multipath 
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Fig 3 - 2 . 1 Raised-cos ine spectrum 

Fig 3-2.2 Pulse chape having r a i s e r - c o s i n e spectrum 



vig 3-2.3 
- 2 1 1 -

Sampling-pulse train 

Fig 3-2.k Spectrum of sampling-pulse train 



*ig >2.5 
- 2 1 2 -

10C$ roll-off raised-cosine spectrum 

h(f) = (l+cos7if/2f )/2 c 

Fig >-2.6 Shape of pulse having ~L0Qf/o roll-off spectrum 

h(t-l/2f ) c 
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Fig 3-2.7 Sampled pulse having 100% roll-off raised-cosine spectrum 
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Fig 3-2.8 Spectrum of 10C$ mll-off sampled pulse 
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Fig 3-2.9 33ff> roll-off ralced-cosine spectrum 

F i g 3-2.10 Shape cf pulse having 33% roll-off spectrum 



Fig 3-2.11 
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Sampled pulse having 33/̂  roll-off spectrum 
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Fig 3-2.12 Spectrum cf 33$ roll-off sampled pulse 
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Fig 3-2.13 Synthesis of sampled pulse having 33/Q roll-off spectrum 

Sampled pulse generated b„ 
-33^ roll-off 

r^* c 

2 3 ^ + 5 H 1- 6 7 8 H h 
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10 11 12 H 1 1 13 15 16 1 1 
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Table of bit-rate values 

P-ilse stream having 100% roll-off raised-cosine spectrum 

Bit rate (kb/s) Bit-rate reduction factor 1/N 

2, b X1 

1,2 xl/2 

0.6 xlA 

O.b xl/6 

Pulse stream having roll-off raised-cosine spectrum 

Bit rate (kb/s) Bit-rate reduction factor 1/N 

3.6 
j 

^' j 
1.8 Xl/? 

0.9 xiA 

0.6 xl/6 
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Fig 3-3.1 General modulating signal f(t) 

Fig 3-3.2 f(t) amplitude modulated - carrier added 
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Fig 3-3«3 Pulse-stream diagrams showing the modulation modes 

x1 bit-rate reduction factor 
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Fig 3-3. Pulse-stream diagrams illustiating the set-up pulse 
(bit-rate reduction factor xl/2) 

set-up pulse 

PSK 

IZA ASK A 
o-

» v — -
ASK-SC 

O A ' 
ASK+C AA 
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Fig 3-3.5 Receiver-operation considerations (1) to (k) 

Mode (1) Eye opening 
level 

(3) Residual dc 
content 

(k) Phase of mod. 
carrier 

PSK 2V No 2-phase 

ASK V No 2-phase 

ASK-SC 27 Yes 2-phase 

ASK+C 0.8V Yes 1-phase 

(2) Variation with bit rate of carrier-envelope level 
V-

0.8V+ 

Aver&ge 
voltage of 
carrier 
envelope 

0.6V+ 

o . m 

0.2V 

ASK-SC 

x l A xl/2 
Bit-rate reduction factor 

V is the average voltage of the unmodulated carrier envelope. 
This graph assumes an equal density of n1ns and M0"s. 
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Fi g 3-3•6 Phasor diagram for FM signal in two-path propagation 

Fig 3-3.7 FM receiver system 



- 223-

Fig 5-3.8 Power density spectrum at FM discriminator output 
when input is bandpass gaussian noise 



- 224-

F i g 3-3.9 AM receiver 

F i g 3-3*10 FM signal spectrum using a scmare pulse as the modulating signal 
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Fig 3-7.1 Variation of ASK and PSK error probabilities with 
signal-to-noise ratio 

(MO. Signal-to-noise ratio (db) 



Fig 3-7.2 
-226-

The phase-locked loop 
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*M 
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PLL phase comr>arator waveforms 

(a) PLL out of lock(l) 
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Fig 3-7* PLL loop filter 

pc — to VCO input 

A 

R 

X 

LF 

Fig 3-7*5 VCO voltage-frequency relationship 

frequency 

VCO input voltage 

V 

> 

Fig 3-7.6 VCO input and output waveforms 

VCO input voltage V I 

1*1 
X V C O ~ V C 0 o u t P u t 

waveform 
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Fig 3-7*7 Variation of PLL phase increment A9 with input phase 9. 

X ^ (from carrier) —»| 
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i 
- + - -
0 . 
l 

" 1 
KVT T 

- ( J - T / 2 T ) 

-i 

T/2T 
—I 

T/2T 

T-kvx 

c 1 

(3-T/IT) 

Fig 3-7.8 Step response of PLL 
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Fig 3-7.9 Delta-modulator equivalent circuit of the PLL 

Impulse train -

frequency 1/T (the carrier 

' frequency) 

0 (t) 
o 

<r 
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Fig Test circuit for determining the performance of the PLL 

in the presence of noise 



Fig 3-7.11 
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PLL performance in the presence of noise 

Noise from PLL 

Background noise 
Signal 

> 

15 (db) 

-PLL residual noise level 4—90 (db) 



-233-

Fig 3-7.12 Waveformc of PLL when stable in 0 and it modes 

VCn 

*M 

Fig 3-7.13 Pdfs of rectified carrier— plvs— bandpass noise 



Fig >8.1 
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Matched-fxlter correlator detector 
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Fig 3-8.2 
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Multipath example for matched filter evaluation 

Fig 3-8.3 Effective signal-to-noise ratio at output of matched filter 

for two-multipath example 



Fig 3-8. 
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Positioning of pre-emphasis, de-emphasic filters 

noise 

Fig 3-8.5 Required pre-emphasis filter response 
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Fig 3-8.6 Pre-emphasis, de-emphasis filter responses together 

with the pulse spectrum shapes 
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Fig 3-8.7 Experimental system used to assesa the performance of the 

postulated pre-emphasis, de-emphasis filter shapes 
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Fig 3-8.8 Results of pre-emphasis, de-emphasis filters - 33% roll-off 
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Fig 3-8.9 Results of pre-emphasis, de-emphasis filters 100$ roll-off 
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Fig 3-9 1 The level detector 
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*ig 3-10.1 
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Positioning of bit-synchroniser window with respect 

to the set-up pulse 

^^bit-synchroniser window 

Fig 3-10.2 Realisation of the bit synchroniser 
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Fig 3-11.1 Analogue impulse response of multipath channel 

Transmitter Receiver 

t=t. 

t=0 t=t 7 t=t. 

Fig 3-11.2 Digital impulse response of multipath channel 

s(3T) 

Fig 3-1 1«3 Digital-filter model of multipath channel 



-244-

Fig 3-11.k z-transform equivalent of transmitted data, channel, 

equaliser, and received data 

s 
Channel Equaliser 

s 
K z ) H(z) 

** 

Fig 3-11.5 Recursive digital filter 
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Fig -i.6 Performance of 5-tap transversal filter over 2-path channel 

(a) MSE minimisation 

(i) 

{H} 

(E) 
J 1 r 

(b) Zero-forcing 

© 

{H} 

{I)*{H} 



-246-

Fig 3-11•7 Decision-feedback equaliser structure 

Fig 3-11.8 Eval nation of the channel impulse response by correlation 
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Fig 3-11.9 Estimation of the channel impulse response by correlation 

using the transmitted data 
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Fig 3-11«10 Display of channel impulse response in data-interrupt period 

Fi^ 3-11*11 The test-system equaliser structure 

demodulated 
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Fig 3-12.1 The decision maker 

Fig 3-12.2 Probability density of binary signal in gaussian noise 

•p(v-v1) 
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Fi'g 3-12.3 Variation in decision threshold with S/H ratio for rectifier-

demodulated ASK, together with the variation in the expected 

values of rectified noise and rectified signal-plus-noise 

Fraction of 

pulse amplitude. 

S - the peak S/N ratio (db) 
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Fig 3-12.4 Error performance of rectifier-deir,ovulated ASK 

comparing optimum and approximate threshold 

S/N ratio in dhs Error prob. using Error prob. using 

(=10log Q S ) optimum threshold approx. threshold 

2 3.8 x 10" 1 3.8 x 10' 

4 3.2 x 10" 1 3 # > x 10" 

6 2.6 x 10" 1 2.6 x 10' 

8 1.8 X 10~ 1 1.8 X 10" 

10 1.07x 10" 1 1.07x 10" 

12 4.7 a 10"" 4.8 :: 10" 2 

14 1.37x 10" 2 1.37X 10~ 2 

1 6 1 . 9 9 - 1 0 ~ 3 1*96X 1 0 ~ 3 

18 9.6 x 10~ 5 9.6 x 10~ 5 

20 9.2 x 10~ 7 9.9 x 10~ 7 
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CHAPTER FOUR 

PRESENTATION AND DISCUSSION OF THE RESULTS 

INTRODUCTION 

We start this chapter in section 4.1 by describing the 

experimental procedure adopted. We see that error measurements were 

performed on each permutation of the variables (modulation and 

demodulation mode*, bit rates) in three-minute runs, the runs of the 

various permutations being tested sequentially to help average out 

long-term variations in the channel conditions. We see that three 

types of error measurements on the received data v/ere performed, and 

that periodic estimates of the channel conditions were made. 

We preface the presentation of the results by describing, in 

section 4.2, observations made during the trials. These were of two 

forms; of the channel conditions and of the test-system performance. 

In section 4.3 we describe the results cf the channel-condition 

estimates. The channel multipath structure is given, followed by the 

signal-to-noise conditions. 

We stait to analyse the error measurements in section 4.4 by 

examining how the error probability for the various modulation modes 

varied with bit rate. These are overall results for the 95% of the 

trial's duration when the signal-to-noise was high enough to permit 

reception. We start this section by deducing the channel conditions 

fron? the results. We then investigate the performance of such 

aspects of the test system as the dc extractor, the type of demodulation, 

and the type of pulse spectrum, to see how these aspects affected the 

results. We examine the difference in the error rate at the highest 
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and lowest bit rates, and finally we discuss the performance of 

each of the modulation modes. 

In section 4.5 we present the error-probability distributions 

of PSK (the best-performance mode) and of ASK-rec.det. 

In section 4.6 we examine the frequency and the amount by which 

the equaliser improved the error performance for PSK and ASK. 

In section 4.7 we see how the error probability varied with 

time of day. 

Finally, in section 4.8, we summarise the main results. 

We start then by seeing the experimental procedure. 
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4.1 THE EXPERIMENTAL PROCEDURE 

We start this section in 4.1.1 by summarising the variables in 

the test system, viz. the bit rates and the modulation and demodulation 

modes. We continue by describing how the permutations of the variables 

v/ere tested in a series of three-minute runs, the runs of the different 

permutations being interleaved in a cyclic sequence. Overall readings for 

each permutation could then be obtained by aggregating the runs for 

that particular mode. We find out how the available radio channels were 

utilised, and what the duration of the field trials was. 

In section 4.1.2 the measurements taken in the trials are 

described. We see they were of two types: 

(1) error counts performed on the test system variables, 

(2) periodic estimations of the channel conditions, these 

being of the multipath structure and the signal-to-noise 

ratio. 

*r 

4.1.1 Method of Testing the System Variables 

There were two sets of variables in the test system: 

(1) the bit ratf:s, 

(?) the modulation and demodulation modes. 

(1) Bit rates 

We have seen in Chapter Three that two types of data-pulse 

spectra were used in the investigations. For each type of pulse 

four bit-rate variations were made, as summarised in the table in 

Fig. 4.1.1 (reproduced from Chapter Three). Thus in all therp were 

eight bit rates. 

Each of those rates was modulated and demodulated in each of 

the modes described below. 
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Modulation and demodulation modes 

There were four different modulation modes as described in 

section 3.3, Chapter Three. They were: 

PSK 

and three different forms of ASK: 

ASK 

ASK-SC 

ASK+C 

All of these modes were demodulated by a phase-lccked loop. 

Additionally the ASK mode was demodulated by rectifier. Thus there 

were five modulation and demodulation modes. They are summarised 

in the table in Fig. 4-1.2. 

The total number of permutations of t'no test-system variables 

amounted therefore to forty. 

In the trials error measurements were performed on each 

permutation sequentially in a series of three-minute test runs. 

The complete set of permutations were tested therefore every two hours. 

Interleaving the tests in this manner with a series of short runs 

had two advantages. Firstly, the effects of long-term changes, of 

the order of an hour or more, in the channel conditions would have 

tended to have been spread out amongst all the permutations. Secondly, 

the fact that short-term measurements were taken allows histogram 

resu Its to be presented. 

The duration of the field trials was from March 18 to April 18, 

1977. Approximately fifty of the three-minute runs were made for 

each permutation of the test-system variables. Testing was performed 

in th-2 hours from sunrise to sunset. 
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As far as the radio-transmission system was concerned 

channels for it were allocated in the range from 3.5 MHz to 8.5 MHz. 

During the March/April period of the tests the MUF varied from 

3.5 MHz at sunrise and sunset to 9 MHz at mid-day. Each channel was 

separated by about 1 MHz which meant that the carrier frequency 

could be kept close to the MUF, and reasonably optimum prouagation 

conditions could bp maintained. 

We now described the measurements taken. 

4.1.2 The Measurements Taken 

We have seen that the system parameters were tested in a series 

of three-minute runs. At the end of each run the three error 

measurements described in sectiun 3.13, Chapter Three, were taken. 

These were: 

- the datum error count 

- the equalised-data error count 

- the unequalised-data error count 

Further to these, measurements were made of the channel 

conditions. These were of thcj form of estimates of the average 

multipath structure and of the fluctuations in the signal-to-noise 

ratio. They were performed during each rectifier-detected mode run 

(which occurred every fifteen minutes). An example of the type of 

multipath-distribution recording is shown in Fig. 4-1.3. (The width 

of the data pulses was always found to be sufficiently narrow to 

"resolve" the multipaths.) The ludin signal multipath is that 

shown at time zero, i.e. the first multipath to be received. The 

remaining multipaths are displayed post-echoes. The amplitude of 

the strongest path was normalised to unity; hence the amplitudes of 
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the other paths are with respect to this path *. Any paths having 

an average strength during the three-minute run of less than 

0.2 were not recorded. Since the estimates were made during 

rectifier- detection they were of the magnitudes of the multipath 

strengths. The results are presented in section 4.3.1. 

The levels of the fluctuations in the signal-to-noise ratio 

were also estimated during the rectifier-detectcd mode, ASK-rec. det., 

the ratio being taken as that of the pulse height co the noise variance*. 

These results are presented in section 4.3.2. 

Before we see the results of the measurements described above 

we present some general observations that were made on the channel 

conditions and on the performance of those parts of the receiver 

systt.ii that rould have been affected by the channel conditions. 

*Both of these conditions could be readily ob^orved on an oscilloscope 

during the intervals on either side of the set-up pulse 
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4.2 OBSERVATIONS ON THE FIELD TRIALS 

In section 4.2.1 we comment on the appearance of the channel 

conditions. In section 4.2.2 we comment on the performance of the 

receiver system. 

4.2.1 Observations on the Channel Conditions 

The channel was observed to be in a predominantly-multipath 

state. Usually from two to four paths gave significant signals, 

and the dispersion time wab between one and two mi Hi-seconds. The 

signal from the shortest-delay multipath was in general «.ot ths 

strongest path but always had at least 50% of the magnitude of the 

strongest path. The amplitude of the signal from e^ch multipath 

was estimated to vary in the short-term (i.e. a few seconds) bj 6 to 

15 dB about a specula** component. Longer-term changes in the 

relative strengths of the multipaths were also seen to occur. 

The signal-to-ruise ratio was estimated to be 10 to 15 dB 

overall. Again short- and long-term variations on these figures were 

observed to occur, the level of these variations being approximately 

-10 to +20 dB. These variations appeared to be due bcth to flat 

fading of the signal and to changes in the noise level. It was 

apparent that the noise was composed mostly of interference from other 

users. The very poor signal-to-noise levels were usually due to 

either a particularly strong interfering signal or to impulse noise 

apparently associated with local electrical storms. The signal-to-

noise ratio was observed to be lowest at sunrise and within three hours 

of sunset. 
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4.2.2 Observations on the System Performance 

In this section some consideration is given over to those 

parts of the receiver system whose performance was dependent on the 

channel conditions. 

Phase-locked loop 

The PLL proved to be stable under the channel conditions 

experienced, except at low bit rates (0.5 Kb/s) both for the ASK mode 

and, to a lesser extent, for the PSK mode. Cycle skipping was 

generally so infrequent that the resulting error bursts had a minimal 

effect on the overall error-rate results. The performance of the PLL 

was in fact assisted by the prevalence of multipath propagation 

because of the resultant increase in the average power of the receiver 

sign-1. 

The demodulation system was seen to be defective, however, when 

the multipath structure was such that the first path (the signal) was 

weak in comparison to the "echo" paths. The PLL would lock onto the 

resultant of the phases of the carriers from the "echo" paths. Whenever 

the relative time delays of the multipaths were such that the carrier 

phase of the first path was ?t ir/2 to this resultant an error burst 

ensued since the signal demodulated from this path would be zero. 

Thus, even at overall large signal-to-noise ratios, greater than 20 dB, 

the average error rate could be high because of this phenomenon. It 

is discussed in more detail in section 4.4.4. 

Bit synchroniser 

The requirement here was for the bic synchroniser to have 

sufficient gain to Track time shifts in the signal-path delay caused 

by movement in the ionosphere. This was seen to be so. 
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Equaliser arid level-detector bandwidths 

The cut-off frequency of the low-pass filters in the equaliser 

and threshold level detectors was made 5 Hz as a result of a series 

of tests over a 100 Km HF link. In the Wick trials it was apparent 

that this figure was too high and that the cut-off frequency should 

have been made 3 to 4 Hz. This would have produced an improvement 

in error performance due to the reduced effect of the amplification 

of background noise by the equaliser. 

We nov. proceed in this chapter by giving the results of the 

measurements taken in the Wick trials. 
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4.3 RESULTS OF THE ESTIMATES MADE ON THF CHANNEL CONDITIONS 

4.3.1 The Channel Multipath Structure 

The method of recording the multipath structure was explained 

in section 4.1.2. To reiterate, the position in time and the 

average strength of each multipath was estimated during each three-

minute rectifier-detected run. The strengths were normalised to the 

strongest multipath, and paths having a strength factor of less than 

0.2 of the strongest path were ignored. 

In Fig. 4-3.1 we ^ee a histogram shown of the number of paths 

that were present in the channel. We note that in only 0.25% of the 

recordings was there sing'ie-path propagation; this illustrates the 

prevalence of multipath conditions. The average number of paths works 

out to be three. 

The distribution (in time) of the mulLipath amplitudes is 

shown in Fig. 4-3.2. Here the origin is the first multipath to be 

received, the signal path. The amplitudes given in each of the 0.25 mS 

slots after the origin are the result of grouping and then averaging 

the readings of the echoes made in each of the multipath recordings. 

The distribution of the positions in time of the significant* 

multipath echoes are shown in Fig. 4-3.3. The "average" multipath 

state of the channel may be expressed as in Fig. 4-3.4, by interpreting 

Figs 4-3.2 and 4-3.3. The implication from Fig. 4-3.4 is that the 

first multipath (i.e. that at the origin) v/as the E-layer single-hop 

reflection and the second path was the F-layer single-hop reflection. 

This is because their delay difference was 0.5 mS (which it should be 

by considering the path geometry) and also because they were the two 

*i.e. those having amplitudes greater than 0.2 of the strongest path 
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strongest modes. The subsequent paths shown in Fig. 4-3.4 would 

have been multiple hops. 

The distribution of the position of the strongest multipath 

is shown in Fig. 4-3.5. Again, the implication is that the first 

two paths received were the E-layer and F-layer reflections because 

the strongest path was usually either the first one or else a 

path delayed from the first one by 0.5 mS to 0.75 mS. 

In the design of the hardware system the assumption was made 

that the first multipath to be received would always have substantial 

strength so that it could be treated as the signal path. The results 

shown of the multipath-structure measurements give experimental 

justification to this assumption. We see in Fig. 4-3.4 that the first 

patl. was on average 70% as strong as the largest-amplitude path '.;hilst 

Fig. 4-3.5 shows that the first path was itself th^ strongest 35% 

of the time. 

4.3.2 The Signal-to-Noise Ratio Measurements 

These are presented in Fig. 4-3.6 in the form of a histogram. 

We see that the signal-to-noise ratio, defined as the ratio of the 

pulse height to the noise variance in the ASK(rectifier-detected) 

mode, was usually in the range from 5 dB tu 20 dB wit'o the average 

being 10-15 dB. When the signal-to-noise was less than 0 dB no 

reception was possible because the signal disappeared into the 

noise; the error rate here was therefore 0.5. This occurred 5% 

of the time. The results of the error measurements that are 

presented in the following sections are for the remaining 95% of 

the experiments. 

We start by seeing how the error probability for each mode 

varied with bit rate. 
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4.4 THE VARIATION OF ERROR PROBABILITY WITH BIT RATE 

The results for each of the five modulation and demodulation 

modes are presented in Figs. 4-4.1 to 4-4.5. They are overall 

results for ell the runs for 95% of the experiments where reception 

was possible (i.e. when the S/N ratio was greater than 0 dB). The 

variations in these average results can be interpreted from the 

error-probability distributions given in section 4.5. 

In Figs. 4-4.1 to 4-4.5 the probability variations are given 

for each of the three error measurements made, viz. datum errors 

equalised errors, and unequalised errors. It is apparent that for 

each of the modes the datum error rate was the lowest. This is 

to be expected since che datum bits did not experience the effects 

of, in the Case of equalised date5 the amplification of the background 

noise by the ecjialiser nor, in the case of unequalised data, the 

effects of intersymbol interference caused by the (almost-continuously) 

multipath conditions. It is also apparent that the equaliser gave 

an improvement in error performance for the PSK and ASK modes (Figs. 

4-4.1 and 4-4.2) and to a lesser extent for the ASK-SC mode. These 

are general conclusions. More detailed analysis of thes^ results 

is given in the following sub-sections. In sections 4.4.1 and 4.4.2 

we deduce the prevailing channel conditions from the results and see 

how these deductions compare to the measurements presented in 

section 4.3. In section 4.4.3 we observe that the residual-dc 

extractor had a significant effect on the operation of the equaliser. 

We investigate various aspects of the performance of the PLL in 

sections 4.4.4 to 4.4.6 (viz. in comparison to rectifier-detection, 

the effect of the bit rate, and its reaction to whether it was stable 

in the one- or the two-phase state). In section 4.4.7 we see whether 
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the type of pulse spectrum used caused any difference in performance, 

whilst in section 4.4.8 we note how the error probability differed 

between the highest and lowest bit rates. Finally, in section 4.4.9, 

we compare the performance of the various modulation modes. 

We start by inferring the channel conditions. 

4.4.1 The Multipath Conditions 

We observe that for the five modes as a whole the unequalised-

data error rate was greater than 0.2 at around 3 Kb/s whilst the 

datum error rate figure was roughly 0.05 to 0.07. This indicates the 

continuous presence of multipath propagation in the trials since 

this discrepancy in error rate could only have been caused by 

ir.tersymbol interference. 

We then find that by again considen'iig the five graphs as a 

whole the datum and data error rates are almost converged when the 

data bit rate is approximately 0.4 Kb/s. This can only mean that 

no intersymbol interference was present in the data stream at this 

rate. The bit-rate period must have been just such that the multipath 

echoes fell between pulses. Now at 0.4 Kb/s overall rate the bit-

rate period is 2 mS, allowing for the 25% amount of redundancy due 

to the frame method of data transmission. The pulse width was 0.6 mS 

(100% spectrum roll-off) so the dispersion time must have been about 

1.5 mS, in agreement with the results in cection 4.3.1. 

4.4.2 Level of Background Noise 

An equivalent level of Gaussian noise can be inferred from the 

ASK-rec.det. results. The datum error rate is used since these bits 

were free from intersymbol interference. The average error 

prob?bility for rectifier-detected ASK is then, from Fig. 4-4.5, 

given by: 
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= 0.05 
e 

The equivalent average S/N ratio for Gaussian noise is found 

from section 3.12 to be 12 dB. This figure again is in agreement with 

the results of the signal-to-noise estimates given in section 4.3.2. 

We now turn our attention towards the performance of aspects 

of the system. 

4.4.3 Effect of the Residual-dc Extractor on the Performance of the 

Equaliser 

We see in the results for PSK (Fig. 4-4.1) and ASK (Fig.4-4.2) 

that the use of the equaliser led to an overall improvement in the 

error performance. Defining the ratio of unequalised-data error count 

to equalised-data error count as the improvement factor, the value 

at a bit rate of 2.0 Kb/s to 2.5 Kb/s is 1.7 for PSK and 1.45 for ASK. 

With the ASK-SC and ASK+C modes the error-rate improvement 

from the equaliser was smell or negligible. 

The difference that the two pairs of modes had in common was 

that PSK and ASK had no residual dc component whilst ASK-SC and ASK+C 

did. These latter two modes required the residual-dc extractor to be 

in operation, and hence it must have been this that affected the 

performance of the equaliser. The reason for this is as follows. 

As well as the dc level the output of the residual-dc level 

detector contained low-frequency noise components synthesised from the 

background noise. The output was subtracted from the pulse stream 

to extract the dc (see Fig.3-0.2), and so low-frequency noise 

components were effectively added to the background noise. The level 

detectors in the equaliser had the same bandwidth as these components; 

hence to the equaliser this noise appeared as a slowly-varying level 

superimposed on to the signal. Thus its operation in measuring the 
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channel impulse response was impaired leading to incorrect equalisation 

of the pulse stream. 

We now examine three aspects of the PLL. 

4.4.4 Comparison of the PLL and the Rectifier Methods of Detection 

For the purpose of this comparison the datum error results 

are used since these bits were free from the effects of the equaliser-

operation and of intQrsymbol interference. Errors here were caused 

mainly by background noise. 

The datum error rate P ^ for the rectifier-detected mode, 

ASK-rec.det., can be seen in Fig. 4-4.5 to be on average: 

P A R _ 0.05 

The datum error rate P^ p when ASK was detected by the PLL 

is seen in Fig. 4-4.2 to be at best* (at 2.4 Kb/s): 

f A P = 0.07 

For PSK, which had twice the eye opening of ASK at the 

receiver, the best datum error rate Ppp is given by (from Fig. 4-4.1): 

P = 0.045 
PP 

' Ti • 

Hence, contrary to its theoretical advantage over rectifier-

detection as regards noise performance, PLL carrier extraction here 

resulted in a worsening of the error rate. The cause of this was noted 

in section .4.2.2 to be the affect of mill ti path on the action of 

*The reason for this variation with data bit rate is discussed later 
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PLL. It is now analysed more rigorously by considering a three-

multipath channel as an example. 

Let the modulated signal arriving at the receiver be expressed 

as 

f(t+t-j )A-jC0sw(t+t1) + f(t+t 2)A 2cosw(t+t 2) + f (t+t 3)A :cosw(t+t 3) 

where A-j, and A^ are constants proportional to the transmission 

coefficients of the three multipaths, t-j, t^, ?.nd t^ ar'j the propagati 

delays of the multipaths with < t^ < t^, w is the carrier 

frequency, and f(t) is the transmitted pulse stream. 

The receiver system treated the signal from the shortest 

multipath, i.e. f(t+t-j )A^cosw(t+t-j), as the data. Thus let us derive 

the component of the demodulator output that contains this signal 

Let 

and 

and 

with n-j, n 2 , and n^ being integers of value such that 0 2 , and 

lie between 0 and 2tt. 

Let us assume that the magnitude A-j of the first path is 

substantially less than A^ and A^. Then the carrier component 

from this path will be "swamped" by intersymbol interference from 

paths A 9 and A~. In this case the PLL will lock onto the phase 

e 1 = wt^ - 2?rn 

0 2 = w t 2 " 2 7 T n2 

63 - wto - SiTn^ 
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resultant of the carriers from the a n <^ Paths. The phasor 

diagram of this postulated multipath structure is shown in Fig.4-4.6 

Here A2 and A3 are made approximately equal. Thus the PLL-output 

phase 0 p L L is given by: 

e 2 + e 3 
0PLL = ~ 

The output of the demodulator for the signal path A is the 

reflection of thir. phasor on the PLL output phasor. Hence it is 

proportional to 

f(t + t-j) cos(e1 - 6 p L L ) 

= f(t + t-j) cos[91 - (o2 + 9 3)/2] 

Now since 0-j, 0 2> and 0^ are functions of the path time 

delays (t-j, t 2 S and tg) any changes caused by the ionospheric layers 

shifting and altering the path lengths will make the "signal" phasor 

A-j rotate arcund the phasor diagram origin. When 

61 " ( 02 + " 7 7 / 2 o r 3 : 7 / 2 

the resolved component of the A^ phasor on the PLL "In-phase" axis 

(the demodulation output for the signal) will be close to zero. In 

this region the signal will be small relative to the noise (given th 

noise conditions described in sections 4.2.1, 4.3.2 and 4.4.2) and s 

the error rate will be high. 

In summary, the problem was that the first multipath was not 

necessarily in phase with the "average" phase of the composite 

carrier from all the multipaths. Hence, despite the fact that the 
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PLL was observed to be stable in locking to the "average" phase, 

the signal-to-noise ratio of the demodulated signal was low at 

times even in low noise conditions. A solution to this problem 

of coherent demodulation is outlined in Chapter Five,in the 

suggestions for further work. 

4.4.b Effect of the Bit Rate on the Phase-Locked Loop 

It was noted in Chapter Three that the value of the average modulated-

signai to noise at the receiver could have an effect on the performance of 

the phase-locked loop. The variation with bit rate of the average modulated 

signal level was drawn for each mode in Fig. 3-3.5. In the results we 

c*n see this phenomenon manifesting itself. Considering again the 

datum error result? we see that at the low bit rates (about 0.5 Kb/s) 

the error rate increased for ASK (Fig. 4-4.2) and PSK (Fig.4-4.1). 

These two modes had no residual carrier component and so their average 

signal level was proportional to the bit rate. The deterioration in 

the error performance is especially marked for ASK since this had half 

the average level of PSK. The ASK+C mode (Fig. 4-4.4),having some 

residual carrier, suffered only a slight degradation in its dalum 

error performance at low rates, whilst the ASK-SC mode (Fig. 4-4.3), 

whose average signal level increased with decreasing bit rate (see 

Fig. 3-3.5), displayed no such tendency at low rates. 

4.4.6 Comparison of the Bi-phase and Uni-phase Stable Modes of the PLL 

This comparison can be made by examining the performance of the 

ASK and ASK+C modes. ASK had to be detected by a PLL which was stable 

in both the TT and the 2TT phase positions because the zero crossings 

in the base-band pulse stream, from the pulse side lobes, caused TT 
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phase shifts in the modulated carrier. In the ASK+C mode sufficient 

carrier was added to remove these phase shifts enabling the PLL to 

be made stable in just the single-phase position. 

The theoretical advantages of ASK+C are: 

(1) the single-phase stable PLL is less likely to cycle 

skip than the bi-phase type which can flip between the 

two phase states, 

(2) the additional carrier helps the PLL to lock at low bit 

rates. 

Its disadvantages are: 

(1) the eye-opening is reduced because of the added carrier, 

(2) the added carrier requires a residual-dc extractor to 

be sn operation because the demodulated signal has a dc 

component. 

The results for ASK and ASK+C in Fig. 4-4.2 and Fig. 4-4.4 

show that ASK performed in a superior fashion above 1 Kb/s for the 

best data performance, that of enualised data. As was discussed in 

section ^.4.3 the effect of the dc extractor was mainly responsible 

for this. Below 1 Kb/s the PLL tended to fail for ASK, and the 

extra signal power of ASK+C resulted in a somewhat better error 

rate. Hence, in conclusion, cycle skipping in a two-phase stable 

PLL is not a problem except at low bit rates. 

We now turn to the error performance of the two types of pulse 

spectrum used. 
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4.4.7 Error Performance of the Two Types of Pulse Spectrum 

We saw in Chapter Three that two types of spectrum were 

employed for the data pulses: 

(1) 33% roll-off raised cosine 

(2) 100% roll-off raised cosine 

The 33% roll-off pulse had a main-lobe w^dth of 0.4 mS 

opposed to a figure of 0.6 mS for the 100% roll-off case. Therefore ~ 

the 33% roll-off pulse was more likely to resolve the multipath ?nd 

so not suffer from distorted pulses. The 100% roll-off pulse had 

insignificant sidelobes and so produced a larger eye-opening at the 

receiver than the 33% roll-off pulse whose sidelobes were substantial 

(see Pig. 3-2.10). 

In order to get a comparison of the performance of the two 

types of spectrum we use the ASK-rec.det. datum error results. The 

rectifier-detection mode is chosen because the PLL demodulation problem 

described in section 4.4.4, whilst the results for datum bits are 

chosen because they did not experience the effects of intersymbol 

interference from multipath or the effects of the equaliser. The 

results ir: Fig. 4-4.5 show virtually no difference between the two 

types of spectrum. The 1.2 Kb/s and 2.4 Kb/s 100% roll-off bit rates 

show marginally higher error rates indicating that pulse distortion 

may have Leen a slightly more significant factor than eye-opening 

degradation but, on the v/hole, the conclusion must be that the 33% 

roll-off spectrum is preferable simply because it allows a higher 

basic bit rate. 



Having used the overall results presented in Fig. 4-4.1 to 

4-4.5 to highlight particular aspccts of data transmission we now 

discuss the results in these two final sectionsmore generally. 

4.4.8 The Difference in the Error Rate at the Highest and Lowest 

Bit Rates 

As was discussed in Chapter Three the bit rate was lowered by 

keeping the pulse-width narrcv; and leaving blank gaps between bits. 

The pulse bandwidth and hence the receiver-filter bandwidth remained 

constant meaning that the noise content of the received signal was 

not reduced with decreasing bit rate as would have been the case where 

the bit rate is lowered by pulse widening. As b/as explained in 

section 3.1.1, though,it was felt that the method of widening the pulse 

wou'id have led to severe pulse distortion if multipath was present, 

a situation which would have reduced the effective signal level and 

which could not have been rectified by a convention:! equaliser*. 

Pulse distortion v/as also felt to be liable to present problems in 

obtaining bit synchronisation. 

Since the receiver bandwidth w&b held constant it might be 

thought that the error rate »/ould not have reduced with bit rate 

because the signal-to-noise at the receiver remained i;he same. In 

fact, as can be seen in Figs. 4-4.1 to 4-4.5, some reduction took 

place in the data error rate. With regard to the equalised data, 

the error rate reduced because, as the bit rate was lowered, less 

equaliser stages were necessary to be in circuit. Thus the 

amplification of the background noise caused by the equaliser level 

*The likely performance of the pulse-widening method in the channel 

conditions experienced in the trials is discussed in the conclusions 

in Chapter Five. 
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detectors was less marked. With regard to the unequalised data, the 

multipath echoes encompassed fewer bits as the bit rate was lowered, 

hence reducing the amount of intersymbol interference. 

We now examine the amount by which the error rate changed as 

the bit rate was reduced. At 3.6 Kb/s the best error-performance 

figure was for PSK, after equalisation,of: 

P e = 0.14 

At 0.4 Kb/s the best figure was for ASK-SC, of: 

P o = 0.057 
e 

Hence for a nine-fold decrease in the bit rate the error rate 

was reduced by a factor of only two or three. This raises the 

question of whether the error rate at the lower bit rates would be 

improved more by transmitting data in code. For th"»s system the 

fundamental rate used wouid be 3.6 Kb/s, and the level of code 

redundancy would then be made appropriate to achieving the desired 

data rate. For example, let us use a majority-decision code having 

redundancy factors of 3,5 and 7. The bit rates would then be 

respectively 1.2 Kb/s, 720 b/s and 510 b/s. Let us uce the error 

probability at 3.6 Kb/s for PSK found in the trials, of: 

Pe = 0.14 

Then using the expression derived in Appendix 4.1 the resultant 

error rates for the codes can be calculated. They are plotted in 

Fig. 4-4.7 together with the equalised-data error rate for PSK. 

We can see the improvement afforded to the performance at the lower 

bit rates by utilising even a simple form of coding. 
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In this final sub-section we discuss the performance of each 

mode in these overall results. 

4.4.9 Comparison of the Modulation Modes for Overall Equalised-Data 

Error Performance 

We start this section by presenting an order-of-merit table in 

Fig. 4-4.8 for the equalised-data error performance of each mode. 

The equalised data results are chosen because they were never worse 

than the results for unequalised data and usually better. The table 

is given for high (3.6 Kb/s), intermediate (1.2 Kb/s), and low 

(0.4 Kb/s) bit rates, with the best mode shown at the top of each list. 

This table provides a point of reference as we now examine the 

performance of each mode. 

PSK 

We see in Figs. 4-4.1 to 4-4.5 tY.it PSK gave the best performance 

of all the modes except at low bit rates where the PLL became slightly 

unstable because of the lack of average signal power. At the high 

and intermediate bit rates its lack of a residual-de component together 

with its advantage of having double the eye-opening vis-a-vis ASK 

enabled PSK to out-perform the other modes. 

ASK 

The results show ASK to have been the best of the amplitude-

shi+t-keying type of modes at all except low bit rates. As with 

PSK its lack of a residual dc component gave it the advantage at the 

higher rates. It had the minimum average signal power of all the 

modes though (see Fig. 3-3.5, Chapter Three) which caused the worsening 

of its performance at the low bit rates as the PLL lost its "grip". 
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ASK-SC 

As was seen in Chapter Three (see Figs. 3-3.3 and 3-3.4) 

ASK-SC had the advantage of having twice the eye-opening of the other 

ASK modes. However its residual-dc content required the residual-dc 

extractor to be employed. As was noted in section 4.4.3 this affected 

the operation of the equaliser so severely that ASK-SC had inferior 

performance to ASK at the higher bit rates. We can see in Fig. 3-3.5, 

Chapter Three, though that ASK-SC had the highest average signal 

power at low rates of all the modes. Hence the deterioration in error 

performance caused by the PLL which was experienced by the other 

"coherently"-detected modes did not occur with ASK-SC, and it gave 

the best results at low rates. 

ASK+C 

For this mode sufficient carrier was added so that the IT phase 

shifts present in the ASK modulated carrier did not occur. Hence the 

PLL needed to be stable in only the one phase mode which assisted its 

performance. As was discussed in section 4.4.6 the necessary 

connection of the dc extractor worsened the operation of the equaliser 

and, since ASK+C had the smallest eye-opening of all the modes as well, 

its error performance was inferior to all the other equalised modes, 

as can be seen in Figs. 4-4.1 to 4-4.4. 

ASK-rec.det. 

Rectifier detection of the ASK mode was included in the test 

system as an additional parameter mainly to operate as a check on 

the operation of the PLL. Its usefulness in this respect was seen 

in section 4.4.4. As far as its data error perform?nee was concerned 

we see in Fig. 4-4.5 that it was inferior to all the PLL-detected 

methods. This was because rectifier detection is non-linear and 
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precludes the use of a conventional equaliser. The prevalence of 

multipath conditions therefore caused the error rate to be the highest 

except at low bit rates where the gap between bits was such that 

intersymbol interference was considerably reduced. Then the 

asynchronous nature of rectifier detection can be seen to have been 

of some advantage as compared to the PLL-detected ASK+C and ASK modes. 

The results presented in Figs. 4-4.1 to 4-^,5 are averages 

over the time when reception was possible which was 95% of the total 

duration of the experiments. In order to get a feel of the variation 

in the error performance results we now give the error-probability 

distributions for PSK and ASK-rec.det. by making use c^ the fact that 

the error measurements were made over three-minute intervals. 
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4.5 THE ERROR-PROBABILITY DISTRIBUTIONS FOR PSK AND ASK-rec.det. 

The distributions are given for PSK,because it was seen in 

section 4.4 to give the best overall performance, and for ASK-rec.det. 

because: 

(1) its datum error performance gives an indication of 

the variation in the signal-to-noise ratio, 

(2) the comparison of the data and datuni error distributions 

indicates the variation that was present in the level 

of intersymbol interference caused by multipath. 

The probability-density and the cumulative-probability 

distributions for equalised and unequalised PSK are shown in 

Figs 4-5.1 and 4-5.2, and for ASK-rec.det. (data and datum Dits) 

they are shown in Figs. 4-5.3, 4-5.4, and 4-5.5. 

For the purpose of presenting the probability-density 

distributions the error rate is divided into the following "slots": 

5X10"1 to 2x10"^, 2xl0 _ 1 to 10' 1, 10"1 to 3xl0" 2, 3xl0"2 to 10" 2,etc. up to 

-4 -5 

10 to 3 x 10 , a further slot being provided for error readings of less 

-5 

than 3 x 10 . The error rate for each of the three-minute period-of-

operatior. runs was calculated and the number having an error rate associated 

with a given slot was counted and expressed as a fraction of the total 

number of runs for the mode and bit rate in question. The four bit rates for which the distributions are given are: 

(1) 3.6 Kb/s 33% spectrum roll-off, x 1 bit-rate 

reduction factor 

(2) 2.1 Kb/s from combining the 2.4 Kb/s (100% roll-off, 

x 1 rate) and the 1.8 Kb/s (33% roll-off, 

x 1/2 rate) results 



-278-

(3) 1.05 Kb/s from combining the 1.2 Kb/s (100% roll-offs 

x 1/2 rote) and the 0.9 Kb/s (33% roll-off, 

x 1/4 rate) results 

(4) 0.6 Kb/s from combining the 0.6 Kb/s results from 

the 100% spectrum roff-off, x 1/4 rate, 

results and the 33% spectrum roll-off, x 1/6 

rati, results. 

(As we have seen in section 4-4.7 there was no discernible 

difference in the results for the two types of pulse spectrum, and 

the combining of them for the rates (2), (3) and (4) results in better 

averaging.) 

The cumulative-distribution figure for the error probability 

P is taken.as being the fraction of the total numbar of runs that 
e 3 

the error rate is less than or equal to P e . 

The result: are now' interpreted. 

PSK 

The histograms for all four bit rates are shown in Fig.4-5.1 

for PSK. The cumulative distribution is shown in Fig. 4-5.2. We 

see in the histogram results that the presence of the equaliser 

tended to reduce the percentage of very high error rates. The 

overall improvement afforded by the equaliser is especially marked 

at the 2.1 Kb/s bit rate. This can be seen more particularly in the 

cumulative-distribution results for the 2.1 Kb/s rate where the 

equalised and unequalised-data curves are separated by the largest 

amount at this rate. 
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,ASK-rec.det. 

In the case of ASK-rec.det. the histograms and cumulative 

distributions for data are given in Figs. 4-5.3 and 4-5.4 respectively. 

The histograms show that there were a high percentage of runs with 

error rates greater than 0.2 for the 3.6 Kb/s, 2.1 Kb/s, and 1.03 Kb/s 

bit rates. This indicates the catastrophic effect of the intersymbol 

interference caused by the multipach conditions. For the 0.6 Kb/s 

rate the bit rate period was usually greater than the channel dispersion 

time (shown in section 4.3.1) and nence the histogram ^ore closely 

resembles that for the datum bits which is shown in Fig. 4-5.5. The 

cumulative distribution for datum bits is also shown ir. Fig. 4-5.6. 

Wc have seen that the equaliser improved the data error 

performance for PSK and ASK on average. We now see the frequency and 

the amount with which this improvement was sustained by presenting 

a histogram of the equaliser performance. 
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4.6 EQUALISER PERFORMANCE ILLUSTRATED BY HISTOGRAM 

The term "the equaliser error-reduction factor" B, defined 

as 

g _ errors before equalisation 

errors after equalisation 

was calculated for each three-minute test run of the PSK and ASK modes. 

The results are then presented in the form of histograms for each of 

the four bit rates described in the previous section. The equaliser 

histograms for PSK are shown in Fig. 4-6.1, and for ASK they are 

shown in Fig. 4-6.2. 

- The results contained in Figs. 4-6.1 and 4-6.2 can be 

interpreted as follows. The equaliser car, be seen to have •performed 

best at 2.1 Kb/s. At 3.6 Kb/s there were 75% more equaliser taps 

switched in and the additional noise from these taps overrided the 

extra intersymbol interference cancelled as compared to the 2.1 Kb/s 

rate. Below 2.1 Kb/s the concentration of m^ltipath was relatively 

less because the bit-rate period tended towards the seme length as 

the channel dispersion time. Hence the effectiveness of the 

equaliser decreased at the lower rates. 

Figs. 4-6.3 and 4-6.4 display for PSK and ASK respectively 

the fraction as plotted against bit rate of the total number of runs 

for which the equaliser improved the error performance. At the bit 

rate of peak-performance improvement, viz. 2.1 Kb/s, the large 

fractions of 80% to 90% indicate the almost continuous presence of 

multipath during the trials. 

We now see how the error probability varied with the time 

of day. 



4.7 THE VARIATION IN ERROR PROBABILITY WITH TIME OF DAY 

The results for PSK for the bit rates defined in section 4.5 

are shown in Fig. 4-7.1. Times of day are in British Summer Time. 

Sunrise occurred at 06.30 and sunset at 19.50 during the trials. 

These are again average results for all the readings taken"1-'. 

Apart from an increase at 07.00 and a smaller increase at 

16.00 the error rate is shown to have been fairiy independent of the 

time of day. The results imply that these increases were due to a 

lowering of the signal-to-noise ratio rather than a change in tne 

level of int«rsymbol interference due to multipath because the datum 

error rates increased in step with the data error-rate curves. This 

was confirmed by observation as mentioned in section 4-2.1. 

We now conclude this chapter by giving a summary of the 

main results. 

*No finer detail is possible because of the scatter of the measurements 
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SUMMAP.Y OF THE MAIN RESULTS 

Channel conditions (section 4.3) 

The channel was in a multipath state 99.5% of the 

time. 

The average multipath structure (shown in Fig.4-3.4) 

was of three paths spread over 1.5 mS. 

The first significant multipath was always of 

significant strength. 

The signal-to-noise ratio was too low to make 

reception possible for 5% of the duration of the 

trials. 

For the remaining 95% of the experiments the signal-

to-noise ratio varied from 0-6dB to greater than 

25dB, being on average 10-15dB (see Fig.4-3.6). 

Results of error-^ate measurements (sections 4.4 to 4.7) 

(these are for the time when reception was possible which 

was 95% of the total duration of the experiments). 

Relative performance of the modes 

PSK was found to be the best-performance mode except 

at bit rates of less than 0.5 Kb/s. 

ASK-SC performed best when the bit rate was less Lnan 

0.5 Kb/s. 
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The rectifier-detected mode, ASK-rec.det., performed 

worse than the PLL-detected modes because the 

intersymbol interference resulting from the almost 

continuous presence of multipath meant that the 

data stream (unequalised) had a high error rate. 

The comparison to rectifier detection showed that 

the PLL output phase was not necessarily coherent to 

the phase of the signal multipath. This caused the 

datum error rate to be slightly higher for the 

PLL-detected modes than for the recti fier-rdetected mode. 

Performance of the ASK+C and ASK-SC modes suffered 

because of the necessary presence in circuit of the 

dc extractor. This affected the operation of the 

equaliser. 

Effectiveness of the equaliser . 

The equaliser was found to significantly improve the 

performance of the two modes without residual-dc 

components, PSK and ASK. At the bit-race region 

of peak improvement, 2.0 to 2.5 Kb/s, the error rate 

was improved by a factor of 1.7 for PSK and 1.45 

for ASK. 

Calculations of the frequency with which the equaliser 

Improved the error performance (section 4.6) showed 

that, for PSK and ASK, the improvement took place on 

70% to 85% of the test runs made at bit rates between 

1.4 Kb/s and 3.6 Kb/s. 
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Variation of the error probability with bit rate 

For the best performance modes the error rate varied 

from: 

at 3.6 Kb/s, PSK with equalisation, PQ = 0.14 

at 1.2 Kb/s, PSK with equalisation, P Q = 0.07 

at 0.4 Kb/s, ASK-SC with equalisation, P g = 0.06 

It was shown chat the error probability at the lower 

rates would improve more by using codinq. The results 

for employing a simple majority-decision code are (with 

a fundamental rate of 3.6 Kb/s using PSK with equalisation, 

where the error probability was 0.14) 

at 1.2 Kb/s P e = 0.053 

at 0.5 Kb/s P e = 0.0094 
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Range of variation of the error probability 

PSK bit rate equalised-data error fraction of total transmission 
• - probability P time the error probability 

was better than P 
e 

3.6 Kb/s 1.4 x 10-
1 

50% 

3.6 Kb/s 4.8 X lO" 2 25% 

3.6 Kb/s 3.5 x 10~
3 

10% 

2.1 Kb/s 6.7 X 10- 2 
50% 

2.1 Kb/s 2.5 x 10-
2 

25?o 

2.1 Kb/s 1.8 X 10" 3 
10% 

1.05 Kb/s 4.8 X 10- 2 
50% 

1.05 Kb/s 1.4 X 10- 2 
25% 

1.05 Kb/s 1.3 X 10- 3 
10% 

0.6 Kb/s 4.6 X 10- 2 
50% 

0.6 Kb/s 1.3 X io" 2 • 25% 

0.6 Kb/s 2.8 X 10- 4 10% 

Variation of the error probability with tim Q of day (section 4.7) 

No variation was found except for slight increases in the 

error rate at 07.00 and 16.00. (Sunrise was at 06.50 

and sunset at 19.50 during the cn-ils. Measurements were 

taken between 06.30 and 16.30.) 
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APPENDIX 4.1 

PROBABILITY OF ERROR IN A MAJORITY-DECISION CODE 

The probability of there being an error in a block of n bits, 

.°(m,n), is given by the product of the number of ways that m bits 

can be located in a block of n bits, the probability of m errors, 

and trie probability of (n-m) errors not occurring, i.e. 

= V e (1-He)
n"ra 

wJiere P g is the basic error probability. 

In a majority derision code there will b? an error provided 

m > (n is odd) 

Hence tho error probability of the coded bit is given by 

P(n,m) occurring or P(n-1,n) occurring £r P(n-2,n) occurring 

or P(m,n) occurring, i.e. 

P(n,n) + P(n-1,n)D-P(n,n)] + P(n-?,n) Q-P(n,n)-P(n-1 ,n) [1-P(n-2,n)]] 

P(m,n) [1-P(n,n)-P(n-1,n)[l-P(n,nfl-P(i.-2,n)[l-P(n,n)-?(n-1,nj]..: 
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Fig .1 Summary of bit-rate values 

(a) Pulse stream having "iOOft? roll-^ff raised-cosine spectrum 

Bit rate (kb/s) Bit-rate reduction factor 1/N 

2 , 4 x1 

1 . 2 x l / 2 

0 . 6 xl/4 

0 . 4 j x l / 6 

(b) Pulse stream having 33% roll-off raised-cos?ne spectrum 

Bit rate (kb/s) bit-rate reduction factor 1/N 

3.6 x1 

1.8 xl/2 

0.9 xl/4 

0.6 xl/6 
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F i g i. 2 Summary of modulation and demodulation modes 

(1) PSK b ipo lar ASK 

(2) ASK on - o f f keying 

(3) ASK-SC ASK with suppressed carrier 

(J+) ASK+C ASK with s u f f i c i e n t c a r r i e r added to remove 
phase s h i f t s caused by pu l se s i d e l o b e s 

Cj) ASK-rec. d e t . ASK d e t e c t e d by r e c t i f i e r 

Modes ( l ) t o (k) c o h e r e n t l y - d e t e c t e d by p l l 

F i g Jf-1.3 Example of mul t ipa th- s t rue ture recording 

Normalised 

amplitude 

s t reng th 

0.5 

2 time (ms) 
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F i g 4-3*1 Histogram of number of mult ipaths 

40--

% of 

to ta l 

30-

20--

1 0 - -

Number of mult ipaths present 



-290-

Fig ^-3*2 Distribution of the multipath amplitudes 
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Fig 4-3.3 Position distribution of tne significant multipaths 
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Fig 4 Average state of multipath structure 
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Fig 4-3*5 Position distribution of the strongest multipath 
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Fig Distribution of signal-to-noise measurements 

% of total 

measurements 

was possible 

in this region 
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Fig 1 PSK - variation in error probaoility with bit rate 
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Fig 4-4.2 ASK - variation in error probability with bit rate 
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Fig 4-4.3 ASK-SC - variation of error probability with bit rate 

0.3 T 

0.2 4 

0.1 4 

0.05 4 

U - unequalised data 

G - equalised data 

d - datum bits 
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Fig ASK+C - variation of error probability with bit rate 
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Fig ASK-rec. det. - variation in error probability with bit rate 

J) - data bits 
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Fig k-k.6 Phasor diagram of carriers from three-path multipath 

structure - PLL output also displayed 
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Fig 4-4.7 Reducing the dats rate by coding compared with 

reducing the raw bit rate 

0.3 T 
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Fig 4 - 4 . 8 Order-of-merit tab le of modulation modes f o r error 

performance of equal ised data (best f i r s t ) 

Bit ra te 

3 .6kb/ s 1 .2kb/s 0 .4kb / s 

PSK PSK ASK-SC 

ASK ASK PSK = ASK-rec. det . 

ASK-SC ASK-SC 

ASK+C ASK+C ASK+C 

ASK-rec. det . ASK-rec. det . ASK 



Fig 4-5.1 
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Error-probability distribution for PSK 
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F i g 4-5.2 Cumulative distribution for PSK error rate 



Fig 4 - 5 . 3 
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Error-pro1-abil ity d i s t r i b u t i o n for ASK-rec. de t . 
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Cumulative d i s t r i b u t i o n for ASK-rec. det . error ^ate 

P e 
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Fig 4-5•5 Error-probability distributions for ASK-rec. det. datum bits 

% of 
total 

5 0 -

40--

Density distribution 

-

- - I — 

-

- - I — 

-

P 
e 



-306-

6.1 Hisl'.ogicjn for PSK of equaliser error reduction factor B 

Equaliser degrades 
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4-6.2 Histogram for ASK of equaliser error reduction factor B 
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Fig 4-6,3 Fraction of time that equaliser improved error performance for PSK 
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Fig 4-6.4 traction of time that equaliser improved error performance for ASK 
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Fig 4-7.1 Variation in error probability with time of day for PSK 
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CHAPTER FIVE 

CONCLUSIONS 

We saw in Chapter One thbt this research arose out of an 

appreciation of the history of radio communications, lie considered 

the growth in digital processing that has taken place since the 

Second World War, ar.d saw the requirement for digital communication 

channels. We argued that the HF ^adio channel had a particular role 

tc play in providing the medium for long-distance digital 

communications, and observed that, because of channel congestion, the 

available char.nel bandwidth was limited. 

Having taken the decision to concentrate this work on means of 

investigating efficient digital communication over HF radio we then, 

in Chapter Two, considered the properties of HF propagation in order 

to understand the problems that the digital user races. We then 

reviewed the previous work in order to see what lines other researchers 

had followed. We found that the method of serial binary data 

transmission had received very little attention, and that there was a 

need to evaluate the performance of the fundamental systems involvQd 

in such a method of transmission. 

We now proceed to present the conclusions from this work in its 

evaluation of the techniques involved in serial data transmission over 

the HF radio channel. In section 5.1 we start by recounting the 

likely channel propagation conditions that were anticipated in Chapters 

Two and Three, and we than described briefly the conditions that 

were encountered in the actual trials. In section 5.2 we then re-

iterate the main features of the- test system that was developed to 
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to investigate the techniques of serial data transmission, and we 

end this section by recounting their performance in the field trials. 

We summarise the overall conclusions in section 5.3. This is 

done by re-stating the precise objectives of this research that were 

given in section 2.3, Chapter Two, and then answering the four points 

that were raised one by one. Finally this chapter is concluded in 

section 5.4 by the presentation of some ideas for further research. 

We begin with the channel conditions. 
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5.1 THE CHANNEL CONDITIONS 

We found in Chapter Two that radio propagation at HF 

frequencies occurs by a process equivalent to reflection from the 

ionosphere. The "reflection" of the radio signal is at peaks of 

electron density within the relationship of electron density to height 

above the earth. These peakc are equivalent to reflecting layers 

since they are circumferential to the earth, and we saw that two 

layers in particular are responsible for propagation; the E-layer, 

altitude approximately 100 Km, and the F2~layer, whose altitude is 

approximately 300 Km. W® found in Chapter Three that for the radio 

link to be used in the trials, which had its transmitter and receiver 

separated by 1000 Km, propagation was possible from both.the E-layer 

and the F£-layer. Since further reflecting modes can exist by the 

ducting of the signal between the layers and the earth's surface 

it was expected that multiple-mode, or multipath, propagation would 

be present in the experiments. (The bearing of this phenomenon on 

the receiver operation is reviewed in the next section.) 

The measurements made in the trials of the channel conditions, 

which are displayed in Chapter Four, Figs. 4-3.1 to 4-3.5, showed 

that the channel was predominantly (99.5% of the time) in a multipath 

state. There were on average three strong multipaths (the first threQ 

to arrive at the receiver) dispersed over a time of 1.5 mS. In 

addition there were sometimes two or three weaker ones spread over a 

further 1 mS interval after the third strong path (Fig. 4-3.4). 
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In order to facilitate the operation of the receiver the 

assumption was made about the multipath structure that the strength 

of the first multipath to be received would always be significant 

so that it could be treated as the signal path. The signals from 

the remaining multipaths would then appear in the channel impulse 

response entirely as post-echoes. The results justified this assumption. 

The first multipath was found to be the strongest 35% of the time 

whilst on average it had a strength factor of 0.7 of the strongest 

path. Short-term fluctuations in the strength of this (and the other 

multipaths) was estimated by observation to be 6dB to 15JB, implying 

that there was usually a strong specular component. 

The background noise was observed to consist mainly of 

interference from other users. The signal-to-noise ratio was 

estimated periodically and the results are s hown in Fig. 4-3.6, 

Chapter Four. It was found that the average signal-to-noise ratio 

(defined as the ratio of the main pulse amplitude to the noise 

variance) was some lOdB to 15dB. Variations on this average due to 

fluctuations in the individual multipath strength, in the flat fading 

component, and in the level of background noise, wey^ from -lOdS to 

+20dB. Reception was not possible for 5% of the duration of the 

experiments; this was when the signal-to-noise ratio was too low 

(less than OdB), usually because of either a particularly strong 

interfering signal or else high-level ionospheric noise apparently 

associated with local electrical storms. 

Hav:ng summed up the state of channel conditions that were 

prevalent in the experiments we now turn to the techniques of serial 

data transmission used by discussing the performance of the test 

system. 
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5.2 THE TEST SYSTEM 

The test system was designed to answer the queries about 

serial data transmission raised at the end of Chapter Two. To 

reiterate these were: 

(1) What is the best form of modulation - PSK, ASK, 

or FSK 

(2) What is the best form of demodulation - Coherent 

or Incoherent 

(3) How does the error rate vary with bit rate 

(4) How useful is adaptive equalisation in combating 

the effects of multipath 

We proceed in this section (in 5.2.'; by reviewing the main 

features of the test svstem. Then,in section 5.2.2 conclusions are 

given with respect to the performance of the various aspects of the 

test system. 

5.2.1 The Design of the Test System 

We first review the design of the test system with regard 

to the queries raised above about serial transmission. 

The type of modulation 

Four types of binary modulation were employed: 

PSK - this was realised using bi-polar ASK 

ASK - on-off keying of the carrier using pulses 

having raised-cosine spectra 
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ASK-SC - a residual-dc component was subtracted 

from the ASK pulse stream such that at 

baseband the "1" and "0" levels were equally 

spaced on either side of zero 

ASK+C - sufficient carrier was added to the ASK pulse 

stream to prevent the pulse sidelobes from 

causing zero crossings in the baseband waveform. 

FSK was not used because a theoretical analysis in Chapter 

Three showed it to have an excessive bandwidth requirement for serial 

transmission, and also because its demodulation process was non-linear 

and would not therefore have left it amenable to equalisation. 

The type of demodulation 

All four modes mentioned above were demodulated coherently 

by phase-locked loop. In addition the "SK mode was demodulated 

incoherently by full-wave rectification. 

The variation of the frit rate 

The method used to lower the bit rate from the maxima 

determined the two types of pulse spectra and by the channel bandwidth 

was to keep the pulse width constant (and therefore narrow) and to 

leave blanks after each bit. It was felt that the method of lowering 

the rate by pulse widening would have the pulses vulnerable to the 

effects of multipath causing distortion. It was felt that this would have 

outweighed the advantage of being able to lower the noise level by 

narrowing the filter bandwidth. 
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The range of variation of the bit rate in the test system 

by the method of pulse blanking was from 0.4Kb/s to 3.6Kb/s. 

Incorporation of an equaliser 

It was found during a series of preliminary trials that symbol 

smear from multipath caused high error rates at bit rates where the 

period between bits was less than the multipath dispersion time. 

This effect restricted the transmission rate to 250 b/s. In order to 

combat this an equaliser was incorporated into the test system. It 

was of the decision-feedback typ° and, because the signal from the first 

multipath to arrive was taken as the main signal, it operated on 

post-echoes only. 

We have reviewed above the main features of the test system 

with regard to the evaluation of the objectives of this work. One 

further important aspect of the test system that should be stressed was 

the adoption of a frame method of data transmission. 

The frame method of data transmission 

One of the main features of the hardware system in operation 

was for it to have the data stream periodically interrupted in order 

that an 'isolated pulse (termed the set-up pulse) could be transmitted. 

The gaps between the end of the previous data block ar.d the set-up 

pulse, and between the set-up pulse and tho start of the next block, 

were made eq^al to the sum of the maximum expected channel dispersion 

time plus one pulse's width. 

This frame format reduced the effective channel capacity by 

25%. However, together with the fact that the first multipath to 

arrive was to be t^eaced as the signal path, it meant the set-up pulse 

was received free from intersymbol interference and could be puL to the 

following uses: 
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(1) Bit synchronisation could be obtained by a threshold 

transition detector v.ype of phase-locked loop triggered 

from the leading edge of the set-up pulse. This part 

of the pulse was not distorted by multipath since the 

pulse width was always sufficiently narrow to resolve 

the multipaths. 

(2) Level detection for decision-making purposes could 

be established by measuring the pulse height by means 

of a sample-and-hold and low-pass filter arrangement 

as described in Chapter Three. Likewise, any residual-

dc in the demodulated waveform (present in the ASK-SC 

and ASK+C modes) could be removed by sampling just 

before the set-up pulse. 

(3) The reception of a known pulse meant that a polarity 

reference could be established at the receiver for 

PSK, obviating the need to differentially encode the 

data with the consequent doubling of the error rate 

caused by the decoding process. 

(4) The channel impulse response could be determined for 

the equaliser by a series of the level detectors (of 

the type used in (2)) operating in the gap between 

the set-up pulse and the start of the next data block. 

(5) The reception of two bits per frame* free of inter-

symbol interference (the set-up pulse and the first 

bit in the next data block) was used to establish 

*A third bit was available in the case of ASK, a "0". The data 

stream was decision-sampled just oefore the set-up pulse for this 

bit. 



the error rate termed the datum error rate, so termed because 

errors here were caused by effects other than intersymbol interference. 

The conclusions with regard to the performance of the test 

system are now presented. 

5.2.2 The Performance of the Test System 

We first of all deal with ^he phase-locked loop and the 

equaliser. We then discuss the modulation modes and how the error 

rate varied with bit rate. Finally, we compare these results to some 

of those obtained in other work. 

The phase-locked loop 

The phase-locked loop was found to operate satisfactorily 

in So far as locking to the average phase of the carrier from the sum o-f 

the multipaths. Some instability was present at lov/ bit rates for 

the ASK modes (and to a lesser extent the PSK mode ). This was 

because of the low average-carrier-to-noise ratio. For ASK at the 

"x 1/6" bit-rate reduction factor the ratio of the period of no carrier 

to the period with carrier was on aversce two to one. However longer 

periods without any carrier v:ould occur because of the pseudo-random 

nature of the test bit stream. 

The overall disadvantage of the coherent-demodulator system 

adopted was wnen the signal multipath had a strength weaker than the 

remaining echoes. Then the carrier from the signal multipath would 

not necessarily be in phase with the PLL output which would lock onto 

the average carrier phase from all the paths. Hence the demodulated 

signal-to-noise ratio was unnecessarily low when the signal-carrier 

phase and the PLL output phase differed by angles approaching tt/2, 

resulting in sub-optimum performance. This situation was not the 
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fault. of the PLL as such; as stressed it was perfectly stable in 

locking to the average phase of the received signal. The situation 

would have been the same if the technique of extracting a carrier 

pilot tone had been used. It was more of a demodulation fault, and 

a method of overcoming it is c]iven in section 5.4 where ideas for 

further work are presented. It is estimated that the error probability 

figures obtained in the experiments could be improved upon by a factor 

of from two to five if such a method could be evolved. 

The equaliser 

The assumption made in the design of the receiver that the 

first multipath to arrive could always be used as the signal path was 

found in the experiments to havo been justified. The equaliser was 

therofore able to afford improvement to the error rate for ASK and 

ASK modes. The improvement was most marked at around 2.1 Kb/s, where 

the error rate was better by a factor of 1.7 for PSK and 1.45 for ASK 

At faster bit rates the signal-to-noise ratio was not sufficiently high 

for the counter-action by the equaliser of intersymbol interference to 

be greater than the added noise it introduced because of the extra 

tapb switched in at these rates. Some ideas for lowering the amount 

by which it amplifies the noise are given in section 5.4. 

As far as the modes with a residual-dc component are concerned, 

ASK-SC and ASK+C, the equaliser gave no significant improvement in 

error performance. This was because of the effect of the dc extractor 

on the operation of the equaliser. 
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The modulation modes 

The results showed that PSK gave the best overall performance. 

Its advantage of having both twice the eye-opening of ASK and also no 

residual-de component was decisive as was the fact that the data format 

meant that differential encoding and decoding was not necessary. 

ASK proved to the best of the remaining modes at medium to high 

data rates whilst the greater signal power of ASK-SC meant it had the 

best performance overall at low rates. The ASK+C mode was included to 

see whether cycle skipping by the PLL had a significant effect on the 

error rate. This was done by comparing ASK+C, for whom the PLL had 

to be stable in orly one phase, with ASK, for whom two-phase stability 

was required. The results show that ASK+C gave inferior performance 

to ASK and so the conclusion is that cycle skipping was not a problem. 

In comparison to the ASK (PLL detected) results the rectifier 

detection of ASK gave poor performance because of the predominantly 

multipath nature of the channel. Rectifier detection prevents the 

implementation of a conventional equaliser because it is a non-linear 

process. However the datum error results were better for ASK-rec.det. 

showing the advantage of its asynchronous nature as compared to the 

method of coherent demodulation employed. 

Variation of error rate with bit rate 

The results showed that,using tĥ j method of pulse blanking, 

th» error rate only reduced by a factor of two or th^ee when the 

bit-rate was lowered from 3.6 Kb/s to 0.4 Kb/s. This is for PSK, 

the best mode, for data after equalisation. The error rate could have 

been expected to reduce with bit rate for equaTiseu data because 

less equaliser stages were switched in. The results were affected 
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by the fact, as mentioned above, that the coherent demodulator's 

output was not necessarily in phase with the signal's carrier phase, 

therefore raising the errror rate at all bit rates. It was shown 

in the results that the utilisation of coding would be a superior 

way to get an improved error performance at the lower bit rates 

with the results obtained. • 

The alternative method of reducing the bit rate by widening 

the pulse has the advantage that the noise level is reduced because 

the receiver bandwidth can be lowered. Hov/ever it canr.jt be expected 

to perform well under the type of multipath conditions experienced. 

Let us take the multipath structure as shown in Fig. 4 3.4, Chapter 

Four; and consider only the first two paths. Let us use,for example, 

a 0.5 Kb/s bit rate. Here the width of the pulse's main lobe using 

a 100% spectrum roll-off factor and allowing for tne frame system 

of data transmission is 2.4 mS. Then it is apparent since the first 

two paths in Fig. 4-3.4 are separated by only 0.5 mS that pulses will 

overlap and so pulse distortion will be severe. These effects are 

likely to more than negate the four-fold drop in the noise level*. 

Comparison of these error measurements with those from other research 

We refer back to section 2.2.3, Chapter Two, where the results 

of previous work are given. 

(29) 
We see that Kirsch et al.using their Kathryn modenr ' obtained 

- 2 - 6 

error rate results varying from 10 to 10 . However their recorded 

signal-to-noise ratios were in the region from 20dB to 50dB, i.e. some 

*Some results involving this method of reducing the bit rate are given 

in Appendix 5.1. They were obtained using the improved demodulation 

system described in section 5.4. 
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20dB higher than those recorded for this work. The transmitted 

power can be assumed to have been significantly higher, and so 

no useful comparison is possible. 

(31) -3 
Chase's results1 ' were of the order of 10 for the 

2400b/s rate his Ccdem system transmitted. This on the face of it is 

considerably better than the results obtained in this work, since 

his transmitted power of 4 Kw was only some 6dB greater. 

In general though the validity of such comparisons is 

questionable for reasons that, for example, the radio link paran.iters 

such as the gain of the aerials and their directivity may not have 

been specified and that atmospheric conditions may vary between the 

times of the particular trials. 

We new sum up the main conclusions by answering those 

questions raised in the statement of the'objectives in Chapter Two. 
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5.3 SUMMARY OF THE MAIN CONCLUSIONS 

(1) What is the best form of modulation for serial binary oata 

transmission 

The conclusion of this work is that PSK is the best form 

of modulation. 

(2) Is coherent or incoherent demodulation better? 

It was found that coherent demodulation gave the better 

performance because the demodulated pulse stream could be equalised. 

It was noted, however, that the asynchronous nature of incoherent 

detection meant that its actual demodulation process was not affected 

by the presence of multipath as was that of the PLL carrier extractor. 

(3) Hov, does the error rate vary with bit rate? 

The er>%or rate was found to reduce by only two or three times 

when the bit rate was lowered from 3.6 Kb/s to 0.4 Kb/s. • It was seen 

that coding would prove a superior method. 

(4) How useful is adaptive equalisation? 

The use of equalisation was found to improve the error 

performance significantly. At 2.1 Kb/s the error rate for PSK was 

improved by a factor of 1.7. 

However the techniques of serial data transmission described 

in this worlx should be regarded as being in their first stage of 

development. Whilst the conclusions expressed above are felt to be 

valid the error performances obtained can be improved upon by further 

work, and so ideas for this are now presented. 
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•5.4 SOME IDEAS FOR FURTHER WORK 

As mentioned these ideas involve development of the serial 

transmission system described in Chapter Three. It is felt that 

the most should be obtained from this design philosophy before 

any attention is concentrated on other methods of digital-data 

transmission over HF. 

Therefore this section starts in 5.4.1 with a method being 

outlined of overcoming the coherent demodulation problem detailed in 

Chapters Four and Five. It is terrvad the "dual equaliser" since two 

separate equalisers are required. In section 5.4.2 ways of improving 

the performance of the basic equaliser are proposed. Finally, in 

section 5.4.3, it suggested th-t alternative methods of varying the 

bit rate should be tried. Reference is given to some results that 

have been obtained using a channel simulator where some of these ideas 

were implemented in the test system. They are detailed in Appendix 5.1. 

Firstly we describe the dual equaliser. 

5.4.1 "The Dual Equaliser 

This system is designed to overcome the problem experienced in 

multipath conditions with the coherent demodulator which was analysed 

in section 4.4.4 of Chapter Four. To recap, it was seen that the phase 

of the carrier from the signal multipath was not necessarily the same 

as that of the resultant from the sum of all the multipaths, which was 

the phase that the PLL locked onto. Whenever the phases differed by 

a value approaching ir/2 the resolved component of the signal with 

respect to the PLL output became small leading to a high error rate. 



The dual equaliser idea developed thus. The PLL output 

referred to above is the "in-phase" output. Whenever this is at tt/2 

to the signal carrier the resolved component of the signal with 

respect to the PLL "quadrature" output will be at a maximum. Hence 

a method of removing the impairment to the demodulator system is to 

operate an additional equaliser and threshold "slicer" on the 

component of the signal multipath that has been demodulated by the 

quadrature output of the PLL. Using the terms defined in section 4.4.4, 

this component will be given by: 

f(t+t.j) A-j sin [6^(62+03)/^ 

A comparator is then used to feed the input of the decision-maker to 

the output of whicnever of the two equaliser and slicer system: is 

operating on the greacest resolved component. 

A block diag.am of the proposed dual-equaliser system is 

shown in Fig. 5-4.1. We see that the moduli of the pulse-amplitude 

level-detector outputs are compared for the purpose of deciding the 

input for the decision-maker. Fig. 5-4.2 shows the variation of the 

resolved component of the signal (viz. A-jf[t+t|"]) for a complete 

cycle of C 9]"( 02 + 03^ / 2-I ^ r o m ^ t o 2 t t # v a n' a ti° n f°r the single-

equaliser system used in the trials is drawn for comparison. We see 

that for the dual equaliser the sliced component sampled by the 

decision-maker is never less than 0.707 of the optimum*. 

*This dual system has been tested in comparison to the single-equaliser 

using a channel simulator, and some results arc given in Appendix 5.1 
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The ability of the level detectors to track time variations 

in the amplitudes that they are measuring means that, in principle, 

the PLL could be replaced by a local oscillator. If this local 

oscillator and the receiver, IF frequency could be adjusted (and 

remain stable) to within the bandwidth of the level detectors and 

the equaliser channel response estimators (i.e. 5 Hz as us*d for the 

test system in the trials) th» whole system could follow the amplitude 

variations caused by the beating effect of the two frequencies. The 

comparator would ensure that the decision-maker input was always from 

the greatest resolved component. Such a dual equaliser system is 

somewhat similar to the pass-band type of equaliser described in 

references (51>52)^ 

5.4.2 Improvements for the Equaliser 

These must resolve around reducing the noise added by the 

equaliser from low-frequency noise components preser.c in the impulse-

response level detectors. 

The first thing to be done must be to lower the bandwidth of 

the low-pass filters. It was noted in the observations (section 4.2.2 

of Chapter Four) that the figure of 5 Hz was too high and that 3.5 Hz 

would be sufficient. 

A sccond method would involve some form of tap thresholding. 

At the 3.6 Kb/s bit rate twenty equaliser taps are switched in. Since 

there were typically only two echc multipaths in the experiments only 

four of these taps would have been in effective operation. The 

remaining sixteen would simply have been amplifying the noise. A simple 

method of tap thresholding would be to compare the output of each 

equaliser level detector to a (to be determined) fraction of the 

pulse-amplitude 'eve! detector. 
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5.4.5 Improved Error Performance at the Lower Bit Rates 

As already stated, reducing tne bit rate by leaving blanks 

after each bit did not significantly improve the error rate. Whilst 

it is felt that the improvement would have been more significant 

if the dual equaliser type or demodulator was in operation* it would 

be instructive to obtain results using the following two methods 

in comparison: 

(1) To widen the pulse keeping the bit- rate reduction 

factor constant at "xl". As mentioned previously 

this method has the advantage that the noise level 

can be reduced with bit rate because the bandwidth 

of the receiver filters can be lowered. However it 

leaves the pulses more vulnerable to distortion 

because the multipaths will no longeV tend to be 

resolved as the bit rate is lowered*. 

(2) To reduce tne bit rate by coding. For example, a 

simple majority decision code was proposed in 

section 4.4.8 of Chapter Four and seen to be 

effective theoretically. It would be necessary 

for the implementation of such a coding scheme to 

establish the correlation between the separation 

of errors. Obviously if errors tended to occur in 

blocks then simply repeating the same bit n times 

in succession (for an n-bit code) would not result 

in the theoretical improvement in the error rate. 

It would be necessary to stagger the repetitions 

according to the correlation response. 

*See Appendix 5.1 for some results obtained (with channel simulation) 

in comparison with pulse blanking using the dual equaliser. 
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•APPENDIX 5.1 

FURTHER RESULTS USING A CHANNEL SIMULATOR 

The dual equaliser and the pulse-widening method of bit-rate 

variation have been tested in comparison to the single equaliser 

(as used in the trials) and to the- pulse blanking method, using a 

channel simulator. The philosophy of the channel'simulator was to 

re-create the conditions experienced in the trials. As such, a 

three-path multipath structure was realised, the strengths of each 

path being modulated by independent low-frequency "Ric'an" waveforms. 

The extent of the strength variations was some lOdB, each path having 

the same average amplitude. The two "echo" paths were slowly and 

independently time-swept in the range 0.35 mS to 3.5 mS after the 

. "main" path. The level of the additive(Gaussian) noise was adjusted 

to give approximately the same error rates for the single equaliser 

as those obtained in the Wick trials detailed in Chapter Four. 

Because the noise was introduced before ths simulator, and so was the 

result of "summing" the three multipaths, the variance of the noise 

changed continuously as was the case with the background noise in the 

trials. 

Some results are given below. They are for the single equaliser 

with pulse-blanking bit-rate reduction; for the dual equaliser with 

pulse blanking; and for the dua"! equaliser with pulse widening. PSK 

was the modulation mode used. 
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APPENDIX 5.1 Continued 

Single equaliser Dual equaliser 

Bit rate Pulse blanking Pulse blanking Pulse widening 

3.6 Kb/s 2.24 x 10"1 1.8 x 10 _ 1 (1.8 x l O " 1 ) 

1.2 Kb/s 3.5 x 10" 2 2.5 x 10' 3 4.0 x 10~ 2 

0.45 Kb/s 1.6 x 10~ 2 2.0 x 10~ 4 2.5 x 10" 2 

These results indicate the considerable improvement afforded by 

the dual equaliser, and also show that pulse blanking is indeed a 

superior method of decreasing the bit »ate,as was anticipated in 

section 3.1.1 of Chapter Three. 



Fig 5-4.1 The dual equaliser 
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Fig Variation in resolved signal component with relative phase 

angle for dual- and single-equaliser systems 

Dual-equaliser variation 

j In-p.[ Quadrature ' In-phase Quadrature ]In-p.j 
| syst.J sy.-stem J system | system |syst.| 

Modulus of 1•0 

resolved 

component cf 

A f(+ »-t ) 1 1 

R e l a t i v e phase angle ( = 0 - 2 3 ) 
1 2 

Single-equaliser variation 

Modulus of 

resolved 

component of 

A„f(t+t ) 
1 1 

R e l a t i v e phase angle ( = - 0 2 + 0 3 ) 
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