integral fevation methods in the nuitrical solurton of BOUNDARY-VALUE PROBLEMS FOR LAPLACE'S EQUATION FOR TWO-DINENSIONAL regions butined by poiygons.

A thesis for the degree of<br>Master of Philosophy<br>of the<br>University of London

by
M.J. HAMSON
(Senior Lecturer in Mathematics, Thames Polytechnic, London S.E.18.) (Registered at Imperial College of Science and Technology)

## Abstract.

## M.J. HAMSON - "Integral equation methods in the numerical solution of boundary-value problems for Laplace's equation for two-dimensional regions bounded by polygons"

Although considerable research has been carried out on the application of integral equation methods in solving two dimensional Laplace boundary problems, often the occurrence and effect of corner points on the boundary contour is not treated. Accordingly and also with regard to practical problems, this thesis concentrates on the case in which the boundary is polygonal.

In Chapteer I it is shown how the interior Dirichlet, Neumann and mixed boundary-value problems may be formulated in terms of integral equations. Use is made of 'single' and 'double' layer potentials, Green's boundary formulae and complex variable methods in the formulations presented, thus allowing for comparisons and relations to be made between these various methods. The systematic treatment given is a particular feature of Chapter I.

The main investigatory work in the thesis is concerned with obtaining the solution of the interior Dirichlet problem through the use of the double layer potential and resulting boundary density function. In Chapter II reference is made in detail to the classical work of Radon in order that the existence of this density and hence the solution of the Dirichlet problem is justified when the boundary of the region possesses comer points. It is recognised that in practice an approximate solution will be necessary and in Chapter III the author proposes three alternatives leading to approximate values of the density based on its replacement as a piecewise constant, linear or quadratic function over some boundary interval. When the polygon is convex it is shown that the calculated density and hence the resulting approximate solution of the problem will converge to their theoretical values for all three of the proposals as the size of the boundary interval decreases to zero.

These methods have been tested on a rectangular region and the results are given in Chapter IV. Comment is made on the suitability of the methods and the accuracy of the results.
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## Chapter I

## Introduction

Many authors have worked successfully to obtain a mumerical solution of Laplace's equation in two dimensions by integral equation methods and full references will be acknowledged as appropriate. However the possibility of the boundary not being smooth has sometimes been avoided and thus the paricular difficulties associated with corner points not treated. Hence at the outset the following polygonal boundary shape is posed (Fig.1) and the aim of this thesis will be to concentrate on the possible solution of Laplace's equation in the region interior to this boundary.


Fig. 1

The possibility of a re-entrant corner at which the interior angle $\alpha$ exceeds $T$ is included so that the polygon can be convex or non-convex. No rounding of corners will be undertaken and so the polygon will always be entirely made up of straight edges. Further, cusp points will be automatically excluded so that $0<\alpha<2 \pi T$.

Along the boundary contour $L$, $s$ will be used to measure length, beginning from some convenient initial point $A$ which may or may not be a corner point. Denoting the total length of the boundary by $S$, then $0 \leqslant s \leqslant S$. Also the region interior to $L$ will be denoted by $D^{+}$and that exterior by $D^{-}$(Fig.2),
the direction of description of $L$ being such that $D^{+}$lies to the left and $D^{-}$to the right.


Any point $Q$ on $L$ will have cartesian coordinates $\{\xi(s), \eta(s)\}$, the functions $\xi(s)$ and $\eta(s)$ being piecewise linear due to the polygonal boundary. A normal unit vector $\hat{n}=\underline{n}(s)$ will be taken into $D^{+} ; \hat{n}$ will be piecewise constant with a finite discontinuity at each corner point.

With this notation the fundamental potential theory problems in two dimensions for the interior region may be stated:

To find a function $u$, harmonic within $D^{+}$(ie. satisfying Laplace's equation $\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0$ ) and continuous in $D^{+}+L$ such that either
(a) uss) takes prescribed values $f(s)$ on $L$, (Dirichlet
problem);
or (b) $\frac{\partial u(s)}{\partial n}$ takes prescribed values $g(s)$ on $L$, (Neman $\underset{\text { problem) ; }}{ }$
or (c) at each point on $L$, either $u(s)$ or $\frac{\partial u(s)}{\partial n}$ takes a prescribed value $h(s)$, (mixed boundary value problem)

Throughout, $f(s)$ will be assumed continuous, $g(s)$ and $h(s)$ piecewise continuous (it being impossible to associate $g(s)$ and $h(s)$ with a value of $\frac{\partial u}{\partial n}$ at $a$ corner point).

Each of the problems (a), (b) and (c) will be re-formulated as an integral equation. The question of existence of solutions will be discussed in Chapter II. The corresponding external problems will be referred to only where necessary.

As stated in the Abstract, an effort will be made to give all the integral equation formulations for (a), (b) and (c). Thus 'single' and 'double' layer potentials are discussed as well as the application of Green's formula and complex variable theory.

## $\S_{1.1}$ Single Layer Potential



## Fig. 3

The electrostatic background to the single layer potential may be found in $[1]$ (page 83). It is shown there that the electrostatic potential at $P(x, y)(F i g .3)$ due to a line charge at $Q$ is proportional to $\ln \left(\frac{1}{r}\right)$, where $r=|P Q|$. We require a 'single layer' of such line charges to be placed around $L$ with density $\sigma(s)$ so that the potential at $P$ due to the charge over boundary increment as can be taken as $\sigma x(d s) x \ln \left(\frac{1}{r}\right)$.

## Hence using the principle of superposition, the total

potential $u$ at $P, u_{p}$, is

$$
\begin{equation*}
u_{p}=u(x, y)=\oint_{L} \sigma(s) \ln \left(\frac{1}{r}\right) d s, \quad p \in D^{+} \tag{1.1}
\end{equation*}
$$

. Since $P \in D^{+}, \quad \ln \left(\frac{1}{r}\right)$ is bounded. Hence (1.1) will exist if $\sigma$ is integrable, and will define a continuous function of position as $P$ moves in $D+$. If $\sigma$ is allowed to become unbounded the integral will exist as an improper integral provided each $\int_{s_{i}}^{s_{i+1}}|\sigma(s)|$ as exists, where $s_{i} \leqslant s \leqslant s_{i+1}$ denotes some interval within which $\sigma$ is unbounded.
respect to $x$ and $y$ to show that $u$ is harmonic:

$$
\begin{aligned}
\nabla^{2} u_{P} & =\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y_{y}^{2}}\right) \oint_{L} \sigma(s) \ln \left(\frac{1}{r}\right) d s \\
& =-\oint_{L} \frac{\dot{u}^{(s)}}{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial_{Y}{ }^{2}}\right) \ell_{n} r^{2} d s
\end{aligned}
$$

But $r^{2}=(x-\xi)^{2}+(y-\eta)^{2}$

$$
\begin{aligned}
& \frac{\partial^{2}}{\partial x^{2}}\left(\ln r^{2}\right)=\frac{\partial}{\partial x} \cdot \frac{\partial}{\partial x} \ln \left\{(x-\xi)^{2}+(y-\eta)^{2}\right\} \\
&=\frac{\partial}{\partial x} \frac{2(x-\xi)}{(x-\xi)^{2}+(y-\eta)^{2}} \\
&=\left\{(x-\xi)^{2}+(y-\eta)^{2}\right\} 2-2(x-\xi) \cdot 2(x-\xi) \\
&\left\{(x-\xi)^{2}+(y-\eta)^{2}\right\}^{2} \\
&=\frac{2(y-\eta)^{2}-2(x-\xi)^{2}}{r^{4}}
\end{aligned}
$$

Hence $\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \ln _{n} r^{2}=\frac{2(y-\eta)^{2}-2(x-\xi)^{2}+2(x-\xi)^{2}-2(y-\eta)^{2}}{r^{4}}=0$ so that $\nabla^{2} u_{P}=0$ as required.

To solve any of the boundary value problems (a), (b) or (c) it is necessary to consider the value of this potential as $P$ approaches a boundary point $Q_{0}$ of $L$ at which $s=S_{0}$. (Fig.3) when $P$ concides with $Q_{0}$ ( 1.1 ) becomes an improper integral since $r \rightarrow 0$ as $Q \rightarrow Q_{0} \cdot$ It is therefore necessary to find whether $U_{P}$ has a value when $P=Q_{0} \in L$ and also whether the limiting value of $U_{p}$ as $P \rightarrow Q_{o}$ from $D^{+}$coincides with this value. Firstly place $P$ at a point $Q_{O}$ of $L$ : then clearly the existence or otherwise of the integral (1.1) is determined by the
contribution to the integral given from the neighbourhood of 2.



It is sufficient to consider one side of $Q_{O}$ and investigate the value of $I=\lim _{\epsilon \rightarrow 0} \int_{\epsilon}^{h} \sigma(s) \ln \left(\frac{1}{r}\right) d s$ where without loss $s$ may be measured from $Q_{0}$ and $h$ is a suitable small distance (Fig. 4). It is clear that $Q_{0}$ being a corner point has no effect on the integral $I$, which can be thought of conveniently as taken along the $x$ axis (Fig.5),

so that $I=\lim _{\epsilon \rightarrow 0} \int_{\epsilon}^{h} \sigma(x) \ln \left(\frac{I}{x}\right) d x$

Now this integral exists when $\sigma(x)$ is bounded in $[0, h]$ because $\int_{0}^{h} \ln \left(\frac{1}{x}\right) d x$ exists.

If $\sigma(x)$ is unbounded, e.g. suppose $\sigma(x)$ behaves as $x^{\alpha}$ when $x \rightarrow 0^{+}$; for some constant $\alpha$, then we may use

$$
\int_{\epsilon}^{h} x^{\alpha} \ln \left(\frac{1}{x}\right) d x=\left[\frac{x^{\alpha+1}}{\alpha+1} \ln \left(\frac{1}{x}\right)+\frac{x^{\alpha+1}}{(\alpha+1)^{2}}\right]_{\epsilon}^{h}
$$

and this has a limit when $\epsilon \rightarrow 0$ provided $\propto>$ " 1 . In both
these situations, the value of $I$ can also be made as small as we please by letting $h \rightarrow 0$.

Returning now to the polygonal contour representation, it follows that when $P$ is placed at some $Q_{0}$ on $L$, where $Q_{0}$ may be a corner, then the single layer potential (1.1) possesses a value, notwithstanding a possible singularity at $Q_{o}$ in $\sigma(s)$ of the form $s^{c x}, \alpha>-1$. We note also that ${ }^{\prime} Q_{Q}$ is convergent in the ordinary sense and no 'Principal Value' integrals are necessary.

To complete the investigation on the single layer potential as $P \rightarrow Q_{0} \in L$, let $P$ be placed not on $L$ but close to it in $D^{+}\left(\right.$Fig.6). Then we are interested in $\underset{P \rightarrow Q_{0}}{\lim _{P} u_{p}}$.


Construct a circular arc centre $Q_{o}$, radius $h$, intersecting
and containing $P$
 two parts : $Q^{\prime} \Omega_{0} Q^{\prime \prime}$ denoted by $\ell$, say, and the rest of the boundary denoted by $L-\ell$. Now take $u_{P}$, as defined by (1.1), $=\oint_{L} \sigma(s) \ln \left(\frac{1}{r}\right) d s \equiv u_{p}(L) \quad=u_{p}(\ell)+u_{p}(L-l)$.

In Fig.6, $Q_{0}$ is placed at a corner point and the boundary $\ell$ includes a length $h$ to either side of $Q_{0}$. However it is evident that we need only consider the contribution to $u_{p}(Q)$ from $Q_{0} Q$ "
and there is no need of special considerations for $\varepsilon_{0}$ at a corner or otherwise.

Thus $u_{P}\left(Q_{O^{\prime}} Q^{\prime \prime}=\int_{Q_{0} Q^{\prime \prime}} O^{\prime}(s) \ln \left(\frac{1}{r}\right) d s\right.$ where $x=P Q$.
Letting $\rho=|\Omega N|$, then $\rho \leqslant x$ as $Q$ moves along $Q_{0} Q^{\prime \prime}$
$\therefore \frac{1}{r} \leqslant \frac{1}{\rho}$ and, assuming that the dimensions of the region are such that $r, \rho, h<1 \quad$ then $\quad\left|\ln \left(\frac{1}{r}\right)\right|=\ln \left(\frac{1}{r}\right) \leqslant \ln \left(\frac{1}{\rho}\right)$.

$$
\text { Hence }\left|u_{p}\left(Q_{0} Q^{\prime \prime}\right)\right| \leqslant \int_{Q_{0}^{\prime \prime}}|\sigma(s)| \left\lvert\,\left\langle\sum_{-} \frac{1}{r}\right| d s \leqslant \int_{Q_{0} Q^{\prime \prime}}|\sigma(s)| \ln \frac{1}{\rho}\right. \text { as. }
$$

If $|\sigma(s)| \leqslant M$ on $\Omega_{0} Q^{\prime \prime}$ then

$$
\begin{aligned}
&\left|u_{p}\left(Q_{0} Q^{\prime \prime}\right)\right| \leqslant M \int_{Q_{0}^{\prime \prime}} \ell_{n} \frac{1}{\rho} d s \leqslant m \int_{0}^{h} \ln \frac{1}{x} d x \\
&=m(h-h \ln h)
\end{aligned}
$$

which expression tends to zero as $h \rightarrow 0$.
Further if $\sigma(s)$ has a singularity on $Q_{0} Q^{\prime \prime}$ of type $s^{\alpha}$, $-1<\alpha<0$ then we can again show that $\left|u_{p}\left(\Omega_{0} Q^{\prime \prime}\right)\right| \rightarrow 0$ as $h \rightarrow 0$. Hence we have that $\underset{h \rightarrow 0}{\lim _{\rightarrow}} u_{p}(Q)=0$ and, since $p$ always lies within the circular region described, then

$$
\begin{equation*}
\lim _{P \rightarrow Q_{0}} u_{P}(\ell)=0 \tag{1.3}
\end{equation*}
$$

But, writing $u_{Q_{0}} \equiv u_{Q_{0}}(L)=u_{Q_{0}}(\ell)+u_{Q_{0}}(L-\ell)$ then

$$
\begin{align*}
& u_{P}(L)-u_{Q_{O}}(L)=u_{P}(\ell)+u_{P}(L-\ell)-u_{Q_{O}}(\ell)-u_{Q_{O}}(L-\ell) \\
&=\left\{u_{P}(Q)-u_{Q_{O}}(\ell)\right\}+\left\{u_{P}(L-\ell)-u_{Q_{O}}(L-Q)\right\} \\
&\left|u_{P}(L)-u_{Q_{O}}(L)\right| \leqslant\left|u_{P}(\ell)-u_{Q_{O}}(\ell)\right|+\left|u_{P}(L-\ell)-u_{Q_{O}}(L-Q)\right| \tag{1,4}
\end{align*}
$$

Now from (1.2) and (1.3) we have that $\left|u_{p}(Q)\right|$ and $\left|u_{Q_{0}}(\theta)\right|$ can both be made arbitrarily small as $h \rightarrow 0$. Hence there is a small positive quantity $\in$ such that for $h \leqslant h_{1}$, sufficiently small, then $\left|u_{p}(C)-u_{Q_{0}}(\varrho)\right|<\frac{1}{2} \in$.

Also $u_{P}(L-Q)$ and $Q_{Q_{0}}(L-Q)$ are proper integrals since
 continuous function of position as $P$ varies and so for $h \leqslant h_{2}$, sufficiently small, we have

$$
\left|u_{P}(L-P)-u_{Q_{O}}(L-\ell)\right|<\frac{1}{2} E .
$$

Combining these results and substituting into (1.4) gives that for $h \leqslant \min \left(h_{1}, h_{2}\right)$ then $\left|u_{P}(L)-u_{Q_{0}}(L)\right| \leqslant \frac{1}{2} \epsilon+\frac{1}{2} \in=\epsilon$. Thus we have that $u_{P} \rightarrow u_{Q_{0}}$ as $P$ moves to the boundary point $Q_{0}$ on $L$.

Further analysis can be undertaken to show that in fact $u_{p}$, as defined in (1.1), is continuous throughout the entire region $D^{+} U L \cup D^{-}$. To summarise in particular, the harmonic function $u$ defined by (1.1) at an internal point $P$ of $D^{+}$by

$$
\begin{equation*}
u_{p}=\oint_{L} \sigma(s) \ln \left(\frac{1}{r}\right) d s \tag{1.5}
\end{equation*}
$$

is continuous up to the boundary $L$, and

$$
\begin{equation*}
\lim _{p \rightarrow Q_{O}} u_{P}=u_{Q_{0}}=\oint_{L} \sigma(s) \ln \left(\frac{1}{r}\right) d s \tag{1.6}
\end{equation*}
$$

Hence problem (a), the Dirichlet problem, can be solved by treating (1.6) as an integral equation for the unknown boundary density $\sigma(s)$, since for (a), $u_{Q_{0}}$ will be given equal to $f\left(s_{0}\right)$.

Having evaluated $\sigma(s)$, we return to (1.5) and insert $\sigma(s)$ to generate $u_{p}$ for any required position of $P$.

The integral equation formulation of the Newman problem using the potential of the single layer will now be considered.

As given in (1.1) and (1.5), $u_{p}=u(x, y)$ is a function of position and so may be differentiated with respect to some direction $\hat{n}_{0}$ (Fig. 7). We choose the direction $\hat{n}_{0}$ deliberately to be that of the normal at some boundary point $N$ (not a corner point). The differentiation could be undertaken with respect to any direction, but $\widehat{\frac{\pi}{O}}$ is selected so that the result may be used to solve the Neumann problem.


Fig. 7

$$
\begin{aligned}
\frac{\partial u_{p}}{\partial n_{0}} & =\frac{\partial}{\partial n_{0}} \oint_{L} \sigma(s) \ln \left(\frac{1}{r}\right) d s \\
& =\oint_{L} \sigma(s) \frac{\partial}{\partial n_{0}} \ln \left(\frac{1}{x}\right) d s .
\end{aligned}
$$

But $\frac{\partial}{\partial n_{0}} \ln \left(\frac{1}{r}\right)=\frac{d}{d r} \ln \left(\frac{1}{r}\right) \frac{\partial r}{\partial n_{0}}=-\frac{1}{r} \frac{\partial r}{\partial n_{0}}=\frac{1}{r} \cos \psi^{\prime}$, where $\eta=\left(\underline{\hat{n}}, \hat{n}_{0}\right)$ is the angle made by the vectors $\hat{n}_{0}$ and $\hat{\underline{n}}$, $0 \leqslant \psi \leqslant \pi \quad$ (By studying infinitesimals we obtain $\frac{\partial r}{\partial n_{0}}=-\cos \psi$ )

$$
\begin{equation*}
\therefore \frac{\partial u}{\partial n_{o}}=\oint_{L} \sigma(s) \frac{\cos \psi}{r} d s \tag{1.7}
\end{equation*}
$$

Now we want to find the value of $\frac{\partial u}{\partial n_{o}}$ as $F$ approaches the boundary point $Q_{0}, Q_{0}$ being taken distinct from $N$ so that $P$ does not approach along a normal (Fig.7). In order to investigate the limit construct a circle centre $Q_{o}$ radius $h$ and place $P$ inside this circle at distance $d$ from $Q_{0}$. Suppose that the circle intersects the straight edge of $L$ that contains $Q_{0}$ in two points $Q^{\prime}, Q^{\prime \prime}$ along a diameter, assuming the circle is small enough for this to be the case. As before we denote that part of $L$ between $Q^{\prime}$ and $Q^{\prime \prime}$ (including the points $Q^{\prime}, Q^{\prime \prime}$ themselves) by $Q$ and denote the rest of the contour by $L-\ell$.

$$
\text { Then } \begin{aligned}
\lim _{P \rightarrow Q_{0}} \frac{\partial u}{\partial n_{O}} & =\lim _{P \rightarrow Q_{0}} \oint_{L} \sigma(s) \frac{\cos \psi}{r} \text { as from (1.7) } \\
& =\lim _{P \rightarrow Q_{0}} \int_{\ell}+\lim _{P} \int_{O-Q} \equiv A+B .
\end{aligned}
$$

Consider A : this integral is taken over $Q^{\prime} Q^{\prime \prime}$ and can be put in the form $\int \sigma\left(s_{0}+d \cos \alpha+x\right) \frac{\cos \psi}{r} d x$, where $s=s_{o}$ at $Q_{0}, x=N Q$ measured from origin $N$ and $\alpha=\widehat{P Q Q " . ~}$


## Fig 8

With $\theta=\widehat{N P Q}=\pi-\psi$ then the contribution to the integral from $N Q$ " over which $x, \Theta \geqslant 0$ can be evaluated:-

$$
\cos \psi=-\cos \theta=-\frac{d \sin x}{r}
$$

and $x=d \sin \alpha \tan \theta$

$$
d x=d \sin \alpha \sec ^{2} \theta d \theta
$$

$\therefore \int_{N}^{Q^{\prime \prime}} \equiv \int \sigma\left(s_{0}+d \cos \alpha+d \sin \alpha \tan \theta\right)-\frac{d \sin \alpha}{r^{2}} d \sin \alpha \sec ^{2} \theta d \theta$ But from $r \cos \theta=d \sin \alpha$ we have $\frac{d^{2} \sin ^{2} \alpha \sec ^{2} \theta}{r^{2}}=1$
$\therefore \int_{N}^{Q^{\prime \prime}} \equiv-\int \sigma\left(s_{0}+d \cos \alpha+d \sin \alpha \tan \theta\right) d \theta$

If we assume now that $\sigma$ can be expanded about $Q_{0}$ so that $\sigma\left(s_{0}+d \cos \alpha+d \sin \alpha \tan \theta\right)=\sigma\left(s_{0}\right)+d(\cos \alpha+\sin \alpha \tan \theta) \sigma^{\prime}\left(s_{0}+s_{1}\right)$, $d \cos x<s_{1}<Q_{O} Q^{\prime \prime}$
then (1.8) becomes $-\sigma\left(s_{o}\right) \widehat{N P Q}-\mathrm{o}(\mathrm{d})$.
Similar analysis gives the contribution $\int_{Q^{\prime}}^{N}=-\sigma\left(s_{o}\right) \hat{Q^{\prime} P N}-O(d)$ Hence A becomes $-\sigma\left(s_{0}\right) \cdot Q^{\prime P Q}-0(d)$ so that as

$$
P \rightarrow Q_{0}, d \rightarrow 0, Q^{\prime} P Q^{\prime \prime} \rightarrow \pi \quad \text { and we are left with }-\pi \sigma\left(s_{0}\right)
$$

Consider B : $\int_{L-Q} \sigma(s) \frac{\cos \psi}{r} d s$.

This time $r$ is never zero; also as $P \rightarrow Q_{0}$ it can be seen that for that part of $L-\mathcal{C}$ which is made up of the straight edge containing $Q_{0}, \psi \rightarrow \pi / 2$ and so $\cos \psi \rightarrow 0$.
i.e. $\int_{L-Q}$ only has a contribution from the contour distant
from $Q_{0}$ and so it is well defined and finite.

Hence we nave the result as follows:-
$\lim _{P \rightarrow Q_{0}} \frac{\partial u_{P}}{\partial n_{0}}=\frac{\partial u_{Q_{o}}}{\partial n_{o}}=-\pi \sigma\left(s_{o}\right)+\int_{L-\rho} \frac{\sigma(s) \cos \psi d s}{r}$

$$
\begin{equation*}
\text { i.e. } \frac{\partial u_{Q_{0}}}{\partial n_{0}}=-\Pi \sigma\left(s_{0}\right)+\oint_{L} \frac{\sigma(s) \cos \left(\underline{\underline{r}}, \hat{n}_{0}\right) d s}{r} \tag{1.9}
\end{equation*}
$$

the latter integral now known to exist in the ordinary sense. This result provides a method for solving the internal Neumann problem in which the normal derivative of a harmonic function is given on L with the corners excepted. The equation (1.9) is an integral equation for the determination of $\sigma(s)$ given values for $\frac{\partial u_{Q_{O}}}{\partial n_{O}}=g(s)$ on $L$ at points $Q_{O}$ which are not corners. Having obtained its solution, then $\sigma(s)$ would be substituted back into the single layer potential $u_{p}=\oint_{L} \sigma(s) \ell_{n}\left(\frac{l}{r}\right) d s$ and values of $u_{p}$ generated accordingly.

As the normal derivative of $u$ would have two differing limiting values either side of a corner point and would be undefined at a corner then (1.9) would be applied only at non-corner points $Q_{0}$. The limiting value of $\oint_{L} \frac{\sigma(s) \cos \psi(d s}{r}$ could be investigated as $P$ approaches a corner point but the value would depend on the way P approached $Q_{0}$.

Finally to solve the mixed boundary value problem, the single layer potential can be used in conjunction with its normal derivative to form a pair of coupled integral equations:-


Fig. 9

The boundary $L$ will now be divided into two parts $L_{1}$ and $L_{2}$ where on $L_{1}$ values of $u$ are prescribed and on $L_{2}$ values of $\frac{\partial u}{\partial n}$ prescribed, (except at corners of $L_{2}$ ).

On $L_{1}$, at a typical point $Q_{1}$ we take the boundary value of the single layer potential

$$
\begin{equation*}
u_{Q_{1}}=\oint_{L_{1}+L_{2}} \sigma(s) \ln \left(\frac{1}{r}\right) d s \tag{1.10}
\end{equation*}
$$

while on $L_{2}$ at a typical point $Q_{2}$ we take the boundary value of the internal normal derivative of the single layer

$$
\begin{equation*}
\frac{\partial u_{Q_{2}}}{\partial n}=\oint_{L_{1}+L_{2}} \frac{\sigma(s) \cos (\underline{r}, \underline{n}) d s}{r}-\pi \sigma\left(s_{Q_{2}}\right) \tag{1.11}
\end{equation*}
$$

Now as $Q$ describes $L$ it becomes in turn a point of type $Q_{1}$, then $Q_{2}$ then $Q_{1}$ again etc. so that the left hand sides of (1.10) and (1.11) will be known taking up values of the prescribed boundary function $h(\underset{c}{ })$. The above equations are integral equations for the determination of the density function $\sigma(s)$ and may be taken together and solved numerically for $\sigma(s)$.

Discussion of the numerical methods is given in Chapter IIt but suffice here to state that an approximate solution of (1.10), (1.11) would be possible by replacing them by a set of linear equations for $\sigma\left(s_{i}\right)$ where $s_{i}$ are suitable node points around $L$ placed on both $L_{1}$ and $L_{2}$. The 'right hand side' of these linear equations would be alternatively $u_{Q_{I}}$ then $\frac{\partial u_{Q_{2}}}{\partial{ }^{n}}$ and would take up the prescribed boundary value $h\left(s_{0}\right)$. Having obtained a solution $O\left(s_{i}\right)$ then the potential function would be generated in $\mathrm{D}^{+}$by numerical evaluation of

$$
u_{p}=\int_{L} \sigma(s) \ln \left(\frac{I}{r}\right) d s .
$$

The three fundamental boundary problems having been posed as integral equations in terms of the potential of the single layer, we pass now to a similar investigation in terms of the potential of the double layer.
§1.2 The Potential of the Double Layer
As in the case of the single layer, consider first the electrostatic potential at a point due to two equal and opposite parallel line charges. When these line charges are brought into proximity they will constitute the two-dimensional dipole:


Fig. 10

The potential due to a single line charge ${ }^{+q}$ at distance $r$ is given by $-2 q \ell_{n r}$. Hence in the system displayed in Fig. 10 , the potential at $P$

$$
\begin{aligned}
u_{p} & =-2 q{\ln r_{1}}+2 q \ln _{2} r_{2} \\
& =q \ln \left(\frac{r_{2}^{2}}{r_{1}^{2}}\right) \\
& =q \ln \left\{\frac{r^{2}+\left(\frac{1}{2}\right)^{2}+2 r\left(\frac{s}{2}\right) \cos \psi}{r^{2}+\left(\frac{1}{2} s\right)^{2}-2 r\left(\frac{s}{2}\right) \cos \psi}\right\}
\end{aligned}
$$

Now remembering that the line charges at $A$ and $B$ are to be brought close together, this expression is expanded in powers of $s$

$$
\begin{aligned}
u_{p} & =q \ln \left\{\left(r^{2}+\frac{1}{4} s^{2}+r s \cos \psi\right) \cdot \frac{1}{r^{2}} \cdot\left(1+\frac{s^{2}-4 r s \cos \psi}{4 r^{2}}\right)^{-1}\right\} \\
& =q \ln \left\{\left(r^{2}+\frac{1}{4} s^{2}+r s \cos \psi\right) \cdot \frac{1}{r^{2}} \cdot\left(1-\frac{s^{2}-4 r s \cos \psi}{4 r^{2}}+o\left(s^{2}\right)\right)\right\} \\
& =q \ln \left\{\left(1+\frac{s \cos \psi}{r}+o\left(s^{2}\right)\right)\left(1+\frac{s \cos \psi}{r}+o\left(s^{2}\right)\right)\right\}
\end{aligned}
$$

Retaining only first degree terms in $s$, this reduces to

$$
u_{p}=2 q \ln \left(1+\frac{s \cos \eta}{r}\right)=2 q\left\{\frac{s \cos \psi}{r}+o\left(s^{2}\right)\right\}
$$

Now to obtain the mathematical dipole potential let $s \rightarrow 0$ and $q \rightarrow \infty$ in such a way that the quantity $2 q s$ tends to a finite quantity $\mu$, called the dipole moment.

$$
u_{p}=\frac{\mu \cos \psi}{r}
$$

Further, the potential of any number of dipoles is obtained by adding. Hence for a distribution of dipoles along some contour $L$, the direction of the dipoles always being normal to the contour, we can take

$$
\begin{equation*}
u_{P}=\oint_{L} \frac{\mu(s) \cos }{r} \cdot d s \tag{1.12}
\end{equation*}
$$

where $\mu=\mu(s)$ is now the moment density and $\psi=(\underline{\hat{r}}, \underline{\hat{n}})$ is the angle between the vector $\underline{r}$ and the inward normal $\hat{n}$ as before (Fig.11).
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The expression (1.12) may also be stated in terms of $\ln \left(\frac{1}{r}\right)$ since

$$
\begin{align*}
& \frac{\partial}{\partial n} \ell n\left(\frac{1}{r}\right)=\frac{d}{d r} \ln \left(\frac{1}{r}\right) \frac{\partial r}{\partial n}=\frac{1}{r} \cos \psi .  \tag{1.13}\\
& u_{P}=\oint_{L} \frac{\mu(s) \cos \psi}{r} d s=\oint_{L} \mu(s) \frac{\partial}{\partial n}\left(\ell n \frac{1}{r}\right) d s \tag{1.14}
\end{align*}
$$

We may also verify directly that $u_{p}$ is a potential function.


Consider $\nabla^{2}=\frac{\partial^{2}}{\partial_{x}}{ }^{2}+\frac{\partial^{2}}{\partial_{y}}{ }^{2}$ operating on $\ln \frac{1}{r}=\frac{-1}{2} \ln \left\{(x-\xi)^{2}+(y-\eta)^{2}\right\}$. Then we easily get $\nabla^{2} \ln \frac{1}{r}=0$. But the partial derivative of $\ln \frac{1}{r}$ with respect to the direction $\xi$ will also be harmonic i.e. $\nabla^{2} \frac{\partial}{\partial \xi} \ln \left(\frac{l}{r}\right)=0$ since the order of differential operators may be interchanged to give

$$
\frac{\partial}{\partial g} \nabla^{2} \ln \frac{1}{r}=0
$$

Similarly $\quad \frac{\partial}{\partial \eta} \ell_{n}\left(\frac{1}{r}\right)$ is also harmonic.
Now consider the expression $\frac{\partial}{\partial n} \ln \frac{1}{r} \quad$ :-
First $\frac{\partial}{\partial n}=\frac{\partial}{\partial \xi} \frac{\partial \xi}{\partial n}+\frac{\partial}{\partial \eta} \frac{\partial \eta}{\partial n}$ so that $\frac{\partial}{\partial n} \ln _{n} \frac{1}{r}$ is the sum of two known harmonic terms, $\frac{\partial \xi}{\partial n}$ and $\frac{\partial \eta}{\partial n}$ being constants for a particular $\hat{\text { n. }}$

Hence by (1.13) $\frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right)=\frac{\cos \psi}{r}$ is a harmonic function of the variables $(x, y)$.

Now introduce an arbitrary function $\mu(s)$ defined on $L$ where $s$ is a measurement of arc length along $£$ and consider
the expression

$$
u_{p}=\oint_{L} \mu(s) \frac{\partial}{\partial n}\left(\ln _{r} \frac{1}{r}\right) d s=\oint_{L} \frac{\mu(s) \cos \psi}{r} d s
$$

where $\mu(s)$ is chosen so that the integral exists. Then $\nabla^{2} u_{p}=\nabla^{2} \oint_{L} \mu(s) \frac{\partial}{\partial n}\left(\sum_{n} \frac{1}{r}\right) d s=\oint_{L} \mu(s) \cdot \nabla^{2} \frac{\partial}{\partial n}\left(\sum n \frac{1}{r}\right) d s=0$

$$
\therefore u_{P}=\oint_{L} \frac{\mu(s) \cos \Psi}{r} d s \text { defines a function harmonic in } \quad+.
$$

Further we may write as $\cos \psi=r a \theta$ where $\theta$ is the angle made by $Q P$ with some fixed direction.


Fig. 13
(For in Fig.13, to the first order smallness $Q R=r d \theta=d s \cos \psi$ ).

$$
\therefore u_{p}=\oint_{L} \mu(s) d \theta \text { which is often more convenient than the two }
$$

earlier forms.
Thus we have, for $P$ not on $L$, that

$$
\begin{align*}
u_{p} & =\oint_{L} \frac{\mu(s) \cos }{r} \psi_{d s}  \tag{1.15}\\
& =\oint_{L} \mu(s) \frac{\partial}{\partial r} \ln \left(\frac{1}{r}\right) d s  \tag{1.16}\\
& =\oint_{L} \mu(s) d \theta \tag{1.17}
\end{align*}
$$

gives the value at $P$ of a function harmonic throughout $D^{+}$.

The notation and sign conventions are in ine with those of the single layer potential.

Now $u_{p}$ is defined for all $p \notin L$ but if $p$ lies on $L$ or approaches $L$ from $D^{+}$then the value of $u_{p}$ must be investigated. First place $P$ on $L$


Then with reference to the diagrams in which $P$ may be on a straight edge or at a corner, we consider the contributions to $u_{p}$ as $Q$ describes the complete polygon. Clearly only thoseedges of $L$ which contain $P$ will need investigation since for the rest of the polygonal contour $Q$ is distant from $p$ and thus the integrand is well behaved.

Hence we examine $\quad \int_{Q P Q^{\prime}} \frac{\mu(s) \cos V r}{r}$ as with $Q P Q^{\prime}$ as shown in the above diagrams.

$$
\text { Now in fact, the integral } \int_{Q P Q^{\prime}} \text { will be zero in both cases }
$$

from examination of either (1.15) or (1.17). In the first instance as 2 moves towards $P$ along the straight line we have $\psi=\frac{\pi}{2}$ and so $\cos \psi \equiv 0 ;$ and in the second instance $d \theta \equiv 0$ as $Q$ moves towards $P$ since no change will occur in $\widehat{Q P x}$. (Fig.ll) Hence $u_{p}$ exists when $P$ is situated on $L$ either on a straight edge or at a corner.

However this will not imply that $u_{p}$ is necessarily continuous as $P$ passes through $L$ from $D^{+}$into $D^{-}$. This is now discussed:-


Fig, 15

Let $P \rightarrow Q_{0}$ on $L$ where $Q_{0}$ will be taken at a corner.
Instead of investigating $u_{p}$ given by (1.15)(1.16)(1.17) directly, it is convenient to consider the limiting value of the modified double layer potential $\quad w_{P}$, where

$$
w_{P}=\oint_{L}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d \theta=\oint_{L}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\cos \psi}{r} d s .
$$

Suppose $\mu(s)$ is continuous on L so that there exists a part $\ell$ of $L$ around $Q_{0}$ upon which

$$
\left|\mu(s)-\mu\left(s_{o}\right)\right| \leqslant \epsilon \quad \text { for an arbitrarily chosen } \epsilon .
$$

Then consider $w_{P}=\oint_{L} \equiv \oint_{\ell}+\int_{L-\ell}=w_{1}(P)+w_{2}(P)$.
Then $\quad w_{I}(p)=\int_{l}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d \theta$.
$\therefore\left|w_{1}\right| \leqslant \int_{\ell}\left|\mu(s)-\mu\left(s_{o}\right)\right| d \theta \leqslant \epsilon \int_{\ell} d \theta=\epsilon \beta$.(see Fig.15)
Now $\quad w_{P}-w_{Q_{0}}=W_{1}(P)+W_{2}(P)-W_{1}\left(Q_{0}\right)-W_{2}\left(Q_{0}\right)$ $=W_{1}(P)-W_{1}\left(Q_{0}\right)+W_{2}(P)-W_{2}\left(Q_{0}\right)$.
$\therefore\left|w_{P}-w_{Q_{0}}\right| \leqslant\left|w_{1}(P)\right|+\left|w_{1}\left(Q_{0}\right)\right|+\left|W_{2}(P)-W_{2}\left(\varepsilon_{0}\right)\right|$.
But $\left|W_{1}(P)\right| \leqslant \epsilon \beta$ and $W_{1}\left(Q_{0}\right)$ is zero.

$$
\therefore\left|w_{P}-w_{Q_{0}}\right| \leqslant \epsilon_{1}+\left|w_{2}(P)-w_{2}\left(Q_{0}\right)\right|
$$

Now $W_{2}(P)$ and $W_{2}\left(Q_{0}\right)$ are integrals taken over $L-Q$ and so do not possess a singularity since $P$ and $Q_{o}$ do not lie on $L-($. Also $W_{p}$ will be a continuous harmonic function for any "arc" such as $L-\ell$ and so we may make

$$
\left|W_{2}^{\prime}(P)-W_{2}\left(Q_{0}\right)\right| \leqslant \epsilon^{\prime} \quad, \text { for any arbitrarily chosen }
$$ positive $\epsilon$ ', by taking $P$ sufficiently close to $Q_{0}$.

$$
\text { Finally }\left|w_{P}-w_{Q_{0}}\right| \leqslant \epsilon \beta+\epsilon^{\prime}=\epsilon^{\prime \prime} \text { say, so that }
$$ for all $P$ sufficiently close to $Q_{O}, \left\lvert\, \begin{array}{lll}w_{P} & -\quad w_{Q_{0}} \mid \leqslant E " ~\end{array}\right.$ and $\quad W_{P}$ is continuous as $P$ passes through the corner point $Q_{O}$. Similarly $\quad W_{P}$ will be continuous across the boundary at $Q_{O}$ when $\mathcal{Q}_{0}$ is not a corner point, the only change to the above being that $\beta$ is replaced by $\pi$.

However to return now to the potential of the double layer given in the form $u_{p}=\oint_{L} \mu(s) d \theta:-$

We have $\quad{ }^{w_{P}}=\oint_{\mathrm{L}}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d \theta$ is continuous across $L$.
Now write $\quad w_{P}=\oint_{L} \mu(s) d \theta-\oint_{L} \mu\left(s_{o}\right) d \theta=u_{p}-\oint_{L} \mu\left(s_{0}\right) d \theta$
and suppose that $P$ is placed at $Q$ on $L_{\text {; }}$ then

$$
w_{Q}=u_{Q}-\oint_{L} \mu\left(s_{o}\right) d \theta(Q) \text { where it is already known }
$$

that $u_{Q}$ exists. But $\oint_{L} \mu\left(s_{o}\right) d \theta=\mu\left(s_{0}\right) \oint_{L} d \theta=\pi \mu\left(s_{0}\right)$ in
this case assuming that $Q$ is not a corner point.

$$
\begin{equation*}
w_{Q}=u_{Q}-\Pi \mu\left(s_{o}\right) . \tag{1.18}
\end{equation*}
$$

Suppose, further, that $P$ is now placed at $Q_{0}$ on $L_{\text {, }}$ a corner point, then

$$
w_{Q_{O}}=u_{Q_{O}}-\oint_{L} \mu\left(s_{O}\right) d \theta\left(Q_{O}\right) \text { where again } u_{Q_{O}} \text { is known }
$$

to exist.
But this time $\oint_{L} l\left(s_{o}\right) d \theta=\alpha_{o} \mu\left(s_{o}\right)$ where $\alpha_{o}$ is the internal angle at the corner $Q_{0}$ (see Fig.15)

$$
\begin{equation*}
w_{Q_{O}}=u_{Q_{0}}-\alpha_{0} \mu\left(s_{0}\right) \tag{1.19}
\end{equation*}
$$

Let $Q \rightarrow Q_{0}$ along $L$. We know that $w$ is continuous everywhere so as $Q \rightarrow Q_{O}{ }^{\prime} \quad w_{Q} \rightarrow w_{Q_{O}}$

$$
u_{Q}-\pi \mu(s) \rightarrow u_{Q_{0}}-\alpha_{o} \mu\left(s_{0}\right)
$$

$\therefore u_{Q}$ possesses a discontinuity of amount $\left(\Pi-\alpha_{0}\right) \mu\left(s_{0}\right)$ as it passes along $L$ through a corner point; otherwise it will be continuous along L.
But when $p \in D^{+}, w_{p}=u_{p}-\mu\left(s_{o}\right) \oint_{L} a \theta(p)=u_{p}-2 \pi \mu\left(s_{0}\right)$. Now let $P \rightarrow Q_{0} \quad\left(\right.$ from within $\left.D^{+}\right)$, then $\quad w_{P} \rightarrow W_{Q_{0}}$ since $w$ is continuous everywhere.

$$
\begin{align*}
& \text { Using (1.19) this gives } u_{Q_{0}}^{+}-2 \pi \mu\left(s_{o}\right)=u_{Q_{0}}-\alpha_{0}\left(s_{o}\right) \\
& \text { or } u_{Q_{0}}^{+}=\left(2 \pi-\alpha_{o}\right) \mu\left(s_{0}\right)+u_{Q_{0}} \tag{1.20}
\end{align*}
$$

where $u_{Q_{O}}^{+}$is the limiting value of $u_{p} \quad$ as $P \rightarrow Q_{O}$ from the interior $D^{+}$and $u_{Q_{O}}$ is the value of $u_{P}$ when $P$ is placed on the boundary at $Q_{0}$ which may or may not be a corner. Hence we have the solution of the Dirichlet problem (a), by means of the double layer potential:

$$
\text { Given } f\left(s_{0}\right)=u_{Q_{O}}^{+} \text {on the boundary, (1.20) is an integral }
$$

equation for the determination of the double layer density $\mu(s)$. Having obtained its value, the required potential may be generated at any internal point $P$ from the equations (1.15), (1.16) or (1.17).

The Neumanil Problem by Double Layer Potentials will now le considered.

Although certain authors, $[2]$ and $[3]$ refer to the normal derivative of the potential of the double layer close to a boundary of a region, the resulting integral equation and its use in solving the Neumann problem seem to have been neglected. An investigation is given below:-
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We have, as above, from (1.15)

$$
u_{p}=\oint_{L} \frac{\mu(s) \cos \psi r}{r} d s
$$

Consider the derivative with respect to the direction $\hat{n}_{0}$, this being the normal at $Q_{0}\left(s_{0}\right)$ (Fig.16). Then we shall be interested in the value of the derivative as $\quad P \rightarrow Q_{0}$ in order that the Neumann problem can be treated.

$$
\frac{\partial u_{p}}{\partial n_{0}}=\frac{\partial}{\partial n_{0}} \oint_{L} \frac{\mu(s) \cos \psi}{r} \psi d s=\oint_{L} \mu(s) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi r}{r}\right) d s .
$$

Whereas on taking the derivative of the single layer a term

$$
\frac{\partial}{\partial n_{0}}\left(\frac{1}{r}\right) \text { is encountered ; on this occasion a function of two }
$$

(plane) variables $r, \chi / 5$ is to be differentiated.
As the relative positions of $P, Q_{1} Q_{O}$ can obscure the result it is convenient to proceed using vector methods:

$$
\begin{align*}
& \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right)=\hat{n_{0}} \cdot \nabla\left(\frac{r \cos \psi}{r^{2}}\right)=\frac{\hat{n}}{n_{0}} \cdot \nabla\left(\frac{\underline{r} \cdot \hat{n}}{r^{2}}\right) \\
& =\hat{n}_{0} \cdot\left\{-\frac{2}{r^{3}} \underline{\underline{r}}(\underline{r} \cdot \underline{n})+\frac{1}{r^{2}} \operatorname{grad}(\underline{r} \cdot \underline{n})\right\} \\
& =\frac{-2\left(\hat{n}_{0} \cdot \hat{\underline{r}}\right)(\underline{\hat{n}} \cdot \hat{\underline{r}})}{r^{2}}+\frac{\hat{\underline{n}}_{0} \cdot \hat{n}}{r^{2}} \\
& =\frac{\hat{n} \cdot \hat{n}}{r^{2}}-\frac{2(\underline{n}-\hat{r} \cdot \underline{(\underline{n}} \cdot \hat{\underline{r}})}{r^{2}} \\
& =\frac{\cos \rho-2 \cos \omega \cos \psi}{r^{2}} \tag{1.21}
\end{align*}
$$

where $\rho=\left(\underline{\hat{n}}, \hat{n}_{0}\right), \omega=\left(\underline{\hat{r}}, \widehat{n}_{0}\right)$ and $\psi \cdot(\underline{\underline{r}}, \hat{n})$. In order to investigate the limiting value of $\frac{\partial u_{p}}{\partial n_{o}}$ as $p$ approaches the contour edge, it is convenient to consider, as int the case of the ordinary double layer potential, the modified potential.

$$
w_{P}=\oint_{L}\left\{\mu((s)-\mu(s)\} \frac{\cos \psi}{r} d s \text { where } s_{o}\right. \text { is the }
$$

arc parameter of $Q_{0}$, the point to which $P$ is approaching.
Provided that $P \in D^{+}$, the derivative with respect to no direction may be taken so that

$$
\frac{\partial w_{p}}{\partial n_{0}}=\oint_{L}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s
$$

Now consider

$$
\begin{equation*}
\lim _{P \rightarrow Q_{0}}\left(\frac{\partial w_{P}}{\partial n_{0}}\right)=\lim _{P \rightarrow Q_{0}} \oint_{L}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s \tag{1.22}
\end{equation*}
$$

Care is necessary as these limits are investigated, for it will be shown that where as the limit of the composite tërm on the RHS exists and is equal to its value when $P$ is placed at $Q_{0}$, the
limits of the separate parts do not have this property :when $P$ is placed at $Q_{0}$ both $\left.\oint_{L} \mu(s) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi r}{r}\right)\right|_{Q_{0}} d s$ and

$$
\left.\oint_{L} \mu\left(s_{0}\right) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right)\right|_{\Omega_{0}} d s \text { diverge. }
$$

Provided the limits exist,

$$
\begin{align*}
& \lim _{P \rightarrow Q_{0}} \oint_{L}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s \\
& =\lim _{P \rightarrow Q_{0}} \oint_{L} \mu(s) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s-\lim _{P \rightarrow Q_{0}} \oint_{L} \mu\left(s_{0}\right) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s \tag{1.23}
\end{align*}
$$

But $\lim _{P \rightarrow Q_{0}} \oint_{L} \mu\left(s_{0}\right) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{x}\right) d s \quad, \quad P \in D^{+}$,
$=\lim _{P \rightarrow Q_{0}} \mu\left(s_{o}\right) \oint_{L} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s=\lim _{P \rightarrow Q_{0}} \mu\left(s_{0}\right) \frac{\partial}{\partial n_{0}} \oint_{L} \frac{\cos \psi}{r} d s$ and $\oint_{\mathrm{L}} \frac{\cos \psi_{r}}{\mathrm{ds}}=2 \pi$ since this integral is the "two dimensional solid angle" obtained from the relation $\frac{\cos \psi}{r} d s \equiv d \theta$

$$
\begin{align*}
& \therefore \frac{\partial}{\partial n_{0}} \oint_{L} \frac{\cos \psi}{r} d s=0 \text { for all } P \in D^{+} \text {so (1.23) reduces to } \\
& \lim _{P \rightarrow Q_{0}} \oint_{L} \mu(s) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s=\lim _{P \rightarrow Q_{0}} \oint_{L}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s \quad(1) \tag{1.24}
\end{align*}
$$

We show that the limit of the term on the right hand side as $P$ approaches $Q_{0}$ exists and takes the value obtained if $P$ were merely placed at $Q_{0}$.

Let $P$ approach $Q_{0}\left(s_{o}\right)$ along a line inclined at angle $\gamma$ to the boundary edge on which $Q_{0}$ lies (Fig.17), as was attempted
for the single layer Newman problem. Although the limit may exist when $Q_{O}$ is a corner, the normal derivative of $u$ does not and so tine limiting value would be of no help in solving the problem. The angles $\rho=\left(\underline{\hat{n}}, \hat{\underline{n}}_{0}\right), \psi(\underline{\hat{n}}, \underline{\hat{n}})$ and $\omega=\left(\underline{\underline{r}}, \underline{n}_{0}\right)$ (Fig.16) are related by elementary triangle geometry such that $\omega=\rho+\psi$ for any position of $P, Q, Q_{O}$ when the polygon is convex. However to maintain the generality of the results it is more convenient to work with $\frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right)$.

Now from (1.24), we are interested in

$$
\begin{align*}
& \lim _{P \rightarrow Q_{0}} \frac{\partial u_{p}}{\partial n_{0}}=\lim _{P \rightarrow Q_{0}} \oint_{L} \mu(s) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s=\lim _{P \rightarrow Q_{0}} \oint_{L}\left\{\mu(s)-\mu\left(s_{0}\right) \frac{\partial}{\partial 0 n_{0}}\left(\frac{\cos \frac{1}{r}}{r}\right) d s\right. \\
& =\lim _{P \rightarrow Q_{O}}\left\{\int_{A B}+\int_{L}\right\}=\lim _{P \rightarrow Q_{O}} \int_{A B}+\lim _{P \rightarrow Q_{O} L} \int_{A B} . \tag{1.25}
\end{align*}
$$



Fig. 17

There is no difficulty encountered in evaluating from (1.25)
$\lim _{P \rightarrow Q_{0}} \int_{L<A B}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s=\left.\int_{L}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos ) \varphi}{r}\right)\right|_{P=Q_{0}} d s$ since $r \neq 0$ and all terms in the integrand are finite.

For $\lim _{P \rightarrow Q_{0}} \int_{A B}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos y^{-}}{r}\right) d s$, we have first from (1.21)
that $\frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right)=\frac{\cos \rho-2 \cos \omega \cos \psi}{r^{2}}=\frac{1-2 \cos ^{2} \omega}{r^{2}}=\frac{-\cos 2 \omega}{r^{2}}$ since
$P=\left(\underline{\hat{n}}, \hat{n}_{0}\right)=0$ and $\psi=(\underline{\hat{r}}, \underline{\hat{n}})=\omega=\left(\underline{\hat{r}}, \hat{n}_{0}\right)$. (Fig.17). It is convenient to set up local axes with origin at $Q_{0}\left(s_{0}\right)$ where $\overrightarrow{Q_{0} B}$ is the $x$ axis and $\overrightarrow{Q_{0} C}$ the $Y$ axis. With $P Q_{0}=R$,

$$
s=s_{0}+x, r^{2}=(x-R \cos \gamma)^{2}+R^{2} \sin ^{2} \gamma \text { and }
$$

$$
\tan \omega=\frac{x-R \cos \gamma}{R \sin \gamma} \text {. i.e. } \frac{\cos 2 \omega}{r^{2}}=\frac{1}{r^{2}}\left(\frac{1-\tan ^{2} \omega}{1+\tan ^{2} \omega}\right)
$$

$$
=\frac{R^{2} \sin ^{2} \gamma-(x-R \cos \gamma)^{2}}{\left\{R^{2} \sin ^{2} \gamma+(x-R \cos \gamma)^{2}\right\}^{2}}
$$

Hence consider
$\lim _{R \rightarrow 0} \int_{A}^{B}\left\{\mu\left(s_{0}\right)-\mu\left(s_{0}+x\right)\right\} \cdot \frac{R^{2} \sin ^{2} \gamma-(x-R \cos \gamma)^{2}}{\left\{R^{2} \sin ^{2} \gamma+(x-R \cos \gamma)^{2}\right\}^{2}} d x .(1.26)$
The limits of integration may be taken from $x=-a$ at $A$, say, to $x=+b$ at $B$ so that if $\mu$ and $\mu$ are continuous in $-\mathrm{a}<\mathrm{x}<\mathrm{b}$ and $\mu$ " exists in $-\mathrm{a}<\mathrm{x}<\mathrm{b}$, Taylor's theorem gives

$$
\begin{equation*}
\mu\left(s_{0}+x\right)=\mu\left(s_{0}\right)+x \mu^{\prime}\left(s_{0}\right)+\frac{1}{2} x^{2} \mu "\{\eta(x)\} \tag{1.27}
\end{equation*}
$$

where $\eta$ is some point in $s_{0}<x<s_{0}+x$ whose exact position will depend on $x$. See Chapter III, p. 102 on derivative of $\mu$.

Hence (1.26) becomes

$$
\lim _{R \rightarrow 0} \int_{-a}^{b} \frac{\left[x \mu^{\prime}\left(s_{o}\right)+\frac{1}{2} x^{2} \mu^{\prime \prime}(\eta)\right]\left\{(x-R \cos \gamma)^{2}-R^{2} \sin ^{2} \gamma\right\}}{\left\{(x-R \cos \gamma)^{2}+R^{2} \sin ^{2} \gamma\right\}^{2}} d x
$$

[Note that $\mu "\{\eta(x)\}$ is defined by (1.27) for $x \neq 0$ and is continuous. For $\mu "\{\eta(0)\}$ we have $\lim _{x \rightarrow 0} \frac{\mu\left(s_{0}+x\right)-\mu\left(s_{0}\right)-x \mu \prime\left(s_{0}\right)}{\frac{1}{2} x^{2}}$

$$
\begin{aligned}
& =\lim _{x \rightarrow 0}\left\{\frac{\mu^{\prime}\left(s_{0}+x\right)-\mu^{\prime}\left(s_{0}\right)}{\frac{1}{2} \cdot 2 x}\right\}=\lim _{x \rightarrow 0} \mu^{\prime \prime}\left(s_{0}+x\right)=\mu^{\prime \prime}\left(s_{0}\right) \\
& \text { is continuous at } \left.s_{0}\right]
\end{aligned}
$$

Now before examining this limit further, suppose we insert $R=0$ so that the case where $P$ is placed at $\Omega_{0}$ is considered. The contribution is

$$
\begin{equation*}
\int_{-a}^{b}\left[x \mu^{\prime}\left(s_{o}\right)+\frac{1}{2} x^{2} \mu^{\prime \prime}(\eta)\right] \cdot \frac{1}{x^{2}} d x=\int_{-a}^{b} \frac{\mu^{\prime}\left(s_{o}\right)}{x} d x+\frac{1}{2} \int_{-a}^{b} \mu \mu^{\prime \prime}(\eta) d x \tag{1.28}
\end{equation*}
$$

But from the above discussion on the behaviour of $\mu(\mathbf{x})$ and also provided that the singular integral is taker as the Cauchy Principal Value we have the existence as a finite quantity the right hand side of (1.28).

Now consider the quantity $I$, defined by the subtraction

$$
\begin{align*}
& \int_{-a}^{b} \frac{\mu^{\prime}\left(s_{o}\right)}{x} d x+\frac{1}{2} \int_{-a}^{b} \mu "\{\eta(x)\} d x- \\
& \quad \int_{-a}^{b}\left[x \mu^{\prime}\left(s_{o}\right)+\frac{1}{2} x^{2} \mu^{\prime \prime}(\gamma) \frac{(x-R \cos \gamma)^{2}-R^{2} \sin ^{2} \gamma}{\left\{(x-R \cos \gamma)^{2}+R^{2} \sin ^{2} \gamma\right\}} d x\right. \\
& \left.=\mu^{\prime}\left(s_{0}\right) \int_{-a}^{b} \frac{1}{x}-\frac{x\left\{(x-R \cos \gamma)^{2}-R^{2} \sin ^{2} \gamma\right\}}{\left\{(x-R \cos \gamma)^{2}+R^{2} \sin ^{2} \gamma\right\}^{2}}\right) d x+ \\
& \frac{1}{2} \int_{-a}^{b} \mu \prime(\eta)\left[1-x^{2}\left\{\frac{\left.(x-R \cos \gamma)^{2}-R^{2} \sin ^{2} \gamma\right\}}{\left\{(x-R \cos \gamma)^{2}+R^{2} \sin ^{2} \gamma\right\}^{2}}\right] d x\right. \tag{1.29}
\end{align*}
$$

The first integral $I_{l}$ may be shown to tend to zero as $R \rightarrow-\geqslant$, for
considering $\int_{-a}^{b} x\left\{\frac{\left.(x-R \cos \gamma)^{2}-R^{2} \sin ^{2} \gamma\right\}}{\left.(x-R \cos \gamma)^{2}+R^{2} \sin ^{2} \gamma\right\}^{2}} d x\right.$
and making the substitution $x-R \cos \gamma=R \sin \gamma \tan \theta$, we $\theta$ obtain after completing the integrations $\left[\frac{\sin (\gamma-2 \theta)}{2 \sin \gamma}-\ell_{n} \cos \theta\right]_{\theta_{1}}^{2}$
where $\theta_{1}$ lies in $-\frac{\pi}{2}<\theta_{1}<0$ such that $\tan \theta_{1}=\frac{-(a+R \cos \gamma)}{R \sin \gamma}$
and $\quad \theta_{2}$ lies in $0<\theta_{2}<\frac{\pi}{2}$ such that $\tan \theta_{2}=\frac{b-R \cos \gamma}{R \sin \gamma}$

Hence (1.30) takes the value

$$
\begin{aligned}
& \frac{\sin \left(\gamma-2 \theta_{2}\right)-\sin \left(\gamma-2 \theta_{1}\right)}{2 \sin \gamma}-\ln \left(\frac{\cos \theta_{2}}{\cos \theta_{1}}\right) \\
&= \frac{\cos \left\{\gamma-\left(\theta_{1}+\theta_{2}\right)\right\} \sin \left(\theta_{1}-\theta_{2}\right)}{\sin \gamma}-\ln \left(\frac{\cos \theta_{2}}{\cos \theta_{1}}\right)
\end{aligned}
$$

But as $\mathrm{R} \rightarrow 0, \quad \theta_{1} \rightarrow-\frac{\pi}{2}$ and $\theta_{2} \rightarrow+\frac{\pi}{2}$ so that

$$
\begin{aligned}
& \frac{\cos \left\{\gamma-\left(\theta_{1}+\theta_{2}\right)\right\} \sin \left(\theta_{1}-\theta_{2}\right)}{\sin \gamma} \rightarrow 0 \quad \text { whilst } \\
& \ln \left(\frac{\cos \theta_{2}}{\cos \theta_{1}}\right)=\ln _{n}\left\{\frac{R \sin \gamma}{\sqrt{b^{2}-2 b R \cos \gamma+R^{2}}} \times \frac{\sqrt{a^{2}+2 a R \cos \gamma+R^{2}}}{R \sin \gamma}\right\} \\
& =\frac{1}{2} \ln \left\{\frac{a^{2}+2 a R \cos \gamma+R^{2}}{b^{2}-2 b R \cos \gamma+R^{2}}\right\} \rightarrow \frac{1}{2} \ln \frac{a^{2}}{b^{2}}=\ln \left(\frac{a}{b}\right) \text { as } R \rightarrow 0 .
\end{aligned}
$$

Thus the first integral of (1.29), $I_{1}$, tends to

$$
\mu^{\prime}\left(s_{0}\right) \int_{-a}^{b} \frac{1}{x} d x+\mu^{\prime}\left(s_{o}\right) \ln \left(\frac{a}{b}\right)=0 \text { provided the }
$$

Cauchy Principal Value is taken.

The second integral can be treated by the same substitution
to give $\frac{1}{2} \int_{\theta_{1}}^{\theta_{2}} \mu "\left\{S(\theta)\{x+\tan \theta \sin 2(\gamma-\theta)\} \frac{R}{\sin \gamma}\right.$ a $\theta$ after
some simplification where $\eta(x)=\eta(R \cos \gamma+R \sin \gamma \tan \theta) \equiv \zeta(\theta)$. We require to show that this integral also tends to zero as $R \rightarrow 0$.

$$
\begin{aligned}
& \text { Write } \frac{1}{2} \int_{\theta_{1}}^{\theta} \mu "\{S(\Theta)\}\left\{1+\tan \theta \sin 2(\gamma-\theta) \frac{R}{\sin \gamma} d \theta=I_{2},\right. \text { say, } \\
&= \frac{R}{2 \sin \gamma} \int_{\theta_{1}}^{0} \mu^{\mu}\{\rho(\theta)\}\{1+\tan \theta \sin 2(\gamma-\theta)\} d \theta
\end{aligned}
$$

$$
+\frac{R}{2 \sin \gamma} \int_{0}^{\theta_{2}} \mu "\{\zeta(\theta)\}\{1+\tan \theta \sin 2(\gamma-\theta)\} d \theta .
$$

$$
\text { Then if } M_{1}^{\prime \prime}=\max _{-a \leqslant x \leqslant 0}\left|\mu^{\prime \prime}(x)\right| \quad \text { and } \quad M_{2}^{\prime \prime}=\max _{0 \leqslant \leqslant \leqslant b}\left|\mu^{\prime \prime}(x)\right| \text {, }
$$

$$
\left|I_{2}\right| \leqslant \frac{R M_{1}^{\prime \prime}}{2 \sin \gamma} \int_{\theta_{1}}^{0}(1-\tan \theta) d \theta+\frac{\mathrm{RM}_{2}^{\prime \prime}}{2 \sin \gamma} \int_{0}^{\theta_{2}}(1+\tan \theta) d \theta
$$

$$
=\frac{\mathrm{RM}_{1}^{\prime \prime}}{2 \sin \gamma}\left(-\theta_{1}-\ell_{n \cos } \theta_{1}\right)+\frac{\mathrm{RM}_{2}^{\prime \prime}}{2 \sin \gamma}\left(\theta_{2}-\ell_{\mathrm{n} \cos } \theta_{2}\right)
$$

$$
=\frac{R M_{1}^{\prime \prime}}{2 \sin \gamma}\left(-\theta_{1}-\ln _{n} \frac{R \sin \gamma}{\sqrt{a^{2}+2 a R \cos +R^{2}}}\right)+\frac{R M_{2}^{\prime \prime}}{2 \sin \gamma}\left(\theta_{2}-\ln \frac{R \sin \gamma}{\sqrt{b^{2}-2 b R \cos +R^{2}}}\right)
$$

But as $R \rightarrow 0, \quad \theta_{1} \rightarrow-\frac{\pi}{2}, \theta_{2} \rightarrow \frac{\pi}{2}$ and since $\lim _{R} \rightarrow 0\left(R \ell_{n R}\right)=0$ we see that $\left|I_{2}\right| \rightarrow 0 \quad$ as $R \rightarrow 0$.

Thus returning to (1.29) we have shown that the quantity I tends to zero as the point $P$ approaches the boundary point $Q_{0}$. Thus we have established that
$\lim _{P \rightarrow Q_{0}} \int_{A B}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right) d s$ exists equal to the value of the integral obtained by placing $P$ at $Q_{0}$ to give

$$
\left.\int_{A B}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right)\right|_{P=Q_{c}} \text { provided that the latter integral }
$$

is treated as a Principal Value Integral.

On the other hand it is relatively easy to show that
both $\left.\int_{A B} \mu(s) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right)\right|_{P=Q_{0}} d s$ and $\left.\int_{A B} \mu\left(s_{0}\right) \frac{\partial}{\partial n_{0}}\left(\frac{\cos \psi}{r}\right)\right|_{P=Q_{0}} d s$ diverge. For instance in the latter case we get $\left.\mu\left(s_{0}\right) \int_{A B} \frac{-\cos 2 \omega}{r^{2}}\right|_{\omega=\frac{\pi}{2}} d s$ which reduces to an integral of the form $\mu\left(s_{0}\right) \int_{-a}^{a} \frac{d x}{x^{2}}$ which $h^{\text {nots }}$ exist. Hence the investigation of the limiting value of the derivative of the modified potential $\quad W_{P}$ as $P$ approaches $Q_{o} \in L$ leads finally to the result, from (1.25)

$$
\begin{equation*}
\lim _{P \rightarrow Q_{0}} \frac{\partial u_{p}}{\partial n_{o}}=\left.\oint_{L}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} \frac{\partial}{\partial n_{0}}\left(\frac{\cos \partial f}{r}\right)\right|_{P=Q_{0}} d s \tag{1.31}
\end{equation*}
$$

Thus given values of $\frac{\partial u}{\partial n}$ on $L$, the equation becomes an integral equation for the determination of the density function $\mu(s)$. Note that it was necessary to stipulate that $\mu$ and $\mu$ ' be continuous on $L$ and that $\mu$ " existed.

Having obtained the solution $\mu(\mathrm{s})$, a return would then be made to (1.17) so that $u_{p}$ could be generated throughout $D^{+}$as required. Finally by making use of the previous section it is possible to pose the solution of the Mixed Problem in terms of double layer potentials.


As in the case of using single layer potentials we take $L=L_{1}+L_{2}$ where on $L_{1}$ values of $u$ are specified while on $L_{2}$, values of $\frac{\partial u}{\partial n}$ are specified.

With a double layer density $\mu(s)$ defined everywhere on $L$, we already have that $u_{p}=\oint \frac{\mu(s) \cos \psi}{r} d s$ defines a harmonic function $u_{P}, P \in D^{+}$.

With $P$ carried onto the boundary $L$ from $D^{+}$, we may write

These equations provide a pair of coupled integral equations for the determination of $\mu(s)$, which would then be substituted back into (1.17) so that $u_{p}$ may be generated.

## $\oint 1.3$ Green's Boundary Formula

We now turn to the third method of formulating the three fundamental boundary problems, namely that making use of Green's formulas. The results needed are based on 'Green's theorem in the plane' expressed as

$$
\begin{equation*}
\oint_{L}(M d x+N d y)=\iint_{D}\left(\frac{\partial N}{\partial x}-\frac{\partial M}{\partial y}\right) d x d y \tag{1.33}
\end{equation*}
$$

in relation to the polygon (Fig. 3 ), where $M(x, y)$ and $N(x, y)$ are defined and continuous in $D^{+} U L$ such that the integrals in (1.33) exist. The validity of the result is generally established in $[4]$ pp. 284-292, including the case here where the region is polygonal.

The formula (1.33) is now converted into appropriate form by using vectors:-


Fig. 19

With the usual cartesian vector notation
$M d x+N d y=(M \underline{i}+N \underline{j}) \cdot(d x \underline{i}+d y \underline{j})=(M \underline{i}+N \underline{j}) \cdot d r \cdot$ But we may write $d r=\frac{d r}{d s} d s=\underline{\hat{t}} d s, \hat{t}$ piecewise constant and $\hat{\underline{t}}=\hat{\underline{n}} \boldsymbol{\underline { k }}$ where as usual $\hat{n}$ is the inward normal possessing two limiting values as a corner point is approached from either side.

Thus $\oint_{L}(M d x+N d y)=\oint_{L}(M \underline{i}+N \underline{j}) \cdot \hat{n} \Lambda^{\underline{k}} d s=\oint_{L} \underline{k} \Lambda^{(M \underline{i}+N \underline{j})} \cdot \hat{\underline{n}} d s$

$$
=\oint_{L}(-N \underline{i}+M \underline{j}) \cdot \hat{n} \mathrm{ds}
$$

Also $\iint_{D}\left(\frac{\partial N}{\partial x}-\frac{\partial M}{\partial y}\right) d x d y=-\iint_{D}\left(\frac{\partial}{\partial x} \underline{i}+\frac{\partial}{\partial y} \underline{j}\right) \cdot(-N \underline{i}+M \underline{j}) d x d y$. Writing, say, $\underline{B}=-N \underline{i}+M \underline{j}$ and writing the symbol $\nabla$ in a two dimensional sense gives

$$
\oint_{L} \underline{B} \cdot \hat{n} d s=-\iint_{D} \nabla \cdot \underline{B} d x d y
$$

Now introduce two further functions of position $u(x, y)$ and $v(x, y)$ having continuous derivatives up to the second order at least in $D^{+}$and substitute $B=u \nabla V$ and $v \nabla u$ in turn and suotract the results. This gives $\oint_{L}(u \nabla v-v \nabla u) \cdot \hat{n} d s=\iint_{D_{+}}\left(v \nabla^{2} u-u \nabla^{2} v\right) d x d y$ But $\nabla u \cdot \hat{n}$ is the 'directional' derivative $\frac{\partial u}{\partial n}$.

$$
\begin{equation*}
\oint_{L}\left(u \frac{\partial v}{\partial n}-v \frac{\partial u}{\partial n}\right) d s=\iint_{D}\left(v \nabla^{2} u-u \nabla^{2} v\right) d x d y \tag{1.34}
\end{equation*}
$$

Note that since both $u$ and $v$ are considered to have continuous first derivatives in $D^{+} U L$ it follows that $\frac{\partial u}{\partial n}$ is a piecewise continuous function having a finite discontinuity at each corner of $L$. Now suppose that $u$ is continuous with continuous first derivatives in $L U D^{+}$and is a plane harmonic function in $D^{+}$. Let $v$ take the value $\ln \left(\frac{l}{r}\right)$ where $r$ is the radial distance from the origin 0 to any point $P$ in $D^{+} \mathrm{UL}$.

Then should $o$ lie outside the polygon, $r \neq 0$ and (1.34)reduces to

$$
\begin{equation*}
\oint_{L}\left\{u \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right)-\frac{\partial u}{\partial n} \ln \left(\frac{1}{r}\right)\right\} d s=0 . \tag{1.35}
\end{equation*}
$$

Now place the axes so that 0 lies at a corner point of $L$. Then $v$ is no longer defined at this point and so in order to apply (1.35) we surround $O$ by a circular arc radius $\in$.

$F_{i g}, 20$

Then (1.35) may be applied to the indented contour I ' $+\ell$, $\mathrm{L}^{\prime}$ being that part of the original polygon from $B$ round to $A$ (Fig. 20)

$$
\text { ie. } \oint_{L^{\prime}+e}\left\{u \frac{\partial}{\partial^{n}}\left(\ln \frac{l}{r}\right)-\frac{\partial u}{\partial n} \ln \frac{1}{r}\right\} d s=0 \text {. }
$$

But $\int_{\ell} u \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right) d s=\int_{A}^{B} u \frac{\partial}{\partial r}\left(\ln \frac{i}{r}\right) d s=\int_{A}^{B} u \cdot-\frac{1}{\epsilon} \cdot d s=\int_{A}^{B}-\frac{u}{\epsilon} \cdot \epsilon_{d \omega}$ where $d \omega$ is the angle subtended by ds so that as $\epsilon \rightarrow 0$, this tends to $-u_{0} x \alpha_{0}$, where $u_{0}=u(x, y)$ at 0 .

Also $\int \frac{\partial u}{\partial n} \ln \frac{1}{r} d s=\int_{A}^{B} \frac{\partial u}{\partial r}-\ln \epsilon \cdot \epsilon d \omega=-\varepsilon \ln \in \int_{A}^{B} \frac{\partial u}{\partial x} d \omega$ which tends to zero as $\epsilon \rightarrow 0$. We already have that $\frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right)$ is zero along straight edges oA and $O B$, while $\int_{A}^{0} \ln _{\mathrm{n}} \frac{1}{r}$ ds is finite. Hence we may make $\in \rightarrow 0$ to give

$$
\begin{equation*}
\oint_{L}\left\{u \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right)-\frac{\partial u}{\partial n} \ln \frac{1}{r}\right\} d s-\alpha_{0}^{u} u_{0}=0 \tag{1.36}
\end{equation*}
$$

knowing the line integral to exist in the ordinary sense.


Fig. 21

Finally should the origin $O$ lie in $D^{+}$, describe a circle $\ell$ about $o$ with radius $e$ and join $\ell$ to $I$ by two parallel cuts $A B$ and $D E$ such that a new contour $L+A B+\ell+D E$ is formed for which 0 , the singularity lies entirely outside. Then for this contour, called $\mathrm{L}^{\prime}$ say, we can apply

$$
\oint_{L}\left\{u \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right)-\frac{\partial u}{\partial n} \ln \frac{1}{r}\right\} d s=0
$$

Breaking this into constituent parts, $\int_{L}+\int_{A B}+\int_{Q}+\int_{D E}=0$
When the gap between $A B$ and $D E$ is closed up, we assume

$$
\begin{aligned}
& \int_{A B}+\int_{D E}=0 \\
& \text { Also } \int_{l}\left\{u \frac{\partial}{\partial n}\left(\ln \frac{l}{r}\right)-\frac{\partial u}{\partial n} \ln \frac{1}{r}\right\} d s=\int_{\ell}\left\{u-\frac{d}{d \epsilon}\left(Q_{n} \in\right)-\frac{\partial u}{\partial \epsilon} \ln \frac{1}{\epsilon}\right\} \in \cdot d \theta \\
& \int_{\ell}\left\{-u+\frac{d u}{d \epsilon} \in \ell_{n} \in\right\} d \theta \quad \text { and as } \in \rightarrow 0, u \rightarrow u_{0}, \frac{\partial u}{\partial \epsilon} \text { is undefined. }
\end{aligned}
$$

$$
\text { As } \in \log \in \rightarrow 0 \text { as } \epsilon \rightarrow 0, \int_{\ell} \text { reduces to }-2 \pi u_{0}
$$

$$
\begin{equation*}
\therefore \oint_{L}\left\{u \cdot \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right)-\frac{\partial u}{\partial n} \ln \frac{1}{r}\right\} d s-2 \pi u_{0}=0 \tag{1.37}
\end{equation*}
$$

The three equations (1.35) (1.36) and (1.37) can now be used as a framework for the solution of the three fundamental boundary problems by integral equation methods:-

Firstly the Dirichlet problem in which $u$ takes the value $f(s)$ on $L$, may be solved by considering either (1.35) or (1.36) as integral equations for the determination of $\frac{\partial u}{\partial n}$ on $L$

$$
\begin{aligned}
& \text { i.e. } \oint_{L} \frac{\partial u}{\partial n} \ln \frac{1}{r} d s=\oint_{L} f(s) \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right) d s, o \in D^{-} \\
& \text {or } \quad \oint_{L} \frac{\partial u}{\partial n} \ln \frac{1}{r} d s=\oint_{L} f(s) \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right) d s-\alpha_{0} f\left(s_{0}\right), o \in L
\end{aligned}
$$

Making use of the Cauchy-Rieman relation $\frac{\partial}{\partial n}\left(\ln \frac{l}{r}\right)=+\frac{\partial \theta}{\partial s}$, these integral equations may be simply stated as

$$
\begin{equation*}
\oint_{L} \frac{\partial u}{\partial n} \ln \frac{1}{r} d s=\oint_{L} f(s) d e, \quad o \in D^{-} \tag{1.38}
\end{equation*}
$$

and $\oint_{L} \frac{\partial u}{\partial n} \ln \frac{1}{r} d s=-\infty_{o} f\left(s_{o}\right)+\oint_{L} f(s) d \theta, \quad o \in L$.
In each case here the righthand side expressions will be known. Having solved for $\frac{\partial u}{\partial n}$, (1.37) is used to generate $u$ throughout $\mathrm{D}^{+}$by writing it explicitly as

$$
\begin{gathered}
u=\frac{1}{2 \pi} \oint_{L}\left\{-\frac{\partial u}{\partial n} \ln \frac{1}{r}+f(s) \frac{\partial}{\partial n}\left(\ln \frac{1}{r}\right)\right\} d s=\frac{1}{2 \pi} \int_{L} \frac{\partial u}{\partial n} \ln r d s+\frac{1}{2 \pi} \oint_{L} f(s) d \Theta^{\prime}, \\
O \in D^{+} .
\end{gathered}
$$

For the Newman problem, the roles of $u$ and $\frac{\partial u}{\partial n}$ are reversed since this time it is $\frac{\partial u}{\partial n}$ that is prescribed on $L=g(s)$. Hence we have alternate integral equations for the determination of $u$ on $L$ :-

$$
\begin{equation*}
\oint_{L} u d \theta=\oint_{L} g(s) \ln \frac{1}{r} d s, o \in D^{-} \tag{1.40}
\end{equation*}
$$

and $-\alpha_{o u}^{u}+\oint_{L} u d \theta=\oint_{L}(s) \ln \frac{1}{r} d s, o \in L$

Having obtained $u$ from either of these integral equations (1.37) would be used as before to generate $u$ throughout $D^{+}$. For the mixed problem as before let $L$ be divided into two parts $L_{1}$ and $L_{2}$ and let $u$ be given on $L_{1}$ and $\frac{\partial u}{\partial n}$ on $L_{2}$. Again either (1.35) or (1.36) may be used to set up coupled integral equations for the determination of $\frac{\partial u}{\partial n}$ on $L_{1}$ and $u$ on $L_{2}$. In the case of (1.35) write
$-\int_{L_{1}} \frac{\partial u}{\partial n} \ell_{n} \frac{1}{r} d s+\int_{L_{2}} u d \Theta=+\int_{L_{2}} h(s) \cdot \ell n \frac{1}{r} d s-\int_{L_{1}} h(s) d \theta, O \in D^{-}$
and for (1.36) we write
$\left.-\int_{L_{1}} \frac{\partial u}{\partial n} \ell n \frac{1}{r} d s+\int_{L_{2}} u d \theta-\left.\propto_{o} u\right|_{L_{2}}=+\int_{L_{2}} h(s) \cdot \ell_{n} \frac{1}{r} d s-\int_{L_{1}} h(s) d \bar{\theta}+\alpha_{0} h\left(s_{o}\right) \right\rvert\,$
$0 \in L$
With suitable discretisation on the boundary either of these
integral equations will yield discrete data values for $u$ on $L_{2}$ and $\frac{\partial u}{\partial n}$ on $L_{1}$.
Finally again return to (1.37) and generate $u$ throughout $D^{+}$.
$\oint 1.4$ Complex Variable methods.

The representation of the fundamental boundary value problems in two dimensions by integral equations through the means of complex variable theory will now be discussed. Use of complex variable methods is particularly suited to the Laplace problem in two dimensions, but does not carry over into three dimensions; the representations given above are relatively easily extended into spatial situations.

Most emphasis on complex variable methods has been provided by Russian authors $[5]$ and $[6]$. Also Milne Thomson $[7]$ presents the key results in a concise manner.


As before suppose $L$ is a polygonal contour (Fig.22). Let $\mathcal{U}(t)$ be a complex function of the complex variable $t$, which is defined at all points $t \in L$ such that $\oint_{L}|\psi(t)|$ as is bounded. Then $\Phi(z)=\frac{1}{2 \pi i} \oint_{I} \frac{\Psi(t)}{t-z} d t$ is called a cauchy integral where
$2 \notin \mathrm{~L}$. Often $\psi(t)$ is called the 'density' function; later the value of $\Phi(z)$ will be discussed in the case of $z \in L$. We first show that $\Phi(z)$ is holomorphic,$z \in D^{+}$:Take $z_{o} \in D^{+}$and describe two concentric circles about
$z_{o}$ with radii $\frac{1}{2} \delta$ and $\delta$ ( $\delta$ real), $\delta$ chosen so that neither circle intersects $L$. Then when $z$ lies within the smaller circle we have $|t-z|>\frac{1}{2} \delta$.
consider $\Phi(z)-\Phi\left(z_{0}\right)=\frac{1}{2 \pi i} \oint_{L} \frac{\psi^{r}(t) d t}{t-z}-\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t) d t}{t-z_{0}}$

$$
=\frac{\left(z-z_{0}\right)}{2 \pi i} \oint_{L} \frac{\Psi(t) d t}{(t-z)} \frac{\left(t-z_{o}\right)}{} .
$$

$$
\begin{aligned}
\therefore\left|\Phi(z)-\Phi\left(z_{0}\right)\right| & <\frac{\left|z-z_{0}\right|}{2 \pi} \oint_{\frac{\psi}{1}} \frac{\psi(t) \mathrm{d} s}{\frac{1}{2} \delta \cdot \frac{1}{2} \delta} \\
& =\left|z-z_{0}\right| \cdot \frac{2}{\pi \delta^{2}} \oint_{L}|\psi(t)| d s
\end{aligned}
$$

when $z$ lies inside smaller circle as stated. Hence letting $z \rightarrow z_{0}$ (independent of $\delta$ ) and noting the use of the boundedness of $\oint|\psi(t)| d t$, we obtain $\Phi(z) \rightarrow \Phi\left(z_{0}\right)$ so that $\Phi(z)$ is continuous at each $z_{0} \in D^{+}$. Further consider $\frac{\Phi(z)-\Phi\left(z_{0}\right)}{z-z_{0}}=\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t) d t}{(t-z)\left(t-z_{O}\right)}=E(z)$, say.
Then $E(z)-E\left(z_{0}\right)=\frac{1}{2 \pi i} \oint_{L}\left\{\frac{\psi(t)}{(t-z)\left(t-z_{0}\right)}-\frac{\psi(t)}{\left(t-z_{0}\right)}\right\} d t$

$$
=\frac{\left(z-z_{0}\right)}{2 \pi i} \oint_{L} \frac{\Psi^{r}(t) d t}{(t-z)\left(t-z_{0}\right)^{2}}
$$

$$
\text { Again, }\left|E(z)-E\left(z_{o}\right)\right|<\frac{\left|z-z_{o}\right|}{2 \pi} \oint_{L} \frac{|\psi(t)|}{\left.\frac{d s}{\frac{z_{2}}{} \delta \cdot\left(\frac{1}{2}\right.} \delta\right)^{2}} .
$$

$$
=\left|z-z_{0}\right| \frac{4}{\pi \delta^{3}} \oint_{L}|\psi(t)| d s, z \in\left|z-z_{0}\right|<\frac{z_{2}}{} \delta
$$

Hence letting $z \rightarrow z_{0}$ as before gives $E(z) \rightarrow E\left(z_{0}\right)$.

But $E\left(z_{0}\right)=\frac{1}{2 \pi i} \oint_{L} \frac{\mu(t) d t}{\left(t-z_{0}\right)^{2}}=\frac{d}{d z} \cdot\left[\frac{1}{2 \pi i} \oint_{L} \frac{\psi r(t) \bar{a} t}{t-z}\right]_{z=z_{0}}$
i.e. $E(z)$ is a continuous function of $z$ and represents the derivative of $\Phi(z)$.

Hence $\Phi(z)$ is continuous and possesses a continuous derivative. Similarly we may demonstrate that $E(z)$ also possesses a continuous derivative and so on.

Thus $\Phi(z)$ is holomorphic (or analytic) for $z \in D^{+}$. It may be shown similarly that $\Phi(z)$ is holomorphic for $z \in \mathcal{D}^{-}$.

Now thus far, the investigation of $\Phi(z)$ has concentrated upon $z$ \& L. We must now consider the effect of (i) placing $z$ on $L$ at some point $t_{o}$, say, and (ii) evaluating $\Phi(z)$ as $z \rightarrow t_{o}, z \in D^{+}\left(\begin{array}{ll}\text { or } & z \in D^{-}\end{array}\right)$.

First (i) : place $z$ at $t_{o}$, deliberately taken as a corner point of L .


Fig. ${ }^{23}$

We show that the integral $\Phi\left(t_{0}\right)=\frac{1}{2 \pi^{i}} \oint_{L} \frac{\psi(t) d t}{t-t_{0}}$ exists as a Cauchy principal value. Describe a circular arc about $t_{o}$, radius $E$, to cut $L$ at points $t^{\prime}$ and $t^{\prime \prime}$ as shown. Denote by $\ell$ that portion of the polygon tut $t^{\prime \prime}$ " so that $L-\ell$ may denote the remainder of the polygon.

Then $\frac{1}{2 \pi i} \int_{L-\ell} \frac{\Psi(t) d t}{t-t_{0}}$ possesses a limit as $\quad C \rightarrow 0$, subject to certain conditions on $\psi^{\prime}(t):-$
Write $\frac{1}{2 \pi i} \int_{L-\ell} \frac{\psi(t) d t}{t-t_{0}}=\frac{1}{2 \pi^{i}} \int_{L-l} \frac{\psi(t)-\psi\left(t_{0}\right) d t}{t-t_{0}}+\frac{1}{2 \pi i} \int_{L-\ell} \frac{\psi\left(t_{0}\right) d t}{t-t_{0}}$ (1.42) The latter integral becomes $\frac{\psi\left(t_{0}\right)}{2 \pi i} \int_{L-i} \frac{d t}{t-t_{0}}=\frac{\psi\left(t_{0}\right)}{2 \pi^{i}} \cdot\left[\ell n\left(t-t_{0}\right)\right]_{t "}^{t^{\prime}}$

$$
=\frac{\psi\left(t_{0}\right)}{2 \pi i} \ln \left(\frac{t^{\prime}-t_{0}}{t^{\prime \prime}-t_{0}}\right) .
$$

To close the contour again so that $\quad$ ( $\rightarrow 0$, we need to find the limit of this term as $t^{\prime}, t^{\prime \prime} \rightarrow t_{0}$.

But $t^{\prime}-t_{0}=\epsilon e^{-i \alpha^{\prime}}$ and $t^{\prime \prime}-t_{0}=\epsilon e^{-i \alpha^{\prime \prime}}$
(Fig.23)
i.e. $\frac{\psi\left(t_{0}\right)}{2 \pi i} \ln \left(\frac{t^{\prime}-t_{0}}{t^{\prime \prime}-t_{0}}\right)=\frac{\psi\left(t_{0}\right)}{2 \pi i} \ln \left(\frac{\epsilon e^{-i \alpha^{\prime}}}{\epsilon e^{-i \alpha^{\prime \prime}}}=\frac{\psi\left(t_{0}\right)}{2 \pi i} \cdot i\left(\alpha^{\prime \prime}-\alpha^{\prime}\right)\right.$ $=\psi\left(t_{0}\right) \cdot \frac{\alpha_{0}}{2 \pi}$ where $\alpha_{0}$ is the local
interior angle at $t_{0}$.

$$
\therefore \lim _{l \rightarrow 0} \cdot \frac{1}{2 \pi i} \int_{L-l} \frac{\psi\left(t_{0}\right) d t}{t-t_{0}}=\frac{x_{0}}{2 \pi} \cdot \psi\left(t_{0}\right) .
$$

Returning to the former integral of (1.42), $\frac{1}{2 \pi i} \int_{L-\ell} \frac{\psi(t)-\psi\left(t_{0}\right) d t}{t-t_{0}}:-$ (1.43
Suppose the condition $\left|\psi(t)-\psi\left(t_{0}\right)\right| \leqslant A\left|t-t_{0}\right|^{\mu}, A>0,0 \leqslant \mu \leqslant 1$ is imposed on $\psi(t)$ near $t_{0}$, i.e. for $\left|t-t_{0}\right| \leqslant R$, say, this being referred to as theHolder condition by Muskhelishvili.

Denoting the contribution to (1.43) for this region by $I$, then $\quad|I| \leqslant 2 \frac{1}{\pi} \int_{\epsilon}^{R}\left|\frac{\psi(t)-\psi\left(t_{0}\right)}{t-t_{0}}\right|$ ts .

Writing $t-t_{0}=r e^{-i \alpha^{\prime}}$ or $r e^{-i \alpha^{\prime \prime}} \quad$ depending on which side of the corner $t$ lies, we have

$$
\begin{aligned}
& \left|\psi(t)-\psi\left(t_{0}\right)\right| \leqslant A r \text { from (1.44) } \\
\therefore & |I| \leqslant \frac{1}{2 \pi} \int_{e}^{R} A r \mu^{\mu-1} d r=\frac{A}{2 \pi \mu}\left(R^{\mu}-\epsilon^{\mu}\right) \text { which is finite }
\end{aligned}
$$

since $\mu>0$. Hence subject to the Holder condition,

$$
\lim _{\ell \rightarrow 0} \frac{1}{2 \pi^{i}} \int_{L-\ell} \frac{\psi(t)-\psi\left(t_{0}\right)}{t-t_{0}} d t \quad \text { exists }
$$

Thus to summarise the results, having placed $z$ at a corner point $t_{0}$ of $L$ we have shown that $\Phi\left(t_{0}\right)$ exists as a principal value and

$$
\begin{equation*}
\Phi\left(t_{0}\right)=\frac{1}{2 \pi i} \oint \frac{\psi^{\prime}(t)-\psi\left(t_{0}\right)}{t-t_{0}} d t+\frac{\alpha_{0} \psi\left(t_{0}\right)}{2 \pi} \tag{1.45}
\end{equation*}
$$

Second (ii) Consider the limiting value of $\Phi(z)$ as $z \rightarrow t_{0}, z \in D^{+}$ and $t_{0}$ is a corner point.

$$
\text { From } \begin{aligned}
\Phi(z) & =\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)}{t-z} d t, \text { write } \\
\Phi(z) & =\frac{1}{2 \pi i} \oint_{L} \frac{\psi^{\prime}(t)-\psi\left(t_{0}\right)}{t-z} d t+\frac{1}{2 \pi i} \oint_{L} \frac{\psi\left(t_{0}\right)}{t-z} d t \\
& =\psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)-\psi\left(t_{0}\right)}{t-z} d t, z \in D^{+}
\end{aligned}
$$

since $\frac{1}{2 \pi i} \oint_{L} \frac{d t}{t-z}=1, \quad z \in D^{+}$.
Now let $z \rightarrow t_{0}$ where $t_{o}$ is a corner point of $L_{0}, \quad D^{+}$.

$$
\begin{equation*}
\lim _{z \rightarrow t_{0}} \Phi(z)=\psi\left(t_{0}\right)+\lim _{z \rightarrow t_{0}} \frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)-\psi\left(t_{0}\right)}{t-z} d t \tag{1.46}
\end{equation*}
$$

Write $M\left(z, t_{0}\right)=\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)-\psi\left(t_{0}\right)}{t-z} d t$

Then $M\left(t_{0}, t_{0}\right)=\frac{1}{2 \pi i} \oint_{I} \frac{\sum r(t)-\psi\left(t_{0}\right)}{t-t_{0}}$ at and is known to exist by previous discussion.

and $\left|M\left(z, t_{0}\right)-M\left(t_{0} t_{0}\right)\right|<\frac{1}{2 \pi} \oint_{L} \frac{\left|\psi(t)-\psi\left(t_{0}\right)\right|\left|t_{0}-z\right|}{|t-z|\left|t-t_{0}\right|}$ as .
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Now describe a circular arc radius $\delta$ centre $t_{0}$ and let $z \rightarrow t_{0}$ along the vector $\left(t_{0}-z\right)$ where $\alpha=\arg \left(\frac{t^{\prime}-t_{0}}{z-t_{0}}\right)$. It is again convenient to split $L$ into two parts for the purposes of the analysis:-

That part lying inside the circle denoted by $Q$ and the remainder by $L-\ell$. Then we may write

$$
\begin{aligned}
\lim _{z \rightarrow t_{0}}\left|M\left(z, t_{0}\right)-M\left(t_{0} t_{0}\right)\right| \leqslant & \lim _{z \rightarrow t_{0}} \frac{1}{2 \pi} \int_{t} \frac{\left|\psi(t)-\psi\left(t_{0}\right)\right|\left|t_{0}-z\right|}{|t-z|\left|t-t_{0}\right|} d s \\
& +\lim _{z \rightarrow t_{0}} \frac{1}{2 \pi} \int_{L-l} \frac{\left|\psi(t)-\psi\left(t_{0}\right)\right|\left|t_{0}-z\right|}{|t-z|\left|t-t_{0}\right|} d s .
\end{aligned}
$$

But the second right hand side term here is zero since the integrand tends to zero as $z \rightarrow t_{0}$, for all $t=z, t_{0}$. In considering the first right hand side term, substitute $\left|t_{0}-z\right|=\delta$ and also note that $|t-z| \geqslant \delta \sin \sigma$.

Thus $\lim _{z \rightarrow t_{0}} \frac{1}{2 \pi} \int_{l} \leqslant \lim _{z \rightarrow t_{0}} \frac{1}{2 \pi} \int_{t^{\prime}}^{t_{0}} \frac{\left|\psi(t)-\psi\left(t_{0}\right)\right|}{\delta \sin \alpha\left|t-t_{0}\right|} d s$

$$
+\lim _{z \rightarrow t_{0}} \frac{1}{2 \pi} \int_{t_{0}}^{t^{\prime \prime}} \frac{\left|\psi^{(t)-\psi} \psi^{\prime}\left(t_{0}\right)\right| \delta}{\delta \sin \beta\left|t-t_{0}\right|} d s
$$

where $\alpha+\beta=\alpha_{0}, \alpha, \beta>0$. But with the Holder condition on $\psi(t)$, near $t_{0}$, $\left|\psi(t)-\dot{\psi}\left(t_{0}\right)\right| \leqslant A\left|t-t_{0}\right|^{\mu}, \quad 0<\mu \leqslant l \quad$ (for sufficiently small $\delta, t \in \ell \quad$. Thus $\lim _{z \rightarrow t_{0}} \frac{1}{2 \pi} \int_{\ell} \leqslant \lim _{z \rightarrow t_{0}} \frac{A}{2 \pi \sin c^{\prime}} \int_{t^{\prime}}^{t_{0}}\left|t-t_{0}\right|^{\mu-1} d s+a$ similar term

$$
\begin{aligned}
& =\frac{A}{2 \pi \sin \alpha} \cdot \frac{\left|t^{\prime}-t_{0}\right|^{\mu}}{\mu}+a \operatorname{similar} \text { term } \\
& =\frac{A \delta^{\mu}}{2 \pi \mu \sin \alpha}+\frac{A \delta^{\mu}}{2 \pi \mu^{\mu} \sin \beta}, \mu>0 .
\end{aligned}
$$

Since as $z \rightarrow i_{0}, \quad \delta \rightarrow 0$, this term will tend to zero. Hence we have that $M\left(z, t_{0}\right) \rightarrow M\left(t_{0}, t_{0}\right)$ as $z \rightarrow t_{0}$ so that $M\left(z, t_{0}\right)$ is continuous onto the boundary as $z \in D^{+}$approaches the corner point $t_{0}$.

Thus returning to (1.46), we may write now

$$
\begin{equation*}
\lim _{z \rightarrow t_{0}} \text { from } D^{+} \Phi(z)=\psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)-\psi\left(t_{0}\right)}{t-t_{0}} d t, \quad z \in D^{+} \tag{1.47}
\end{equation*}
$$

But from (1.45) we have that

$$
\begin{aligned}
& \frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)-\psi\left(t_{0}\right)}{t-t_{0}} d t=\Phi\left(t_{0}\right)-\frac{\alpha_{0} \psi\left(t_{0}\right)}{2 \pi} \\
& \lim _{z \rightarrow t_{0}} \Phi(z)=\psi\left(t_{0}\right)+\Phi\left(t_{0}\right)-\frac{\alpha_{0} \psi\left(t_{0}\right)}{2 \pi}
\end{aligned}
$$

or $\Phi^{+}(z)=\left(1-\frac{\alpha_{0}}{2 \pi}\right) \psi\left(t_{0}\right)+\Phi\left(t_{0}\right)$

$$
\begin{equation*}
\Phi^{+}(z)=\left(1-\frac{\alpha_{0}}{2 \pi}\right) \psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)}{t-t_{0}} d t \tag{1.48}
\end{equation*}
$$

$$
z \rightarrow t_{0}, \quad z \in D^{+}
$$

This result is known as a Plemelj formula, and a counterpart is similarly derived when $z \rightarrow t_{0}, z \in D^{-}$giving

$$
\Phi^{-}(z)=-\frac{\alpha_{0}}{2 \pi} \psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t) d t}{t-t_{0}}
$$

These results are for the case $z \rightarrow t_{0}$, where $t_{0}$ is a corner point having interior angle $\alpha_{0}, \quad 0<\alpha_{0}<2 \pi$. of course $t_{0}$ need not be a corner point of $L$, in which situation $\propto_{0}$ is merely replaced by $\Pi$.

Further results concerning the nature of $\Phi^{+}(z)$ may be obtained by $[6]$ page 45 notably that this limiting value $\Phi^{+}(\dot{c})=\Phi^{+}\left(t_{0}\right)$ is a continuous function of $t_{0}$, notwithstanaing the lack of a smooth contour.

The application of the above results to two dimensional potential theory problems follows because the real and imaginary parts of any holomorphic function are harmonic functions.


Now $\Phi(z)$ was seen to be holomorphic in $D^{+}$or $D^{-}$subject only to $\psi(t)$ being a complex function of the complex variable $t$ satisfying
(i) $\oint_{L}|\psi(t)|$ ids exists
and (ii) the Holder condition.
This freedom ir $\psi(t)$ is now used by demanding that $\psi$ be solely real.

Treating $z$ or $t_{0}$ as a local fixed point we have

$$
\begin{gather*}
t-z=r e^{i \theta} \quad \text { or } \quad t-t_{0}=r e^{i \theta}  \tag{Fig.25}\\
d t=d r e^{i \theta}+i r e^{i \theta} d \theta \text { or } \quad d t=d r e^{i \theta}+i r e^{i \theta} d \theta \\
\frac{d t}{t-z}=\frac{d r}{r}+i d \theta \quad \text { or } \quad \frac{d t}{t-t_{0}}=\frac{d r}{r}+i d \theta
\end{gather*}
$$

$$
\text { Hence } \Phi(z)=\frac{1}{2 \pi^{i}} \oint_{L} \frac{\psi(t) d t}{t-z}, z \in D^{+} \text {becomes }
$$

$$
u(x, y)+i v(x, y)=\frac{1}{2 \pi i} \oint_{L} \psi(t)\left\{\frac{d r}{r}+i d \theta\right\}
$$

while $\Phi^{+}(z)=\left(1-\frac{\alpha_{0}}{2 \pi}\right) \psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t) d t}{t-t_{0}}, z \rightarrow t_{0} \in L$
becomes $u\left(t_{0}\right)+i v\left(t_{0}\right)=\left(1-\frac{\alpha_{0}}{2 \pi}\right) \psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \psi(t)\left\{\frac{d r}{r}+i d \theta\right\}$.

Extracting the real part of these equations gives

$$
\begin{align*}
& u(x, y)=\frac{1}{2 \pi} \oint_{L} \mu(t) d \theta, \quad(x, y) \in D^{+}  \tag{1.49}\\
& u\left(t_{0}\right)=\left(1-\frac{\alpha 0}{2 \pi}\right) \mu\left(t_{0}\right)+\frac{1}{2 \pi} \oint_{L} \mu(t) d \theta, \quad t_{0} \in L \tag{1.50}
\end{align*}
$$

where we write $\mu$ in place of $\psi$ to represent the now real
density defined on $L$. We note that the integral in (1.50) is no longer a principal value integral.

Extracting the imaginary part of the equations gives

$$
\begin{array}{ll}
v(x, y)=-\frac{1}{2 \pi} \oint_{L} \frac{\mu(t) d r}{r}, & (x, y) \in D^{+} \\
v\left(t_{0}\right)=-\frac{1}{2 \pi} \oint_{L} \frac{\mu(t) d r}{r}, & t_{0} \in L \tag{1.52}
\end{array}
$$

Where in (1.52) we now have a Cauchy principal value integral again. consider separately $\oint_{L} \frac{\mu(t) d r}{r}=\left[\mu(t) Q_{n r}-\oint_{L} \frac{d}{d s}\{\mu(t)\} \ell n r d s\right.$. But $\mu . \ln _{n}$ being essentially real terms, we have that

$$
[\mu(t) \ell n r]_{L}=0 \text { no matter whether } \underline{r}=\overrightarrow{P Q} \text { or } \underline{r}=\overrightarrow{\varepsilon_{0} Q} \quad \text { (Fig.25) }
$$

If further $\frac{d \mu}{d s}=-\sigma(s)$ is inserted then (1.51) and (1.52) become

$$
\begin{equation*}
v(x, y)=\frac{1}{2 \pi} \oint_{L} \sigma(s) \ln \frac{1}{r} d s, \quad(x, y) \in D^{+} \tag{1.53}
\end{equation*}
$$

$$
\begin{equation*}
v\left(t_{0}\right)=\frac{1}{2 \pi} f_{L} \sigma(s) \ln \frac{1}{r} d s, \quad t_{0} \in L \tag{1.54}
\end{equation*}
$$

Thus two formulations of the Dirichlet problem in integral equation form are now obtained given by (1.50) and (1.54) where $u\left(t_{0}\right)$, $v\left(t_{0}\right)$ take the prescribed boundary values $f\left(s_{0}\right)$. The results exactly reflect those obtained earlier by consideration of single and double layer potentials.

These formulations have been obtained by inserting $\mathcal{Y}(t)$ as an entirely real function defined on $L$. clearly if $\psi(t)$ is taken as a completely imaginary function $i \mu(t)$ then precisely the same results as (1.49), (1.50), (1.53) and (1.54) will emerge, with the roles of $u$ and $v$ exchanged.

Before discussing the Neumann problem in the context of the complex variable, it is convenient to give an alternative version for the Dirichlet problem in which the choice available in the density $\psi(t)$ is exploited.

It has been seen that $\psi(t)$, originally a complex function defined on $L$ and satisfying the Holder condition, may be taken as entirely real so that the integral equations (1.50) and (1.54) for the solution of the Dirichlet problem arise.

Returning now to the situation in which $\psi(t)$ is complex, we know that where $F(z)$ is a holomorphic function in $D^{+}+L$, Cuachy's theorem gives $\oint_{L} F(t) d t=0$. The conditions for this may be weakened, see for instance $[8:] ;$ it is sufficient that $F(t)$ is merely the boundary value of $F(z)$ holomorphic in $D^{+}$ and continuous in $\mathrm{D}^{+}+\mathrm{L}$.

Thus in particular when $\psi(t)$ is the boundary value of $\psi(z)$ holomorphic in $\mathrm{D}^{+}$and continuous in $\mathrm{D}^{+}+\mathrm{L}$ then Cauchy's theorem gives

$$
\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)}{t-z} d t=0 \quad, \quad z \in D^{-}
$$

the function $\frac{\Psi(z)}{t-z}$ being holomorphic throughout $D^{+}$in the case when $z \in D^{-}$.
However it was shown that $\mp(z)=\frac{1}{2 \pi i} \oint_{L} \frac{Y(t)}{t-z} d t$ gave rise to
$\Phi(z)$ being holomorphic for $z \in D^{+}$or $D^{-}$under very general conditions on $\psi(t)$.

Hence with the above choice for $\psi(t)$ we have that

$$
\Phi(z) \equiv 0 \quad, \quad z \in D^{-}
$$

Now working from the general Cauchy integral and taking its
limiting values as $z \rightarrow t_{0}$ we had from (1.48)

$$
\begin{aligned}
& \Phi^{+}\left(t_{0}\right)=\left(1-\frac{\alpha_{0}}{2 \pi}\right) \psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)}{t-t_{0}} d t, \quad z \in D^{+} \\
& \Phi^{-}\left(t_{0}\right)=-\frac{\alpha_{0}}{2 \pi} \psi\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{j} \frac{\psi(t)}{t-t_{0}} d t, \quad z \in D^{-}
\end{aligned}
$$

But in this situation $\Phi^{-}{ }^{-}\left(t_{0}\right)$ being the limiting value of the holomorphic function "zero" must itself be zero.

$$
\begin{equation*}
\therefore \psi\left(t_{0}\right)=\frac{1}{i \alpha_{0}} \oint_{L} \frac{\psi(t)}{t-t_{0}} d t \tag{1.55}
\end{equation*}
$$

Finally Cauchy's integral formula gives

$$
\begin{equation*}
\psi(z)=\frac{1}{2 \pi i} \oint_{L} \frac{\psi(t)}{t-z} d t \quad, \quad z \in D^{+} \tag{1.56}
\end{equation*}
$$

By taking real and imaginary parts of (1.55) we can display the required integral equations as follows.

Let $\psi(z)=u(x, y)+i v(x, y), u, v$ both harmonic and as $z \rightarrow t_{0}$ write $\psi\left(t_{0}\right)=u\left(t_{0}\right)+i v\left(t_{0}\right)$ where $u\left(t_{0}\right), v\left(t_{0}\right)$ are the limiting values of $u(x, y)$ and $v(x, y)$ respectively.

$$
\therefore u\left(t_{0}\right)+i v\left(t_{0}\right)=\frac{1}{i \alpha_{0}} \oint_{L} \frac{u(t)+i v(t)}{t-t_{0}} d t
$$

As before, put $t-t_{0}=r e^{i \theta}$,

$$
\begin{aligned}
& \frac{d t}{t-t_{0}}=\frac{d r}{r}+i d \theta . \\
& \therefore u\left(t_{0}\right)+i v\left(t_{0}\right)=\frac{1}{i \alpha_{0}} \oint_{L}\{u(t)+i v(t)\}\left\{\frac{d r}{r}+i d \theta\right\} \\
&=-\frac{i}{\alpha_{0}} \oint_{L}\left\{\frac{u d r}{r}-v d \theta+i\left(\frac{v d r}{r}+u d \theta\right)\right\}
\end{aligned}
$$

Taking the real part gives

$$
\begin{equation*}
u\left(t_{0}\right)=\frac{1}{\alpha_{0}} \oint_{L}\left(v \frac{d r}{r}+u d e\right) \tag{1.57}
\end{equation*}
$$

and the imaginary part gives

$$
\begin{equation*}
v\left(t_{o}\right)=-\frac{1}{\alpha_{0}} \oint_{L}\left(u \frac{d r}{r}-v d \theta\right) \tag{1.58}
\end{equation*}
$$

But the terms $\oint_{L} \frac{v d r}{r}$ and $\oint_{L} \frac{u d r}{r}$ may be integrated by parts
i.e. $\oint_{L} v \frac{d r}{r}=\oint_{L} v \frac{d}{d s}(\ln r) d s=[v \ln r]_{L}-\oint_{L} \frac{\partial v}{\partial s} \ln r d s$

Now $[v \ln r]_{L}=\lim _{\delta \rightarrow 0}\left\{v_{b} \ln \left|b-t_{o}\right|-v_{a} \ln \left|a-t_{o}\right|\right\}$, Fig. 26 .
where

$$
\delta=\left|b-t_{0}\right|=\left|a-t_{0}\right|
$$


and so assuming that $v(x, y)$ tends to a continuous boundary function $v\left(t_{0}\right)$, then $[v \ln r]_{L}=0$.

Further $u(x, y)$ and $v(x, y)$ are conjugate harmonic functions for $z=x+i y \in D^{+}$. Thus the Cauchy Riemann equations hold between $u$ and $v$,

$$
\frac{\partial u}{\partial s}=\frac{\partial v}{\partial n} \quad \text { and } \quad \frac{\partial u}{\partial n}=-\frac{\partial v^{*}}{\partial s} .
$$

Again in the limit as $(x, y) \rightarrow t_{0}$ on $L$ we have

$$
\begin{gathered}
\frac{\partial u(t)}{\partial s}=\frac{\partial v(t)}{\partial n} \text { and } \frac{\partial u(t)}{\partial n}=-\frac{\partial v(t)}{\partial s} \\
\oint_{L} \frac{v d r}{r} \equiv-\oint_{L} \frac{\partial u}{\partial n} \ln r d s=-\oint_{L} \frac{\partial u}{\partial n} \ell_{n}\left(\frac{l}{r}\right) d s
\end{gathered}
$$

$$
\operatorname{similarly} \oint_{L} \frac{u d r}{r} \equiv-\oint_{L} \frac{\partial v}{\partial n} \ln r d s \quad=\oint_{L} \frac{\partial v}{\partial n} \ln \left(\frac{l}{r}\right) d s
$$

Substituting into (1.57), (1.58) gives the identical pair of equations

$$
\begin{align*}
u\left(t_{o}\right) & =-\frac{1}{\alpha_{0}} \oint_{L} \frac{\partial u}{\partial n} \ln \frac{1}{r} d s+\frac{1}{\alpha_{o}} \oint_{L} u d \theta  \tag{1.59}\\
\text { and } \quad v\left(t_{0}\right) & =-\frac{1}{\alpha_{0}} \oint_{L} \frac{\partial v}{\partial n} \ln \frac{1}{r} d s+\frac{1}{\alpha_{o}} \oint_{L} v d \theta \tag{1.60}
\end{align*}
$$

Further by taking real and imaginary parts of (1.56) we obtain in a similar manner the pair of equations

$$
\begin{aligned}
& u(x, y)=\frac{1}{2 \pi} \oint_{L}\left(-\frac{\partial u}{\partial n} \ln \frac{1}{r} d s+u d \theta\right) \\
& v(x, y)=\frac{1}{2 \pi} \oint_{L}\left(-\frac{\partial v}{\partial n} \ln \frac{1}{r} d s+v d \theta\right)
\end{aligned}
$$

Thus this analysis yields an exact repetition of the equation obtained from Green's Boundary Formula. We return now to the situation in which the density $\dot{\psi}(t)$ is a real valued function $\mu(t)$ and attempt a solution of the Neumann problem:
given $\frac{\partial u}{\partial n}\left(t_{0}\right)=g(s)$ at all $t_{0} \in L$ except at corner points, to generate $u(x, y)$, harmonic in $D^{+}$.

As $V^{2} u=0,(x, y)$ in $D^{+}$, there exists a harmonic conjugate $v(x, y)$ and Cauchy-Riemann equations hold between them

$$
\frac{\partial u}{\partial n}=-\frac{\partial v}{\partial s} \text { and } \frac{\partial u}{\partial s}=\frac{\partial v}{\partial n} \quad \text { on } L \text {, except at }
$$

corner points.
Now $\frac{\partial u}{\partial n}=g(s)$ along $L$

$$
\begin{aligned}
& \therefore \frac{\partial v}{\partial s}=-g(s) \\
& \therefore v\left(t_{s}\right)=-\int_{a}^{s} g(s) d s \quad \text { for some arbitrary initial }
\end{aligned}
$$

arc point $s=a$, this being the sum of integrals along the straight boundary edges.

Note that since $v(t)$ is taken continuous, then on integrating circuitously we obtain the well-known Gauss condition

$$
\oint_{L} g(s) d s=0 .
$$

Now from (1.48) we had

$$
\Phi^{+}\left(t_{0}\right)=\left(1-\frac{\alpha_{0}}{2 \pi}\right) \mu\left(t_{0}\right)+\frac{1}{2 \pi i} \oint_{L} \frac{\mu(t)}{t-t_{0}} d t
$$

Taking the real and imaginary parts gives

$$
\begin{aligned}
& u\left(t_{0}\right)=\left(1-\frac{\alpha_{0}}{2 \pi}\right) \mu\left(t_{0}\right)+\frac{1}{2 \pi} \oint_{L} \mu(t) d \dot{\theta} \\
& v\left(t_{0}\right)=-\frac{1}{2 \pi} \oint_{L} \frac{\mu(t)}{r} d r .
\end{aligned}
$$

Hence we obtain $\frac{1}{2 \pi} \oint_{L} \frac{\mu(t)}{r} d r=\int_{a}^{S_{O}} g(s) d s$ where $s$ is
the arc length measurement at $t_{0}$. Again $\oint_{L} \frac{\mu(t)}{r} d r=\oint_{L} \mu(t) \frac{d}{d s}\left(\ell_{n} r\right) d s=[\mu(t) \ln r]-\oint_{L} \frac{\partial \mu}{\partial s}(\ln r d s$

$$
=-\oint_{L} \frac{d \mu}{d s} \ln r d s \quad \text { by above. }
$$

$$
\begin{equation*}
\text { Hence consider } \oint_{L} \sigma(s) \ell n r d s=-2 \pi \int_{a}^{s_{o}} g(s) d s \tag{1.61}
\end{equation*}
$$

where $\sigma(s)$ is written for $\frac{d u}{d s}$. This gives an integral equation for the determination of $\sigma(s)$.

To recover $u(x, y)$ within $D^{+}$it is necessary to return to $u(x, y)=\frac{1}{2 \pi} \oint_{L} \mu(s) d \theta$ as in equation (1.49) ; and the density $\mu(s)$ here would be obtained from $\mu(s)=\int_{b}^{s} \sigma(s) d s$.

Summary of integral equation formulations


Fig. 27

Boundary conditions:


Existence Theory for Polyponal Regions
In Chapter I the interior two dimensional boundary value problems for Laplace's equation were formulated as integral equations using various methods. The question must now be considered whether these equations, summarised for convenience of reference at the end of Chapter I, can be solved. This is a far reaching question for it concerns firstly the existence of a solution of these equations and secondly, when a theoretical solution is unobtainable in 'closed' form, whether an approximate solution can be obtained which will converge to the true solution in some sense.

We concentrate only on the formulations giving rise to the integral equations (1.20) or (1.50), which can be seen to be essentially the same, and investigate in detail the existence or otherwise of a (theoretical) exact solution, of an approximate solution and then the convergence of the approximate solution. The latter two are investigated in Chapter III; considerations of the existence of a solution given below in this Chapter. It should be remembered that we are concerned specifically with the case in which the boundary contour is polygonal, which makes a considerable effect on all these considerations.

With regard to the general theory of integral equations, there are many texts which describe in detail the sccurrences and varieties of types of integral equation. Among the large literature available are the following references best known by the author: $[5],[6],[9]$ and $[10]$. It will be apparent on reference that the integral equations derived here are all Fredholm integral equations of either the first or second kind. The Fredholm equations are usually displayed with respect to an integration along the real x - axis, viz

$$
\left.\left.\begin{array}{rl}
\lambda & \int_{a}^{b} K(x, t) y(t) d t
\end{array}\right) h(x), x \in[a, b]\right] \text { } y(x)+\lambda \int_{a}^{b} k(x, t) y(t) d t=h(x), x \in[a, b] .
$$

where (2.1) is an equation of the first kind, and (2.2) that of the second kind, and $y(x)$ is to be determined. In this simple form (2.1) is known to be awkward to handle and in fact may have no solution for general $h(x)$ unless the kernel $K(x, t)$ is singular, $[6]$. For (2.2), we have at the outset for a wide variety of kernels $K(x, t)$ the well-known Fredholm Alternative which we state as follows:-

Either $\lambda$ is a regular value and (2.2) possesses a unique solution for an arbitrary $h(x)$;
or $\lambda$ is a characteristic value of (2.2) so that the homogeneous equation $y(x)+\lambda \int_{a}^{b} k(x, t) y(t) d t=0$ possesses $a$ denumerable number of linearly independent solutions $\oint_{1}(x), \oint_{2}(x), \ldots$. In this case the transposed homogeneous equation $\psi(x)+\lambda \int_{a}^{b} K(t, x) \psi(t) d t=0$ also possesses a denumerable set of solutions $\mathcal{F}_{1}(x), \psi_{2}(x), \ldots$ and (2.2) then has a solution if and only if $h(x)$ is orthogonal to all the $\left\{\mathcal{F}_{i}(x)\right\}$.

The Fredholm Alternative is proved in $[11] \oint 74$ for $K(x, t)$ continuous on $a \leqslant x, t \leqslant b$ and is then carried over in $[11] \oint 81$ to demonstrate the existence of solution of the integral equation formulation of the interior Dirichlet problem. Double layer potentials are used and the integral equation produced is essentially (1.20) or (1.50). This discussion however requires that the kernel, in its equivalent form in the Dirichlet case,
(2.3) below, when a contour integral replaces the integration on the $x$ - axis, be continuous for all points $s, s_{o}, O \leqslant s_{s} \leqslant S$ on $L$. Provided that the contour $L$ is smooth possessing a continuously turning tangent, then the kernel of the integral equation (1.20) or (1.50) is easily shown to be continuous. This kernel was
displayed variously as

$$
\begin{equation*}
K\left(s, s_{0}\right)=\frac{\partial}{\partial n} \ln \left(\frac{1}{r}\right)=\frac{\cos (\underline{\hat{r}}, \hat{\Lambda})}{r}=\frac{d \theta}{d s} \text { in } \oint 1.2 \tag{2.3}
\end{equation*}
$$



For given $s_{0}, K\left(s, s_{0}\right)$ is continuous as $s$ describes a smooth contour, continuity being maintained even when $s$ passes through $s_{0},[11]\{81$, where it might appear that $K$ becomes infinite. However this continuity is not maintained when $s$ passes through any corner point of the contour, such as $A$ in Fig. 28 . This arises due to the abrupt change in direction of $\hat{\mathrm{A}}$. Moreover, the parameter $\lambda$ in (2.2) is no longer a constant; an instantaneous change occurs at each corner point. Consequently we must first modify the demands of the Fredholm Alternative.

This requirement will be discussed in detail below. It will allow the application of (1.20) and (1.50) as a means of solving the Dirichlet problem, showing the existence of the density function $\mu(s)$ as the solution of (1.20) or (1.50). By examining the list given at the end of Chapter I, we see that the other formulations of the Dirichlet problem in terms of integral equations all fall into a different category; all are Fredholm equations of the first kind with logarithmic kernels,
i.e. $K\left(s, s_{0}\right)=\ln \left(\frac{l}{r}\right)$ where $r$ is the distance between the points on $L$ with arc parameter $s$ and $s_{0}$. Note that (1.38) is actually of a different, non singular, nature since in this case $s_{o}$ is always taken to lie outside the contour in $D_{-}$. The existence of a solution for these Fredholm equations of the first kind has
been considered by Jaswon and Symm $[12]$. They establish the existence of a solution for (1.6) (1.39) and (1.54) but only for smooth boundary contours. Convergence of approximate solutions to the solutions is not investigated.

With regard to the formulation (1.38), useful material appears in $[13]$, p.253, in which the solution is shown to exist, but again the analysis refers to a smooth boundary concour. The author also gives details of the resulting approximate solution for (1.38) through linear algebraic methods. He is able to show that the approximate solution exists since, subject to a certain condition, the linear equations always have an invertible matrix. some error analysis is given concerning the convergence of the approximate solution.

It is of course to be expected that all the integral equation formulations can be applied successfully to polygonal regions. We shall however concentrate completely on the double layer formulation and by referring to the methods of J. Radon $[14]$ it will be possible to establish the existence of a unique continuous solution. It is probable that the ideas of Radon's work, which came to the attention of the author through the publication of J.Benveniste $[15]$ can be extended to deal with other formulations of the two dimensional potential theory problem in terms of Fredholm equations of the first kind, but this is not investigated.

Thus we return now to the formulation of the interior
Dirichlet problem through double layer potentials leading to (1.20) and effectively (1.50). As has been stated, the fundamental Fredholm theorem will deal with these equations only for continuous kernels.

Historically we have the analysis of Neumann, $[16]$, which
is fully described in $[17]$ p. 201 and in $[18]$ p.124. This gives the required result in the case of a region bounded by a convex contour having only a finite number of corner points. Neumann's work pre-dates Fredholm's but relies on certain geometrical constructions that apply only to convex regions, the boundary contours having non-zero curvature between the corner points.

Radon's aim was to establish existence of solution for a wide class of boundary curve, and to this end he considers $L$ to be a curve of bounded rotation, this being a natural generalisation of smooth curves. A curve is said to be of bounded rotation when the angle $\theta$ (s) (Fig.29) is of bounded variation as $Q$ describes L, i.e. for $0 \leqslant s \leqslant s$.


The contour $L$, shown here as smooth for convenience, can be parameterised with respect to arc length $s, 0 \leqslant s \leqslant S$ so that cartesian coordinates of a typical point $Q$ on $L$ are $\{x(s), y(s)\}$. When there is no chance of misunderstanding this point will be denoted by $Q(s)$.

We recall the standard definition of a function of bounded variation. Let $g$ be a real function defined in $a \leqslant x \leqslant b$. Given a partition $\left(\mathcal{P}=\left\{x_{0}, x_{1}, \ldots, x_{n-1}, x_{n}\right\}, a=x_{0}, b=x_{n}\right.$, $x_{0}<x_{1}<x_{2} \cdots<x_{n-1}<x_{n}$ possessing $n$ intervals, write $\Delta g_{k}=g\left(x_{k}\right)-g\left(x_{k-1}\right), k=l(1) n$. Then $g$ is of bounded variation
on $[a, b]$ if there exists a positive real number $M$ such that $\sum_{k=1}^{n}\left|\Delta g_{k}\right| \leqslant M$ for all possible partitions $\rho$ ( $n$ finite). The total variation of $g$ is further defined as $V_{g}[a, b]=\sup _{\rho} \sum_{k=1}^{n}\left|\Delta g_{k}\right|$ taken over all possible partitions.

The angle $\theta$ made by the tangent at $Q$ is defined by

$$
\cos \theta(s)=x^{\prime}(s), \sin \theta(s)=y^{\prime}(s)
$$

for points at which $x(s)$ and $y(s)$ are differentiable. For other points where $x^{\prime}(s)$ and $y^{\prime}(s)$ are not defined (i.e. corner points) then $\theta$ (s) is arbitrary.

$$
\begin{align*}
\text { Hence } & x(s)=x(0)+\int_{0}^{s} \cos \theta\left(s_{0}\right) d s_{0}  \tag{2.4}\\
\text { and } & y(s)=y(0)+\int_{0}^{s} \sin \theta\left(s_{0}\right) d s_{0}
\end{align*}
$$

We note that when $L$ is polygonal, $x(s)$ and $y(s)$ defined from (2.4) are piecewise linear. Now the major part of Radon's paper is concerned with the solution of the Dirichlet problem in terms of double layer potentials (cf. Chapter I, § $1-2$ ). This gives the harmonic function $u(x, y)$ at $P \in D^{+}$expressed as $\oint_{L} \mu(s) d w_{P}$,
where $\mu(s)$ is continuous (Fig. 30) and of course an integral equation results when $P$ passes onto the boundary of $L$ at say $Q_{0}$.


In place of $w_{P}$ when $P$ is on $L$, Radon defines an angle $\psi(\mathrm{s}, \mathrm{s})$ as follows:-
(i) for $0 \leqslant s<s_{0} \leqslant s$, define $\psi\left(s, s_{0}\right)$ by the relations

$$
\begin{align*}
& \cos \psi\left(s, s_{0}\right)=K\left\{x(s)-x\left(s_{0}\right)\right\} \quad, \quad K>0  \tag{2.6}\\
& \sin \psi\left(s, s_{0}\right)=K\left\{y(s)-y\left(s_{0}\right)\right\}
\end{align*}
$$

(ii) for $0 \leqslant s_{0}<s \leqslant s$, define $\psi\left(s, s_{0}\right)=\psi\left(s_{0}, s\right)$.
i.e. in this situation, using (2.5), $\psi\left(s_{o}, s\right)$ will be given by

$$
\begin{align*}
& \cos \psi\left(s_{o}, s\right)=K^{\prime}\left\{x\left(s_{o}\right)-x(s)\right\} \\
& \sin \psi\left(s_{o}, s\right)=K^{\prime}\left\{y\left(s_{o}\right)-y(s)\right\} \quad K^{\prime}>0 \tag{2.7}
\end{align*}
$$


(In the two situations drawn in Fig.31, $\psi=\psi_{(i)}$ lies in the third quadrant while $\mathcal{Y}^{\prime}=\mathcal{F}_{(i i)}$ lies in the fourth quadrant). To keep the points $s_{0} s_{0}$ distinct, the case $s=0, s_{0}=s$ is temporarily excluded.

Hence (2.6) and (2.7) define a symmetric expression $\psi\left(s, s_{o}\right)$, continuous at all its points of definition on the polygon $L$. We have not yet defined $\psi$ for the cases $s=s_{0} ; s=0, s_{0}=s$; $s_{0}=0, s=S$.

Now if the density $\mu$ (s) in (2.5) is set to unity, we obtain what Radon calls the order $O(x, y)$ of the point $P(x, y)$. (Fig. 30) Clearly from (2.5), when $P \in D^{+}, O(x, y)=2 \pi$ and it is easy to show that $O(x, y)=0$ for $P \in D^{-}$.

$$
\text { Suppose now that } P \text { lies on } L \text { at a corner point } Q_{0}\left(s_{0}\right)
$$

(Fig. 32). Then we may write, formally,

$$
\begin{align*}
O(x, y) & =O\left(x_{Q_{O}} \cdot y_{Q_{O}}\right)=O\left(s_{O}\right) \text { for brevity } \\
& =\oint_{L} d_{S} \psi\left(s, s_{o}\right) \tag{2.8}
\end{align*}
$$

although $\psi\left(s_{o} s_{0}\right)$ is not yet defined. (The notation $d_{s}$ is used here to indicate that $s$ is varying and that $s_{o}$ is a fixed point). $Q(s)$


Fig. 32

Construct a circle centre $Q_{o}$, radius. $\delta$, which cuts $L$ in points $Q^{\prime}, Q^{\prime \prime} \quad\left(s=s_{0}^{\prime}, s_{0}^{\prime \prime}\right.$ respectively, $\left.s_{0}^{\prime}<s_{o}<s_{0}^{\prime \prime}\right)$. Denote that part of $L$ interior to the circle by $L^{\prime}$ and the remainder by $L^{\prime \prime}$. Denote also two regions of the circumference of the circle: $\Gamma_{i}$ that arc lying in $D^{+}$and $\Gamma_{e}$ the arc lying in $D^{-}$. It is assumed that $\delta$ is sufficiently small for the configuration of Fig. 32 to hold.

Now we consider the value of the expression in (2.8). Taking $L=L^{\prime \prime}+\Gamma_{e}$ then by (2.5) $O\left(s_{o}\right)=2 \pi \cdot \operatorname{But} \oint_{L^{\prime \prime}+\Gamma_{e}} a_{s} \psi\left(s_{s} s_{o}\right)$ can
be split into two parts: $\int_{\mathrm{L}^{\prime \prime}}+\int_{\Gamma_{\mathrm{e}}}$ and we have

$$
\begin{aligned}
& \oint_{L^{\prime \prime}+\Gamma_{e}} d_{s} \psi\left(s, s_{o}\right)=\int_{0}^{s_{o}^{\prime}} d_{s} \psi\left(s, s_{0}\right)+\int_{\Gamma_{e}} d_{s} \psi\left(s, s_{0}\right)+\int_{s_{0}^{\prime \prime}}^{s} d_{s} \psi\left(s, s_{o}\right) \\
& 2 \pi=\psi\left(s_{o}^{\prime}, s_{o}\right)-\psi\left(0, s_{0}\right)+\int_{\Gamma_{e}} d_{s} \psi\left(s, s_{0}\right)+\psi\left(s, s_{o}\right)-\psi\left(s_{o}^{\prime \prime}, s_{o}\right),
\end{aligned}
$$

recalling the symmetry of $\psi\left(s, s_{0}\right)$. Further, $\int_{\Gamma_{e}} d_{s} \psi\left(s, s_{0}\right)$ will
give the exterior angle at the vertex $Q_{0}$. Denoting this by $\alpha$ 。 we have

$$
\begin{equation*}
\psi\left(s_{0}^{\prime}, s_{0}\right)-\psi\left(0, s_{0}\right)+\psi\left(s, s_{0}\right)-\psi\left(s_{0}^{\prime \prime}, s_{0}\right)+\alpha_{0}=2 \pi \tag{2.9}
\end{equation*}
$$

Now let $\delta \rightarrow 0$ and write $\lim _{\delta \rightarrow 0} \psi\left(s_{0}^{\prime}, s_{0}\right)=\lim _{\delta \rightarrow 0} \psi\left(s_{0}, s_{0}^{\prime}\right)=\psi\left(s_{0}, s_{0}^{-}\right)$. Similarly take $\lim _{\delta \rightarrow 0} \psi\left(s_{0}^{\prime \prime}, s_{o}\right)=\psi\left(s_{0}, s_{o}+\right) \quad$ so that we have

$$
\psi\left(s_{0}, s_{0}+\right)=\theta\left(s_{0}+\right) \text { and } \psi\left(s_{0}, s_{0}^{-}\right)=\theta\left(s_{0}^{-}\right)
$$

where as before $\theta$ denotes the angle made by the tangent with ox.

Also in the situation in which $Q_{o}$ were not to be a corner, then $\alpha_{0}=\pi$ and $\psi\left(s_{o}^{\prime}, s_{o}\right) \rightarrow \psi\left(s_{o}^{\prime \prime}, s_{o}\right) \rightarrow \theta\left(s_{0}\right)$ so that (2.9) would then reduce to

$$
\begin{equation*}
\psi\left(s, s_{0}\right)-\psi\left(0, s_{o}\right)=\pi \tag{2.10}
\end{equation*}
$$

However (2.10) may be considered to hold generally for $0<s_{0}<s$ because of the continuity of $\psi\left(0, s_{0}\right)$ and $\psi\left(S, s_{0}\right)$ with respect to $\mathrm{s}_{0}$. Substituting (2.10) into (2.9) gives

$$
\begin{align*}
\psi\left(s_{0}^{\prime}, s_{0}\right)-\psi\left(s_{0}^{\prime}, s_{0}\right)+\alpha_{0}=\pi \\
\text { or, as } \delta \rightarrow 0, \psi\left(s_{0}, s_{0}+\right)-\psi\left(s_{0}, s_{0}^{-}\right)=\alpha_{0}-\Pi \tag{2.11}
\end{align*}
$$

Thus in (2.11) we have a relation to indicate the discontinuity
in $\psi\left(s_{r} s_{0}\right)$ as $s$ passes through the corner $s_{0}$. The understanding of $\psi\left(s, s_{0}\right)$ is completed by assigning appropriate limiting value meanings for $\psi(0,0), \psi(0, S), \psi(S, 0)$ and $\psi(S, S)$. Without loss take the initial point for the measurement of $s$ not at a corner. Denoting by $\beta$ the angle made with $o x$ by the polygon edge upon which this point lies, then we have

$$
\begin{aligned}
& \psi(0.0)=\psi(0,0+)=\psi(0+, 0)=\beta \\
& \psi(0,5)=\psi(0+, 5)=\psi(0,5-)=\pi+\beta \\
& \psi(S, 0)=\psi(S-, 0)=\psi(5,0+)=\pi+\beta
\end{aligned}
$$

and
since $\psi$ is defined mod $2 \pi$ tinen by taking $\psi(s, s)=\psi(s-, s)$ $=\psi(S, S-)=2 \pi+\beta$ we have the relations

$$
\psi(s, 0)-\psi(0,0)=\pi \quad \text { and } \psi(s, s)-\psi(0, s)=\pi
$$

This extends (2.10) to hold for the cases $s_{o}=0, s$. Finally since $\Psi(0, s)=\psi(S, 0)$, adding the two latter results gives

$$
\psi(s, s)-\psi(0,0)=2 \pi
$$

Having explained Radon's definition of the angle $\psi\left(s, s_{0}\right)$, his treatment of the Dirichlet problem using double layer potentials now follows; the treatment is of course very similar to that used in obtaining (1.20).

$$
\text { From }(2.5), u(x, y)=\oint_{L} \mu(s) d w_{P} \text { is harmonic for } P(x, y)
$$

$\epsilon \mathrm{D}^{+}$, and $\mathrm{w}_{\mathrm{P}}$ as in Fig. 30. We put

$$
\oint_{L} \mu(s) d w_{P}=\oint_{L}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} d w_{P}+\oint_{L} \mu\left(s_{0}\right) d w_{P}, 0 \leqslant s, s_{0} \leqslant s,
$$

where $s$ is a variable and $s$ regarded as a particular value. $\therefore \oint_{L} \mu(s) d w_{P}=\oint_{L}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d w_{P}+2 \pi \mu\left(s_{o}\right), P \in D^{+}$.

Now with $s_{o}$ lying in, say, the interval $\left[s_{0}^{\prime}, s_{o}^{\prime \prime}\right]$ (Fig. 32), then given $\epsilon>0$, there exists $\delta=s_{0}^{\prime \prime}-s_{0}=s_{0}-s_{0}^{\prime}$ such that $\left|\mu(s)-\mu\left(s_{0}\right)\right|<\epsilon$ for all $s \in\left[\begin{array}{c}s_{0}^{\prime}, s_{0}^{\prime \prime} \\ 0\end{array}\right]$, assuming $\mu(s)$ continuous for $0 \leqslant s \leqslant s$.

Thus (2.12) becomes
$\oint_{L} \mu(s) d w_{P}=\int_{0}^{s_{0}^{\prime}}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} d w_{P^{\prime}}+\int_{s_{0}^{\prime}}^{s_{0}^{\prime \prime}}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} d w_{P}+\int_{s_{0}^{\prime \prime}}^{s}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} a w_{P}+2 \pi \mu\left(s_{0}\right)$,
where now $\int_{s_{0}^{\prime}}^{s_{0}^{\prime \prime}}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d w_{P} \leqslant \int_{s_{0}}^{s_{0}^{\prime \prime}}\left|\mu(s)-\mu\left(s_{o}\right)\right| d w_{P}<\epsilon \int_{s_{0}^{\prime}}^{s_{0}^{\prime \prime}}{ }_{d w_{P}}$

Labelling the point on $L$ with arc parameter. $s_{o}$ by $Q_{o}$, as in Fig. 32, we now let $P \rightarrow Q_{0}$ from within $D^{+}$.
$\operatorname{Then} \int_{0}^{s_{0}^{\prime}}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} d w_{P} \rightarrow \int_{0}^{s_{0}^{\prime}}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d s \dot{\psi}\left(s_{, ~ s}\right)$
and $\int_{s_{0}^{\prime \prime}}^{s}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} d w_{P} \rightarrow \int_{s_{0}^{\prime \prime}}^{s}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} d_{s} \psi r\left(s_{0} s_{o}\right)$

Hence letting $E \rightarrow 0$ and using (2.13) we have

$$
\begin{aligned}
& \lim _{P \rightarrow Q_{0}} u(x, y)=u^{+}\left(Q_{0}\right) \quad \text { (see the notation in }(1 \cdot 20) \text { ) } \\
& \quad=\int_{0}^{S_{0}^{-}}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d_{s} \psi\left(s, s_{0}\right)+\int_{s_{0}^{+}}^{S}\left\{\mu(s)-\mu\left(s_{o}\right)\right\} d s \psi\left(s, s_{0}\right)+2 \pi \mu\left(s_{o}\right)
\end{aligned}
$$

But the two integrals can be combined together as $s_{0} \rightarrow s_{0}$ and $\mathrm{s}_{\mathrm{O}}^{+} \rightarrow \mathrm{S}_{\mathrm{O}}$ so that

$$
\begin{aligned}
u^{+}\left(Q_{0}\right) & =\int_{0}^{s}\left\{\mu(s)-\mu\left(s_{0}\right)\right\} d_{s} \psi\left(s, s_{0}\right)+2 \pi \mu\left(s_{0}\right) \\
& =\int_{0}^{s} \mu(s) d_{s} \psi\left(s, s_{0}\right)-\mu\left(s_{0}\right) \int_{0}^{s} d s \psi\left(s, s_{0}\right)+2 \pi \mu\left(s_{0}\right) \\
& =\int_{0}^{s} \mu(s) d_{s} \psi\left(s, s_{0}\right)-\mu\left(s_{0}\right)\left\{\psi\left(s, s_{0}\right)-\psi\left(0, s_{0}\right)\right\}+2 \pi \mu\left(s_{0}\right)
\end{aligned}
$$

By (2.10) this reduces to

$$
\begin{align*}
u^{t}\left(Q_{0}\right) & =\pi \mu\left(s_{0}\right)+\int_{0}^{s} \mu(s) d_{s} \psi\left(s, s_{0}\right)  \tag{2.14}\\
& =\text { the prescribed boundary function } f\left(s_{0}\right)
\end{align*}
$$

This latter equation is equivalent to (1.20): essentially (1.20) has been re-cast into the form (2.14) which is a more suitable integral equation because of the constant factor $T$. When $f\left(s_{o}\right)$ is continuous with respect to different positions of $s_{0}$ on $L$ we see that for the density function $\mu$ to be continuous on $L$, then it must be the case that

$$
\int_{0}^{s} \mu(s) d_{s} \psi\left(s, s_{0}\right) \text { is also a continuous function of } s_{0}
$$

Thus defining the transformation $T$ by

$$
\begin{equation*}
(T \mu)\left(s_{0}\right)=\int_{0}^{s} \mu(s) d_{s} \psi\left(s, s_{0}\right) \tag{2.15}
\end{equation*}
$$

then we see that $T$ has to be a linear transformation of the space of continuous functions $\mu(s)$ on $L$ into itself.

That this is so follows from the theorem given in $[11]$ page 220 which may be expressed in a form suited to the current notation as follows:-

```
"Let \(\psi\left(s, s_{0}\right)\) be a function of bounded variation defined for \(0 \leqslant s, s_{p} \leqslant S\) whose total variation with respect to \(s\) is less than some finite value independent of \(s_{0}\), for which \(\psi\left(0, s_{0}\right)=0\) and for which \(\psi\left(s_{0}, s\right)\) and \(\int_{0}^{f} \psi\left(s, s_{0}\right) d s\) are continuous functions of \(s_{0}\). Then \(T\) generated by (2.15) is a linear transformation of the space of continuous functions on \([0,5]\) into itself".
```

It is clear that for a polygonal contour possessing only a finite number of corner points, that $\psi$ is of bounded variation (but not necessarily continuous). A detailed and general proof is
given in Radon that the total variation of $\psi$ for a curve of bounded rotation (and hence for a polygon) is less than some finite value independent of $s_{0}$.

We can arrange for $\psi\left(0, s_{0}\right)$ to be zero for any given $s_{o}$ by prior arrangement of $L$ in relation to the position of the cartesian frame Oxy. By taking the initial point for arc measurement not at a corner point then $\psi\left(s_{o}, s\right)$ will be a continuous function of $s_{o}$. With regard to the continuity of $\int_{0}^{\zeta} \psi\left(s, s_{0}\right) d s$ regarded as a function of $s_{o}$ for given $\zeta$, we denote the integral by $\Phi\left(5, s_{0}\right)$ and proceed as follows:-


Fig. 33

Case $1 \quad s_{0} \geqslant \zeta$
This means $s_{0} \geqslant s$ in the integrand and so $\mathcal{F}\left(s, s_{0}\right)$ is continuous with respect to both variables $s, s_{0}$. Hence $\Phi\left(\zeta, s_{0}\right)$, being the integral of a continuous function is continuous in both $\zeta$ and $s_{o}$.


Case $2 s_{o}<S$.
In this case $\Phi\left(S, s_{0}\right)=\int_{0}^{S} \psi\left(s, s_{0}\right) d s$, is such that $s$ passes through $S_{o}$.

Since $\psi\left(s, s_{0}\right)$ is a continuous function of $s$ for $s_{o}$ not a corner point then it will be sufficient to consider the continuity at $s_{o}$ when $s_{o}$ is a corner point. The essence of the analysis can be seen by integrating across just the one corner point $s_{o}$ :-


Fig. 35
consider then $\Phi\left(S, s_{0}\right)=\int_{0}^{\zeta} \psi\left(s, s_{0}\right)$ ids along the path $O A B$ where without loss we take $O A$ along the $x$ axis, $A B$ inclined to it at angle $\beta, 0<\beta<\pi / 2$. Since we place $s_{o}$ at $A$ then $\mathrm{OA}=\mathrm{s}_{\mathrm{o}}, \mathrm{AB}=\zeta-\mathrm{s}_{0}$.
From its definition, values for $\psi\left(s, s_{0}\right)$ are: $s<s_{0}, \psi=T$
$s>s_{0}, \psi=\pi+\beta$
$s=s_{o}$, is not defined.

$$
\begin{align*}
\therefore \Phi\left(\rho, s_{0}\right) & =\int_{0}^{s_{0}}+\int_{s_{0}}^{\zeta} \\
& =\int_{0}^{s} \pi d s+\int_{s_{0}}^{\rho}(\pi+\beta) d s \\
& =\pi s_{o}+(\pi+\beta)\left(\zeta-s_{o}\right) \\
& =\pi \rho+\beta\left(\zeta-s_{0}\right) \tag{2.16}
\end{align*}
$$

Now consider the evaluation for $s_{o}$ moved from the corner to say $s_{0}^{\prime}<$ corner value. Again we evaluate $\Phi\left(\rho, s_{0}^{\prime}\right)=\int_{0}^{\rho} \psi\left(s, s_{0}^{\prime}\right) d s$


Fig. 36
values for $\psi\left(s, s_{o}^{\prime}\right): 0 \leqslant s \leqslant s_{o}^{\prime}, \psi\left(s, s_{o}^{\prime}\right)=\pi$ (as above),
$s_{0}^{\prime} \leqslant s<s_{0}, \psi\left(s, s_{0}^{\prime}\right)=\pi$,
$s_{o}<s \leqslant \rho, \psi\left(s, s_{o}^{\prime}\right)=\pi+\tan ^{-1}\left[\frac{\left(\mathrm{~s}-\mathrm{s}_{0} ; \sin \beta\right.}{\left(\mathrm{s}-\mathrm{s}_{0}^{\cdot}\right)+\left(\mathrm{s}-\mathrm{s}_{0}\right) \cos \beta}\right]$
Thus $\Phi\left(\zeta, s_{0}^{\prime}\right)=\int_{0}^{\rho} \psi\left(s, s_{0}^{\prime}\right) d s=\int_{0}^{s_{0}}+\int_{s_{0}}^{\rho}$

$$
=\pi s_{s_{0}}+\int_{s_{0}}^{s_{0}}\left\{\pi+\tan ^{-1}\left(\frac{\left(s-s_{0}\right) \sin \beta}{\left(s_{0}^{-5}{ }_{0}\right)+\left(s-s_{0}\right) \cos \beta}\right)\right]+s
$$

ie. $\Phi\left(\rho, s_{o}^{\prime}\right)=\pi \rho+\int_{s_{o}}^{\rho} \tan ^{-1}\left[\frac{\left(s-s_{o}\right) \sin \beta}{\left(s_{o}^{-}-s_{o}^{\prime}\right)+\left(s-s_{o}\right) \cos \beta}\right] d s$

$$
\begin{aligned}
& \text { Now from (2.16) and (2.17), } \\
& \Phi\left(S^{\rho}, s_{0}\right)-\Phi\left(\zeta, s_{0}^{\prime}\right)=\int_{s_{0}}^{\int_{0}}\left\{\beta-\tan ^{-1}\left[\frac{\left(s-s_{0}\right) \sin \beta}{\left(s_{0}-s_{0}^{\prime}\right)+\left(s-s_{0}\right) \cos \beta}\right]\right\} d s \\
& =\int_{s_{0}}^{S_{0}}\left\{\tan ^{-1}(\tan \beta)-\tan ^{-1}\left[\frac{\left(s-s_{0}\right) \sin \beta}{\left(s_{0}-s_{0}^{r}\right)+\left(s-s_{0}\right) \cos \beta}\right]\right\} d s \\
& =\int_{s_{0}}^{\rho} \tan ^{-1}\left[\frac{\left(s_{0}-s_{0}^{\prime}\right) \sin \beta}{s-s_{0}+\left(s_{0}-s_{0}^{\prime}\right) \cos \beta}\right] d s
\end{aligned}
$$

But since $\frac{\left(s_{0}-s_{0}^{\prime}\right) \sin \beta}{\left(s-s_{0}\right)+\left(s_{0}-s_{0}^{\prime}\right) \cos \beta} \quad$ is positive,
then $\tan ^{-1}\left[\frac{\left(s_{0}-s_{0}^{\prime}\right) \sin \beta}{\left(s-s_{0}\right)+\left(s_{0}-s_{0}^{\prime}\right) \cos \beta}\right] \leqslant \frac{\left(s_{0}-s_{0}^{\prime}\right) \sin \beta}{\left(s-s_{0}\right)+\left(s_{0}-s_{0}^{\prime}\right) \cos \beta}$

$$
\left|\Phi\left(\zeta, s_{0}\right)-\Phi\left(\zeta, s_{0}^{\prime}\right)\right| \leqslant \int_{s_{0}}^{\rho} \frac{\left(s_{0}-s_{0}^{\prime}\right) \sin \beta}{\left(s_{0}\right)+\left(s_{0}-s_{0}^{\prime}\right) \cos \beta} \quad d s
$$

Now

$$
\begin{aligned}
& s-s_{0}>\left(s-s_{0}\right) \cos \beta \text { so }\left(s-s_{0}\right)+\left(s_{0}-s_{0}^{\prime}\right) \cos \beta>\left(s-s_{0}\right) \cos \beta+\left(s_{0}-s_{0}^{\prime}\right) \cos \beta \\
&=\left(s-s_{0}^{\prime}\right) \cos \beta
\end{aligned}
$$

$$
\begin{aligned}
\left|\Phi\left(\Phi, s_{0}\right)-\Phi\left(S_{0}^{\prime}\right)\right| & =\left(s-s_{0}^{\prime}\right) \cos \beta \\
\mid & \int_{s_{0}}^{\rho} \frac{\left(s_{0}-s_{0}^{\prime}\right) \sin \beta}{\left(s-s_{0}^{\prime}\right) \cos \beta} d s \\
& =\left(s_{0}-s_{0}^{\prime}\right) \tan \beta, \ln \frac{S-s_{0}^{\prime}}{s_{0}-s_{0}^{\prime}}
\end{aligned}
$$

which tends to zero as $s_{0}^{\prime} \rightarrow s_{0}$. Hence $\operatorname{sim}_{0} \lim _{s_{0}} \Phi\left(\rho, s_{0}^{r}\right)=\Phi\left(S, s_{0}\right) ;$ and by a similar investigation of $\left.\Phi\left(S, s_{0}^{\prime \prime}\right), s_{0}^{\prime \prime}\right\rangle s_{0}$ we can show that $\lim _{s_{0}^{\prime \prime} \rightarrow s_{0}} \Phi\left(\Phi_{0}, s_{0}^{\prime \prime}\right)=\Phi\left(\Phi_{0}, s_{0}\right)$. This establishes the continuity of $\Phi$ ( $\rho, s_{0}$ ) with respect to varying $s_{o}$ as required.

Returning now to (2.14) we have

$$
\begin{align*}
\pi \mu\left(s_{0}\right)+(T \mu)\left(s_{0}\right) & =u^{+}\left(Q_{0}\right) \equiv f\left(s_{0}\right) \quad \text { (see I. 20) } \\
\left(I+\frac{1}{\pi} T\right) \mu\left(s_{0}\right) & =f\left(s_{0}\right) \tag{2.18}
\end{align*}
$$

where $I$ is the identity transformation.
Thus we need to establish that the operator $I+\frac{1}{\pi} T$ has an inverse; more generally we consider the existence of $\left(I+\frac{\lambda}{\pi} T\right)^{-1}$ for various values of the scalar $\lambda$. The operator $T$ is not completely continuous and so an extension of the Fredholm theory is needed. Radon, [11], page 222 shows that for $T$ defined on $C[0, S]$ by $(T \mu)\left(s_{0}\right)=\int_{0}^{S} \mu(s) d_{s} \psi\left(s, s_{0}\right)$ we may write $T=G+H$ where $G$ is a linear transformation of integral type with degenerate kernel and $H$ a linear transformation with norm $\|H\| \leqslant w+\epsilon$, where

$$
\begin{equation*}
w=\lim _{s_{1}-s_{2} \rightarrow 0} \sup _{s}\left|\psi\left(s_{1}, s\right)-\psi\left(s_{2}, s\right)\right| \tag{2.19}
\end{equation*}
$$

and $\in$ is an arbitrarily small positive quantity.

$$
\text { Now } I+\frac{\lambda}{\pi} T=I+\frac{\lambda}{\pi}(G+H)=\left\{I+\frac{\lambda}{\pi} H\right\}\left\{I+\frac{\lambda}{\pi}\left(I+\frac{\lambda}{\pi} H\right)^{-1} G\right\}
$$

For $I+\frac{\lambda H}{\pi}$ to possess an inverse we require that $\left.\frac{|\lambda|}{\pi} \right\rvert\,\|H\|<1$
But $\|H\| \leqslant w+\epsilon \quad$ so that $\left|\frac{\lambda}{\pi}\right|\|H\| \leqslant \frac{|\lambda|}{\pi}(w+\epsilon)$.
From (2.11) we have that $w=\lim _{s_{1}-s_{2} \rightarrow 0} \sup _{s}\left|\psi\left(s_{1}, s\right)-\psi\left(s_{2}, s\right)\right|=\alpha-\pi$
where $\alpha$ is the magnitude of the greatest exterior angle at a corner point of the polygon and $s_{1}-s_{2} \rightarrow 0$ in such a manner that $s_{1}$ and $s_{2}$ are on either side of the corner.

$$
\left.\left|\frac{\lambda}{\pi}\right| \cdot \| H| | \leqslant \frac{\lambda}{\pi} \right\rvert\,(\alpha-\pi+\epsilon)
$$

In the situation here in which $\lambda=1$, then $\frac{|\lambda|}{\pi}\|H\| \leqslant \frac{\alpha-\pi}{\pi}+\frac{\epsilon}{\pi}$ But with the omission of cusp points the $\alpha<2 \pi$ so that $\frac{\alpha-\pi}{\pi}<1$

$$
\left|\frac{\lambda}{\pi}\right| \cdot\|H\|<1 \text { is established since } E \text { is arbitrarily small. }
$$ Hence $I+\frac{\lambda H}{\pi}$ possesses an inverse.

Further we must now consider $I+\frac{\lambda}{\pi}\left(I+\frac{\lambda}{\pi} H\right)^{-1} G$. But from [11] page 166 we have that $\left(I+\frac{\lambda}{\pi} H\right)^{-1} G$ is of finite rank since G is of finite rank (i.e. an integral operator corresponding to a degenerate kernel). From the establishment of the existence of $\left(I+\frac{\lambda}{\pi} H\right)^{-1}$ it can then be shown that $I+\frac{\lambda}{\pi}\left(I+\frac{\lambda}{\pi} H\right)^{-1} G$ possesses an inverse for the case $\lambda=1$ since this is known not to be a singular value.

Hence on returning to (2.17), $I+\frac{1}{\pi} T$ can be inverted and a unique solution $\mu\left(s_{0}\right)$ exists.

This establishes the existence of the double layer density and hence the interior Dirichlet problem has a solution in the case of polygonal contours.
 of an integral equation when applied to a specific boundary value problem. The reliability of the resulting numerical methods will be examined.

Although there is a full hand of integral-equation representations for each of the boundary problems at our disposal from Chapter I, attention will be concentrated on solving the interior Dirichlet problem represented as an integral equation through the use of the double-layer potential. Referring back to Chapter I we take the equations (1.49) and (1.50), which we repeat here for convenience:-

$$
\begin{align*}
\left(I-\frac{\propto_{0}}{2 \pi}\right) \mu\left(t_{0}\right)+\frac{1}{2 \pi} \operatorname{Im} \oint_{L} \frac{\mu(t)}{t-t_{0}} d t & =u\left(t_{0}\right)  \tag{3.1}\\
u(x, y) & =\frac{1}{2 \pi} \oint_{L} \mu(t) d \theta(3.2)
\end{align*}
$$

The notations used in (3.1) and (3.2) were fully described in § I.4; $t_{0} r \in p r e s e n t s$ the complex coordinate of the point $Q_{0}$ with arc coordinate $s_{o}$ on the polygon $L$ at which the internal angle is $\alpha_{0}, 0<\alpha_{0}<2 \pi$. Also the integral texm in (3.1) is expressed in complex form for subsequent convenience. A specific Dirichlet problem is defined by declaring the shape of $L$ and giving the values of $u\left(t_{0}\right)=f\left(t_{0}\right) \equiv f\left(s_{0}\right)$ for all positions of $t_{0}$ on $L$. We then attempt to solve (3.1) for the real-valued density function $\mu(t)$. From Chapter II it is known that a continuous solution $\mu(t)$ exists for any polygon $L$ if $u(t)$ is continuous. Having obtained $u(t)$, the internal potential $u(x, y)$ is then generated using (3.2).

In general the determining of $\mu(t)$ and hence $u(x, y)$ in closed analytic form is usually impossible. In fact to obtain the exact solution for any integral equation presents difficulty in all but a few cases, for example when the kernel is degenerate ([9] pp 114).

Thus we seek an approximate solution of (3.1) for $\mu(t)$ using a numerical method. This gives rise to the following questions:
(i) Will the numerical method lead to a problem which can always be solved?
(ii) Subject to refinements in the numerical method, will the approximate solution, which will be denoted by $\tilde{\mu}(t)$, converge to the exact solution $\mu(t)$ ?

A number of methods are available for obtaining an approximate solution of an integral equation $[19]$, not all necessarily suitable for application in (3.1). The method to be used here involves replacing the integral term $\frac{1}{2 \pi} \operatorname{Im} \oint_{L} \frac{\mu(t)}{t-t_{0}} d t$ in (3.1) by a quadrature formula, say, $\sum_{j=1}^{n} w_{j} \mu_{j}$, where $\mu_{j}=\mu\left(t_{j}\right)$, the $w_{j}$ are scalar weight quantities and $t_{1}, t_{2}, \ldots t_{n}$ are distinct points of $L$. Then if $t_{0}$ is taken to coincide with each of $t_{1}, t_{2}, \ldots t_{n}$ in turn, a set of $n$ simultaneous linear equations will be created whose solutions $\tilde{\mu}_{j}, j=l(1) n$ hopefully approximate $\left.\mu_{i} t_{j}\right)$. We shall refer to the points $t_{j}$ as node points.

An approximation to $u(x, y)$, denoted by $\widehat{u}_{u}^{\prime}(x, y)$, can then be calculated for various positions of $(x, y) \in D^{+}$by replacing $\frac{1}{2 \pi} \oint_{L} \mu(t) d \theta$ in (3.2) by $\sum_{j=1}^{n} w_{j} \widetilde{\mu}_{j}, W_{j}$ some weight quantity.

Hence $L$ is to be partitioned into $n$ intervals or segments. We shall now give some general details of how the nodes are fixed and numbered and also explain how the evident singularity in (3.1) disappears in the discretised problem. Since in (3.1), $t_{o}$ is to coincide with the $t_{j}, j=l(l) n$ we will replace it by $t_{i}, i=l(l) n$; further $L$ is of course a contour so that node $t_{n}$ must fall adjacent to node $t_{1}$. In fact we shall number the nodes subsequently from 0 to $n-1$ so that $t_{n}=t_{0}$. This can be seen by reference to Fig. 37. We also always arrange
for corner points of $L$ to occur as nodes in any partitioning undertaken. Consequently any segment $\left[t_{j}, t_{j+1}\right]$ will always be straight. Segments do not need to be of equal length.


Fig. 37

Now in (3.1) the integral can be written as $\frac{1}{2 \pi} \operatorname{Im} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}} \frac{\mu(t) d t \text {, }}{t-t_{i}}$, since the boundary of $L$ is polygonal. The singular situation arises when $j=i-1, i$, the denominator of the integral becoming infinite at the end of the range $\left[t_{i-1}, t_{i}\right]$ and the beginning of the range $\left[t_{i}, t_{i+1}\right]$. But we have $\operatorname{Im} \oint_{L} \frac{\mu(t)}{t-t_{i}} d t=\oint_{L} \mu(t) I m \frac{d t}{t-t_{i}}$, since $\mu$ is real, and as shown in chapter $I$, pp. 52 if we write $t=t_{i}+r e^{i \theta}$, $d t=d r e^{i \theta}+i r e^{i \theta} d \theta$, we have $\frac{d t}{t-t_{i}}=\frac{d r}{r}+i d \theta$ so that

$$
\operatorname{Im} \oint \frac{\mu(t)}{t-t_{i}} d t=\oint \mu(t) d \theta
$$



Now as $t$ moves along the straight segments $\left[t_{i-1}, t_{i}\right]$ and $\left[t_{i}, t_{i+1}\right]$,
the change in $\theta$ measured from $t_{i}$ will be zero. This is the case whether or not $t_{i}$ is a corner point. Thus the cases in the $j$ count for which $j=i-1, i$ may be omitted altogether. As $t$ passes through $t_{i}$, the term ( $\left.1-\frac{\alpha_{i}}{2 \pi}\right) \mu\left(t_{i}\right)$ is "thrown-out" of the integral so that for any polygonal region the integral equation (3.1) is represented exactly by

$$
\begin{equation*}
\left(1-\frac{\alpha_{i}}{2 \pi}\right) \mu\left(t_{i}\right)+\frac{1}{2 \pi} \operatorname{Im} \sum_{\substack{(j=0}}^{n-1} \int_{t_{j}}^{\left.t_{j}+1, i\right)} \frac{\mu(t)}{t-t_{i}} d t=f\left(t_{i}\right) \tag{3,3}
\end{equation*}
$$

(Should $i=0, n$ then $i-1$ is interpreted as $n-1$ ).
We note also that other terms of the sum in (3.3) may also be zero depending on the geometry of $L$.

The stage is now reached at which quadrature methods must be applied to the integral in (3.3): $\int_{t_{j}}^{t+1} \frac{\mu(t)}{t-t_{i}} d t$.

The technique used in this thesis will be to subr,titute an approximation for $\mu(t)$ on $\left[t_{j}, t_{j+1}\right]$ and then to evaluate the resulting integral exactly. Three different approximations, denoted by $A, B$ and $C$ will be considered and the corresponding approximate solutions for $\mu(t)$ investigated in each case. In making the choice of an approximation for $\mu(t)$, we broadly follow the methods of G.T.Symm $[20]$ and K.E. Atkinson $[21]$. Approximations proposed for the Double Layer Density
§3.2 Approximation A:


In this, the simplest of the approximations we merely replace $\mu(t)$ on $\left[t_{j}, t_{j+1}\right]$ by the average of the end point node values, i.e. $\frac{1}{2}\left\{\mu\left(t_{j}\right)+\mu\left(t_{j+1}\right)\right\}=\frac{1}{2}\left(\mu_{j}+\mu_{j+1}\right)$.

$$
\text { Hence } \begin{aligned}
\frac{1}{2 \pi} \operatorname{Im} \int_{t_{j}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t & =\frac{1}{2 \pi} \cdot \frac{1}{2}\left(\mu_{j}+\mu_{j+1}\right) \cdot \operatorname{Im} \int_{t_{j}}^{t_{j+1}} \frac{d t}{t-t_{i}} \\
& =\frac{1}{2 \pi} \cdot \frac{1}{2}\left(\mu_{j}+\mu_{j+1}\right) \cdot \theta_{j^{\prime}}^{(i)} \quad \text { (Fig. 39) }
\end{aligned}
$$

Thus (3.3) becomes

$$
\begin{equation*}
\left(2 \pi-\alpha_{i}\right) \mu_{i}+\sum_{\substack{j=0 \\(j \neq i-1, i)}}^{n-1} \frac{\frac{1}{2}}{}\left(\mu_{j}+\mu_{j+1}\right) \theta_{j}^{(i)}=2 \pi f\left(t_{i}\right) \tag{3.4}
\end{equation*}
$$

The angle $\theta_{j}^{(i)}$ will be the angle subtended at $t_{i}$ by the boundary segment $\left[t_{j}, t_{j+1}\right]$, being positive anticlockwise as the point $t$ moves round L .

Approximation B:
Here we take $\mu(t)$ to vary linearly in the interval $\left[t_{j}, t_{j+1}\right]$. The evaluation of $\int_{t_{j}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t$ can then be completed and is best done by a change of variable to the scalar $\lambda$ where

$$
\begin{equation*}
t=(1-\lambda) t_{j}+\lambda t_{j+1}, \quad 0 \leqslant \lambda \leqslant 1 \tag{3.5}
\end{equation*}
$$

Thus as $\mu(t)$ is linear over the interval,

$$
\begin{aligned}
& \mu(t)=(1-\lambda) \mu_{j}+\lambda \mu_{j+1} \\
& \text { Hence } \int_{t_{j}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t \equiv \int_{0}^{1} \frac{(1-\lambda) \mu_{j}+\lambda \mu_{j+1}}{(1-\lambda) t_{j}+\lambda t_{j+1}-t_{i}} \cdot\left(t_{j+1}-t_{j}\right) d \lambda \\
&=\left(t_{j+1}-t_{j}\right) \int_{0}^{1} \frac{\mu_{j}+\lambda\left(\mu_{j+1}-\mu_{j}\right)}{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{i}\right)} d \lambda
\end{aligned}
$$

Putting $\frac{\mu_{j}+\lambda\left(\mu_{j+1}-\mu_{j}\right)}{t_{j}-t_{i}+\lambda\left(t_{j+1}^{\left.-t_{j}\right)}\right.}=u+\frac{v}{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)}$, say, gives

$$
\mu_{j}+\lambda\left(\mu_{j+1}-\mu_{j}\right) \equiv U\left\{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)\right\}+v
$$

$$
\begin{aligned}
& \therefore \mu_{j}=u\left(t_{j}-t_{i}\right)+v \text { and } \mu_{j+1}-\mu_{j}=u\left(t_{j+1}-t_{j}\right) \\
& v=\mu_{j}-\left(t_{j}-t_{i}\right) \frac{\left(\mu_{j+1}-\mu_{j}\right)}{t_{j+1}-t_{j}}=\frac{\mu_{j}\left(t_{j+1}-t_{j}+t_{j}-t_{i}\right)-\mu_{j+1}\left(t_{j}-t_{i}\right)}{t_{j+1}-t_{j}} \\
& \text { Hence } \int_{t_{j}}^{t_{j+1}} \frac{\mu(t) d t}{t-t_{i}}=\left(t_{j+1}-t_{j}\right) \int_{0}^{1}\left\{u+\frac{v}{\left(t_{j}-t_{i}\right)+\lambda\left(t_{j+1}-t_{j}\right)}\right\} d \lambda \\
& =\left(t_{j+1}-t_{j}\right) u+v\left[\ln \left\{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)\right\}\right]_{0}^{1} \\
& =u\left(t_{j+1}-t_{j}\right)+v \cdot \ln \left(\frac{t_{j+1}-t_{i}}{t_{j}-t_{i}}\right) \\
& =\mu_{j+1}-\mu_{j}+\frac{\mu_{j}\left(t_{j+1}-t_{i}\right)-\mu_{j+1}\left(t_{j}-t_{i}\right)}{t_{j+1}-t_{j}} \cdot \ln _{n}\left(\frac{t_{i+1}-t_{i}}{t_{j}-t_{i}}\right)
\end{aligned}
$$

Thus as the approximation for $\frac{1}{2 \pi} \operatorname{Im} \int_{t_{j}}^{t_{j}+1 \mu(t)} \frac{t-t_{i}}{} d t$ we have

$$
\begin{equation*}
\frac{1}{2 \pi} \operatorname{Im}\left[\frac{\mu_{j}\left(t_{j+1}-t_{i}\right)-\mu_{j+1}\left(t_{j}-t_{i}\right)}{t_{j+1}-t_{j}} \cdot \ln \left(\frac{t_{j+1}-t_{i}}{t_{j}-t_{i}}\right)\right] \tag{3.7}
\end{equation*}
$$

Using (3.7) with (3.3) gives

$$
\begin{align*}
&\left(2 \pi-\alpha_{i}\right) \mu_{i}+\sum_{\substack{j=0 \\
j \neq i-1, i}}^{n-1} \operatorname{Im} \frac{\mu_{j}\left(t_{j+1}-t_{i}\right)-\mu_{j+1}\left(t_{j}-t_{i}\right)}{t_{j+1}-t_{j}} \times \ln \left(\frac{t_{j+1}-t_{i}}{t_{j}-t_{i}}\right)  \tag{3.8}\\
&=2 \pi f\left(t_{i}\right)
\end{align*}
$$

## Approximation C:

In this case we take $\mu(t)$ to be quadratic in the interval $\left[t_{j}, t_{j+1}\right]$. The analysis here requires fitting a quadratic function through three consecutive node points. No difficulty is encountered in arranging the partitioning of the boundary providing corner points always lie at the end of a section of boundary over which $\mu(t)$ is to be quadratic. The partitioning is most conveniently achieved in fact by taking the same nodal points as before and merely fitting in an extra $n$ nodes at the mid points of the intervals. Consequently three consecutive nodes are denoted by $t_{j-1}, t_{j}, t_{j+1}$ where $t_{j-1}+t_{j+1}=2 t_{j}$ and we require to
fit a quadratic for $\mu(t)$ through the three points $\left\{t_{j-1}, \mu_{j-1}\right\},\left\{t_{j} \mu_{j}\right\}$ and $\left\{t_{j+1}, \mu_{j+1}\right\}$. We note in passing that this use of a piecewise quadratic $\mu(t)$ is slightly more specialised than that used by Atkinson [21].


Fig. 40

For the evaluation of $\int_{t_{j-1}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t$, we again introduce the scalar
$\lambda$ and write

$$
\begin{equation*}
t=t_{j}+\lambda\left(t_{j+1}-t_{j}\right) \quad,-1 \leqslant i \leqslant 1 \tag{3.9}
\end{equation*}
$$

Remembering that $t_{j-1}+t_{j+1}=2 t_{j}$ then for $\lambda=-1$, (3.9) gives $t=t_{j}-\left(t_{j+1}-t_{j}\right)=2 t_{j}-t_{j+1}=t_{j-1}$ as required.
For $\mu(t)$ quadratic we may now write

$$
\mu(t)=\frac{\lambda(\lambda-1)}{2} \mu_{j-1}+\left(1-\lambda^{2}\right) \mu_{j}+\frac{\lambda(\lambda+1)}{2} \mu_{j+1} \quad \text { so that we have (3.10) }
$$

collocation at $\lambda=-1, t=t_{j-1}, \mu=\mu_{j-1}$,

$$
\begin{gather*}
\lambda=0, t=t_{j}, \mu=\mu_{j}, \\
\text { and } \lambda=1, t=t_{j+1}, \mu=\mu_{j+1} . \\
\text { Hence } \int_{t_{j-1}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t=\int_{\lambda=-1}^{\lambda=+1}\left\{\frac{\lambda(\lambda-1)}{2} \mu_{j-1}+\left(1-\lambda^{2}\right) \mu_{j}+\frac{\lambda(\lambda+1)}{2} \mu_{j+1}\right\}_{j} \frac{\left(t_{j+1}-t_{j}\right) d \lambda}{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)} \\
=\left(t_{j+1}-t_{j}\right) \int_{-1}^{1} \frac{\lambda^{2}\left(\frac{3_{2}}{} \mu_{j-1}-\mu_{j}+\frac{1}{2} \mu_{j+1}\right)+3_{2} \lambda\left(\mu_{j+1}-\mu_{j-1}\right)+\mu_{j}}{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)} \tag{3.11}
\end{gather*}
$$

Introducing for economy the notation

$$
\begin{aligned}
\delta \mu_{j} & =\mu_{j+1}-\mu_{j-1} \\
\delta^{2} \mu_{j} & =\mu_{j-1}-2 \mu_{j}+\mu_{j+1}
\end{aligned}
$$

the integrand becomes

$$
\frac{{ }^{\frac{1}{2}}}{} \lambda^{2} \cdot \delta^{2} \mu_{j}+\frac{1}{2} \lambda \delta \mu_{j}+\mu_{j} t_{j}^{-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)}=u \lambda+v+\frac{w}{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)}
$$

where $U, V$ and $W$ are constants to be determined.

$$
\frac{1}{2} \lambda^{2} \delta^{2} \mu_{j}+\frac{1}{2} \lambda \delta \mu_{j}+\mu_{j}=v \lambda\left\{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)\right\}+v\left\{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)\right\}+w
$$

Hence from the $\lambda^{2}$ coefficient, $\frac{1}{2} \delta^{2} \mu_{j}=u\left(t_{j+1}-t_{j}\right)$;
and from the $\lambda$ coefficient, $\quad \frac{1}{2} \delta \mu_{j}=u\left(t_{j}-t_{i}\right)+v\left(t_{j+1}-t_{j}\right)$.

$$
\begin{aligned}
v & =\frac{\frac{1}{2} \delta \mu_{j}-\left(t_{j}-t_{i}\right) \frac{\frac{1}{2}_{2} \delta^{2} \mu_{j}}{t_{j+1}-t_{j}}}{t_{j+1}-t_{j}} \\
& =\frac{\frac{1}{2}\left(t_{j+1}-t_{j}\right) \delta \mu_{j}-\frac{1}{2}\left(t_{j}-t_{i}\right) \delta^{2} \mu_{j}}{\left(t_{j+1}-t_{j}\right)^{2}}
\end{aligned}
$$

Finally from the constant term,

$$
\begin{aligned}
\mu_{j} & =v\left(t_{j}-t_{i}\right)+w \\
w & =\mu_{j}-\left(t_{j}-t_{i}\right)\left\{\frac{\frac{1}{2}^{\left(t_{j+1}-t_{j}\right) \delta \mu_{j}-\frac{1}{2}\left(t_{j}-t_{i}\right) \delta^{2} \mu_{j}}}{\left(t_{j+1}-t_{j}\right)^{2}}\right\}
\end{aligned}
$$

Returning to the integration at (3.11), we now have

$$
\begin{aligned}
& \int_{t_{j-1}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t=\left(t_{j+1}-t_{j}\right) \int_{-1}^{1}\left\{u \lambda+v+\frac{w}{t_{j}-t_{i}+\lambda\left(t_{j+1}^{-} t_{j}\right)}\right\} d \lambda \\
& =2 v\left(t_{j+1}-t_{j}\right)+w\left[\ln \left\{t_{j}-t_{i}+\lambda\left(t_{j+1}-t_{j}\right)\right\}\right]_{-1}^{l} \\
& =2 v\left(t_{j+1}-t_{j}\right)+w \ln \left\{\frac{t_{j+1}-t_{i}}{2 t_{j}-t_{j+1}-t_{i}}\right\} . \\
& =\frac{\left(t_{j+1}-t_{j}\right) \delta \mu_{j}-\left(t_{j}-t_{i}\right) \delta^{2} \mu_{j}}{t_{j+1}^{-t_{j}}}+\left[\mu_{j}-\frac{\left(t_{j}-t_{i}\right)}{2\left(t_{j+1}-t_{j}\right)}\left\{\left(t_{j+1}-t_{j}\right) \delta \mu_{j}-\left(t_{j}-t_{i}\right) \delta^{2} \mu_{j}\right\}\right] \\
& x \ln \frac{\left(t_{j+1}-t_{i}\right)}{\left(t_{-1}-t_{i}\right)}
\end{aligned}
$$

Replacing $\delta \mu_{j}$ and $\delta^{2} \mu_{j}$ and rearranging as coefficients of $\mu_{j-1}, \mu_{j}, \mu_{j+1}$ this becomes

$$
\begin{align*}
& \mu_{j+1}-\mu_{j-1}-\frac{\left(t_{j}-t_{i}\right)}{t_{j+1}^{-t}{ }_{j}}\left(\mu_{j-1}-2 \mu_{j}+\mu_{j+1}\right)+\mu_{j} \ell_{n}\left(\frac{t_{j+1}-t_{i}}{t_{j-1}-t_{i}}\right) \\
& \left.\left.-\frac{\left(t_{j}-t_{i}\right)}{\left(t_{j+1}-t_{j}\right.}\right), \frac{\mu_{j+1}-\mu_{j-1}}{2}\right) \cdot \ell_{n}\left(\frac{t_{j+1}-t_{i}}{t_{j-1}-t_{i}}\right) \\
& +\frac{\left(t_{j}-t_{i}\right)^{2}}{\left(t_{j+1}-t_{j}\right)^{2}} \frac{\left(\mu_{j-1}-2 \mu_{j}+\mu_{j+1}\right)}{2} \ln \left(\frac{t_{j+1}-t_{i}}{t_{j-1}-t_{i}}\right) \\
& =\frac{2}{\left(t_{j+1}^{-t_{j-1}}\right)} 2\left[\mu_{j-1}\left\{\left(t_{j+1}-t_{i}\right)\left(t_{j}-t_{i}\right) \cdot \ln \left(\frac{t_{j+1}-t_{i}}{t_{j-1}-t_{i}}\right)-\left(t_{j+1}-t_{i}\right)\left(t_{j+1}-t_{j-1}\right)\right\}\right. \\
& +\mu_{j}\left\{2\left(t_{j+1}-t_{j-1}\right)\left(t_{j}-t_{i}\right)-2\left(t_{j+1}-t_{i}\right)\left(t_{j-1}-t_{i}\right) \ln \left(\frac{t_{j+1}^{-t}}{t_{j-1}-t_{i}}\right)\right\} \\
& \left.+\mu_{j+1}\left\{\left(t_{j-1}-t_{i}\right)\left(t_{j}-t_{i}\right) \ln \left(\frac{t_{j+1}-t_{i}}{t_{j-1}-t_{i}}\right)-\left(t_{j-1}-t_{i}\right)\left(t_{j+1}-t_{j-1}\right)\right\}\right] \tag{3.12}
\end{align*}
$$

Before substituting this approximation for $\int_{t_{j-1}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t$ into
(3.3) it is expedient to make a slight change in the numbering. In this,
the boundary $L$ is first partitioned into $n$ segments such that every corner point of $L$ is at the end of a section. We denote these points by the complex coordinates $t_{0}, t_{2}, t_{4}, \ldots t_{2 j-2}, t_{2 j}, \ldots, t_{2 n-2}, t_{2 n}$, where $t_{0}=t_{2 n}$ since $L$ is of course closed. The mid points of each segment are required as node points as well, and with this notation, they are denoted by $t_{1}, t_{3}, t_{5}, t_{2 j-1}, t_{2 j+1}, \ldots t_{2 n-3}, t_{2 n-1}$. We note that $t_{2 j-1}=\frac{1}{2}\left(t_{2 j-2}+t_{2 j}\right), j=1(1) n$.


The $j$ th trio of points contains nodes $t_{2 j-2}, t_{2 j-1}$ and $t_{2 j}, j=1(1) n$ and replacing $\mu(t)$ by a sequence of quadratics gives rise to the approximation

$$
\begin{array}{r}
\left.\int_{t_{2 j-2}}^{t_{2 j}} \frac{\mu(t)}{t-t_{i}} d t=\frac{2}{\left(t_{2 j}-t_{2 j-2}\right.}\right)^{2}\left\{E \mu_{2 j-2}+F \mu_{2 j-1}+G \mu_{2 j}\right\},  \tag{3.13}\\
i=0(1) 2 n-1
\end{array}
$$

where $E=\left(t_{2 j}-t_{i}\right)\left(t_{2 j-1}-t_{i}\right) \cdot \ln \left(\frac{t_{2 j}-t_{i}}{t_{2 j-2}-t_{i}}\right)-\left(t_{2 j}-t_{i}\right)\left(t_{2 j}-t_{2 j-2}\right)$,

$$
F=2\left(t_{2 j}-t_{2 j-2}\right)\left(t_{2 j-1}-t_{i}\right)-2\left(t_{2 j}-t_{i}\right)\left(t_{2 j-2}-t_{i}\right), \ell_{n}\left(\frac{t_{2 j}-t_{i}}{t_{2 j-2}-t_{i}}\right)
$$

and $G=\left(t_{2 j-2}^{-t_{i}}\right)\left(t_{2 j-1}-t_{i}\right) \cdot \ln \left(\frac{t_{2 j}-t_{i}}{t_{2 j-2}^{-t_{i}}}\right)-\left(t_{2 j-2}-t_{i}\right)\left(t_{2 j}-t_{2 j-2}\right)$.
Now we obtain two versions of (3.3) according to whether the $t_{i}$ node is taken at the end of a quadratic segment or as a mid point:-

$$
\begin{gather*}
\left(2 \pi-\propto_{2 i-2}\right) \mu\left(t_{2 i-2}\right)+\operatorname{Im} \sum_{\substack{j=1 \\
j \neq i-1, i}}^{n} \frac{2}{\left(t_{2 j}-t_{2 j-2}\right)^{2}}\left\{E \mu\left(t_{2 j-2}\right)+F \mu\left(t_{2 j-1}\right)+G \mu\left(t_{2 j}\right)\right\} \\
=2 \pi \mp\left(t_{2 i-2}\right) \tag{3.14}
\end{gather*}
$$

and

$$
\begin{gather*}
\pi \mu\left(t_{2 i-1}\right)+\operatorname{Im} \sum_{\substack{j=1 \\
j \neq i}}^{n} \frac{2}{\left(t_{2 j}-t_{2 j-2}\right)^{2}}\left\{E \mu\left(t_{2 j-2}\right)+F \mu\left(t_{2 j-1}\right)+G \mu\left(t_{2 j}\right)\right\}  \tag{3.15}\\
=2 \pi \pm\left(t_{2 i-1}\right)
\end{gather*}
$$

It should be noted that in (3.14), the coefficient values for $E, F$ and $G$ are now adjusted so that $t_{i}$ is replaced by $t_{2 i-2}$, while in (3.15), $t_{i}$ is similarly replaced by $t_{2 i-1}$.

Referring now to the three discretised forms of the integral equation, (3.4), (3.8) and (3.14), (3.15), sets of linear equations for the determination of the approximate solution, $\widetilde{\mu}$, at the nodal points concerned can be generated by taking $i=0(1) n-1$ in (3.4) and (3.8), and by taking $i=1(1) n$ in each of (3.14) and (3.15). These sets of linear
equations may be solved by the method of Gaussian elimination. In the practical examples the results of which are given in Chapter IV, the well-known torsion problem of plane elasticity was used. In this problem the boundary data $f\left(t_{i}\right)=\frac{1}{2}\left\{x_{i}^{2}+y_{i}^{2}\right\}$ where $t_{i}=x_{i}+i y_{i}$.

At this point in the thesis we make a distinction between the situation in which the polygon $L$ is convex or otherwise, when it would possess at leart one re-entrant vertex. If the arguments presented are narrowed to the former case then it will be shown that the numerical solutions obtained through each of the approximations A, $B$ and $C$ are completely reliable. In lact we can effectively deal with the questions posed on page 78 concerning the existence and convergence of $\widetilde{\mu}\left(t_{i}\right), i=0(1) n-1$. The author is of the opinion that such detailed analysis has not been presented elsewhere. However should $L$ not be convex the same arguments unfortunately do not apply. In the case of approximation $A$, J. Benveniste $[15]$ has shown that the numerical solution converges when $L$ is polygonal with re-entrant corners not excluded. It is possible his methods can be extended to cover $B$ and $C$ as well, but not simply. We note that the error analysis of Anselone $[27]$ and of Noble $[23]$ cannot immediately be applied because the operators we use in potential theory problems for polygonal regions are not compact (completely continuous).

Consequently we shall proceed with the analysis of the numerical solutions in the situation where $L$ is a convex polygon. It will now be shown in the following section that the coefficient matrix in the linear algebra is weakly diagonally dominant for each of the cases A, B and $C$.

## Investigation of the Linew Algebra

## $\oint 3.3$ Approximation $A_{2}$ :

Taking the equations generated by (3.4), the $i^{\text {th }}$ row of the resulting
linear equations produces a diagonal coefficient $2 \pi-\alpha_{i}$ and offdiagonal coefficients from the terms $\sum_{j \neq i=1, i}^{n-1} \frac{1}{2}\left(\tilde{\mu}_{j}+\tilde{\mu}_{j+1}\right) \theta_{j}^{i}$.

For simplicity and without loss in generality we can take $i=0$, at which node we assume a corner angle $\alpha_{0}, 0<\alpha_{0} \leqslant \pi$ since L is convex. Then subject to the usual anti-clockwise-positive rotation around $L$ of the field point $t$, we have that for all $j$, $\theta_{j}^{(0)} \geqslant 0$. (This would no longer be true when $L$ has re-entrant segments).


## $F_{\text {lg. }} 42$

The equations (3.4) may be written in the matrix form $\mathrm{K}_{\mathrm{A}} \widetilde{\mu}=\underline{\underline{\mu}}$ where $\tilde{\mu}=\left[\tilde{\mu}_{0}, \tilde{\mu}_{1}, \ldots \tilde{u}_{n-1}\right]^{T}, \underline{f}=\left[2 \pi f\left(t_{0}\right), 2 \pi f\left(t_{1}\right), \ldots, 2 \pi f\left(t_{n-1}\right)\right]^{T}$ and $K_{A}$ is the ( $n \times n$ ) coefficient matrix whose typical element $k_{i j}$ may be read from (3.4). With $i=0$ then by reference to Fig. 42 we easily see that

$$
\begin{aligned}
& k_{0,0}=2 \pi-\alpha_{0} \\
& k_{0,1}=\frac{1}{2} \theta_{1}^{(0)} \quad k_{0,2}=\frac{1}{2}\left(\theta_{1}^{(0)}+\theta_{2}^{(0)}\right), k_{0,3}=\frac{1}{2}\left(\theta_{2}^{(0)}+\theta_{3}^{(0)}\right), \\
& k_{0, j}=\frac{1 / 3}{2}\left(\theta_{j-1}^{(0)}+\theta_{j}^{(0)}\right), \ldots, k_{0, n-1}=\frac{1}{2} \theta_{n-2}^{(0)}
\end{aligned}
$$

(In the case of certain polygons, it is evident that some of these $\theta_{j}^{(0)}$ are zero, for instance possibly $\theta_{1}^{(0)}$ and $\theta_{n-2}^{(0)}$.

Consider $\sum_{j=1}^{n-1}\left|k_{o, j}\right|$

$$
=\left|\frac{1_{2}}{2} \theta_{1}^{(0)}\right|+\left\lvert\, \frac{1}{2}\left(\theta_{1}^{(0)}+\theta_{2}^{(0)}\left|+\ldots+\left|\frac{1}{2} \theta_{\mathrm{n}-2}^{(0)}\right|\right.\right.\right.
$$

$$
=\theta_{1}^{(0)}+\theta_{2}^{(0)}+\ldots+\theta_{n-2}^{(0)} \text { since each } \theta_{j}^{(0)} \geqslant 0
$$

But this latter sum is equal to the internal angle $\alpha_{0}$ at $t_{0}$.
Thus $\left|k_{o, o}\right|=2 \pi-\alpha_{0}$
and $\sum_{j=1}^{n-1}\left|k_{0, j}\right|=\alpha_{o}$.
Thus when $L$ is convex, $\alpha_{0} \leqslant \pi$ and $2 \pi-\alpha_{0} \geqslant \alpha_{0}$ so that $\left|k_{0,0}\right| \geqslant \sum_{j=1}^{n-1}\left|k_{0, j}\right|$. But since we shall be placing node points at each corner point, of which there must be at least three (when the region $\mathrm{D}^{+}$is triangular), then this inequality will be a strict "greater than" for $t_{0}$ at corners whilst being "equality" when $t_{0}$ lies on a straight edge. The occurrence of strict diagonal dominance at certain rows of the coefficient matrix $K_{A}$ is sufficient for us to claim that $K_{A}$ is non-singular ([22] p.282 Ex.6). Hence $K_{A}^{-1}$ exists and $\tilde{\mu}\left(t_{j}\right)$ can be evaluated.

Unfortunately when $L$ is re-entrant, the diagonal dominance will be lost; for when $t_{o}$ lies at a re-entrant corner, $\alpha_{o}$ will exceed $\pi$.
i.e. $\left|k_{o, o}\right|=2 \pi-\alpha_{0}<\pi$
while $\sum_{j=1}^{n-1}\left|k_{0, j}\right| \Rightarrow \alpha_{0}$ (greater than corresponding to the occurrence of further re-entrant situations around L).
Hence for at least one position of $t_{o},\left|k_{0,0}\right|<\sum_{j=1}^{n-1}\left|k_{o, j}\right|$, thus spoiling the nature of $K_{A}$.

Approximation B:
From (3.8) we have that the $i^{\text {th }}$ row of the linear algebra produces a diagonal coefficient $2 \pi-\alpha_{i}$ and off-diagonal coefficients from
within the term

$$
\begin{equation*}
\sum_{\substack{j=0 \\ j=i-1, i}}^{n=1} \operatorname{Im}\left[\frac{\tilde{\mu}_{j}\left(t_{j+1}-t_{i}\right)-\tilde{\mu}_{j+1}\left(t_{j}-t_{i}\right)}{t_{j+1}-t_{j}} \cdot \ln \left(\frac{t_{j+1}-t_{i}}{t_{j}-t_{i}}\right)\right] \tag{3.16}
\end{equation*}
$$

Without loss in generality it is again convenient to take $i=0$ and also to simplify the algebra, $t_{o}$ will be taken as origin of coordinates


## Fig. 43

Thus with (3.8) in matrix form as $K_{B} \widetilde{\mu}=\underline{f}$, $\tilde{\mu}=\left[\tilde{\mu}_{0}, \tilde{\mu}_{1}, \cdots \tilde{\mu}_{n-1}\right]^{T}, \quad \underline{f}=\left[2 \pi f\left(t_{0}\right), 2 \pi f\left(t_{1}\right), \ldots, 2 \pi f\left(t_{n-1}\right)\right]^{T}$ and $K_{B}$ the ( $n \times n$ ) coefficient matrix with elements $k_{i j}$, we are interested in the elements

$$
\begin{aligned}
& k_{0,0}, k_{0,1}, k_{0,2}, \cdots, k_{0, n-1} . \\
& \text { Clearly } k_{0,0}=2 \pi-\alpha_{0} .
\end{aligned}
$$

From (3.16), $k_{o j}$ being the coefficient of $\widetilde{\mu}_{j}$ will be

$$
\operatorname{Im}\left[\frac{t_{j+1}^{-t_{0}}}{t_{j+1}^{-t_{j}}} \cdot \ln \left(\frac{t_{j+1}^{-t_{0}}}{t_{j}-t_{0}}\right)-\frac{\left(t_{j-1}^{-t_{0}}\right)}{\left(t_{j}^{-t_{j-1}}\right)} \cdot \ln _{\left.n\left(\frac{t_{j}-t_{0}}{t_{j-1}-t_{0}}\right)\right], ~, ~, ~}^{t_{j}}\right]
$$

or remembering that $t_{0}$ is taken as zero,

$$
\begin{equation*}
k_{0, j}=\operatorname{Im}\left[\frac{t_{j+1}}{t_{j+1}^{-t}} \cdot \ln \left(\frac{t_{j+1}}{t_{j}}\right)-\frac{t_{j-1}}{t_{j}-t_{j-1}} \cdot \ln _{n}\left(\frac{t_{j}}{t_{j-1}}\right)\right] \tag{3.17}
\end{equation*}
$$

This expression applies for $j=2,3, \ldots(n-2)$, but due to the special nature of the approximation around $t=t_{0}$ we have

$$
\begin{aligned}
& k_{0,1}=\operatorname{Im}\left[\frac{t_{2}}{t_{2}-t_{1}} \cdot \ln \left(\frac{t_{2}}{t_{1}}\right)\right] \\
& k_{0, n-1}=\operatorname{Im}\left[\frac{-t_{n-2}}{t_{n-1}-t_{n-2}} \cdot \ln \left(\frac{t_{n-1}}{t_{n-2}}\right)\right]
\end{aligned}
$$

Now to establish diagonal dominance it is necessary to compare $\left|k_{0,0}\right|$ with $\sum_{j=1}^{n-1}\left|k_{0, j}\right| \quad$ Since $0<\alpha_{0} \leqslant \pi, \quad\left|k_{0,0}\right|=k_{0,0}=2 \pi-\alpha_{0}$. The coefficients $k_{o j}$ stem from the linear interpolation approximation for $\mu(t)$ which gave rise to (3.8). Now it is possible to show that all the $k_{o j}$ are non-negative and this proves to be the key in subsequently demonstrating diagonal dominance. Returning to (3.1) and remembering that for the moment $t_{i}=0$, then the integral term is $-\frac{1}{2 \pi} \oint_{L} \frac{\mu(t)}{t} d t$

$$
\begin{aligned}
& =\frac{1}{2 \pi} \oint_{L} \mu(t) \operatorname{Im}\left(\frac{d t}{t}\right)=\frac{1}{2 \pi T} \oint_{L} \mu(t) \frac{d \theta}{d s} d s \\
& =\frac{1}{2 \pi} \sum_{j=1}^{n-2} \int_{s_{j}}^{s+1} \mu(t) \frac{d \theta}{d s} d s
\end{aligned}
$$

where $s_{j}$ is arc measurement at the node whose complex vaiue is $t_{j}$, $0<s_{j}<\mathrm{s}$.
But with the substitution of a piecewise linear approximation for $\mu(t)$ it is easy to see that the coefficient $k_{o j}$ is given by

$$
\begin{align*}
& k_{o j}=\frac{1}{2 \pi}\left\{\int_{s_{j-1}}^{s_{j}} \frac{d \theta}{d s}\left(\frac{s_{j}-s_{j-1}}{s_{j}-s_{j-1}}\right) d s+\int_{s_{j}}^{s_{j+1}} \frac{d \theta}{d s}\left(\frac{s_{j+1}^{-s}}{s_{j+1}^{-s}}\right) d s\right\}, j=2,3, \ldots(n-2) \\
& k_{o, 1}=\frac{1}{2 \pi} \int_{s_{1}}^{s_{2}} \frac{d \theta}{d s}\left(\frac{s_{2}-s}{s_{2}-s_{1}}\right) d s  \tag{3.18}\\
& \text { and } \left.k_{O, n-1}=\frac{1}{2 \pi} \int_{s_{n-2}}^{s_{n-1}} \frac{d \theta}{d s} \frac{s^{s-s_{n-2}}}{s_{n-1}^{-s}}\right) d s
\end{align*}
$$

Now all these $k_{\rho j}$ are nonnegative since
(i) for a convex polygon, $\frac{d \theta}{d s} \geqslant 0, s_{1} \leqslant s \leqslant s_{n-1}$,
(ii) the quantities in brackets () in (3.18) are always nonnegative. In fact of course these quantities are merely the "hatfunctions" common in the literature $[23]$, often written as

$$
\Phi_{j}(s)=\left\{\begin{array}{ll}
\frac{s^{-s}{ }_{j-1}}{s_{j}-s_{j-1}}, & s_{j-1} \leqslant s \leqslant s_{j} \\
\frac{s_{j+1}-s_{j}}{s_{j+1}^{-s_{j}}}, & s_{j} \leqslant s \leqslant s_{j+1}
\end{array} \quad\right. \text {, zero elsewhere. }
$$



## Fig. 44

i.e. each and every $k_{o j}$ is the integral of the product of two nonnegative quantities and so the $\left\{k_{0, j}\right\} j=1(1) n-1$ are nonnegative. We can now return to the complex form for $k_{\rho j}$ in (3.17) which proves to be more convenient to handle.

Having established the non-negativity of the $\left\{k_{\rho j}\right\}$, then the sum of the moduli of the off. diagonal terms
$=\sum_{j=1}^{n-1}\left|k_{o, j}\right|=\sum_{j=1}^{n-1} k_{0, j}$

$$
\begin{align*}
=\operatorname{Im}\left[\frac{t_{2}}{t_{2}-t_{1}} \ln \left(\frac{t_{2}}{t_{1}}\right)\right]+ & \sum_{j=2}^{n-2} \operatorname{Im}\left[\frac{t_{j+1}}{t_{j+1}^{-t_{j}}} \ln \left(\frac{t_{j+1}}{t_{j}}\right)-\frac{t_{j-1}}{t_{j}-t_{j-1}} \ell_{n\left(\frac{t_{j}}{t_{j-1}}\right)}\right] \\
& +\operatorname{Im}\left[\frac{-t_{n-2}}{t_{n-1}^{-t_{n-2}}} \ln \left(\frac{t_{n-1}}{t_{n-2}}\right]\right. \tag{3.19}
\end{align*}
$$

Picking out the term in $\ell_{n} t_{j}$ gives

$$
\begin{aligned}
& \ln _{j}\left[\frac{t_{j}}{t_{j}^{-t_{j-1}}}-\frac{t_{j+1}}{t_{j+1}^{-t_{j}}}-\frac{t_{j-1}}{t_{j}^{-t_{j-1}}}+\frac{t_{j}}{t_{j+1}^{-t_{j}}}\right] \\
& =\ln _{j}\left[\frac{t_{j}^{-t_{j-1}}}{t_{j}^{-t_{j-1}}}-\frac{t_{j+1}-t_{j}}{t_{j+1}^{-t_{j}}}\right]=0 .
\end{aligned}
$$

This cancelling of the term in $\ell_{n} t_{j}$ is valid for $j=2,3, \ldots, n-2$ when all terms of (3.19) are incorporated, leaving

$$
\begin{aligned}
\sum_{j=1}^{n-1}\left|k_{o j}\right| & =\operatorname{Im}\left[\frac{-t_{2}}{t_{2}^{-t_{1}}} \ln _{n} t_{1}+\frac{t_{1}}{t_{2}-t_{1}} \ell_{n t_{1}}+\frac{t_{n-1}}{t_{n-1}^{-t_{n-2}}} \ell_{n} t_{n-1} \frac{t_{n-2}}{t_{n-1}-t_{n-2}} \ln t_{n-1}\right] \\
& =\operatorname{Im}\left[-\ln t_{1}+\ell_{n} t_{n-1}\right]=\operatorname{Im} \ln \left(\frac{t_{n-1}}{t_{1}}\right)=\arg \left(-\frac{t_{n-1}}{t_{1}}\right) \\
& =\alpha_{o} .
\end{aligned}
$$

But $\left|k_{o, 0}\right|=2 \pi-\alpha_{0}$ so that since $\alpha_{0} \leqslant T \quad(<$ at corner nodal points) then $\left|k_{0,0}\right| \geqslant \sum_{j=1}^{n-1}\left|k_{o j}\right|$.

Hence when $L$ is convex we have a diagonally dominant coefficient matrix $K_{B}$ the representation (3.8), and so similarly to $K_{A}$, we know that $K_{B}$ is non-singular.

## Approximation C:

In order to show the diagonal dominance of the matrix derived from (3.14) and (3.15), it will be sufficient to consider (3.14) alone since the analysis of (3.15) will be essentially the same, and as before, without loss of generality, we take $i=0$, and $t_{0}$ at the origin. Then from (3.14) the off-diagonal terms come from

$$
\begin{equation*}
\operatorname{Im} \sum_{j=2}^{n-1} \frac{2}{\left(t_{2 j}-t_{2 j-2}\right)} 2\left\{E \widetilde{\mu}_{2 j-2}+F \widetilde{\mu}_{2 j-1}+G \widetilde{\mu}_{2 j}\right\} \tag{3.20}
\end{equation*}
$$

where $E=t_{2 j} t_{2 j-1} \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right)-t_{2 j}\left(t_{2 j}-t_{2 j-2}\right)$,

$$
F=2\left(t_{2 j}-t_{2 j-2}\right) t_{2 j-1}-2 t_{2 j} t_{2 j-2} \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right)
$$

and $G=t_{2 j-2} t_{2 j-1} \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right)-t_{2 j-2}\left(t_{2 j}-t_{2 j-2}\right)$

Once again, the required result follows easily once it is shown that the coefficients $\left\{k_{\rho j}\right\}, j=1(1) 2 n-1$ of the matrix $K_{c}$ (say) are all positive.


Specially, we concentrate on $k_{o, 2 j}$ and $k_{o, 2 j+1}$ these being the coefficients of $\mu_{2 j}$ and $\mu_{2 j+1}$ in (3.14). casting (3.14) back in terms of real valued expressions will give that $k_{0,2 j}$ and $k_{o, 2 j+1}$ arise from the integrations

$$
\begin{equation*}
\int_{s_{2 j-2}}^{s_{2 j}} \mu(s) \frac{d \theta}{d s} d s+\int_{s_{2 j}}^{s_{2 j+2}} \mu(s) \frac{d \theta}{d s} d s \tag{3.21}
\end{equation*}
$$

where $s$ measures arc length round the polygon, $0 \leqslant s \leqslant s$, initiating at the origin, $s_{2 j}$ being arc value at the point on the polygon with complex coordinate $t_{2 j}$. Under quadratic approximation $\mu(s)$ is replaced by quadratic functions along $\left[s_{2 j-2}, s_{2 j}\right]$ and $\left[s_{2 j}, s_{2 j+2}\right]$; and since the polygon is convex, then the kernel $\frac{d \theta}{d s}$ is non-negative for all values of $s$. In detail now we have that $k_{0,2 j}$ is contributed to from both terms in (3.21) while $k_{0,2 j+1}$ only from the second. The
piecewise quadratic on $\left[s_{2 j}, s_{2 j+2}\right], s_{2 j+1}=\frac{1}{2}\left(s_{2 j}+s_{2 j+2}\right)$, $h_{j}=s_{2 j+2}-s_{2 j+1}$
is $\mu(s)=\frac{\left(s-s_{2 j+1}\right)\left(s-s_{2 j+2}\right)}{2 h_{j}^{2}} \mu_{2 j}+\frac{\left(s_{2 j+2}-s\right)\left(s-s_{2 j}\right)}{h_{j}{ }^{2}} \mu_{2 j+1}+\frac{\left(s-s_{2 j}\right)\left(s-s_{2 j+1}\right)}{2 h_{j}{ }^{2}} \mu_{2 j+2}$
so that we easily obtain

$$
\begin{align*}
k_{o, 2 j+1} & =\int_{s_{2 j}}^{s_{2 j+2}} \frac{\alpha \theta}{d s} \times \frac{\left(s_{2 j+2}-s\right)\left(s-s_{2 j}\right)}{h_{j}^{2}} d s \\
& =\int_{0}^{s} \frac{d \theta}{d s} \Psi_{2 j+1}(s) d s \tag{3.22}
\end{align*}
$$

where $\Psi_{2 j+1}(s)=\left\{\begin{array}{cc}\frac{\left(s_{2 j+2}-s\right)\left(s-s_{2 j}\right)}{h_{j}{ }^{2}} & , \quad s_{2 j} \leqslant s \leqslant s_{2 j+2}, \\ 0 & , \text { all other } s .\end{array}\right.$
It is evident that $\Psi_{2 j+1}(s)$ is non-negative on $\quad s_{2 j}, s_{2 j+2}$.

Therefore the integrand in (3.22) is the product of two quantities both of which are non-negative, implying that $k_{0,2 j+1} \geqslant 0$ as required.

$$
\text { The similar analysis for } k_{0,2 j} \text { is not so straight forward. This }
$$ coefficient has contributions from both terms in (3.21) since the corresponding node links neighbouring piecewise quadratic approximations. However as the treatment of each side is similar it wiil be sufficient to consider the contribution to $k_{0,2 j}$ from $\left[s_{2 j}, s_{2 j+2}\right]$. This part is given by

$$
\begin{align*}
k_{0,2 j} & =\int_{s_{2 j}}^{s_{2 j+2}} \frac{d \theta}{d s} \times \frac{\left(s-s_{2 j+1}\right)\left(s-s_{2 j+2}\right)}{2 h_{j}^{2}} d s  \tag{3.23}\\
& =\int_{0}^{s} \frac{d \theta}{d s} \Psi_{2 j}^{(R)}(s) d s
\end{align*}
$$

where $\Psi_{2 j}^{(R)}(s)=\left\{\begin{array}{cc}\frac{\left(s-s_{2 j+1}\right)\left(s-s_{2 j+2}\right)}{2 h_{j}{ }^{2}}, & s_{2 j} \leqslant s \leqslant s_{2 j+2}, \\ 0 & \text { all other } s .\end{array}\right.$
 similarly defined.

Unfortunately neither $\Psi^{(L)}$ nor $\Psi^{(R)}$ are entirely non-negative quadratics:-


Fig. 46

Hence the investigation concerning the positivity or otherwise of $k_{o, 2 j}$ must depend on the relative behaviour of the two quantities in the integrand in (3.23), $\frac{d \theta}{d s}$ and $\Psi_{2 j}^{(R)}(s)$. Although $\frac{d \theta}{d s}$ is known to be non-negative for all $s$ on $[0, S]$ when the polygon is convex, its exact nature can be easily obtained from simple coordinate geometry.
 permissable to measure $s$ for convenience from some point $A$ on a typical boundary line segment ANP (Fig.47), the equation of which is

$$
x \cos \beta+y \sin \beta=p, p>0,0 \leqslant \beta \leqslant \pi
$$

Then if $A P=s$ and $A N=d$ we have

$$
\begin{align*}
& s-d=p \tan (\theta-\beta) \\
& \frac{d s}{d \theta}=p \sec ^{2}(\theta-\beta)=p\left\{1+\frac{(s-d)^{2}}{p^{2}}\right\} \\
& \frac{d \theta}{d s}=\frac{p}{p^{2}+(s-d)^{2}} \tag{3.24}
\end{align*}
$$

This relation gives that the maximum value of $\frac{d \theta}{d s}$ is $\frac{l}{p}$ and occurs for $s=d$ at the foot of the perpendicular $N$.

Hence consideration of (3.24) in relation to the behaviour of $\Psi^{(R)}{ }_{2 j}^{(s)}$ (see Fig.46) gives that the minimum value of (3.23) will occur when $d=\frac{1}{2}\left(s_{2 j+1}+{ }_{2 j+2}\right)$ i.e. the foot of the perpendicular to the boundary segment $\left[s_{2 j}{ }^{\prime} s_{2 j+2}\right]$ from the origin of coordinates O will be at the point with arc coordinate $\left.{ }^{\frac{1}{2}\left(s_{2 j+1}\right.}+s_{2 j+2}\right)$.

In this case we are interested in

$$
\int_{0}^{2 h_{j}} \frac{p_{j}}{p_{j}^{2}+\left(s-\frac{3}{2} h_{j}\right)^{2}} \times \frac{\left(s-h_{j}\right)\left(s-2 h_{j}\right)}{2 h_{j}^{2}} d s \text {, where } p_{j} \text { is the }
$$

length of this perpendicular and for convenience of integration $s$ is replaced by $s^{-s} \mathbf{s}_{2 j}$. On completing the integrations, this expression takes the value

$$
\begin{equation*}
\left.\frac{p_{j}}{h_{j}}-\gamma\left\{\frac{p_{j}}{\frac{p_{j}}{h_{j}}}\right)^{2}+\frac{1}{8}\right\} \text { where } \quad \gamma=\tan ^{-1}\left\{\frac{2 \frac{h_{j}}{p_{j}}}{1-\frac{3}{4} \frac{h_{j}}{2}}\right\} \tag{3.25}
\end{equation*}
$$

is the angle subtended by the segment $\left[s_{2 j}, s_{2 j+2}\right]$ at 0 .

Now for any given convex polygonal boundary shape, the value of $h_{j}$ can be made as small as is necessary in comparison to $p_{j}$ by introducing more boundary nodes. Thus writing $q=h_{j} / p_{j}$, the sign of (3.25) can be investigated from the expansion in powers of $q$ of

$$
\begin{align*}
& \frac{1}{q}-\left(\frac{1}{8}+\frac{1}{2 q^{2}}\right) \tan ^{-1}\left(\frac{2 q}{1-\frac{3 q^{2}}{4}}\right) \\
= & \frac{1}{q}-\left(\frac{1}{8}+\frac{1}{2 q^{2}}\right)\left\{\left(-\frac{2 q}{1-\frac{3 q^{2}}{4}}\right)-\frac{1}{3}\left(\frac{2 q}{1-\frac{3 q^{2}}{4}}\right)^{3} \cdots\right. \\
= & \frac{1}{q}-\left(\frac{1}{8}+\frac{1}{2 q^{2}}\right)\left\{2 q\left(1-\frac{3 q^{2}}{4}\right)^{-1}-\frac{8 q^{3}}{3}\left(1-\frac{3 q^{2}}{4}\right)^{-3}+o\left(q^{5}\right)\right\} \\
= & \frac{1}{q}-\left(\frac{1}{8}+\frac{1}{2 q^{2}}\right)\left(2 q-\frac{7 q^{3}}{6}+o\left(q^{5}\right)\right) \\
= & \left(\frac{1}{q}-\frac{1}{q}\right)+\frac{1}{3} q+o\left(q^{3}\right)=\frac{1}{3} q+o\left(q^{3}\right) \tag{3.26}
\end{align*}
$$

(3.26) shows that neglecting $q^{3}=\left(h_{j} / p_{j}\right)^{3}$ then the value of the required integral is positive. Hence we claim that this contribution to $k_{o, 2 j}$ can be taken as positive provided that $h_{j}$ is sufficiently small; and this can always be achieved through taking extra node points. In fact by direct calculation of (3.25) when $h_{j}=\frac{1}{2} p_{j}$, it can be verified that the result is positive. It is clear that the other contribution to $k_{0,2 j}$ through consideration of the function $\Psi_{2 j}^{(L)}(s)$ will behave in a similar manner and hence we proceed with the investigation of the diagonal dominance of the matrix $K_{C}$ taking all its elements to be non-negative.

$$
\text { Taking the off-diagonal coefficients }\left\{k_{o, j}\right\}, j=1(1) 2 n-1 \text {, }
$$

we have

$$
\begin{align*}
\sum_{j=1}^{2 n-1}\left|k_{o, j}\right| & =\sum_{j=1}^{2 n-1} k_{o, j} \\
& \left.=\text { I.m } \sum_{j=2}^{n-1} \frac{2}{\left(t_{2 j}-t_{2 j-2}\right.}\right)^{2}(E+F+G) \text { from } \tag{3.20}
\end{align*}
$$

by putting $\tilde{\mu}_{j}=1, \quad j=2(1) 2 n-2$,

$$
=\operatorname{Im} \sum_{j=2}^{n-1}\left\{\frac { 2 } { ( t _ { 2 j } - t _ { 2 j - 2 } ) ^ { 2 } } \left[t_{2 j} t_{2 j-1} \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right)-t_{2 j}\left(t_{2 j}-t_{2 j-2}\right)\right.\right.
$$

$$
\begin{aligned}
& +2\left(t_{2 j}-t_{2 j-2}\right) t_{2 j-1}-2 t_{2 j} t_{2 j-2} \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right) \\
& +t_{2 j-2} t_{2 j-1} \ell_{\left.\left.n\left(\frac{t_{2 j}}{t_{2 j-2}}\right)-t_{2 j-2}\left(t_{2 j}-t_{2 j-2}\right)\right]\right\}}
\end{aligned}
$$

Making use of $t_{2 j-1}=\frac{1}{2}\left(t_{2 j-2}+t_{2 j}\right)$, this simplifies to

$$
\operatorname{Im} \sum_{j=2}^{n-1} \frac{2}{\left(t_{2 j}-t_{2 j-2}\right)^{2}}\left\{\frac{\left(t_{2 j}+t_{2 j-2}\right)^{2}}{2} \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right)-2 t_{2 j} t_{2 j-2} \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right)\right\}
$$

$$
=\operatorname{Im} \sum_{j=2}^{n-1} \frac{2}{\left(t_{2 j}-t_{2 j-2}\right)^{2}} \cdot \frac{\left(t_{2 j}-t_{2 j-2}\right)^{2}}{2} \cdot \ln \left(\frac{t_{2 j}}{t_{2 j-2}}\right)
$$

$$
=\operatorname{Im} \sum_{j=2}^{n-1} \ln _{n}\left(\frac{t_{2 j}}{t_{2 j-2}}\right)=\operatorname{Im}\left(\ln _{n} t_{2 n-2}-\ln t_{2}\right)
$$

$$
=\alpha_{\mathrm{o}}(\text { see fig. } 45)
$$

But the diagonal term $=2 \pi-\alpha_{2 i-2} \quad$ (by (3.14))
$=2 \pi-\alpha_{0}$ in this case, and so the diagonal
coefficient is greater than or equal to the sum of the moduli of the diagonal coefficients; equality being achieved when $t_{o}$ lies on $a$ straight portion of boundary, but inequality must occur at least three times for various $t_{0}$. This establishes the diagonal dominance of $K_{C}$ similar to $K_{A}$ and $K_{B}$.

To summarise, when the polygon is convex, the discrete solution $\widetilde{\mu}\left(t_{i}\right)$ can always be calculated since each of $K_{A}, K_{B}$ and $K_{C}$ is non-singular. For non-convex polygons this claim cannot be made since for at least one nodal position, one row of the matrix will not be diagonally dominant.

### 3.4 Convergence

Having constructed three different ways of approximating solutions
of (3.3), we now consider whether the computed density function $\widetilde{\mu}$ calculated at points on the boundary $L$ will converge to the theoretical solution as the number of boundary nodes increases
i.e. whether $\quad \lim _{n \rightarrow \infty}\left|\mu\left(t_{i}\right)-\tilde{\mu}\left(t_{i}\right)\right|=0$,
for each $i=1,2, \ldots, n$.

The analysis will be similar in all three cases but for clarity we shall examine in detail approximation $A$ first. This means a comparison must be made between the values $\mu\left(t_{i}\right)$ satisfying equation (3.3):-

$$
\begin{equation*}
\left(2 \pi-\alpha_{i}\right) \mu\left(t_{i}\right)+\operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1} \int_{t_{j}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t=2 \pi f\left(t_{i}\right) \tag{3.27}
\end{equation*}
$$

and the values $\tilde{\mu}\left(t_{i}\right)$ satisfying the approximate form

$$
\begin{equation*}
\left(2 \pi-\alpha_{i}\right) \widetilde{\mu}\left(t_{i}\right)+\operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1}\left\{\tilde{\mu}\left(t_{j}\right)+\widetilde{\mu}\left(t_{j+1}\right)\right\} \int_{t_{j}}^{t_{j}+1} \frac{d t}{t-t_{i}}=2 \pi f\left(t_{i}\right) \tag{3.28}
\end{equation*}
$$

obtained from (3.4) by re-expressing it in complex form.

Now (3.27) can be written in the form

$$
\begin{aligned}
& \left.\left(2 \pi-\alpha_{i}\right) \mu\left(t_{i}\right)+\operatorname{Im} \sum_{\substack{j=0 \\
j \neq i-1, i}}^{n-1}\left\{\mu\left(t_{j}\right)+\mu\left(t_{j+1}\right)\right\}\right]_{t_{j}}^{t_{j+1}} \frac{d t}{t-t_{i}} \\
& \left.=2 \pi f\left(t_{i}\right)+\operatorname{Im} \sum_{j=0}^{n-1}\left[\sum_{j \neq 1, i}^{\frac{1}{2}}\left\{\mu\left(t_{j}\right)+\mu\left(t_{j+1}\right)\right\}\right\}_{t_{j}}^{t+1} \frac{d t}{t-t_{i}}-\int_{t_{j}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t\right]
\end{aligned}
$$

where the imaginary part of the expression in square brackets here represents the local truncation error for approximation $A$ when integration along $\left[t_{j}, t_{j+1}\right]$ is replaced by quadrature. Representing the expression by $r_{i j}$ and then the aggregate $\operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1} r_{i j}$ by $r_{i \prime}$,
we now have

$$
\begin{equation*}
\left(2 \pi-\alpha_{i}\right) \mu\left(t_{i}\right)+\operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1}\left\{\mu\left(t_{j}\right)+\mu\left(t_{j+1}\right)\right\} \int_{t_{j}}^{t_{j}+1} \frac{d t}{t-t_{i}}=2 \pi f\left(t_{i}\right)+r_{i} \tag{3.29}
\end{equation*}
$$

Subtracting (3.29) and (3.28) gives

$$
\begin{equation*}
\left(2 \pi-\alpha_{i}\right) e\left(t_{i}\right)+\operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1} \frac{1}{2}^{\{ }\left\{e\left(t_{j}\right)+e\left(t_{j+1}\right)\right\} \int_{t_{j}}^{t_{j+1}} \frac{d t}{t-t_{i}}=r_{i} \tag{3.30}
\end{equation*}
$$

where $e\left(t_{i}\right)=\mu\left(t_{i}\right)-\widetilde{\mu}\left(t_{i}\right)$.
But with $i=0(1) n-1,(3.30)$ is a set of $n$ linear equations for the determination of the error vector $e$ with components $e\left(t_{i}\right)=\mu\left(t_{i}\right)-\widetilde{\mu}\left(t_{i}\right)$. Moreover the coefficient matrix of the set/ the same as that in (3.4) itself, proven earlier to be weakly diagonally dominant with non-negative elements. Thus in matrix form (3.30) becomes

$$
K_{A} \underline{e}=\underline{r}
$$

where $\underline{r}$ is the vector
whose $i^{\text {th }}$ component is given by $r_{i}$.

To evaluate $r_{i}$ consider first the contribution $r_{i j}$ due to the single boundary segment $\left[t_{j}, t_{j+1}\right]$. For convenience let the segment be taken as the interval $[-h, h]$ of the $x$ axis on the doxy plane. Thus $t_{j}$ is assigned to $-h, t_{j+1}$ to $t h$ and we take $t_{i}$ as the remote complex point $z$, (Fig. 48). Introduce the notation $R_{A}[\mu(t)]$ to represent the operation

$$
\operatorname{Im}\left\{-\int_{-h}^{h} \frac{\mu(t)}{t-z} d t+\frac{1}{2}(\mu(-h)+\mu(h)) \int_{-h}^{h} \frac{d t}{t-z}\right\}
$$



Then the evaluation of $R_{A}[\mu(t)]$ will enable the local truncation error for approximation $A$ to be measured.

Now we note that (3.27) applies generally for $a l l{ }^{t_{i}}$ on $L$. Thus for an internodal boundary point with complex coordinate

$$
\begin{align*}
& \tau=x(s)+i y(s), \text { we have } \\
& \pi \mu(\tau)+\operatorname{Im} \sum_{j=0}^{n-1} \int_{t_{j}}^{t} \frac{\mu(t)}{t-\tau} d t=2 \pi f(\tau) \tag{3.31}
\end{align*}
$$

where the summation omits the boundary segment containing $\tau$. If we assume the boundary function $f$ is differentiable at an internodal point, then (3.31) can be differentiated along the direction $s$ of the boundary to give

$$
\begin{array}{r}
\pi \mu^{\prime}(\tau)\left\{x^{\prime}(s)+i y^{\prime}(s)\right\}+\operatorname{Im} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}} \frac{\mu(t)}{(t-\tau)} 2\left\{x^{\prime}(s)+i y^{\prime}(s)\right\} d t \\
=2 \pi f^{\prime}\left(\chi^{\prime}\right)\left\{x^{\prime}(s)+i y^{\prime}(s)\right\}
\end{array}
$$

Thus $\mu$ ' ( $\tau)$ exists and, in fact, assuming $f$ is sufficiently differentiable, further differentiation will give the existence of $\mu "(\tau)$ and $\mu " '(\tau)$ for all points $\tau$ on the interior of a boundary segment. It is further assumed that these derivatives remain bounded as $\tau$ approaches a corner point of $L$ from either side.

Returning to the evaluation of $R_{A}[\mu(t)]$, the first mean value theorem may then be applied to give

$$
\mu(t)=\mu(0)+t \mu(\tau), 0<\tau(t)<t . \quad \text { (Fig. } 48 \text { ) }
$$

Thus since $R_{A}$ is a linear operator we have

$$
\begin{aligned}
R_{A}[\mu(t)] & =R_{A}[\mu(0)]+R_{A}\left[t \mu^{\prime}(\tau)\right] \\
& =R_{A}\left[t \mu^{\prime}(\tau)\right] \text { since } R_{A} \text { is exact when used on a }
\end{aligned}
$$

constant.

$$
\begin{aligned}
\therefore R_{A}[\mu(t)] & =\operatorname{Im}\left[-\int_{-h}^{h} \frac{t \mu^{\prime}(\tau)}{t-z} d t+\frac{1}{2}\left\{-h \mu^{\prime}(\tau(-h))+h \mu^{\prime}(\tau(h))\right\} \int_{-h}^{h} \frac{d t}{t-z}\right] \\
= & -\int_{-h}^{h} t \mu^{\prime}(\tau) \operatorname{Im}\left(\frac{1}{t-z}\right) d t-\frac{1}{2} h \mu^{\prime}(\tau(-h)) \int_{-h}^{h} \operatorname{Im}\left(\frac{1}{t-z}\right) d t \\
& +\frac{1}{2} h \mu^{\prime}(\tau(h)) \int_{-h}^{h} \operatorname{Im}\left(\frac{1}{t-z}\right) d t .
\end{aligned}
$$

Now by direct integration $\int_{-h}^{h} \operatorname{Im}\left(\frac{1}{t-z}\right) d t=\theta_{p}$ (see Fig.48). Hence if $M_{h}^{\prime}=\max _{(-h, h)}\left|\mu^{\prime}(t)\right|, \quad$ then

$$
\left|R_{A}(\mu(t))\right| \leqslant h M_{h}^{\prime} \theta_{p}+\frac{1}{2 h M_{h}^{\prime}} \theta_{p}+\frac{1}{2} h M_{h}^{\prime} \theta_{p}=2 h M_{h}^{\prime} \theta_{p} .(3.32)
$$

Returning to the term $r_{i}$, this is now easily bounded since it is the sum of ( $\mathrm{n}-2$ ) terms of type (3.32).
Let $M^{\prime}=\sup _{j} M_{h_{j}}$ and $H=\max _{j}\left|t_{j+1}-t_{j}\right|$ where $h_{j}=\left|t_{j+1}-t_{j}\right|$; then $\left|r_{i}\right| \leqslant M^{\prime} H \times$ (total angle subtended at node $t_{i}$ )

$$
=M^{\prime} H \alpha_{i}
$$

and this quantity can be made as small as desired by increasing $n$ and so decreasing H. Now although this analysis just described applies only to approximation $A$, it is simple to carry across the ideas to approximations $B$ and $C$ as well. In the case of $B$ we are comparing the exact equation (3.27) with the approximate form (3.8):$\left(2 \pi-\alpha_{i}\right) \tilde{\mu}\left(t_{i}\right)+\operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1}\left\{\frac{\tilde{\mu}\left(t_{j}\right)\left(t_{j+1}-t_{i}\right)-\tilde{\mu}\left(t_{j+1}\right)\left(t_{j}-t_{i}\right)}{t_{j+1}-t_{j}} \ln \left(\frac{t_{j+1}-t_{i}}{t_{j}-t_{i}}\right)\right\}=2 \pi f\left(t_{i}\right)$

By similar manipulations to those above we shall arrive at the equation for the error which is the counterpart of (3.30), .
$\left(2 \pi-\alpha_{i}\right) e\left(t_{i}\right)+\operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1}\left\{\frac{e\left(t_{j}\right)\left(t_{j+1}-t_{i}\right)-e\left(t_{j+1}\right)\left(t_{j}-t_{i}\right)}{t_{j+1}-t_{j}} \cdot \ln \left(\frac{t_{j+1}-t_{i}}{t_{j}-t_{i}}\right)\right\} \operatorname{Im}_{\substack{j \neq i-1, i \\ j \neq i-1}}^{n-1} r_{i j}$,
where $\quad r_{i j}=\frac{\mu_{j}\left(t_{j+1}-t_{i}\right)-\mu_{j+1}\left(t_{j}-t_{i}\right)}{t_{j+i}-t_{j}} \ln \left(\frac{t_{j+1}-t_{i}}{t_{j}-t_{i}}\right)-\int_{t_{j}}^{t_{j+1}} \frac{\mu(t)}{t-t_{i}} d t$.
But again with $i=O(1) n-1,(3.33)$ is a set of linear equations for the determination of $e_{i}=\mu_{i}-\tilde{\mu}_{i}$ having the matrix form $K_{B} \underline{e}=\underline{r}$, the coefficient matrix $K_{B}$ being identical with that in (3.8), proven earlier to be weakly diagonally dominant with positive elements.

Hence the only problem is concerned with evaluating the truncation error $\operatorname{Im} \sum_{\substack{j=0 \\ j=1, i}}^{n-1} r_{i j}$. This is best done by again arranging for the interval $\left[t_{j}, t_{j+1}\right]$ to coincide with the interval $[-h, h]$ of the $x$ axis, and defining

$$
R_{B}[\mu(t)]=\operatorname{Im}\left[\int_{-h}^{h} \frac{(h-t) \mu(-h)+(h+t) \mu(h)}{2 h} \frac{d t}{t-z}-\int_{-h}^{h} \frac{\mu(t)}{t-z} d t\right],
$$

recalling that the first integral was evaluated as in (3.8).
We write $R_{B}[\mu(t)]=\operatorname{Im}\left[-\int_{-h}^{h} \frac{\mu(t)}{t-z} d t+\{U \mu(-h)+v \mu(h)\}\right]$ (3.34)
where $\quad U=\frac{1}{2 h} \int_{-h}^{h} \frac{h-t}{t-z} d t \quad$ and $\quad V=\frac{1}{2 h} \int_{-h}^{h} \frac{h+t}{t-z} d t$.

Now using Taylor's theorem to expand $\mu(t)$ we have

$$
\mu(t)=\mu(0)+t \mu \prime(0)+\frac{1}{2} t^{2} \mu "(\tau), \tau=\tau(t)<t, \text { the }
$$

existence of $\mu "$ justified from differentiating (3.31). Also there is no error when (3.34) is applied to a linear function, so

$$
\begin{aligned}
& R_{B}[\mu(t)]=R_{B}[\mu(0)]+R_{B}\left[t \mu^{\prime}(0)\right]+R_{B}\left[\frac{1_{2}}{2} t^{2} \mu^{\prime \prime}(\tau)\right] \\
& =R_{B}\left[\frac{y_{2}}{2}{ }^{2} \mu^{\prime \prime}(\tau)\right] \\
& =\operatorname{Im}\left[-\int_{-h}^{h} \frac{\frac{1}{2} t^{2} \mu "(\tau)}{t-z} d t+U \cdot \frac{3_{2}}{2} h^{2} \mu "(\tau(-h))+v \cdot \frac{1}{2} h^{2} \mu "(\tau(h))\right] \\
& =-\int_{-h}^{h} \frac{3}{2}^{2} t^{2} \mu "(\tau) \operatorname{Im}\left(\frac{1}{t-z}\right) d t+\frac{1}{2}^{2} h^{2} \mu "(\tau(-h)) \operatorname{Im}(U) \\
& +3_{2} h^{2} \mu "(\tau(h)) \operatorname{Im}(v) \quad \text { (see Fig.48) }
\end{aligned}
$$

Now let $M_{h}^{\prime \prime}=\max _{(-h, h)}\left|\mu^{\prime \prime}(t)\right|$.
Then $\left|R_{B}[\mu(t)]\right| \leqslant \operatorname{s}_{2} h^{2} M_{h}^{\prime \prime} \theta_{p}+\frac{3_{2}}{}{ }^{2} M_{h}^{\prime \prime}|\operatorname{Im}(U)|+\frac{1}{2} h^{2} M_{h}^{\prime \prime}|\operatorname{Im}(v)|$
But $|\operatorname{Im}(U)|=\left|\frac{1}{2 h} \int_{-h}^{h}(h-t) \operatorname{Im}\left(\frac{1}{t-z}\right) d t\right|=\frac{1}{2 h} \int_{-h}^{h}(h-t) \operatorname{Im}\left(\frac{1}{t-z}\right) d t$ since on $[-h, h], h \geqslant t$ and $\operatorname{Im}\left(\frac{l}{t-z}\right)$ is positive taking $z$ in the upper half plane. (Fig.48)
Similarly $|\operatorname{Im}(v)|=\left|\frac{1}{2 h} \int_{-h}^{h}(h+t) \operatorname{Im}\left(\frac{1}{t-z}\right) d t\right|$ so that

$$
\begin{aligned}
& |\operatorname{Im}(v)|=\frac{1}{2 h} \int_{-h}^{h}(h+t) \operatorname{Im}\left(\frac{1}{t-z}\right) d t . \\
& \therefore|\operatorname{Im}(U)|+|\operatorname{Im}(V)|=\frac{1}{2 h} \int_{-h}^{h} 2 h \operatorname{Im}\left(\frac{1}{t-z}\right) d t=\theta_{p} \\
& \therefore R_{B}[\mu(t)] \leqslant \frac{1}{2}^{2} M_{h}^{\prime \prime} 2 \theta_{p}=M_{h}^{\prime \prime} h^{2} \theta_{p} \\
& \text { Finally we can bound } \operatorname{Im} \sum_{\substack{j=0 \\
j \neq i-1, i}}^{n-1} r_{i j}=r_{i} \text { since } i t \text { is the sum } \\
& \text { of ( } n-2 \text { ) terms such as (3.35). Taking } M^{\prime \prime}=\sup _{j} M_{h_{j}}^{\prime \prime} \text { and } H \text { as }
\end{aligned}
$$

before, we have

$$
\begin{aligned}
\left|r_{i}\right| & \leqslant M^{\prime \prime} H^{2} \times \text { (total angle subtended at node } t_{i} \text { ) } \\
& =M^{\prime \prime} H^{2} \alpha_{i}
\end{aligned}
$$

This quantity can be made as small as desired by increasing $n$ and thus decreasing $H$.

Finally, for the quadratic approximation $C$, we are comparing (3.27) with (3.14), (3.15). Although the algebra looks more formidable, the nature of (3.14) and (3.15) has been investigated so that it suffices to comment that by similar manipulation prior to (3.30) and (3.33) we arrive at the error equation

$$
\begin{equation*}
\mathrm{K}_{\mathrm{c}} \underline{\mathrm{e}}=\underline{r} \tag{3.36}
\end{equation*}
$$

where $e=\left(e_{1}, e_{2}, \ldots, e_{i}, \ldots, e_{2 n}\right)^{T}, e_{i}=e\left(t_{i}\right)=\mu\left(t_{i}\right)-\tilde{\mu}\left(t_{i}\right)$. $K_{C}$ is the matrix resulting from the quadratic interpolation, shown earlier to be weakly diagonally dominant,

$$
\underline{r}=\left(r_{1}, r_{2}, \ldots, r_{2 n}\right)^{T} \text { where } r_{i}=\operatorname{Im} \sum_{j=1}^{2 n} r_{i j}=\sum_{j=1}^{2 n} \operatorname{Im}\left(r_{i j}\right)
$$

and $\operatorname{Im}\left(r_{i j}\right)$ is the truncation error resulting from the replacement
of $\int_{t_{2 j-2}}^{t_{2 j}} \frac{\mu(t)}{t-t_{i}} d t$ by $\frac{2}{\left(t_{2 j}-t_{2 j-2}\right)^{2}}\left\{E \mu_{2 j-2}+F \mu_{2 j-1}+G \mu_{2 j}\right\}$ as given in (3.13).

Calculation of this truncation error is again handled by taking the $j^{\text {th }}$ boundary segment $t_{2 j-2}, t_{2 j}$ to be on the real $x$ axis, $-h \leqslant x \leqslant h$. Then $t_{i}$ is taken as the remote complex point $z$. Referring to Fig. $48, \mu(t)$ is replaced by the quadratic function interpolating $\mu(i h), i=-1,0,1$. It is easily seen that

$$
\mu(t)=\frac{t(t-h)}{2 h^{2}} \mu(-h)+\frac{\left(h^{2}-t^{2}\right)}{h^{2}} \mu(0)+\frac{t(t+h)}{2 h^{2}} \mu(h)
$$

and hence $\operatorname{Im} \int_{-h}^{h} \frac{\mu(t)}{t-z} d t=\operatorname{Im}\left[\int_{-h}^{h}\left\{\frac{t(t-h)}{2 h^{2}} \mu(-h)+\frac{\left(h^{2}-t^{2}\right)}{h^{2}} \mu(0)+\frac{t(t+h)}{2 h^{2}} \mu(h)\right\} \frac{d t}{t-z}\right]$

$$
=\operatorname{Im} \frac{1}{2 h^{2}}\left[\mu(-h) \int_{-h}^{h} \frac{t(t-h)}{t-z} d t+\mu(0) \int_{-h}^{h} 2 \frac{\left(h^{2}-t^{2}\right)}{t-z} d t+\mu(h) \int_{-h}^{h} \frac{t(t+h)}{t-z} d t\right]
$$

which we denote for simplicity as $\operatorname{Im} \frac{1}{2 h^{2}}[\mathrm{U} \mu(-h)+v \dot{\mu}(0)+w \mu(h)]$.

Following earlier notations the truncation error is

$$
\begin{equation*}
R_{C}[\mu(t)]=\operatorname{Im}\left[-\int_{-h}^{h} \frac{\mu(t)}{t-z} d t+\frac{1}{2 h^{2}}\{u \mu(-h)+v \mu(0)+w \mu(h)\}\right] \tag{3.37}
\end{equation*}
$$

But (3.37) measures truncation error in the case where $\mu$ is approximated by a quadratic and so is zero when $\mu(t)$ is quadratic. Further on $[-h, h]$ we can write

$$
\mu(t)=\mu(0)+t \mu^{\prime}(0)+\frac{1}{2} t^{2} \mu^{\prime \prime}(0)+\frac{1}{6} t^{3} \mu^{\prime \prime \prime}(\tau), \quad 0<\tau(t)<t
$$ the existence of $\mu "$ following from differentiating (3.31) and the assumption that the boundary function $f$ is three times differentiable at internodal points.

$$
\begin{aligned}
& R_{C}[\mu(t)]=R_{C}\left[\mu(0)+t \mu^{\prime}(0)+\frac{1}{2} t^{2} \mu^{\prime \prime}(0)\right]+R_{C}\left[\frac{1}{6} t^{3} \mu^{\prime \prime \prime}(\tau)\right] \\
& =R_{C}\left[\frac{1}{6} t^{3} \mu^{\prime \prime \prime}(\tau)\right] \\
& =\operatorname{Im}\left[\int_{-h}^{h}-\frac{\frac{1}{6} t^{3} \mu^{\prime \prime \prime}(\tau)}{t-z} d t+\frac{U}{2 h^{2}} \cdot \frac{1}{6} h^{3} \mu^{\prime \prime \prime}(\tau(-h))+\frac{v}{2 h^{2}} \cdot 0+\frac{W}{2 h^{2}} \cdot \frac{1}{6} h^{3} \mu \mu^{\prime \prime}(\tau(h))\right] \\
& =\int_{-h}^{h}-\frac{1}{6} t^{3} \mu{ }^{\prime \prime \prime}(\tau) \operatorname{Im}\left(\frac{1}{t-z}\right) d t+\frac{1}{12} h \mu^{\prime \prime}(\tau(-h)) \cdot \operatorname{Im}(U)+\frac{1}{12} h \mu^{\prime \prime}(\tau(h)) \cdot \operatorname{Im}(w)
\end{aligned}
$$

Now Let $M_{h}^{\prime \prime \prime}=\max _{(-h, h)}\left|\mu^{\prime \prime \prime}(t)\right|$
$\left|R_{C}[\mu(t)]\right| \leqslant \frac{1}{6} h^{3} M_{h}^{\prime \prime \prime} \theta_{p}+\frac{h M_{h}^{\prime \prime \prime}}{12}|\operatorname{Im}(U)|+\frac{h M_{h}^{\prime \prime \prime}}{12}|\operatorname{Im}(W)|(F i g .48)$ But $|\operatorname{Im}(U)|+|\operatorname{Im}(W)|=\left|\operatorname{Im} \int_{-h}^{h} \frac{t(t-h)}{t-z} d t\right|+\left|\operatorname{Im} \int_{-h}^{h} \frac{t(t+h)}{t-z} d t\right|$ $=\left|\int_{-h}^{h} t(t-h) \operatorname{Im}\left(\frac{1}{t-z}\right) d t\right|+\left|\int_{-h}^{h} t(t+h) \operatorname{Im}\left(\frac{1}{t \cdot-z}\right) d t\right|$ $<2 h^{2} \int_{-h}^{h}\left|\operatorname{Im}\left(\frac{1}{t-z}\right)\right| d t+2 h^{2} \int_{-h}^{h}\left|\operatorname{Im}\left(\frac{1}{t-z}\right)\right| d t$ $=4 h^{2} \theta_{p}$

$$
\begin{equation*}
\left|R_{c}[\mu(t)]\right| \leqslant \frac{1}{6} h^{3} M_{h}^{\prime \prime \prime} \theta_{p}+\frac{1}{12} h M_{h}^{\prime \prime \prime} 4 h^{2} \theta_{p}=\frac{1}{2} h^{3} M_{h}^{\prime \prime \prime} \theta_{p} \tag{3.38}
\end{equation*}
$$

Hence finally with $r_{i}$ being the sum of (2n) such terms it is clear that $\left|r_{i}\right| \leqslant \frac{1}{2} H^{3} M^{\prime \prime \prime} \alpha_{i}$,
where $M^{\prime \prime \prime}=\sup _{j} M_{h_{j}^{\prime \prime \prime}}^{\prime \prime} \quad, 2 H$ the greatest step width and $\mathcal{X}_{i}$ the
total angle subtende? at the node $t_{i}$.
As before this quantity can be made as small as required by increasing the number of node points $n$ so that $H \rightarrow 0$.

To complete the argument we must now show that $e \rightarrow 0$ as $n \rightarrow \infty$. In all three approximations we have essentially the same equation for the error vector, namely $K e=\underline{r}$ where we can take the matrix $K$, representing $K_{A}, K_{B}$ and $K_{C}$ in the form
$\left(\begin{array}{ccccc}2: 1-\alpha_{0} & \alpha_{01} & \alpha_{02} & \cdots & \alpha_{0, n-1} \\ \alpha_{10} & 2 \pi-\alpha_{1} & \alpha_{12} & \cdots & \alpha_{0,} \\ \alpha_{20} & \alpha_{21} & 2 \pi-\alpha_{2} & \cdots & \alpha_{1, n-1} \\ \cdot & & & \alpha_{2, n-1} \\ \cdots & & & & \\ \alpha_{n-1,0} & \alpha_{n-1,1} & \alpha_{n-1,2} & \cdots & 2 \pi-\alpha_{n-1}\end{array}\right)$
$0<\alpha_{i} \leqslant \pi, \sum_{\substack{j=0 \\(j \neq i)}}^{n-1}\left|\alpha{ }_{i, j}\right|=\sum_{\substack{j=0 \\(j=i)}}^{n-1} \alpha_{i j}=\alpha_{i}, i=o(1) n-1$.
since all $\alpha_{i j}$ are non-negative. (In approximation $c$ the count is carried to 2 n , but this will not affect the general argument). Also since we are now concerned with the behaviour of $k$, $\underline{e}$ and $\underline{r}$ as $n$ increases it is convenient to write the error equation as

$$
\begin{equation*}
K_{n} e_{n}=\underline{r}_{n} \tag{3.39}
\end{equation*}
$$

We know that $K_{n}$ has an inverse for all $n$, but the question remains whether the norm of this inverse is bounded as $n \rightarrow \infty$. If this is so then writing

$$
e_{n}=K_{n}^{-1} r_{n}
$$

and taking some appropriate norm gives

$$
\begin{equation*}
\left\|e_{n}\right\|=\left\|K_{n}^{-1} r_{n}\right\| \leqslant\left\|K_{n}^{-1}\right\| \cdot\left\|r_{n}\right\| \tag{3.40}
\end{equation*}
$$

To investigate the required bound on $K_{n}^{-1}$ we recall first the standard theorem on bounded linear operators ([24]pp.233) that "if $\mathcal{L}$ is a bounded linear operator mapping a normed space $X$ into a normed space $Y$, then a necessary and sufficient condition for $\mathcal{L}^{-1}$ to exist and be a bounded linear operator in $Y_{1}$, the range of $\mathcal{L}$, is that there exists a constant $m>0$ such that for all elements $x \in x,\|x\|=1$,

$$
\|\mathcal{L} x\| \geqslant m, \quad \text { in which case }\|\mathcal{m}\| \leqslant \frac{1}{m} "
$$

In our situation, $K_{n}$ is a bounded linear operator mapping $R_{n}$
ints itself. Moreover taking the maximum norm defined by

$$
\|\underline{x}\|=\|\underline{x}\|_{\infty}=\max _{i}\left|x_{i}\right| \quad, \text { where } \underline{x}=\left(x_{0}, x_{1}, \ldots, x_{n-1}\right) \in R_{n}
$$

and $\left\|K_{n}\right\|=\left\|K_{n}\right\| \|_{\infty}=\max _{i} \sum_{j=0}^{n-1}\left|k_{i j}\right|$, the maximum absolute row sum, then we see from the nature of $K_{n}$ that

$$
\left\|K_{n}\right\|_{\infty}=2 \pi, \text { independent of the increase in } n .
$$

Now consider the quantity $\left\|K_{n} x\right\|_{\infty}$ where $\|\underline{x}\|_{\infty}=1$. From the form of $K_{n}$ we see that

$$
\begin{align*}
&\left\|k_{n} x\right\| \|_{\infty}=\max _{i} \mid \alpha_{i o x_{0}}+\alpha_{i, 1} x_{1}+\ldots+\alpha_{i, i-1} x_{i-1} \\
&+\left(2 \pi-\alpha_{i}\right) x_{i}+\alpha_{i, i+1} x_{i+1}+\ldots+\alpha_{i, n-1} x_{n-1} \mid \tag{3.41}
\end{align*}
$$

The values of this expression are to be investigated over all possible $\underline{x}$ such that $\|\underline{x}\|_{\infty}=1$. Thus it is maximised by taking, without loss in generality, $x_{i}=+1$ and $\alpha_{i}$ as the minimum corner interior angle which we denote by $\alpha$. Then with regard to the above theorem, the required value of the constant $m$ will be achieved by considering the $\underset{\underline{x}}{\min }\left\|K_{n} \underline{x}\right\|_{\infty} ;$ and this occurs by taking $x_{0}=x_{1}=\ldots$ $=x_{i-1}=x_{i+1}=\cdots \quad=x_{n-1}=-1$ in (3.41) so that

$$
\begin{aligned}
& \min _{\underline{x}}^{\max }\left|\alpha_{i o x_{0}}+\ldots+\left(2 \pi-\alpha_{i}\right) x_{i}+\ldots+\alpha_{i, n-1} x_{n-1}\right| \\
& =2 \pi-\alpha-\left(\alpha_{i, 0}+\alpha_{i, 1}+\ldots+\alpha_{i, i-1}+\alpha_{i, i+1}+\ldots+\alpha_{i, n-1}\right) \\
& =2 \pi-2 \alpha=2 \beta \text { (where } \beta \text { is the greatest exterior angle }
\end{aligned}
$$ of the polygon).

Thus $\left\|k_{n} \underline{x}\right\|_{\infty} \geqslant 2 \beta$ and so $\left\|K_{n}^{-1}\right\| \leqslant \frac{1}{2 \beta}$. Returning to (3.40) we now have, using the maximum norm, that

$$
\begin{equation*}
\left\|\underline{e}_{n}\right\|_{\infty} \leqslant \frac{1}{2 \beta}\left\|_{n}\right\|_{\infty} \tag{3,42}
\end{equation*}
$$

But $\left\|\frac{r}{n}\right\|_{\infty}=\max _{0 \leqslant i \leqslant n-1}\left|r_{i}\right| \quad$ where we recall from the truncation error analysis that for approximation $A,\left|r_{i}\right| \leqslant M^{\prime} H \alpha_{i}$, for approximation $B,\left|x_{i}\right| \leqslant M H^{2} \alpha_{i}$ and for approximation $C$, $\left|r_{i}\right| \leqslant{ }^{\frac{1}{2} H^{3}}{ }^{3} M^{\prime \prime} \alpha_{i}$ where $\alpha_{i}$ is the interior angle of the polygon at the node $t_{i}$.

Thus for approximation $A,\left\|\frac{e_{n}}{n}\right\|_{\infty} \leqslant \frac{1}{2 \beta}$ M'H $^{\prime} \pi$,

$$
\begin{align*}
\text { approximation } & B,\left\|e_{n}\right\|_{\infty} \leqslant \frac{1}{2 \beta} M^{\prime \prime} H^{2} \pi  \tag{3.43}\\
\text { and approximation } & C,\left\|\frac{e}{n}\right\|_{\infty} \leqslant \frac{1}{2 \beta} \frac{1}{2} M^{\prime \prime} H^{3} \pi
\end{align*}
$$

As $n$ increases, $H$ will decrease as required. and we conclude that $\left\|\underline{e}_{n}\right\| \infty \rightarrow 0$ as $n \rightarrow \infty$ for each of the cases $A, B$ and $C$. Thus the convergence of $\tilde{\mu}\left(t_{i}\right)$ to $\mu\left(t_{i}\right)$ is established.
§ 3.5 Error in calculation of internal potential function $u(x, y)$
The ultimate aim of the proposed numerical methods is to calculate reliable approximate values of the potential function $u(x, y)$ at internal points $\in \mathrm{D}^{+}$; and having analysed the behaviour of the approximations $\widetilde{\mu}(t)$ to the boundary density $\mu(t)$ we are now in a position to examine the reliability of the subsequent calculation of the internal potential. Denoting the calculated quantity by $\sim(x, y)$ and the exact by $u(x, y)$ then we are interested in obtaining some measure of the error between the two quantities

$$
\text { i.e. } \quad|u(x, y)-\widetilde{u}(x, y)| \quad, \quad(x, y) \in D^{+}
$$

Now in order to evaluate $\tilde{u}(x, y)$, we merely return to (1.17) or its equivalent and write

$$
\begin{equation*}
\tilde{u}(x, y)=\frac{1}{2 \pi} \oint_{L} \tilde{\mu}(s) d \theta, \quad 0 \leqslant s \leqslant s, \tag{3.44}
\end{equation*}
$$

(see Fig. 11). Having completed the earlier calculations given by the various approximations for $\tilde{\mu}(s)$, then the integral in (3.44) can be evaluated by "filling in" values of $\widetilde{\mu}$ at points on the boundary $L$ of the polygon between nodal points according to whether approximation $A, B$, or $C$ has been pursued. We can then write from (3.44)

$$
\begin{equation*}
\widetilde{u}(x, y)=\frac{1}{2 \pi} \sum_{j=0}^{n-1} \int_{s_{j}}^{s_{j}+1} \widetilde{\mu}(s) d \theta \tag{3.45}
\end{equation*}
$$

where a typical integration along the straight boundary segment between nodes at $s_{j}$ and $s_{j+1}$ can be carried out exactly as appropriate to the three approximations.

i.e. for $A$, where $\mu$ was approximated by a piecewise constant,
we have $\int_{s_{j}}^{s_{j+1}} \underset{\mu}{ }(s) d \theta=\frac{1}{2}\left\{\widetilde{\mu}\left(s_{j}\right)+\widetilde{\mu}\left(s_{j+1}\right)\right\} \theta_{j}$
where $\theta_{j}$ is the angle subtended at $P$ by the segment $\left[s_{j}, s_{j+1}\right]$; for $B$, where $\mu$ was approximated by a piecewise linear function we have, following the work providing (3.7) in terms of complex points on $O x y, z=x+i y$, that

$$
\int_{s_{j}}^{s_{j+1}} \widetilde{\mu}(s) d \theta=\operatorname{Im}\left[\frac{\tilde{\mu}\left(t_{j}\right)\left(t_{j+1}-z\right)-\tilde{\mu}\left(t_{j+1}\right)\left(t_{j}-z\right)}{t_{j+1}-t_{j}} \ln \left(\frac{t_{j+1}-z}{t_{j}-z}\right)\right] ;
$$

and for $c$, where $\mu$ was approximated over say $s_{j-1}<s_{j}<s_{j+1}$ by a piecewise quadratic function, we have following the work prior to (3.12) that

$$
\left.\int_{s_{j-1}}^{s_{j+1}} \tilde{\mu}(s) d \theta=\operatorname{Im}\left[\frac{2}{\left(t_{j+1}^{-t} t_{j-1}\right.}\right)^{2}\left\{E \tilde{\mu}\left(t_{j-1}\right)+F \widetilde{\mu}\left(t_{j}\right)+G \tilde{\mu}\left(t_{j+1}\right)\right\}\right]
$$

where $E=\left(t_{j+1}-z\right)\left(t_{j}-z\right), \ln _{n}\left(\frac{t_{j+1}-z}{t_{j-1}-z}\right)-\left(t_{j+1}-z\right)\left(t_{j+1}-t_{j-1}\right)$,

$$
F=2\left(t_{j+1}-t_{j-1}\right)\left(t_{j}-z\right)-2\left(t_{j+1}-z\right)\left(t_{j-1}-z\right) \cdot \ln \left(\frac{t_{j+1}^{-z}}{t_{j-1}^{-z}}\right)
$$

and $G=\left(t_{j-1}^{-z}\right)\left(t_{j}-z\right) \cdot \ell_{n}\left(\frac{t_{j+1}^{-z}}{t_{j-1}^{-z}}\right)-\left(t_{j-1}^{-z}\right)\left(t_{j+1}^{-t_{j-1}}\right) \quad$. Now it is known that any function of the form $\operatorname{Im} \int_{t_{j}}^{t_{j+1}} \frac{\widetilde{\mu}(t)}{t-z} d t$,
where $\tilde{\mu}(t)$ satisfies very general conditions, gives rise to a harmonic function for all $z$ in $O x y, z$ not on the contour. Further, the sum of a number of such functions being also harmonic, we have that $\widetilde{u}(x, y)$ calculated from (3.45) by any of our approximations will be harmonic.

Thus both $u(x, y)$ and $\tilde{u}(x, y)$ are harmonic for any $(x, y) \in D^{+}$ and hence their difference $u-\widetilde{u}$ is also harmonic. By the 'Maximum Principle' ([3] page 255) for two-dimensional harmonic functions,

$$
\max _{(x, y)}|u(x, y)-\widetilde{u}(x, y)| \text { will occur for some }(x, y) \text { on }
$$ L. But $u(x, y)$ and $\widetilde{u}(x, y)$ coincide at nodal points so that this gives the useful result that the maximum error between $u(x, y)$ and the calculated $\widetilde{u}(x, y)$ can be estimated numerically by merely examining the difference $u-\widetilde{u}$ at points on the boundary between nodes.

For instance we may refer to the exact equation (3.3), which for a point $t_{i}$, not a nodal point, so that $\alpha_{i}=\pi$, can be written as

$$
u\left(t_{i}\right)=\frac{1}{2} \mu\left(t_{i}\right)+\frac{1}{2 \pi} \operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1} \int_{t_{j}}^{t_{j+1} \mu(t)} \frac{t-t_{i}}{\mu t}
$$

For simplicity, let us take $t_{i}$ between $t_{0}$ and $t_{1}$ so that $u\left(t_{i}\right)=\frac{1}{2} \mu\left(t_{i}\right)+\frac{1}{2 \pi} \operatorname{Im} \sum_{j=1}^{n-1} \int_{t_{j}}^{t_{j}+1} \frac{\mu(t)}{t-t_{i}} d t$

Again bearing in mind that the calculated density function $\tilde{\mu}(t)$ gives rise to the harmonic function $\widetilde{u}(x, y)$ in (3.44) it follows that

$$
\begin{equation*}
\tilde{u}\left(t_{i}\right)=\frac{1}{2}^{\mu}\left(t_{i}\right)+\frac{1}{2 \pi} \operatorname{Im} \sum_{j=1}^{n-1} \int_{t_{j}}^{t_{j}+1 \widetilde{\mu}(t)} \frac{t-t_{i}}{} d t \tag{3.48}
\end{equation*}
$$

where the integral term in (3.48) is variously calculated for $\tilde{\mu}$ being now generated for all boundary $t$ as piecewise constant, linear or quadratic.

$$
\begin{equation*}
u\left(t_{i}\right)-\widetilde{u}_{\left(t_{i}\right)}=\frac{1}{2}\left\{\mu_{i}-\widetilde{\mu}_{i}\right\}+\frac{1}{2 \pi} \operatorname{Im} \sum_{j=1}^{n-1} \int_{t_{j}}^{t_{j+1} \mu(t)-\widetilde{\mu}(t)} \frac{t-t_{i}}{t} d t \tag{3.49}
\end{equation*}
$$

But we had earlier for the density error vector $e_{n}=\mu-\mu \underline{\mu}$ $=\left(\mu_{0}-\widetilde{\mu}_{0}, \mu_{1}-\tilde{\mu}_{1}, \ldots, \mu_{n-1}-\widetilde{\mu}_{n-1}\right)^{T}$ that $e_{i}=\mu_{i}-\widetilde{\mu}_{i} \rightarrow 0$ for
all i as $n \rightarrow \infty$.
However in (3.49), $t_{i}$ is not a node point, so we cannot immediately replace $\mu(t)-\widetilde{\mu}(t)$. But on any interval of the boundary $\left[t_{j}, t_{j+1}\right]$ in the case of approximations $B$ and $C$ we have the difference between two continuous functions $\mu(t)$ and $\tilde{\mu}(t)$. This difference must also be continuous at any intermediate point $t$, so we may write

$$
\left.\mu(t)-\widetilde{\mu}(t)=\mu\left(t_{j}\right)-\widetilde{\mu}\left(t_{j}\right)+h_{j}\left\{\mu^{\prime}\left(\tau_{j}\right)-\widetilde{\mu}^{\prime}\left(\tau_{j}\right)\right\} \quad 3.50\right)
$$

where if $h=\left|t_{j+1}-t_{j}\right|$ then $0<h_{j}<h$ and $\tau_{j}=\tau_{j}\left(h_{j}\right)$. (We already have existence of $\mu$ ' from differentiating (3.31) and $\tilde{\mu}^{\prime}$ exists being the derivative of a polynomial).
But (3.43) will imply that $\left|\mu\left(t_{j}\right)-\tilde{\mu}\left(t_{j}\right)\right| \leqslant k H^{p}, p=2,3, \quad k \quad a$ positive constant equal to $\frac{M^{\prime \prime} \pi}{2 \beta}$ in approximately $B$ and $\frac{M^{\prime \prime \prime} \pi}{4 \beta}$ in $C$, and so we have

$$
|\mu(t)-\tilde{\mu}(t)| \leqslant\left|\mu\left(t_{j}\right)-\tilde{\mu}^{\left(t_{j}\right)}\right|+h_{j}\left|\mu^{\prime}\left(\tau_{j}\right)-\tilde{\mu}^{\prime}\left(\tau_{j}\right)\right|
$$

$$
\leqslant \mathrm{kH}^{\mathrm{P}}+\mathrm{HM} \text { where as before } \mathrm{H} \text { is the }
$$

maximum step width and $M$ is taken as $\max _{j}\left|\mu^{\prime}\left(\tau_{j}\right)-\tilde{\mu}^{\prime}\left(\tau_{j}\right)\right|$.
Hence in (3.49) we now have

$$
\begin{align*}
\left|u\left(t_{i}\right)-\widetilde{u}\left(t_{i}\right)\right| & \leqslant \frac{1}{2}\left|\mu\left(t_{i}\right)-\widetilde{\mu}\left(t_{i}\right)\right|+\frac{1}{2 \pi T} \sum_{j=1}^{n-1} \int_{t_{j}}^{t}|\mu(t)-\tilde{\mu}(t)| \operatorname{Im}\left(\frac{d t}{t-t_{i}}\right) \\
& \leqslant \frac{1}{2} k H^{p}+\frac{1}{2} H M+\frac{1}{2 \pi}\left(k H^{p}+H M\right) \pi \\
& =k H^{p}+H M \tag{3.51}
\end{align*}
$$

For approximations $B$ and $C$, as the maximum step width $H$ is decreased, then $\left|u\left(t_{i}\right)-\widetilde{u}\left(t_{i}\right)\right|$ can be made as small as we please as is required.

For approximation $A$ we proceed a little more warily since $\widetilde{\mu}(t)$ being a piecewise constant is not continuous at nodal points. We have that

$$
\mu(t)-\tilde{\mu}(t)=\mu(t)-\frac{1}{2}\left\{\widetilde{\mu}\left(t_{j}\right)+\widetilde{\mu}\left(t_{j+1}\right)\right\} \quad \text { for intermediate } t
$$

But $\mu(t)$ is a continuous function and so we may write by applying the mean value theorem

$$
\mu(t)=\mu\left(t_{j}\right)+h_{j} \mu^{\prime}\left(\tau_{j}\right)
$$

and also $\mu(t)=\mu\left(t_{j+1}\right)-\left(h-h_{j}\right) \mu^{\prime}\left(\tau_{j+1}\right)$. Adding these equations gives

$$
\begin{equation*}
\mu(t)=\frac{1}{2}\left\{\mu\left(t_{j}\right)+\mu\left(t_{j+1}\right)\right\}+\frac{1}{2} h_{j} \mu^{\prime}\left(\tau_{j}\right)-\frac{1}{2}\left(h-h_{j}\right) \mu^{\prime}\left(\tau_{j+1}\right) \tag{3.52}
\end{equation*}
$$

Hence finally $\mu(t)-\widetilde{\mu}(t)=\frac{1}{2}\left(\mu_{j}-\widetilde{\mu}_{j}\right)+\frac{1}{2}\left(\mu_{j+1}-\widetilde{\mu}_{j+1}\right)+\frac{1}{2} h_{j} \mu^{\prime}\left(\tau_{j}\right)$

$$
-\frac{1}{2}\left(h-h_{j}\right) \mu^{\prime}\left(\tau_{j+1}\right)
$$

i.e. $\left.|\mu(t)-\widetilde{\mu}(t)| \leqslant \frac{1}{2 \beta} M^{\prime} H^{\prime} \pi+\frac{1_{2} H^{\prime}}{} \right\rvert\, \frac{1_{2}}{} H^{\prime} M^{\prime} \quad$, $M^{\prime}$ as previously defined.

$$
=H M^{\prime}+\frac{\pi}{2 \beta} H M^{\prime}
$$

Thus returning to (3.49) this gives for approximation $A$ that

$$
\begin{align*}
&\left|u(t)-\widetilde{u}\left(t_{i}\right)\right| \leqslant{\left.\frac{1}{2} H M^{\prime}\left(1+\frac{\pi}{2 \beta}\right)+\frac{1}{2 \pi} \sum_{j=1}^{n-1} \int_{t_{j}}^{t_{j}+1} \int_{\mu(t)}-\widetilde{\mu}(t) \right\rvert\, \operatorname{Im}\left(\frac{\bar{d}}{t-t_{i}}\right)} \leqslant \begin{array}{l}
\frac{3_{2}}{2} H^{\prime}\left(1+\frac{\pi}{2 \beta}\right)+\frac{1}{2 \pi} \times \mathrm{HM}^{\prime}\left(1+\frac{\pi}{2 \beta}\right) \pi \\
\end{array} \\
&={H M^{\prime}}^{\prime}\left(1+\frac{\pi}{2 \beta}\right)
\end{align*}
$$

But again as $H$ is decreased this expression for $\left|u(t)-\mathbb{U}\left(t_{i}\right)\right|$ can be made.as small as we please so that overall we have achieved the desired aim of showing that for increasing discretisation refinement on the boundary, then

$$
\widetilde{u}(x, y) \longrightarrow u(x, y) \quad \text { all } p(x, y) \in D^{+}
$$

in the case of all of our approximations.

In this chapter we give numerical results obtained through applying the methods described in Chapter III. This means that (3.4), (3.8) and (3.14) and (3.15) are used to generate sets of linear equations which are then solved for $\widetilde{\mu}\left(t_{i}\right)$ by the use of computer programs. Finally further computer programs are used to enable $\widetilde{u}(x, y)$ to be generated. Tables of values of $\widetilde{\mu}$ and $\widetilde{u}$ are given at the end.

As stated earlier, the well known torsion problem in elasticity has been used to provide the example considered. Hence in each of the representations the boundary data $f\left(t_{i}\right)$ is taken as $\frac{1}{2}\left(x_{i}^{2}+y_{i}^{2}\right)$ where $t_{i}=x_{i}+i y_{i}$. The polygonal boundary $L$ is taken to be rectangular, of size 2 units $x$ l unit, this being a suitable shape for trial since the analytic solution is available in the form of an infinite series. Comparison can then be made between the analytic solution, $u(x, y)$, and the various approximate solutions $\widetilde{u}_{(x, y)}$.

To simplify the computation and make use of symmetries, the position of $L$ is as given in Fig.50. This means that four-fold symmetry is exhibited for a $(2 \times 1)$ rectangle, so that if $(\bar{x}, \bar{y})$ are coordinates of a typical boundary point then

$$
\widetilde{\mu}(\bar{x}, \bar{y})=\widetilde{\mu}(-\bar{x}, \bar{y})=\widetilde{\mu}(\bar{x},-\bar{y})=\widetilde{\mu}(-\bar{x},-\bar{y})
$$

Also for any point $(x, y)$ in $D^{+}$, we have

$$
\tilde{u}(x, y)=\widetilde{u}(-x, y)=\widetilde{u}(x,-y)=\widetilde{u}(-x,-y) .
$$



This four-fold symmetry has been incorporated into the computer programs. Hence although we require a discretisation of $L$ around its entire length we can in fact work solely with the quadrant $x \geqslant 0, y \geqslant 0$. Node points have now to be placed on $L$, and a flexible system is required so that the number of node points can be easily increased without the necessity for a new computer program each time. Also the nodes do not need to be at equally spaced intervals (apart from the requirement in approximation $C$ ) and it is possible to arrange for them to be clustered more densely if desirable around a corner point of $L$. A typical situation is shown in Fig.51:-


In this case nodes are spaced equally at distance $\frac{1}{16}=0.0625$. Thus around the quarter rectangle there is a total of 25 nodes, numbered as shown from o to 24. The values $\widetilde{\mu}_{0}, \widetilde{\mu}_{1}, \ldots, \widetilde{\mu}_{24}$ are found by solving a set of 25 linear equations. Bearing in mind the four-fold symmetry, this is equivalent to placing a total of 96 nodes around the entire boundary $L$.

The mesh shown in the interior $\mathrm{D}^{+}$of the rectangle occurs naturally as a suitable framework for points at which $\widetilde{u}(x, y)$ can be calculated.

Thus in Fig. 51, an array of size $(8 \times 16)$ can be set up to hold calculated values for $\widetilde{u}(x, y)$ in each of the approximations $A, B$, and $C$.

As mentioned at the beginning of this chapter, comparisons are possible with the analytic solution of this problem. This is so since the classical problem "solve $\nabla^{2} u=0$ within $D^{+}$such that $u(x, y)$ continues onto $L$ as $\frac{1}{2}\left(x^{2}+y^{2}\right)$ " may be solved by the methods of "separation of variables of a partial differential equation" and the use of Fourier series. The solution may be expressed in the form

$$
\begin{equation*}
u(x, y)=\frac{1}{2}\left(x^{2}-y^{2}+2\right)+\frac{32}{\pi^{3}} \sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{(2 n+1)^{3}} \frac{\cosh (2 n+1) \pi x / 2}{\cosh (2 n+1) \pi / 4} \cos (2 n+1) \frac{\pi y}{2} \tag{4.1}
\end{equation*}
$$

This series can be summed for given input of ( $x, y$ ) by suitable computer program.

Although we can make-direct comparisons between the values of $\widetilde{u}(x, y)$ and $u(x, y)$ and the reliability of the numerical methods then assessed, no similar comparison is possible for the calculated boundary density $\tilde{\mu}\left(t_{i}\right)$. For the Dirichlet problem in the case of a region with a circular or elliptic boundary, exact solutions are available for $\mu(t)$, see $[5]$ and $[18]$. But in general, including the case here, we have no analytic expression available. This calculation of an intermediate quantity $\tilde{\mu}$ is one of the main draw-backs of casting the interior Dirichlet problem in terms of the double layer potential since the double layer density $\mu$ is not of any physical interest.

Surveying the integral equation formulations described in Chapter $I$, let us consider the alternative choices available.

1. The single layer formulation gave rise to the integral equation (1.6) for the determination of the single layer density $\sigma(s)$, followed by the evaluation of $\widetilde{u}(x, y)$ from (1.5). Here $\sigma(s)$ is the solution of a Fredholm equation of the first kind with logarithmic kernel. As
with $\mu(s)$ the calculation of $\sigma(s)$ is of minimal interest in solving the interior Dirichlet problem. The discretisation of (1.6) will lead to a problem in linear algebra for the determination of $\mathcal{\sim}\left(s_{i}\right)$. This alternative has been used chiefly by Jaswon and Symm $[12]$ in which it is proved that (1.6) has a solution for smooth boundary contour $L$ apart from an exceptional contour which can be avoided by scaling. Assuming this theory can be extended to polygonal contours, then on discretising (1.6), the resulting matrix does not possess the convenient form of that found through use of the double-layer. A further numerical difficulty is presented by the logarithmic kernel which requires the evaluation of inproper integrals. No such difficulty occurs for the kernel of the double layer formulation as explained in (3.3).
2. The other alternative is the use of Green's boundary formulas. In this case the solution of the Dirichlet problem is obtained through the use of the integral equations (1.38), (1.39) and (1.37). It is convenient to list them here again

$$
\begin{array}{ll}
\text { (1.38): } \oint_{L} \frac{\partial u}{\partial n} \cdot \ln \left(\frac{1}{r}\right) d s=\oint_{L} f(s) d \theta & 0 \in D^{-} \\
(1.39): \oint_{L} \frac{\partial u}{\partial n} \cdot \ln \left(\frac{1}{r}\right) d s=\oint_{L} f(s) d \theta-\alpha_{o} f\left(s_{o}\right) \quad, O \in L
\end{array}
$$

and (1.37): $u(x, y)=\frac{1}{2 \pi} \oint_{L}\left\{f(s) d \theta-\frac{\partial u}{\partial n} \cdot \ln \left(\frac{1}{r}\right) d s\right\},(x, y) \in D^{+}$
where 0 is the pivot point.

Clearly an outstanding advantage of this formulation is the absence of any density function, the calculations yielding approximations to the normal derivative $\frac{\partial u}{\partial n}$. Either (1.38) or (1.39) may be used as Fredholm integral equations of the first kind. Having obtained $\frac{\partial u}{\partial n}$, it would then be substituted into (1.37) and the generation of the
internal potential $u(x, y)$ completed. The differing positions of 0 mean that the evaluation of $\oint f(s) d \theta$ is completed separately for each of (1.38), (1.39) and (1.37). We may refer in passing to the paper by P.Swartztrauber $[25]$ where an integral equation method is used derived from Cauchy's integral formula. However as explained in Chapter I of this thesis, equations (1.59), (160) etc., this is equivalent to Green's Boundary Formula and essentially no new formulation is obtained.

Now it is clear that since the kernel of (1.39) is identical with that of (1.6) then the discretisation of (1.39) will lead to the same matrix. Thus the same comments on the difficulties in the numerical linear algebra apply again. Also allowance must be made for discontinuity in $\frac{\partial u}{\partial n}$ at corner points.

With regard to (1.38), we have a different situation, inspite of the apparently identical kernel $\ln \left(\frac{1}{r}\right)$. The placing of the pivot 0 in $D^{-}$removes worries concerning the calculation of $\ln \left(\frac{1}{r}\right)$ since in this new situation $r$ is never zero. This formulation of the Dirichlet problem, ostensibly the simplest and most concise of all, has almost completely escaped attention of most workers in this field. It may be found as far as the author is aware in only one source, namely the book by V.Kupradze $[13]$. The existence of a solution $\frac{\partial u}{\partial n}$, provided that $L$ is smooth, is established by Kupradze in $[13]$, page 253. There seems no doubt this can be extended to a polygonal contour. With regard to obtaining a numerical solution by carrying out the usual boundary discretisations there is the added facility of being able to place the collocation points anywhere throughout $\mathrm{D}^{-}$. Some analysis is given by Kupradze (p.254) in which it is shown that the resulting linear equations can be solved provided the points are taken on a contour lying in $D^{-}$that is concentric with $L$ and sufficiently close to it. This accords with results obtained by one

```
of the author's undergraduate project students [26] in which it was found that the solution of the torsion problem for a rectangular region through the application of (1.38) was inaccurate unless the concentric contour was moved up close to \(L\). It is clear that as this external contour moves up into coincidence with \(L\) then the integral equation formulation (1.39) will be recovered.
```

In TABLE 1 , calculated values of the boundary density $\widetilde{\mu}$ are listed for each of the three approximations $A, B$ and $C$. In TABLE 2, the resulting potential $\tilde{u}(x, y)$ is displayed at selected points within the rectangular region. At each point fcur values are listed corresponding to approximations $C, B, A$ and the analytic solutions respectively. Each value is quoted correct to six decimal places. In TABLE 3, the errors have been calculated and listed at the same selected points as in TABLE 2. Both the raw error, $\widetilde{u}(x, y)-u(x, y)$, and the percentage error are given, as explained in the key to TABLE 3.

It will be noticed that the results are generally satisfactory with a small percentage error when any of approximations $A, B$ or $C$ is applied. An error pattern is also established throughout the rectangular region with the exception of the part lying near to the corner point. This pattern shows the reward expected by the greater sophistication of approximation $C$ over approximation $B$ and also that of $B$ over approximation $A$. In fact it is clear from the data in TABLE 3 that tre respective errors, $E_{A}, E_{B}, E_{C}$ to six decimal places, fall naturally into the pattern

$$
\mathrm{E}_{\mathrm{A}}: \mathrm{E}_{\mathrm{B}}: \mathrm{E}_{\mathrm{C}}=2: 1: 0
$$

This satisfactory state of affairs is rather spoilt as we examine the approximate potential values obtained close to the corner point. To get an idea of the fluctuations, the results are quoted in TABLE 4 for a number of interior points close to the corner. It can be seen from examination of TABLE 5 that the general error pattern suggested above collapses. Some of the approximate solutions $\widetilde{u}(x, y)$ fall below the exact $u(x, y)$ for the first time and although approximation $C$ is generally the most accurate, this is not always the case.

As discussed in Chapter 3, the positioning of the original boundary nodes can always be adjusted. We do not require equal spacing between
them save only that in approximation $C$, a mid point node has to be used. Hence it is possible to cluster the nodes more closely near to corner points as appropriate on the assumption that greater refinement near to a corner will lead to more accurate results. In the case of the rectangle, effectively one corner only has to be considered, with the nodes placed more closely along each arm enclosing the angle.

Three different node clusters were tried leading to new calculations for $\widetilde{\mu}$ in each case. The derivation of new positions for nodal points was incorporated into the computer programs written for the application of approximation C. Thus new data is available for $\widetilde{u}(x, y)$ based upon the quadratic variation in $\tilde{\mu}(t)$ around the boundary. For each of the clusters tried there were still in fact only 25 distinct nodal points.

The results obtained form this refinement are displayed in TABLES 6-10. It i: clear from the results for this example that a mild clustering of nodes is preferable, this being listed as "lst cluster" with corresponding calculations of the double-layer density and final interior potential denoted by $\widetilde{\mu}_{C}^{I}$ and $\tilde{u}^{I}(x, y)_{C}{ }^{I}$ respectively.

One further table is incorporated, giving data generated in an attempt to check the conclusions drawn from the 'Maximum Principle' outlined in Chapter III on page 113 . This establishes that the greatest error $|u-\tilde{u}|$ will occur at points on the boundaiy $L$ of the rectangle. It is seen from the end of Chapter III that as the distance between the node points decreases that then this maximum error can be made as small as we please. Hence we may attempt to find $\max \left|u\left(t_{Q}\right)-\tilde{u}\left(t_{Q}\right)\right|$ where $t_{Q}$ is some point on $L$, not a node point. The theory will not tell us where absolute maximum is obtained, but it would seem sensible for the calculations to be performed at points mid way between nodes. The attendant results are given in TABLE 11 , and were computed only with
respect to approximation $C$, the node points being equally spaced, at interval 0.0625 as before, around the rectangle. The table gives values of $u\left(t_{i}\right)$ and $\widetilde{u}\left(t_{i}\right)$ where $i t$ is worth recalling that $u\left(t_{i}\right)=\frac{1}{2}\left(x_{i}^{2}+y_{i}^{2}\right)$ and, from (3.48),

$$
\tilde{u}\left(t_{i}\right)=\frac{1}{2} \tilde{\mu}\left(t_{i}\right)+\frac{1}{2 \pi} \operatorname{Im} \sum_{\substack{j=0 \\ j \neq i-1, i}}^{n-1} \int_{j}^{t} \frac{\widetilde{\mu}(t)}{t-t_{i}} d t
$$

$\tilde{\mu}$ being interpolats at $t_{i}$ from its quadratic nature in the case of the first term in this expression.

From TABLE 11 we see the worst situation at the point denoted by (ix) at which the \% error can be calcualted as $0.58 \%$.

## Conclusion

This thesis attempts to show the complete reliability in posing the interior Dirichlet problem for convex polygonal regions in terms of double layer potentials leading to a Fredholm integral equation of the second kind. The error analysis developed has shown that complete faith may be placed in the resulting numerical solutions atiempted. Although the solution of two dimensional 'potential' problems is more popularly considered nowadays through the Green boundary formulas, nevertheless it must be recognised that the traditional double-layer method will produce a completely sound theoretical basis which can be translated into an equally reliable approximate form.


COMMON OF NODES $0 \rightarrow 24$ at equally spaced points on boundary. (ref. table 1)


1. TABLE OF $\tilde{\mu}(x, i j)$


$$
\text { GRID } \frac{1}{16} \times \frac{1}{16}
$$

$$
=0.0625 \times 0.0625
$$


3. TARLE OF

$$
\text { ERRORS IN } \tilde{u}(x, y)
$$


4. table of

$$
\begin{aligned}
& \text { 4. TABLE OF } \\
& \tilde{u}(x, y), \\
& (x, y) \text { CLOSE TO } \\
& \text { CORNER }
\end{aligned} \quad \begin{array}{|lll|}
\hline \text { APPROX } & C & \tilde{u}(x, y) \\
\hline \text { APPROX: } & B & \tilde{u}(x, y)_{B} \\
\hline \text { APPROX } & \text { A } & \tilde{u}(x, y)_{A} \\
\hline A N A L Y T C C & u(x, y) \\
\hline
\end{array}
$$


$\therefore$ 5. table ch
ERRORS in

$$
K E Y \cdot \left\lvert\, \begin{array}{l|}
{\left[\tilde{u}(x, y)_{C}-u(x, y)\right] \times 10^{6}} \\
{\left[\tilde{u}(x, y)_{B}-u(x, y)\right] \times 10^{6}} \\
{[\tilde{u}(x, y) A-u(x, y)] \times 10^{6}} \\
\hline
\end{array}\right.
$$



Position of Nodes $0 \rightarrow 24$ for Is cluster (ref table 6)

6. tagle of $\tilde{\mu}(x, y)$ :

Ist cluster


PORN. OF NODES $O \rightarrow 24$ FOR $2 n d$ ClUSTER (ref. table 7)

7. table of $\tilde{\mu}(x, y)$ :

2na CLUSTER


POSN. OF NODES $0 \rightarrow 24$ FOR 3RD Cluster (ref table 8)

8. TABLE OF $\tilde{\mu}(x, y)$ :
bad cluster

9. TABLE OF

$$
\begin{gathered}
\widetilde{u}(x, y) \\
(x, y) \text { CLOSE TO } \\
\text { CORNER }
\end{gathered}
$$

KEY


10. TABLE OF

ERRORS IN

$$
\tilde{u}(x, y)
$$

$$
\text { KEY. } \begin{array}{|l|}
{\left[\frac{\left[\tilde{u}(x, y)_{c}^{\text {II }}-u(x, y)\right] \times 10^{6}}{\left[\tilde{u}(x, y)_{c}^{I}-u(x, y)\right] \times 10^{6}}\right.} \\
{\left[\widetilde{u}(x, y)_{c}^{I}-u(x, y)\right] \times 10^{6}} \\
{\left[\widetilde{u}(x, y)_{c}-u(x, y)\right] \times 10^{6}} \\
\hline
\end{array}
$$

$$
\checkmark=\text { OPTIMUM RESULT }
$$



| (i) Exact | 0.125488 |
| :--- | :---: |
| Aproximite | 0.125488 |
| $\mid$ Error $\mid$ | zer |

(iii) Eract 0.164551

Approxminte 0.164549
|Errou $2.0 \times 10^{-6}$
(v) Exact 0.266113

Affraximite 0.266111 |Enror $2.0 \times 10^{-6}$
(vii) Exact 0.430176

Approxmite 0.430170
$\mid$ Enow $6 \times 10^{-6}$
(ix) Exact 0.609863

Approxminte 0.606337

$$
\text { |Eiror } 3526.0 \times 10^{-6}
$$

(xi) Exact 0.523926

Aproximaste 0.523888
|Error $\quad 38.0 \times 10^{-6}$
(ii) Exact 0.137207

Aproxmite 0.137206
|Enar $1.0 \times 10^{-6}$
(iv) Exact 0.207520

Approxinate 0.207517
$\left|E_{\text {rrou }}\right| 30 \times 10^{-6}$
(vi) Exact 0.340332

Approxumite 0.340331
|Errov| $1.0 \times 10^{-6}$
(viii) Exact 0.535645

Approximinte 0.534991
|Enal $654.0 \times 10^{-6}$
(x) Exact 0.559082

Approxmate 0.558946
|Erroul $\quad 136.0 \times 10^{-6}$
(xii) Exact 0.504396

Approxuminte 0.504384
|Errar|. $12 \times 10^{-6}$
II. TABLE OF MAX,muM ERRORS $\left|u\left(t_{i}\right)-\tilde{u}\left(t_{i}\right)\right|$
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