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ABSTRACT 

The transition from a disordered spin glass regime to a long-range ordered 

regime in Au Fe, Cu Mn and YGd alloys was investigated calorimetrically, using 

a novel steady-state AC technique. Data is presented between 1 .5 and 18K for 

the nominal composition ranges : Au 1 4-28 at% Fe, Cu 30-70 at% Mn, Y 2 at% 

Gd, and Y 3.4 at% Gd. 

The low constant-temperature total specific heat of the Au Fe alloys exhibited 

a broad peak as a function of concentration close to the critical concentration for 

ferromagnetism n.16 at% Fe, and almost diminished to the equivalent non-magnetic 

value, as measured with a Au22 at% Ni alloy, at X28 at% Fe. The low temperature-

dependent specific heat exhibited slight non-linear downward curvatures in plots of 

C/T vs. T2  which were particularly noticeable in the 18, 20 and 22 at% Fe alloys. 
. 

The low-temperature specific heat of Au Fe alloys was considered to be due 

due to the excitations of a frozen configuration of finite-clusters. 

A fairly sharp rise of the low constant-temperature total specific heat of the 

Cu Mn alloys was observed in the concentration regime between 50 and 70 at% Mn, 

leading up to the emergence of long range antiferromagnetic order at .•72 at% Mn. 

A slight non-linear upward curvature, which increased with higher Mn concentration, 

was evident in plots of C/T vs. T2  of the low temperature-dependent specific heat. 

The rather rapid rise of specific heat in the regime leading up to the critical 

concentration is discussed in connection with the extensive magnetic short range order 

and the developing itinerant character of the Mn d-electrons. 

The specific heat of the Y 2 at% Gd spin glass alloy peaked at 6.4 + 0.15K, 

whereas a much broader peak was observed at 12.8 +0.6K in the long-range helically 

ordered Y 3.4 at% Gd alloy. 
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CHAPTER 1 

THEORETICAL BACKGROUND 

1.1 	Introduction  

The theoretical understanding of transition metal - noble metal alloys is at 

present limited to the very dilute regime. The localisation and indirect exchange 

interactions between moments in the very dilute alloys like Au Fe and Cu Mn are 

reasonably well understood, although theories fail to predict the correct low-

temperature properties of these alloys. In moderately concentrated alloys the 

comparative importance of indirect interactions diminishes with respect to direct 

first-neighbour exchange interactions. A percolation theory description will be 

useful to some extent in understanding this change in character of the exchange 

interactions. 

This first chapter of the thesis briefly outlines the development of some of 

the theoretical concepts and models of spin glasses and the percolation process. 

The chapter is subdivided into three sections on the theory of specific heat, spin 

glasses and the percolation process. The first section on specific heat theory 

concentrates mainly on the topic of magnetic contributions which arise at low 

temperatures from single particle or collective excitations in noble-transition 

metal alloys. 

The second section surveys the principal theories of spin glasses with some 

brief discussion on the proposed models of the ground state and the approaches to 

their solution. The final section on percolation theory discusses the basic 

principles of the concept of percolation and the methods employed to derive 

critical concentrations. 
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1.2 Theory of Specific Heat 

The low-temperature specific heat of a metallic system is usually separated 

into three relatively independent contributions from the electron, phonon and spin 

systems : CE, CL  and CM  respectively. 

C = CE  + CL  + CM  

The derivation of the lattice and electronic contributions for simple metallic 

systems is well established. An excellent review of the theoretical development of 

the subject may be found in an article by DeLaunay (1). A brief summary of these 

well known results will be given in the following section. 

Magnetic contribitons to the specific heat arising from excitations or ordering 

of the spin system are diverse in character. A small treatise on the subject of low-

temperature specific heat by Gopal (2) includes a useful introduction to the various 

forms of magnetic specific heat contributions. 

1.2.1 Lattice and electronic contributions 

A quantum statistical treatment of lattice vibrations, principally by Debye, 

established the simple "Debye T3- law" expression for the molar specific heat 

contribution CL.  

CL  =11.13  = 12/5 ir4NkB(T/eD)3  
1.2 

kB  is the Boltzmann constant and eD is the characteristic Debye temperature. The 

Debye model treats the lattice as a dispersionless continuum (CO = ck, where c is 

the isotropic sound velocity) for which the density of phonon states g(W)O( 02  

is cut-off at frequency CO =('D  = kBeD A  chosen to limit the number of states 

to 3N, the total number of normal modes of an N-particle system. 

Expression 1.2 is only strictly valid in the low-temperature limit eD/T yj 1, 
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for most metallic systems this is experimentally found to be T‘ eD /50. Deviations 

from this simple expression at higher temperatures can be seen in normalised plots of 

©D(T)/OD(0) 	
vs. T; they are usually negative (i.e. 1/0D ,dGD/dT < 0 

but gold is exceptional. 

A more realistic representation of the phonon density of states spectra was 

given by the Born-von Kārm6n model. In this model the lattice dynamics are 

calculated from first principles using equations of coupled atomic motion based on 

the assumption that the lattice is a set of point masses coupled by harmonic restoring 

forces. Some of the finer details, such as singularities in the density of states at 

certain symmetry points and gaps in the phonon dispersion curves of diatomic lattices 

are reproduced by this model. 

Sommerfeld used Fermi-Dirac statistics to evaluate the molar specific heat 

contribution from the conduction electron system CE , 

CE  _ 	= NAkBn( EF) . T 

where n(E F) is the total density of electronic states per atom at the fermi energy 

level E F  = kBTF,  NA  is Avogadro's number. Expression 1.2 is the first term of the 

Sommerfeld expansion, at low temperatures T 	TF  N 105K the higher order terms 

are negligible. In the free electron model the density of states n( E F) _ z/ E F  

where z is the number of free electrons per atom participating in conduction. 

CE = 	'(i2  zNAk6(T/TF 	' ) = 	T 1.4 

Electron many-body effects are usually included by defining an effective electron 

mass m*/m = Y/1.0  , 

1.2.2 Magnetic Schottky anomaly  

Single or small groups of paramagnetic spins thermally fluctuating in local fields 
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CSCH/R  = 13  ' aie2 

where R = NA  kB  and 18 = 1/kBT. 

2 a21n Z 
1.5 

give rise to a Schottky specific heat anomaly at low temperatures. A local field B 

splits the ground state of a system of spin- J particles into (2J + 1) energy levels, 

the thermal population of these levels follows Maxwell-Boltzmann statistics. The 

molar Schottky specific heat CSCH can be evaluated from the partition function Z 

of the system 

4 

The simplest form of Schottky anomaly is for a system of spin-1 particles 

for which the ground state splits into two levels separated in energy byQ=gr BB 

in the presence of a magnetic field B. The Schottky specific heat C
SCH 

 of such 

a system is given below (see also fig. 1.2.1) 

CSCH 
/R = x2  sech 2  x 1.6 

where x =pa 

At low temperatures (x >> 1) the specific heat rises exponentially to a broad 

peak, then falls again to zero as A+1/T2  at higher temperatures (x 4( 1). Schottky 

anomalies are characteristic features of the very low-temperature specific heat of 

nuclear moments of rare earth elements fluctuating in their local hyperfine fields. 

In the limit of infinite spin value (J,>1) the form of the specific heat approaches 

Einstein's result for a classical one dimensional harmonic oscillator, i.e. above the 

characteristic Einstein temperature TE  = 0' B  the specific heat tends to a constant 

value of C
SC H 

= 1 whilst below TE  it falls exponentially to zero. 

1.2.3 Mean-field models  

Some early attempts to explain the large, essentially concentration independent, 
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low temperature linear specific heat of dilute alloys of transition metal impurities in 

noble metal hosts by Marshall, Klein and Brout were based on mean field concepts. 

Marshall (3) proposed that at low temperatures the low lying excitations of 

localised spins in small effective local fields could account for the observed specific 

heat behaviour of dilute Cu Mn alloys. His model was based on an (sing approximation 

to the random RKKY spin interaction in which a distribution of effective local fields 

p(B, T), acting along a unique quantisation axis at spin sites, incorporates the details 

of the complex RKKY hamiltonian. 

He reasoned that most spins would be rigidly aligned in large effective local 

fields B 	k BT/r at low temperatures and could not contribute significantly to the 

specific heat. The most significant contribution arose from the low lying Schottky-like 

excitations of the few spins in relatively small effective local fields B kBT/p. 
He proposed that the distribution curve p (B, T) was of Lorentzian form with 

width N  <B> , the average effective field, (see fig. 1.2.2) by generalising concepts 

of the Bethe-Peierls theory of order-disorder transitions to the dilute alloy problem. 

A series of qualitative arguments were given to justify that p (0, 0) of 1/c, since the 

amplitude of the RKKY interaction from which the distribution was derived is 

proportional to the impurity concentration c. At low temperatures the leading term 

in the magnetic specific heat was shown to be proportional to Tc p (0, 0), thus arriving 

at the low temperature- linear, concentration independent magnetic specific heat term 

observed experimentally. 

Klein and Brout (4) adopted a more fundamental approach in which statistical 

mechanical arguments were used to derive the distribution of effective fields 

experienced by a small cluster of spins arising from interactions with all other spins. 

Their model was also based on the lsing approximation but was corrected for local spin 

correlations. The clusters were the result of highly correlated interactions with 2 - 3 
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closely neighbouring spins, but uncorrelated with spins beyond. The range of the 

correlation r was such that the cluster spin density N 1/r 3 was proportional 

to concentration and the number of spins in a cluster was independent of concentration. 

The shape of the distribution of effective fields derived by this procedure resembled 

the curve proposed by Marshall. This model was only strictly valid in the limit of 

T -5 0, Klein (5) generalised the model to higher temperatures and derived the 

universal expression Cm/c = f (T/c), but the validity of some of the assumptions on 

which his reasoning was based were questionable. More recently, Klein (6) extended 

these early ideas to account for the weak concentration dependence of the temperature-

linear specific heat coefficient of dilute CuMn and Au Fe up to solute concentrations 

~+ 5%. 

An alternative approach was adopted by Overhauser (7), who emphasised the 

importance of exchange interactions between the impurity moments and the conduction 

electrons. The premise of his model was that under certain conditions it was possible 

for exchange interactions to stabilise an excited state of the conduction electron gas 

in which the electron spin density varied sinusoidal ly in space but the charge density 

remained uniform. The spin density wave amplitude was determined by the minimum 

in the free energy of the system, the latter being composed of kinetic and exchange 

energy terms. The effective field distribution of Overhauser's model depended on the 

spin density wave amplitude, which at low temperatures was proportional to 

concentration c, implying that p (0, 0) of 1/c. The form of the specific heat 

expression thus derived was qualitatively very similar to the one obtained by Marshall. 

A possible disadvantage with Overhauser's theory was that it predicted a fairly 

sharp break up of the spin density wave above some critical temperature Tc , 

proportional to concentration, which would have given rise to a sharp specific heat 

anomaly at T
c •  

This aspect of the theory, however, depended on basic assumptions 
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about the range of the sd-exchange interaction which may be modified by competing 

indirect solute-solute interactions. 

1.2.4 Cluster mean-field models 

The Coherent Potential Approximation (CPA) method of evaluating electronic 

and magnetic properties of more concentrated binary alloys involves a configurational 

averaging which would make it unsuitable for calculating properties sensitive to the 

degree of local inhomogeneity which may be present in some alloys. Levin and Mills 

(8) proposed a model of such alloys based on giant spin clusters, employing Cu Ni 

alloys with compositions close to the critical concentration as examples. Their 

approach was uniquely different from earlier cluster models in that they stressed the 

internal spin dynamics of the clusters rather than assuming a rigid parallel alignment 

of spins in all clusters. The strength of a cluster's internal spin correlations was 

characterised by an intracluster exchange constant JddAiIcBT
Ni 

, taken to be of the 

same order as the exchange constant of pure nickel. Although a localised spin 

description was not entirely appropriate for nickel alloys, since in the dilute limit 

nickel atoms do not possess moments, it was nevertheless used as a first approximation 

to extract some qualitative results as a Hartree-Fock calculation based on an itinerant 

electron model would have been unable to take account of the internal spin dynamics 

of clusters. Unlike the Klein and Brout cluster theories, a clear distinction was made 

between exchange interactions of spins in the same cluster and of spins in separate 

clusters, the latter being weaker RKKY-like interactions which could be replaced by 

an effective mean field distribution as in previous treatments of the dilute alloys by 

Marshall, Klein and Brout. 

Local environment effects were considered to be an important factor in 

establishing local moments at nickel atom sites. In a close-packed FCC structure 

the nickel atoms were assumed to possess local moments if at least 8 out of the 12 
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possible near neighbours were also nickel atoms. A cluster concentration of 

c p (c)/N was obtained for an alloy of solute concentration c, composed entirely 

of uniform N-spin clusters, where p(c) was the concentration dependent probability 

that a Ni atom has 8 or more near neighbours. 

Hamiltonians for small clusters of 2-4 spins were solved exactly, the 

specific heat per cluster as a function of reduced temperature kBT/Jd  exhibited 

a broad peak, increasing in amplitude and positioned at temperatures increasing 

with the number of spins per cluster. For the larger sized clusters of Cu Ni alloys 

(N = 50 spins experimentally) tractable results could only be obtained at low 

temperatures 
kBTNpB  B 

	Jdd . In this low temperature regime spins were rigidly 

aligned parallel to each other by the relatively strong intracluster exchange inter-

actions. Thermal fluctuations of the giant effective cluster moments in a uniform 

mean-field B gave rise to the familiar Schottky type specific heat contributions. 

In the paramagnetic alloys the effective field B was assumed to be equal to the 

anisotropy field of pure iron with a characteristic energy jB B M  0.05kB . In the 

ferromagnetic alloys (c > c
CRIT 

N 43%) the effective field was derived from the 

molecular field theory expression 1 .7, valid for T / Tct Jdd/kB. 

"BB 
 = 6 kBTc  . [i_ (T/Tc)2  

(N+2) 
1.7 

No account was taken of fluctuation effects. 

In the paramagnetic alloys where Ii/rB  B "40 at 2 K the specific heat 

per cluster was predicted to increase as N 1/T2  and to reach a peak at some tempera-

ture below 1K before falling to zero. In the ferromagnetic alloys where ki'/ rB B 

at 2 K the specific heat per cluster was predicted to be weakly temperature dependent 

or perhaps to fall with the decrease of temperature. These theoretical predictions were 
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in remarkable qualitative accord with the experimentally observed behaviour 

considering the simplicity of the model's basic assumptions. 

Soukoulis and Levin (9, 10) developed the cluster mean field model 

into a model of a spin glass based on the Edwards-Anderson mean-field treat-

ment (see section 1 .3). Their work was motivated by the failure of the Edwards-

Anderson model to predict the rounded maximum in the specific heat which was 

observed experimentally to occur between Tf  and 2 Tf . Their calculations based 

on uniformly sized clusters of 3 and 6 spins revealed for antiferromagnetic intra-

cluster spin interactions a very broad specific heat maximum occurring between 

Tf  and 2Tf  and a smaller feature at Tf  (see fig. 1.2.3). For ferromagnetic intra-

cluster spin interactions the specific heat exhibited a cusp as in the original 

Edwards-Anderson theory, the intercluster specific heat contribution dominating 

such systems of small clusters. Exact solutions of the Heisenberg hamiltonian for 

the intracluster interactions of clusters of more than 6 spins were prohibitively long; 

Soukoulis (11) obtained !sing approximation solutions for these larger clusters. The 

specific heat evaluated for such clusters (N = 15) exhibited a rounded peak above 

Tf,  but somewhat less broad than that observed for the systems of small clusters with 

antiferromagnetic intracluster spin couplings, though this was considered to be an 

artifact of the Ising approximation. A further attempt to crudely approximate the 

oscillatory RKKY spin interaction by considering an antiferromagnetic second neigh-

bour coupling in addition to the ferromagnetic first neighbour coupling, resulted in 

a similarly shaped peak, but shifted closer to Tf. Only compact cluster spin 

configurations were considered in their analyses, whereas percolation theories 

predicted that clusters in alloys close to the percolation concentration (not 

necessarily the critical concentration) were rather ramified in shape (see section 1 .4). 

Riess (12) took account of fluctuations in his mean-field approach and predicted 
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Fig. 1.2.3 Soukoulis and Levin, Ref. 10 	Fig. 1.2.6 a) Robinson and 
Friedberg , Ref. 20 
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specific heat behaviour very similar to that shown in fig. 1.2.3 for antiferromagnetic 

intracluster spin interactions. 

An interesting experimental observation of this type of specific heat 

behaviour has been reported by de Jongh (13) and Algra et al (14) for the pyridine 

nitroxide complex of cobalt chlorate, site diluted with non-magnetic Zn. The pure 

cobalt salt exhibits a sharp A-type critical specific heat anomaly (see fig. 1.2.4) 

which becomes weakened by the increasing dilution and gradually obscured by the 

growth of a Schottky-type anomaly due to the extensive regions of short range order 

resulting from the break up of the long range order. The critical specific heat anomaly 

becomes too small to observe well before the percolation concentration c
CRIT 

N 31% 

is reached. In the language of percolation theory, the importance of groups of spins 

in finite-sized clusters, responsible for the Schottky-type specific heat contribution, 

grows with increasing dilution at the expense of the infinite cluster response for the 

critical specific heat feature. Algra et al (14) argued that the predicted number of 

finite clusters at a cobalt concentration of ti  50% would be too small to account for 

the size of the remaining Schottky-type contribution. They speculated that the 

infinite cluster being rather ramified just above the percolation concentration would 

also contribute a Schottky-type specific heat term due to excitations of its many 

chain-like branches. 

1.2.5 Collective spin excitations  

An elementary excitation mode of a magnetically ordered system involves 

the propagation of a collective spin displacement as a quantised spin wave or magnon. 

The Heisenberg hamiltonian is the most appropriate hamiltonian to represent a system 

of localised spins with first neighbour interactions. 

_I S. 	 1.8 
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To derive the spin wave dispersion relationship the hamiltonian is usually 

rewritten in terms of the magnon creation and annihilation operators, S + and S 

respectively. 

s+ = S" + iSy 

S = Sx - iSy 

This operator transformation is formally known as the Holstein-Primkoff 

transformation. The dispersion relations derived for a cubic ferromagnet and anti-

ferromagnet are G.) = D
F 

q
2

and CD= DAFq respectively in the long wavelength 

limit as q the spin wave-vector tends to zero. The spin wave stiffness constant D 

is proportional to Tc or TN, the respective spin ordering temperature of a ferro-

magnet or antiferromagnet. Magnons obey Bose-Einstein statistics and their 

contributions to the specific heat may be evaluated from their total energy. 

CM = d T ) dW'Fwg(63) n(w) 1.10 

where the density of magnon states g (W )O( Cu 7 for ferromagnets and W 2 for 

antiferromagnets is evaluated from their respective dispersion relationships; 

n( W) = 1/(e
-BKW - 1) is the Bose-Einstein distribution. Evaluating the integral 

1.10 leads to a spin-wave specific heat contribution of C
m 

IX (T/T 
c 

)3/2 for ferro- 

magnets nets and C 	~ ma 	 0~ T 	3 
g 	 m ( N) for antiferromagnets at low temperatures. In some anti- 

ferromagnets anisotropy leads to a gap in the spin-wave spectrum which can further 

complicate the specific heat behaviour. 

The preceding discussion refers mainly to ionic compounds (typically Mn F2 

and Eu S) with well defined localised moments whose low-temperature dynamics are 

well represented by a Heisenberg hamiltonian. In such insulating systems, devoid 

of electronic specific heat terms, the magnon term is usually dominant at low 

14 
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temperatures, and easily observable experimentally. The situation in metallic 

ferromagnets is complicated by the presence of other elementary excitations, 

such as Stoner single-particle excitations, which involve the excitation of an 

electron from a majority-spin band state to a minority-spin band state. It is 

well established that magnons do exist in the long wavelength limit with a 

Cm  Ot (T/Tc)3/2  specific heat term (see Herring and Kittel, ref. 15), but further 

out in q-space they become critically damped in the region where the rcagnon 

branch meets the Stoner excitation continuum (see fig. 1.2.5a) and can decay 

into Stoner excitations. At low temperatures Stoner excitations lead to a 

temperature-linear specific heat of the form given in expression 1.3, where n(EF) 

now refers to the total density of states at the fermi level from both sub-bands. 

The topology of a d-band may be such that
dE(E) 

 and higher derivatives near 

the fermi level become important at finite temperature (due to the broadening of 

the fermi distribution), leading to additional temperature-linear specific heat terms 

arising from the greater significance of higher order terms in the Sommerfeld 

expansion (see Wohlfarth, ref. 16). 

The relative importance at low temperatures of Stoner and spin wave 

excitations in an itinerant electron ferromagnet depends on the size of the exchange 

splitting 4E (i.e. the relative energy shift between the two sub-bands which occurs 

when the electron correlation energy is sufficiently large and results in a redistribution 

of electrons between the subbands and hence a spontaneous magnetisation at T = 0; see 

fig. 1.2.5b). In weak itinerant electron ferromagnets, where the exchange splitting 

is small, Stoner excitations will dominate the low energy regime of the elementary 

excitation spectrum. Conversely, in strong itinerant ferromagnets spin waves 

dominate at low energies. The general question of low-lying elementary excitations 

of itinerant electron systems is reviewed in connection with their influence on the low- 
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temperature resistivity by Rivier and Mensah (17). 

In spin glass systems the absence of long range order has been shown by 

Spalek and Rivier (18) to lead to both non-propagating spin diffusive modes (q > qc) 

and damped propagating spin wave modes (q <qc) which in the long wavelength 

limit (where the details of the disorder are unimportant) exhibit a linear dispersion 

relation CO q similar to an ordered antiferromagnet. 

1.2.6 Critical specific heat anomalies  

Specific heat anomalies are characteristically associated with spin ordering 

in magnetic systems which can either be of a non-cooperative type, as in para-

magnetic salts (e.g. Ni SO4  . 61120) or of a cooperative type (phase transition) as 

observed in ferromagnets like EuS, Gd CI3  and antiferromagnets like Ni Cl2  . 6 H2O. 

In the former case a Schottky-type anomaly is usually observed in the low temperature 

specific heat. In magnetic systems undergoing cooperative phase transitions to long 

range order a X - type singularity is often observed in the specific heat at the 

ordering temperature (see figs. 1.2.6a and b) which usually exhibits close to the 

singularity an inverse power law or logarithmic temperature dependence 

_(
or In E where E - 	c 	is the reduced temperature. Such singularities are 

not well described by conventional Landau mean field theory, which predicts a 

discontinuous change in specific heat at the ordering temperature and a linear 

temperature dependence below it. The specific heat of a magnetically ordered 

system well below its ordering temperature is due mainly to spin waves which 

cannot be treated in mean field theory. Short range magnetic order often persists 

well above the ordering temperature, as is evidenced by the presence of magnetic 

specific heat contributions. Close to the singularity critical fluctuations of the 

order parameter (usually the spontaneous magnetisation) are observable by the 
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critical scattering of neutrons when the size of the fluctuations diverges. 

Geometrical critical behaviour, in analogy with the thermal critical 

behaviour just described, is observable as a function of concentration in a number 

of magnetic properties near some critical concentration at which long range 

magnetic order is established from a disordered regime (see section 2.4.4). 

Mathon (21) employed simple Landau mean-field theory to deduce the qualitative 

concentration dependence of the low-temperature specific heat and electrical 

resistivity close to the critical concentration 
cCRIT. 

 The theory was generally 

applicable to any weakly ferromagnetic alloy with spatially uniform magnetisation. 

The theory assumed that close to the critical concentration the relative magnetisation 

was small ( 	= 0 at c = cCRIT) and therefore, following Landau's theory, the 

free energy was expanded as a power series in the magnetisation. Neglecting 

fluctuations in the magnetisation, the free energy (see expression 1.11) was minimised 

with respect to the magnetisation M. 

F = F + A (T,c)M2  + B(T,c)M4  ... 

Two solutions were obtained, the first M = 0 corresponds to A > 0 in the 

paramagnetic state (c < cCRIT) and the second M = ` 	I.  corresponds to A < 0 

in the ferromagnetic state (c > c
CRIT

)' It was therefore argued that the simplest 

formulation of A (T, c ) would be A (T, c) = a (T) (cCRIT - c).  The temperature 

dependence of the magnetisation was taken to be of the usual mean-field theory 

form. 
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M(T,c) 
- [I-(T/Tc)21 1.12 

M(0, c) 
Assuming that the low temperature dependence of B was negligible such that 

B(T) 	B and by differentiating the free energy the low-temperature linear specific 



heat coefficient was shown to change by AY close to the critical concentration. 

= 	 _ 
FERRO 	PARA — D(cCRIT c)  1.13 

where D = a(0)(M(0, c)/Tc)2 	
is independent of concentration. The theory 

was valid, provided the fluctuations in the magnetisation were small compared to 

the magnetisation, i.e. at sufficiently low temperatures (except for a region very 

close to 
cCRIT). 

 The theory was not considered to be applicable to alloys forming 

localised moments as their magnetisation may be spatially non-uniform. 

1.3 	Spin Glass Theories 

1 .3.1. Introduction 

The concept of a spin glass was a natural development of theoretical work 

on the indirect exchange interactions between localised moments on transition metal 

impurities in noble metal hosts. The early work of Friedel (22) and Anderson (23) had 

established the condition for the localisation of moments on impurity sites. The essence 

of the localisation process was in the polarisation of virtual bound states (VBS) which 

occur near the fermi surface due to resonant scattering of conduction electrons by the 

impurity ion potentials. The condition for the formation of localised moments was that 

the width of the VBS should be less than the on-site electron correlation energy. 

The theory of indirect exchange interactions of nuclear moments mediated by 

the conduction electrons was originally proposed by Ruderman and Kittel (24) to 

account for nuclear spin resonance phenomena. The basic concept was extended to 

indirect exchange interactions between local moments in dilute alloys (Cu Mn in 

particular) by Yosida (25) who derived an expression (1 .12) for the now familiar 

Ruderman-Kittel-Kasuya-Yosida (RKKY) oscillatory exchange interaction. 
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J(r) = A(xcosx - sinx)/x4  

x = 2 kFr 

1.12 

where r is the distance between moments, kF  the k-space fermi radius and A is 

related to the s-d interaction strength. In the asymptotic limit x >> 1 expression 

1.12 simplifies to : 

J(r) = A cos x / x3 
	

1.13 

The random phase of the exchange interaction results from the random distribution 

of moments in solid solution alloys through the cosine dependence on r, the 

distance between moments. The 1/r3  dependence of the interaction strength 

results in concentration scaling of many spin glass properties as discussed by 

Souletie and Tournier (26). 

Early spin glass theories were based on a mean-field distribution p(B) 

representing the random phase of the exchange interaction between moments. 

The work of Marshall, Klein and Brout in connection with the low-temperature 

specific heat behaviour has already been discussed (see section 1.2.3). The 

main resurgence of theoretical interest in spin glasses did not occur until after 

the publication of AC susceptibility measurements on several spin glass alloys 

by Cannella and Mydosh (see Chapter 2) which exhibited characteristic cusp-

like peaks strongly suggestive of a cooperative spin ordering. Some of the 

theories which followed this striking experimental observation are outlined in 

the following sections. 

1.3.2 Mean-field theories  

Adkins and Rivier (27) were the first to attempt to extend the early mean-

field concepts to account for the cusp-like AC susceptibility peaks of spin glasses. 
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In their model the mean-field distribution p (B) was calculated from first principles, 

employing the formalism of the random-walk problem. A short range order parameter, 

the local magnetisation m (T), evolved naturally from this treatment. The collective 

behaviour originated from the long range of the RKKY interaction (limited to the 

electron mean free path in real alloys) with respect to the coherence length of the 

short range order. A susceptibility cusp was predicted to occur at a temperature T
o  

above which the short range order disappeared. 

Edwards and Anderson (28) adopted a different approach in which they 

assumed the ground state of the spin glass could be described by a classical spin 

interaction hamiltonian (expression 1 .14) in which the first-neighbour exchange 

interactions were distributed Gaussian fashion P(J.) N exp- Jib / 2J2} . 

ii _ - E J.. S. S. 
(i j% ' I 	' 	I 1.14 

Employing a statistical mechanical method they derived the free energy 

of the system from the partition function Z = Tr exp pit using the now contro-

versial replica method to evaluate the average of the In Z term in the free energy. 
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<InZ)c  = limit 
n-i0 n <Zn>c - 1 	 1.15 

where 
`Zn>c 

is the bond configurational average over the partition function of 

the n identical replicas of the original system. An order parameter q defined the 

correlation between spins in different replicas. 

q 	<s;'  S.% 1.16 

Above temperature To  the order parameter was zero, whereas just below 

(T To it could be expanded as a power series in t = 	oT T) 
the reduced temperature. 



The theory predicted a cusp in the susceptibility and specific heat at To, and 

that the specific heat tends to a constant value as T approaches zero. This latter 

result is a feature of the classical approach of the Edwards-Anderson theory. A 

quantum mechanical treatment by Fischer (29) in which a Heisenberg spin inter-

action hamiltonian was employed gave the correct low-temperature linear specific 

heat behaviour. In a later paper Edwards and Anderson (30) consider the dynamics 

of their model spin glass through the time dependence of the order parameter q (t) _ 

(S. (t) Si (0)> . They argued that the low temperature specific heat could contain 

terms both linear and cubic in temperature, due respectively to the finite density of 

spin "tunneling" states near zero energy (see also Anderson et al (31) for further 

discussion) of the highly degenerate ground state and to low-lying antiferromagnetic 

spin wave- like excitations. 

Sherrington and Southern (32) and Sherrington and Kirkpatrick (33) proposed 

a spin glass model with infinite-ranged interactions, suggesting that it should be 

solvable in analogy with the exact mean-field theory for a ferromagnet. Fluctuations 

of the mean-field parameter Jo were distributed according to Gaussian statistics 

with probability P(J..) tv exp - [(J..- J
o 

)2/2J23 . Two order parameters were 

defined : m =`<Si»c and q =~~Si~ 
2? 

c (the inner <> - bracket represents 

a thermal average and the outer <> - bracket a bound configurational average). 

The free energy was then derived using the same replica procedure as was employed 

by Edwards and Anderson. A magnetic phase diagram was established with ferro-

magnetic (m = q = 0) regimes. The theory predicted a cusp in both the susceptibility 

and specific heat at temperature To but gave unphysical results near T = 0. 

Thouless et al (34) obtained an approximate solution near T = 0 to the 

Sherrington and Kirkpatrick infinite-ranged model by avoiding the use of the 

replica method. A high-temperature series expansion of the free energy gave 
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similar results to the original model. A mean-field theory treatment which took 

account of both the mean< S. >and variance <S S. 	of the local magnetisation 

was employed to obtain low-temperature solutions. The specific heat was predicted 

to have a quadratic temperature dependence near T = 0, although they suggested that 

this unusual result may be an artifact of the infinite-ranged model (employed to 

obtain an tractable solution) and should therefore not be taken too literally. 

1.3.3 Other models and simulation experiments  

An alternative model proposed by Smith (35-6) was based on the concept of 

finite-sized regions or clusters in which spins were highly correlated in a predominately 

collinear fashion, and outside which thermal fluctuations disrupted the spin correlations 

A temperature dependent cluster radius r 
c 

could thus be defined by the relation 

S lJ (rc)1 N kT, where S ( J(r)I is a measure of the spin correlation energy. Using 

an early percolation theory result due to Domb and Dalton (51 ) for a 3D Bethe 

lattice, he derived the critical cluster radius and hence the critical temperature T
o  

for percolation of the long-ranged RKKY interactions which stabilise an infinite-sized 

spin cluster below To. At low concentrations T
0 
 was linearly dependent on 

concentration. He speculated that the experimentally observed iv c 0.6  concentration 

dependence at higher concentrations (e.g. Au Fe 5- 12% Fe) may be due to a pre-

asymptotic J Av 1/r2  dependence of the RKKY interaction strength. A superpara-

magnetic blocking of the infinite cluster was considered to be responsible for the 

sharp cusp in the susceptibility at T. . This cluster model leads to the familiar low-

temperature linear specific heat behaviour by the same arguments given in the theories 

of Marshall, Klein and Brout. However, in contrast to these earlier works and most 

other cluster models, the high-temperature (T ) To) specific heat behaviour was 

argued to be 
	

TIT due to residual magnetic correlations rather than the (TJT)2  
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dependence usually expected from the tail of a Schottky anomaly. 

In cases where analytical methods become too difficult to apply, some 

researchers have advocated the use of Monte Carlo computer experiments to simulate 

the behaviour of spin glass models. The simulation method is based on the Monte 

Carlo method of evaluation of many-dimensional integrals. The free energy of a 

finite-sized sample of spins (ne 103- 104  spins) is averaged over a number of the more 

probable configurations (probability iv exp-fit E) of the system selected at random. 

The method is, however, limited by both the finite size of the sample and the periodic 

boundary conditions usually imposed to overcome the complications of surface effects. 

This size limitation implies that the method is not strictly suitable for simulating true 

critical behaviour which, by nature, involves the divergence of spin correlations to 

macroscopic dimensions. Binder and Schroder (37) simulated the Edwards-Anderson 

(EA) spin glass model in an attempt to clarify the validity of mean-field approximations 

used in this model. Therchose to simulate a square lattice (N x N, 24 4 N 	160) of 

S = (sing spins with random (Gaussian distribution) first-neighbour exchange interactions 

as in the original EA-model. Although time restrictions implied that their simulated 

systems could never reach a true equilibrium state, they argued that their results were 

sufficiently close to be representative of that state. A sharp peak was observed in the 

susceptibility at To  which became rounded in the presence of finite external fields, 

although this model like the original model was less sensitive to external fields than 

a real spin glass. A rounded peak was observed in the specific heat which had a 

maximum just above To, there was no detectable anomaly at To . These results were 

apparently independent of the size of the simulated system. 

Walker and Walstedt (38) investigated the distribution of internal fields and 

the low-temperature specific heat of a system of RKKY coupled spins randomly 
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embedded at low concentration in an FCC lattice to simulate the dilute spin glass 

Cu Mn. The purpose of their simulation was in part to attempt to resolve the contro-

versy centred on the low temperature- linear specific heat obtained in the older mean-

field treatments by Marshall, Klein and Brout (3 - 5). These employed an (sing model 

for which there was argued to be a finite probability for a spin to be in a zero mean 

field. In contrast, a self-consistent derivation (see comment, ref. 39) of the mean-

field probability distribution which fully took into account the spin correlations of 

vector spins led to a probability distribution which vanished as p(B) d3B I+B2dB at 

low fields. Such a distribution has been shown to lead to a low-temperature specific 

heat of the form C N T3  contrary to experimental observations. Rivier (39) argued 

that this was not necessarily so, and pointed out that the relevant probability 

distribution for calculating the specific heat was p (B) not p (1 B I) where B 
z 	 z  

was defined by the direction of the local magnetisation. Since p(Bz) was finite 

at Bz  = 0 a low temperature - linear specific heat was obtained in the same manner 

as in the older derivations. 

In their simulation experiment, Walker and Walstedt considered systems of 96 

and 324 spins in total, distributed in the FCC lattice at average concentrations of 0.3 

and 0.9%. The spin interaction was assumed to follow the asymptotic form of the 

RKKY interaction, truncated to avoid double interactions resulting from the periodic 

boundary conditions. Spin configurations were varied iteratively to minimise the total 

free energy of the system. The approach to equilibrium involved initially a very rapid 

phase followed by a much slower phase in which spins underwent remarkably large 

changes of orientation which was considered to reflect the weakness of the exchange 

stiffness (near equilibrium configuration) but could also be interpreted as evidence for 

a high ground state degeneracy (as first proposed by Anderson et al., ref. 31). The 
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computer generated mean-field probability distribution p (B) was shown to have the 

same form as calculated by a self-consistent analytical method (see ref. 39). 

P (B)", 
B2  QB  

(B2+JB2) 2  
1.17 

The spectrum of elementary excitations was also calculated from linearised 

classical equations of motion of the spins in their equilibrium configurations. The low-

lying modes were shown to be the most extended. The low-temperature magnetic 

specific heat results (see fig. 1 .3.1) compared favourably with measurements by 

Wenger and Keesom on a Cu 1.2% Mn alloy (see Chapter 2). A small departure 

from linearity at temperatures below iv 1K was ascribed to the possible presence of 

a small gap in the excitation spectrum at 63 = 0, concluding that it could have 

resulted from the neglect of some small anisotropy in their model. 

1.3.4 Concluding remarks  

At the time of writing this thesis there exists no satisfactory solution of mean-

field spin glass model; there are certainly no exact treatments and the approximate 

solutions suffer from many problems (e.g. negative entropy). Some of the controversy 

concerning the lower critical dimensionality (below which no phase transition exists) 

of spin glass models and the replica method have been indicated in the introductory 

comments of recent communications by Anderson and Pond (40) and Bray and Moore (41). 

1.4 	Percolation Theory 

Percolation theory is a statistical theory of random systems consisting of many 

elements, in which adjacent elements may or may not be linked. In general there 

exists no unbroken path through the entire system below some critical concentration 

of links, which depends on the dimensionality and coordination of the system. The 

theory has many applications ranging from the propagation of a viral infection to the 
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conduction properties of a resistor network (see de Gennes's article, ref. 42, for 

a general introduction). 

The specific application of the theory relevant to this work concerns the 

emergence of long range magnetic order in random solid solution binary alloys. 

Direct exchange interactions between adjacent magnetic solute atoms, randomly 

substituted for non-magnetic atoms of the host matrix, link the solute atoms into 

magnetically correlated clusters. Two solute atoms belong to the same cluster 

provided there is an unbroken chain of adjacent solute atoms linking them. At 

low solute concentrations, clusters are finite in size and the magnetic correlation 

length, which is restricted by the size of clusters, cannot diverge at T = 0, so the 

system exhibits no spontaneous magnetisation. The average size of the finite 

clusters S (p) grows with increasing solute fraction p until a critical solute fraction 

pc  is reached, at which S (pc) diverges with the appearance of an infinite cluster 

of macroscopic dimensions. The magnetic correlation length in the infinite cluster 

diverges below some critical temperature T (T = 0 at p = p) and long-range 
c c 	 c  

magnetic order is established. At higher solute fraction (p > p
c

) the development 

of the infinite cluster, as it incorporates more and more finite clusters, is reflected 

in the rapid increase of the ordering temperature T
c

. Correspondingly, the finite 

clusters become less and less numerous with increasing solute fraction (see fig. 1 .4.1). 

1.4.1 Early works  

In an attempt to understand the behaviour of magnetic systems with dilution 

several early researchers had proposed improvements of the Bethe-Peierls-Weiss (BPW) 

method (see Smart, ref. 43, for an introductory survey). The BPW procedure involves 

taking a small cluster of atoms consisting of an arbitrarily chosen central atom and its 

first-neighbour shell, then solving exactly the partition function of this small system 

in the presence of an effective mean-field due to the rest of the atoms in the crystal. 
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This approach was generalised by Sato et al (44) to take account of dilution in a 

random substitutional binary alloy by replacing the coordination number z in the 

original BPW theory by an average coordination number cz (c is the solute 

concentration). A critical concentration of c
CRIT 

= 2/z was obtained by this 

average coordination approach, which neglects concentration fluctuations. A 

more realistic approach in which the distribution of atoms in the entire crystal 

is taken into account was also proposed. This cluster variation method involved 

a direct calculation of the entropy of the system (which determines the free energy 

in this particular case) by summing pairwise contributions (in the pair-approximation). 

The free energy was minimised with respect to variation of the cluster parameters, and 

the critical concentration derived by this procedure was c
CRIT 

= 1/(z-1). Smart (43) 

considered a Heisenberg spin interaction and configurationally averaged the cluster 

partition function in his adaptation of the BPW method and obtained the same critical 

concentration as Sato et al had by their cluster variation method. Sato and Kikuchi 

(45) later published results of their tetrahedral cluster variation calculations of the 

critical concentrations for both ferromagnetic and antiferromagnetic transitions in 

BCC and FCC-structured alloys. Percolation in an FCC-structured antiferromagnet 

was reported to be complicated by the presence of four different sublattices which 

resulted in the delay of the emergence of long range magnetic order until much 

greater solute concentrations (cCRIT N 44.5%) were reached. De Gennes et al 

(46) employed a precursory form of the series expansion method of calculating 

critical concentrations and obtained approximations to the critical values for 

various cubic lattices. The critical concentrations obtained in these earlier works 

are summarised together with more recent results for the FCC lattice in table 1.1. 

1.4.2 Percolation theory methods of evaluating critical concentrations  

Random solid solution alloys are examples of the so-called site problem in 
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the standard terminology of percolation theory (see introductory reviews by Shante 

and Kirkpatrick, ref. 47, or more recently by Stauffer, ref. 55). Magnetic solute 

atoms are randomly substituted with probability p on a host lattice of non-magnetic 

atoms. There exists a critical threshold probability p = p
c 
 above which the probability 

P(p) of a particular site being part of an infinite cluster becomes non-vanishing. There 

are two basic methods of estimating this critical probability; one is an analytical method 

in which p
c is defined by the radius of convergence of a series expansion of the. mean 

cluster size S(p) in powers of p and the other employs a Monte Carlo method to 

evaluate numerically the probability P (p) of a particular solute atom being part of 

an r-site cluster as r tends to infinity. 

Series expansion method  

The series expansion method of estimating p
c 

was proposed by Sykes and Essam 

(48). The principle of the method is to establish the radius of convergence of the 

power series in p for S (p), the mean cluster size, which must diverge at p = pc  with 

the appearance of the infinite cluster. 

00 

S(p) = 1 + 	ar pr 

r=1 

The coefficients a 
r 

of the series expansion are obtained by enumerating the possible 

configurations of an r-site cluster (a technique similar in principle to the high 

temperature expansions in statistical mechanics). Sykes and Essam conjectured that 

the form of the coefficients for 2D and 3D lattices in the asymptotic limit is 

ar rv rip r, where j is the critical exponent of the divergence of S(p) at p r s  pc, i.e. 

S(p) 	1 /(Pc 
 - p)i+1 1.19 

The critical probability was obtained from the ratio / of alternately 
r 
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successive coefficients in the limit as r tends to infinity. 

Pc = 1/1°=  r-i00 //-r 
__ limit 1 	

1.20 

a 
where 1O  -173—r  

r 	a
r-2  

In 3D lattices the slope of the convergence determined from an extrapolation of 

plots of jr  = r(0 -1,O) jO 	vs. 1/r to the 1/r = 0 axis, strongly suggested 

that j was a rational fraction, j = 11/16. By employing this value of j the critical 

probabilities for various 3D lattices were estimated, in the limit of large r, from 

successive approximations s r  defined as 

Ar  _ (1 + 1/r )/jr 	 1.21 

Domb and Dalton (51) employed the series expansion method to estimate 

the critical probabilities for 2D and 3D lattices with longer range interactions (of 

interest to this present work in which magnetic solute atoms are in a metallic host). 

They obtained critical probability values of 0.136 and 0.061 for the FCC lattice 

by considering interactions up to second- and third-neighbour distances respectively. 

From the trend in these critical probabilities they deduced that the product of the 

lattice coordination z (which includes all higher order neighbour interactions) and 

the critical probability was invariant for a given dimensionality (in the site problem). 

For 3D lattices they obtained : 

z pc  • 2.7 	 1.22 

Monte Carlo method 

Monte Carlo experiments by Frisch et al (49) and Dean and Bird (50) employed 

finite-sized lattices with between N = 103  and 104  sites. The method employed by 
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Frisch et at involved estimating the value of p = pc  at which the probability P(p) 

of a magnetic site chosen at random being part of a spanning cluster (i.e. a cluster 

which extends to the dimensions of the finite lattice sample) differs infinitesimally 

from zero. The probability P(p) was approximated by the probability Pr  (p)of a 

site being part of the largest r - site cluster (where r tends to a large number no pN). 

Dean and Bird estimated p
c 
 from the value of p at which the largest change was 

observed in the modified second moment of the cluster distribution r  (defined by 

1.2 3) fora given increment Qp. 

r = 
(p Nr 	

r2 1.23 

1r
r 

is the number of r-site clusters. A plot of bothp and the fraction f of sites 

in finite clusters is given in figure 1.4.1 from Dean and Bird's results for an FCC 

lattice. 
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Method 
Percolation threshold 
probability pc 

 

ACN 0.167 
CV (pair approx.) 0.091 

CV (tetrahedron approx.) 0.156 

Modified BPW 0.167 

Short series expansion 0.162 

Series expansion 0.195 +0.005 

Monte Carlo 0.199 + 0.008 

Monte Carlo 0.208 + 0.01 

Reference 

Sato et at (44) 

Sato and Kikuchi (45) 

Smart (43) 

de Gennes et at (46) 

Sykes and Essam (48) 

Frisch et al (49) 

Dean and Bird (50) 

Table 1.1 - Summary of estimates of critical probabilities of a transition to  

ferromagnetism in an FCC lattice (first neighbour interactions  

only) 



1.4.3 Cluster shape near the percolation threshold  

It was suggested by Domb (52) that the shape of the larger finite clusters 

near the percolation threshold, which would link together at the threshold to form 

the infinite cluster, would have an important effect on the critical behaviour of 

the percolating system. These dominant r-site clusters with perimeters b vvarcr  

were argued by Domb to have more ramified ( a- #+ 1) than compact (a- ni 2/3) 

spin configurations. The infinite cluster just above the threshold, being highly 

ramified, would possess many one-dimensional (1D) links. However, Domb pointed 

out that there would be a sufficient number of cross links to give the cluster a 2-3D 

character with non-vanishing spontaneous magnetisation at T = 0. He added that it 

would be likely that the weaker spin correlations in the 1D links would lead to a 

break up of long range magnetic order in the infinite cluster well before short range 

order due to localised spin correlations in the finite clusters breaks up. In contrast, 

Stauffer (53) argued that it was the internal perimeters of the larger clusters rather 

than external perimeters that were more ramified, and since only the latter influence 

the critical behaviour he did not consider ramification all that important. The contro-

versy is still very active (see for example the introductory comments in Domb and 

Sto l l's paper, ref. 54) . 

1.4.4 Application of percolation theory 

Percolation theory generally considers only first-neighbour direct exchange 

interactions and neglects all longer range indirect exchange interactions which are 

certainly present in dilute transition metal - noble metal alloys, and experimental 

evidence strongly suggests that they are still dominant just below the percolation 

threshold. If these longer range indirect interactions reinforce the first-neighbour 

direct interactions they will lead to a lowering of the critical probability pc , which 
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in the limit of infinite range interactions leads to a p c= 0. If the converse is the 

case, they will raise pc. An oscillatory interaction of the RKKY-type would have 

a more complex effect on pc 
 which would depend on the relative strength and phase 

of the interaction. 

Fluctuations of solute concentration and slight deviations from a perfectly 

random distribution of solute atoms (due to tendencies to form metallurgical solute 

clusters or short range order of solute atoms) in real alloys may also modify the 

percolation threshold. 

If, to a very rough approximation, only independent, non-interacting 

magnetically rigid clusters (i.e. at low temperatures compared to the first-neighbour 

exchange energy) are considered within a percolation theory, the specific heat will 

be Schottky-like due to the superparamagnetic behaviour of the finite clusters. In 

general the specific heat will depend in a complex way on the distribution of cluster 

shapes and sizes. The behaviour of the larger, and possibly more ramified, clusters 

which form the percolation threshold may be determined by their shape anisotropy. 

In the absence of any detailed information on the distribution of cluster shapes and 

sizes and their interactions, it is not possible to make even the most rudimentary 

predictions about the specific heat behaviour of a system of finite percolation 

clusters. 
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CHAPTER 2  

REVIEW OF PREVIOUS EXPERIMENTAL WORK  

2.1 	General Introduction  

The experimental work performed on the Au Fe and Cu Mn alloy systems over 

the last 20 or more years has been prolific. This has largely been due to their 

diverse magnetic properties; for example, Au Fe has a Kondo regime at the lowest 

Fe concentrations, with increasing Fe concentration it passes through a spin glass 

regime to long range ferromagnetism at still higher concentrations. 

A large part of the early experimental work on the dilute alloys has been 

reviewed by Beck (1-3), Cannella and Mydosh (4-6) and Larsen (7). This review 

is presented in the form of a critical discussion of the principal investigations which 

have shaped current thinking about the spin glass state. The review is organised 

under broad headings, each surveying the experimental work pertaining to a 

particular aspect of spin glass behaviour. It should be added parenthetically that 

some of the aspects of spin glass behaviour to be discussed are not necessarily 

considered to be intrinsic, the intention is merely to present as balanced a view as 

possible of the diverse phenomena associated with spin glasses. As Au Fe and Cu Mn 

are similar in many of their magnetic properties, they are not treated separately in 

this review. 

Subsequent sections of the review cover the characteristic changes in 

behaviour associated with the transition from a spin glass dominated regime to a 

magnetically long range ordered regime of the more concentrated alloys. A final 

section surveys the specific heat behaviour of a number of other related magnetic 

systems. 
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2.2 	The Spin Glass Regime  

2.2.1 Scaling Laws and Characteristic Temperatures  

Much of the early experimental work on noble-transition metal alloys was 

concerned with the investigation of the Kondo effect in the very dilute alloys 

(c 4 500 at. ppm), see for example the extensive review by Heeger (8). Some of 

the first indications of spin glass behaviour evolved out of studies of the RKKY 

interaction effects responsible for deviations from ideal Kondo behaviour. One 

of the most obvious properties expected of the RKKY interaction between local 

moments in the dilute alloys (0.1 < c ( 1 at.%) was the scaling of many phenomena 

with impurity concentration. This geometrical property originated from the 1/r3  

dependence of the RKKY interaction strength in the asymptotic limit rfi 1/kF , 

kF  is the conduction electron fermi wave vector (see Chapter 1). Mean field 

arguments proposed by Blandin and Friedel were employed by Marshall, Klein and 

Brout (see Chapter 1) to account for the concentration independent, low temperature-

linear magnetic specific heat (ref. 10-15 to be discussed). Souletie and Tournier (9) 

generalised this mean field approach and demonstrated the scaling of a number of 

other magnetic properties when expressed as concentration independent universal 

functions of reduced temperature T/c. This mean field description of scaling was 

reasonably successful, although weakly concentration dependent deviations from 

a purely universal behaviour were evident. These deviations were considered to be 

due in part to the finite wavelength of the host conduction electron polarisation, and 

in part to the increasing role of direct interactions between near neighbour moments 

and the damping effects of shorter conduction electron mean free paths on the RKKY 

interaction strength in the more concentrated alloys. Larsen (7) modelled this latter 

effect and qualitatively accounted for the deviations from simple concentration linear 

scaling of the 	characteristic temperatures of Au Fe, for concentrations c > 1 at.%Fe. 



Specific heat measurements  

An early series of fairly systematic investigations of the low temperature 

specific heat of a number of dilute (c < 1 at. %) noble-transition metal alloys by 

Zimmerman, Hoare and Crane (10,11), du Chatenier, de Nobel and Dreyfus et 

al. (see fig. 2.2.1) (12- 15) established that the low temperature- linear magnetic 

specific heat contribution AC= CALLOY 
CHOST was essentially concentration 

independent. It was common in work on the dilute alloys to extract the magnetic 

specific heat contribution AC by subtraction of the pure host specific heat from 

the measured alloy specific heat. Such procedures assumed that the electronic and 

lattice specific heat terms had changed little on alloying. Elastic constant 

determinations by Waldorf (22) demonstrated that such changes were indeed negligible 

at low temperatures for Mn concentrations 4 1 at. % in dilute Cu Mn alloys. 

de Nobel and du Chatenier (12) demonstrated that in modest magnetic fields 

(B "1  T) the peak in AC/T of a Cu 0.13 at.% Mn and other alloy samples was more 

rounded and shifted to lower temperatures. In a later work, du Chatenier and 

Miedema (14) extended measurements to below 1 K and demonstrated the presence of 

a large hyperfine nuclear specific heat contribution CN  of 1/12  from the Mn nuclear 

moments of dilute Cu Mn alloys. The magnetic specific heat curves were fitted to 

Schottky curves appropriate to a ground state splitting in the local effective fields 

experienced by the moments. The Schottky curves were adapted to take account of 

the quasi-continuous distribution of local effective fields P(B) of Marshall, Klein 

and Brout's theory (see Chapter 1). The positive deviations from a simple temperature 

linear specific heat behaviour at very low temperatures were considered to indicate the 

presence of a minimum in the effective field distribution P(B) at B = 0. 

A series of more recent measurements by Ho on dilute Cu Mn alloys 

(0.06 ( c ( 3 at.% Mn) between 0.06 and 1K were published in an extensive review 
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of low temperature specific heat of metals by Phillips (16). These were accurate, 

and showed the earlier measurements of du Chatenier to be in error at the lowest 

temperatures, although qualitatively correct in indicating deviations from linearity. 

The results suggested that there were two temperature linear regions of the magnetic 

specific heat : AC/T ti 2.4 mJK 2mol-1, T < 0.3 K and ,AC/T 4.5 

mJ K 2mol-1, T ) 2 K. These were considered to correspond respectively to a 

minimum in P(B) at B = 0 and a maximum at B > 0. Fogle et al (17) extended these 

measurements to more dilute alloys (c 0.01 at. %) the Cu Mn system has a very low 

Kondo temperature (TK  N 1 mK) making it ideal for a study over an extensive 

concentration range. 

At the lowest temperatures the magnetic specific heat (see fig. 2.2.2) was 

found to fit the relationship AC = AT + BT2  with A ^- 1 .8 mJK 2mol-1  for all 

concentrations and BN c.  a weakly concentration dependent function. These results 

supported Monte Carlo simulations of the dilute spin glass Cu Mn by Walker and 

Walstedt (see Chapter 1). 

A reduced plot of LC/T against log T/C (see fig. 2.2.3) demonstrates 

deviations from universal behaviour; the peaks in AC/T are observed to occur at 

Tic  ^d 10 K/at.%. The tail of the anomaly has a AC/T of (To/T)2  temperature 

dependence rather than of 1/T3, as expected for a simple Schottky anomaly. 

Similar measurements by Martin (18,19) on a series of dilute Cu Mn alloys 

(0.08 ( c < 0.9 at.% Mn) between 0.35 and 3 K are in good agreement with the 

results of Fogle et al (see fig. 2.2.4). 

Measurements on more concentrated AuFe and Cu Mn alloys by Wenger and 

Keesom (20,21) over an extended temperature range were concerned with demonstrating 

that the rounded specific heat maximum occurred at significantly higher temperatures 
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than the sharp peak of the AC susceptibility (see fig. 2.2.5). 

The magnetic specific heat has a characteristically broad peak with an 

essentially temperature-linear low temperature behaviour and a long tail at high 

temperatures. The entropy associated with thermal disorder of the moments between 

T = 0 and T = Tf  (the temperature of the AC susceptibility peak) was reported to be 

roughly one third of the cR In (2J+1) value. Such results were considered to argue 

against the occurrence of a sharp phase transition at Tf  or temperatures close to it, 

at least in the conventional sense. The observed specific heat behaviour was very 

different from the lamda-type anomaly corresponding to the sharp divergence of spin 

correlations over a narrow critical temperature regime that would generally be 

associated with a simple long range magnetic ordering process. Very careful 

consideration is needed as to what does or does not constitute a phase transition 

before this highly controversial question can be satisfactorily resolved. 

Sound velocity measurements by Hawkins et al (23,24) on the same Au 8 at. % 

Fe alloy that was used by Wenger and Keesom (20) and on a series of Cu Mn alloys with 

5, 10 and 15 at.% Mn also showed no sharp anomalies at or near Tf . Velocity changes 

QV/V measured in a 1.1 T field passed through zero at the same temperature as the 

susceptibility peak for all the Cu Mn alloys studied. A minimum in the zero field 

AV/V was observed just below Tf  in the Cu 5 at. % Mn alloy. This was an unexpected 

result since theory would suggest that such a minimum should correspond with a 

specific heat maximum which usually occurred at temperatures significantly greater 

than I .  This result, however, is questionable considering its sensitivity to the 

subtraction of an adjustable background velocity. 

Comparatively recently, there has been a resurgence of interest shown in 

dilute yttrium- and Scandium- rare earth spin glass alloys. The highly localised 

4f electron wavefunctions of the rare earth elements offer a number of advantages 
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over the less well localised 3d electron wavefunctions of the transition elements. 

The RKKY interactions between rare earth ion moments in non-magnetic hosts are 

uncomplicated by direct f-f exchange and Kondo spin compensation effects. Metal-

lurgical problems are relatively few as they generally form excellent solid solutions 

over a wide concentration range with hexagonal closepacked or similar compounded 

structures. The large nuclear hyperfine field and crystal field effects common to a 

number of rare earth elements can be minimised by careful selection of the constituent 

elements of alloys to be studied. 

Early specific heat measurements were performed on dilute YGd and La Gd 

by Bonnerot et al (25,26) to investigate the RKKY interaction and the predictions of 

mean field theories by Marshall, Kelin and Brout. Their measurements on YGd alloys 

with Gd concentration ranging between 0.8 and 5.9 at. % Gd showed a behaviour 

characteristically different from that of the dilute noble-transition metal alloys. The 

low temperature magnetic specific heat was linear in temperature to 1.8 K, their 

lowest measurement temperature and very weakly concentration dependent. At some 

characteristic temperature To  a rather sharp peak was apparently observed (see fig. 

2.2.6), although the low precision of their data did not warrant such an inference. 

The character of the peaks changed to a more rounded form in the 2.8 at. % Gd sample, 

no peaks were observed in the temperature range of measurement (up to 20 K) for the 

higher concentration alloys. The temperatures T
o 

of peaks scaled linearly with Gd-

concentration, /c = 2.3 K/at.%. The magnetic specific heat above To  was fitted 

to an expression of the form AC = TAX + A (To/T)2. A was found to be roughly 

concentration independent with a value 'v 0.2 JK-1mol-1 , whereas 

2 mJK Z mol-lat% 1  was concentration dependent and rather large for an enhancement 

term, 6q, 0.2 at% 1 Gd. This latter term was justified by invoking an increase in 

the density of states at the fermi level due to spin-orbit decoupling of virtual bound 
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states introduced by the Gd impurities. Below To  the specific heat fitted the 

expression 	C/T = 1"-I-Ai where ō N 25 mJK 2mol-1  was essentially 

concentration independent. 

Relatively new measurements by Levesque et al (28) on dilute YGd and 

Sc Gd alloys were extended to lower temperatures to test scaling laws. The 

characteristic temperatures of the specific heat and susceptibility maxima of the 

YGd alloys were approximately the same, but both increased faster than the 

impurity concentration, T
o

ed c3/2, no sharp peaks were shown in the specific 

heat data. Analysis of the Sc Gd data was complicated at the lowest 'temperatures 

by uncertainties in the nuclear hyperfine specific heat contribution. Characteristic 

temperatures of the Sc Gd system scaled more linearly with concentration, but the 

susceptibility and specific heat maxima followed different concentration dependences 

of 1 .1 K at. %-1  and 0.4 K at.°/0-1  respectively. At the lowest temperatures the 

magnetic specific heat of a Sc 3 at.% Gd alloy was found to fit a T1 . 6  power law 

(T it 30 mK). This result was again cited as support for the Walker and Walstedt 

Monte Carlo simulation of the Cu Mn spin glass. 

A recent study of the specific heat behaviour of an Y 2 at.% Dy alloy reported 

by Wenger (27) was in contrast to that of the archetypal noble-metal spin glasses 

Au Fe and Cu Mn. 

The magnetic specific heat data of the alloy shown in fig. 2.2.7 exhibits a 

much sharper peak than observed in a Cu 1.2 at.% Mn sample (see fig. 2.2.5a), at 

a temperature of 7 K, slightly lower than the AC susceptibility peak at 7.64 K (indi- 

cated by the arrow in figure 2.2.7). The temperature dependence of the specific 

heat above the peak was reported to be 1/T, but this was qualified by doubts about 

the accuracy of the subtraction in this temperature regime. The specific heat below 

the peak does not appear to go linearly to zero, but further measurements to lower 
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temperatures are required to clarify this point. The magnetic entropy was calculated 

to be approximately half the cR In (2J + 1) value below the peak, assuming 

J = 15/2. Assuming the 1/T dependence of the magnetic specific heat above the 

peak, the total magnetic entropy associated with the anomaly was calculated to be 

90% of the cR In (2J+ 1) value. 

Other measurements 

Among other magnetic measurements which have been investigated for scaling 

properties are magnetisation and resistivity measurements. Souletie and Tournier (9) 

showed that the initial susceptibility and remanent magnetisation of dilute Cu Mn 

and Au Fe alloys could be plotted as concentration independent universal functions 

of reduced temperature in the same way as specific heat. It was also demonstrated 

that concentration independent magnetisation isothermals, plotted for constant T/c, 

as a function of reduced field B/c, were described approximately by a universal 

curve. 

Resistivity measurements by Laborde and Radhakrishna (29) on very dilute Cu Mn 

alloys with Mn concentrations ranging from 10 at. ppm to 1 at.% measured between 

0.03 and 4 K were shown to fit a universal curve of / p/c against log T/c (where 

ALLOY / HOST). Measurements reported by Loram, Ford and Whall (30, 

31) on very dilute Au Fe alloys were also shown to fit a similar universal curve for 

concentrations between 25 and 5000 at. ppm Fe. At higher Fe concentrations this 

scaling behaviour was shown to breakdown by Mydosh et al (32), but it was also felt 

that there was evidence to believe a scaling with T/Tf  for concentrations between 

0.5 and 8 at.% Fe. The residual resistivity Aft =Qp(T-). 0) was linearly 

dependent on concentration up to ,,,/ 5 at. % Fe, where the concentration dependence 

becomes slower than linear. An attempt at correlating Tf  with Tm, the temperature of 

the broad maximum in the temperature coefficient of the resistivity d(of) 	, as 
dT 
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predicted to occur at the ordering temperature of a number of materials, met with 

some success (32,33). There was a reasonably good correlation between 2 and 

12 at. % Fe, the lack of correlation above 12 at. % Fe was attributed to the 

complicated effects of clusters and the sensitivity of the magnetic state of the 

alloy to heat treatment. However, this excellent correlation between Tf  and Tm  

appeared to be restricted to the Au Fe alloy system where it was argued that the 

resistivity is particularly sensitive to the cluster freezing due to the large average 

cluster size compared to the electron mean free path (33). Shoulders in the 

dT
p) 	curves of other alloy systems were considered to correlate roughly 

dT  
with Tf.  

The striking low-field AC susceptibility results of Cannella et al on a range 

of AuFe alloys with Fe concentrations between 1 and 22 at. % (34,4) and on Cu Mn 

alloys with Mn concentrations between 0.2 and 10 at.% (35) sparked off a spate of 

fervent experimental and theoretical activity. Their results showed relatively sharp, 

cusp-like peaks at temperatures Tf  close to the onset of hyperfine splitting of 

M5ssbauer spectra (36-38), which were highly suggestive of a cooperative phase 

transition occurring at Tf . The sharpness of the peaks contrasted with the broad 

maxima observed in the high field DC susceptibility measurements of Lutes and 

Schmit (39), Tholence and Tournier (40). The shape of these susceptibility curves 

(see fig. 2.2.8) resembled closely that of a conventional antiferromagnet and were 

mistakenly thought at first to indicate the onset of long range antiferromagnetic order 

at Tf.  

Rounded susceptibility peaks (see fig. 2.2.8) were obtained when the AC 

measurements were performed in the presence of DC fields which were considered to 

simulate the high-field measurements. Guy refuted this interpretation by arguing 

that such effects were far too large to be due simply to a shift of the measuring point 

49 



on the v vs B curve. 

Several theories of spin glass ordering (see Chapter 1) were based on the 

assumption that the sharp peak in the AC susceptibility represented a cooperative 

phase transition. They ali, however, predict a specific heat cusp at the same 

temperature as the susceptibility cusp where none has been observed. Alternative 

descriptions of a spin glass freezing process based on the thermal blocking of spin 

clusters in local anisotropy fields have been considered; these will be discussed in 

detail in a later section. 

2.2.2 Thermomagnetic history effects  

Early investigations of Cu Mn alloys by Street (41) and Owen et al (42,43) 

reported observing remanence and time dependent effects in their magnetisation 

measurements which depended strongly on the preceding thermal and magnetic treat-

ment. Similar observations were reported by Lutes and Schmit (39), Tholence and 

Tournier (40) on Au Fe alloys. 

These effects remained poorly characterised until an extensive series of 

investigations were performed by Kouvel (44,45) of the magnetic hysteresis behaviour 

of moderately concentrated Cu Mn alloys with between 5 and 30 at. % Mn. The 

hysteresis loops he had measured at 1.8 K after cooling in a magnetic field (N0.5- 1 

Tesla) were displaced from their symmetrical positions about the origin to negative 

field values (see fig. 2.2.9). 

The thermoremanent magnetisation (TRM) obtained by field-cooling (FC) 

was unidirectional and parallel to the cooling field direction. In contrast, a zero 

field-cooled (ZFC) sample exhibited no significant remanence with a magnetisation 

linearly dependent on field and an effective susceptibility (defined by the slope of 

the magnetisation line) equal to that of the high field linear region of the field-cooled 

loop. In the zero field-cooled condition the reversibility of the magnetisation was 
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disturbed when the applied field appeared to exceed a critical value, and a small 

time dependent isothermal remanent magnetisation (IRM) was reported to be observed. 

More careful measurements by Guy (see section 2.2.4) in low DC fields on Au Fe 

alloys showed that in fact the IRM was observed in even the smallest fields, and not 

just above some critical field value, as suggested by Kouvel. At higher temperatures 

the loop displacement decreased and hysteresis effects were evident from the opening 

up of the loops. 

Kouvel concluded that no ordinary uniaxial anisotropy of magnetocrystalline 

or dipolar origin could explain this observed behaviour. He proposed that an 

exchange anisotropy mechanism, similar to that postulated to explain the behaviour 

of partially oxidised cobalt particles was probably appropriate. This presupposed 

exchange anisotropy mechanism was suggested to result from the Mn moment coupling 

being, as it is widely believed to be, antiferromagnetic at first neighbour and ferro-

magnetic at second neighbour positions. In a later publication (46) Kouvel gave 

details of a simple model based on a system of small ensembles of mutually interacting 

ferromagnetic and antiferromagnetic domains. The anisotropy was considered to result 

from exchange coupling of the ferromagnetic and antiferromagnetic domains. 

Kouvel's model was based on rather elaborate assumptions about the 

distribution of Mn moments in Cu Mn alloys. To justify the coexistence of ferro-

magnetic and antiferromagnetic domains Kouvel assumed that there was substantial 

inhomogeneity in the form of many small, fairly well defined regions of both atomic 

short range order and clustering of Mn moments. Whilst there is some evidence of 

short range order from neutron work (to be discussed later) on moderately concentrated 

alloys above the low temperature solubility limit of order 10 at.% Mn (see Chapter 4), 

there seems to be no justification for the degree of inhomogeneity required to account 

for hysteresis loops in the lower Mn concentration alloys (see also work by Monod and 
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Prejean, refs. 70, 71). The role of the RKKY oscillatory indirect exchange inter-

action between moments was largely ignored. 

2.2.3 Clusters and Superparamagnetism  

The thermoremanent behaviour of Cu Mn and Au Fe spin glass alloys was 

very difficult to understand without involving clusters and the concepts of super-

paramagnetism. Some of these attempts to account for thermoremanent behaviour 

in terms of independent superparamagnetic clusters will be discussed in this and the 

next section. 

A series of investigations by Beck and co-workers (1-3, 47-50) on a set 

of moderately concentrated Cu Mn alloys revealed thermomagnetic history effects 

in the high-field magnetisation data. Beck coined the term Mictomagnetism to 

explain this unusual thermoremanent behaviour. A Mictomagnet was defined as a 

system of clusters of predominately ferromagnetic spin alignment with large effective 

moments dispersed in a matrix of individual moments frozen in random orientations. 

The evidence for the existence of the clusters came from high-field 

magnetisation measurements by Mukhopadhyay et al (47,48). The data were 

interpreted by fitting pairs of isotherms closely adjacent in temperature to an 

empirical relation involving a Brillouin function to describe the behaviour of the 

giant cluster moments and a field-independent susceptibility term for individual 

moments not participating in clusters. It is questionable whether this procedure 

was applicable to Cu Mn alloys, where long range Mn moment couplings must 

preclude an interpretation based on independent clusters. For large superparamagnetic 

giant moments the Brillouin function reduces to a classical Langevin function. Murani 

(53) pointed out that a fit to a Langevin function is equivalent to fitting the initial 

susceptibilities to a Curie law relation. Such an interpretation will grossly over-

estimate the size of the effective cluster moments as it ignores the strong interactions 
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which must surely be present in these alloys at temperatures not far above Tf. A 

Curie-Weiss type relation is a more appropriate description of strongly interacting 

moments. These same remarks also apply to a similar procedure used by de Mayo 

(51,52) to investigate the effects of annealing heat treatments on cluster sizes in 

moderately concentrated Au Fe alloys. 

Further investigations by Tustison and Beck (49,50) were concerned with 

demonstrating the effects of metallurgical treatment on the size of cluster moments 

in concentrated Cu Mn alloys. Large AC susceptibility increases occurring on 

ageing and significant decreases on cold working were interpreted in terms of 

enhancement and disruption of atomic short range order by these respective metal-

lurgical treatments. It was also suggested that the sharp peak in the AC susceptibility 

may be due to the short range order. It was argued that in a more random moment 

distribution, as was considered to have been achieved by cold working, the magnitude 

of the AC susceptibility peak had been significantly reduced. A similar suggestion has 

been made more recently by Zibold (54-58) in connection with his work on quench-

condensed Au Fe films. He argued that his method of evaporating thin Au Fe films onto 

very cold (N 14 K) substrates realised more nearly a true random atomic distribution 

(see Chapter 4 for further comments). However, it remains to be shown that cold 

working treatments and quench-condensing preparation procedures can produce 

reasonably defect-free samples commensurate with bulk quenched samples. 

Early neutron evidence for the presence of short range order in moderately 

concentrated Cu Mn alloys was due to Sato et al, Meneghetti and Sidhu (see Chapter 4). 

Diffuse peaks observed at the ( 1 0) reciprocal lattice positions indicated a Cu3Au 

type superlattice with correlation lengths of 2-3 unit cells. Mukhopadhyay et al 

argued that their data were consistent with magnetic cluster moments of a similar 

size. However, the assumption that the (i. 1 0) diffuse peaks were due entirely to 
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atomic short range order of the Mn moments was not well founded. This point can 

only be truly established by a full polarisation analysis of the total diffuse scattering 

terms. The question of the nature of the spin coupling at first and second neighbour 

distances, widely believed to be antiferromagnetic and ferromagnetic respectively, 

is also not so clear cut (57,58). 

2.2.4 Relaxation and Magnetic Viscosity 

A number of researchers have stressed the analogous thermoremanent behaviour of 

spin glasses and systems of fine single-domain ferromagnetic particles as theoretically 

treated by Neel (59) to account for rock magnetic properties. The thermoremanent 

behaviour of a Au 8at. % Fe alloy was studied by Tournier and Ishikawa (60). They 

observed a rapid logarithmic decay of an IRM with increasing temperature which was 

indicative of a thermally-activated relaxation process; limited comparisons were made 

with Nēel's theory. 

A later paper published by Tholence and Tournier (61) took the analogy further. 

Their measurements were restricted to dilute Au Fe alloys (c.. 1 at.% Fe) as they 

considered scaling behaviour to be a criterion of a true spin glass. The IRM and TRM 

of a Au 0.5 at. % Fe (see fig. 2.2.10) were observed to saturate at the same remanence 

value but in different field strengths, the TRM saturating in much lower fields than the 

IRM. No IRM was reported to be observed below a critical field value Bm/c A+ 100 mT 

at. °/0-1 .  This was refuted more recently by Guy (64) whose low-field DC measurements 

on Au Fe alloys with concentrations between 0.25 and 7 at. % Fe indicated no critical 

field. 

Tholence and Tournier also made an important distinction between the AC and DC 

methods of susceptibility measurement. They emphasised that the AC method is only 

sensitive to that part of the total equilibrium magnetisation which is reversible on the 

time scale of the experiment, whereas they considered the DC method to sense more 
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nearly the total equilibrium magnetisation when measurements are taken in a 

continuously applied magnetic field during cooling from temperatures above Tf. 

This latter method results in an almost temperature independent susceptibility 

below Tf  (see fig. 2.2.11). Recent transverse AC susceptibility measurements 

seem to indicate that time dependence and remanence may be observed by this 

method (Sarkissian B.V.B., private communication). 

Tholence and Tournier developed a model in which individual moments r, 

randomly distributed on an !sing lattice, were considered to have spontaneously 

divided into N clustered, local regions of n moments in the presence of a random, 

local anisotropy. By assuming Gaussian statistics, incomplete compensation of all 

the moments with each region results in a net average moment <M) N dr, r 
which corresponds to a saturation remanence of °RS = 1 N (M> . The giant net 

moments were considered to be responsible for the irreversible properties, whereas 

individual moments gave the reversible properties. Values of n ^' 3 - 500 for Cu Mn 

and Au Fe alloys (0.1 ( c ( 1 at. %) were estimated from the ratio of the experimentally 

determined values of the saturation magnetisation and remanences. For these dilute 

alloys n was found to be roughly concentration independent whereas the temperature 

dependence of the saturation remanence scaled with concentration. These observations 

were interpreted as implying that the anisotropy assumed in their model originated from 

an interaction with a 1/r3  dependence; an anisotropy of the RKKY interaction or of a 

dipolar origin were speculatively suggested. 

Guy (62) reported susceptibility measurements in low DC fields ( 4 2 mT) 

obtained by a Foner-type vibrating sample magnetometer (VSM) on a Au 4 at. % Fe 

alloy. His measurements demonstrated that contrary to the findings of Tholence and 

Tournier (61) a zero-field cooled sample develops an IRM slowly A CiRMOS In t (t) 10s) 

in even the smallest fields, B 4 1 mT. Furthermore, the IRM eventually saturates after 
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a long time at the TRM value obtained by cooling to the same temperature in the 

presence of the same field B from a temperature above Tf . 

In further publications Guy (63 - 65) extended the work of Tholence and Tournier 

on a series of alloys : Au Fe 0.25-7 at.% Fe and a Cu 2 at.% Mn to lower DC fields 

and drew some more detailed parallels with Ngel's single-domain particle theory. 

Guy attributed the sharp peak in the AC susceptibility to a strong temperature 

dependence at Tf of the cluster moment relaxation time. This was in analogy with 

the Hopkinson peak which occurs in some ferromagnets at a temperature T < T
c, where 

the anisotropy is very strongly temperature dependent. 

Among several other features reported were the concentration scaling of the 

ratios 
~(T) 

and ~TRM(T) indicating that both cr(T) and 
~TRM(T) were determined 

f 	or(Tf) 
by or(Tf). The characteristic occurrences (see fig. 2.2.12) of a shoulder in XR(T), 

the reversible susceptibility component, a peak in LS, aIRM(T) the incremental IRM 

(obtained by applying a 2mT field for 2 min. after ZFC) and in S(T) the logarithmic 

decay coefficient at T N U.6 Tf are all suggested to have a common origin. 

For T < 0.8 Tf the magnetic viscosity coefficient V = S/ ō ( ō th e initial 

value of the remanence at t = 0) of the IRM and TRM follow different temperature 

dependencies. V
IRM 

is roughly temperature independent whereas V
TRM 

is approximately 

linear in temperature (see fig. 2.2.13). Such results were interpreted in terms of a 

simple thermal activation model for independent particles (see ref. 65 for details). 

For T ( 0.8 Tf observed sharp changes in both viscosity coefficients due to the very 

rapid increase in relaxation rates close to Tf may, it was suggested, result from the 

cooperative freezing at Tf of the part of the system responsible for anisotropy below Tf . 

The frequency dependence of the temperature of the AC susceptibility peak 

predicted by the Nel model has recently been the subject of controversy. The theory 

predicts that a cluster with moment r in anisotropy energy well E relaxes with time 
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constant 't = To  exp (E/kT). Therefore, at temperature Tb  a cluster will be 

blocked to a measurement probe with characteristic measurement time 

Vt, ‘'t = to  exp(E/kT6 ). The largest clusters with the highest blocking tempera-

tures Ti,  have the longest characteristic relaxation time. Thus, with decreasing 

measurement time 'tm, or correspondingly with increasing measurement frequency 

-Om,  a characteristic temperature like Tf  would be expected to shift to higher 

temperatures, 1/T6  of In 	
m. 

Such frequency dependent shifts of Tf  have indeed been observed in Au Fe (55) 

and the tertiary spin glass systems (La Gd)Al2  (66) and (Sr Eu) S (67). However, 

observations over a fairly extensive range of frequencies have failed to detect any 

significant frequency dependence of Tf  in susceptibility measurements on Cu Mn (48, 

68) and Ag Mn (69). It is difficult in general to make detailed comparisons between 

such experiments because of the widely different conditions under which these experi-

ments were performed. The temperature differences are often rather small, and it is 

not clear from the published experimental details what precautions, if any, were taken 

to avoid eddy current heating effects or what part of the complex susceptibility response 

1 	11 
x = x + I x was being measured. 

Unusual magnetisation "jumps" in dilute Cu Mn (( 2 at. % Mn) alloys have been 

the subject of current research by Monod and Prejean (70,71). Very rapid magnetisation 

reversals in times less than 100 ms have been observed in hysteresis loop measurements on 

a 0.5 at.% Mn sample cooled from 4.2 to 1.35K in a 0.32T field. The jumps seem to 

occur spontaneously, not only at reproducible threshold field values of 15mT reverse 

and 3 mT forward, but also at slightly smaller fields after a few minutes. An inter-

mediate zero magnetisation state was also observed on certain occasions. These results 

were, in the view of the authors, considered to be evidence of macroscopic magnetic 

domains ; the magnetisation reversal perhaps resulting from the propagation of a domain 
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wall throughout the sample. The occurrence of magnetisation jumps in Au Fe alloys 

is not so well established, Tournier and Ishikawa (60) briefly reported observing a 

jump in the magnetisation of a Au 8 at. % Fe alloy, but did not investigate further. 

2.2.5 Spin dynamics  

Murani (72) recently reviewed a number of experimental investigations of 

the temperature dependence of the spin dynamics of Au Fe and Cu Mn spin glass alloys. 

By probing the spin dynamics around Tf  with neutrons, ESR, NMR, Muon precession 

and Mossbauer it was hoped that a better understanding of the spin freezing process 

could be gained. 

High temperature 	300 K) low angle diffuse neutron scattering data 

reported by Murani and Tholence (73,74) on a range of dilute Cu Mn alloys 

(1- 7 at.% Mn) were analysed by constant q spectral function fits S (q,Ca ). The 

low q ti  0.8 nm-1  quasi-elastic spectra were fitted over a wide energy range 

(0.5<Ga<10 meV) by relatively narrow Lorentzian line forms (halfwidth Ī'N 2meV), 

the best fits were obtained at the lowest solute concentrations (see fig. 2.2.14a). 

The weak q-dependence of the line width of the most dilute alloy was 

consistent with a Korringa relaxation mechanism whereby isolated spins indirectly 

dissipate their energy to the lattice via the host conduction electrons. A narrowing 

of the line width and deviations from a true Lorentzian line shape due to additional 

high energy quasi-elastic scattering in the wings of the spectra were reported to occur 

with increasing solute concentration. These deviations and the increasing q-dependence 

of the line width of the more concentrated alloys were argued to be evidence of 

exchange narrowing resulting from the increasing importance of RKKY exchange 

couplings between solute spins in these alloys. Note that in such concentrated alloys 

direct solute-solute near neighbour couplings would also be expected to contribute to 

the exchange narrowing. 
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Magnetic diffuse scattering cross sections evaluated from earlier neutron data 

(73) on a Cu 8 at.% Mn alloy showed no evidence of the critical fluctuations at 

T ,,, T
f 

normally associated with a cooperative phase transition. Simultaneous 

deviations of the elastic and quasi-elastic cross sections occurred below a 

temperature well above Tf as a result of the limited instrumental energy resolution of 

the spectrometer, 6 E N 0.2 meV. This resolution limitation effect is due to slowly 

relaxing paramagnetic spins or groups of correlated spins with relaxation times 

r 	"4,1 where et i.+ ~--+ . These appear to be frozen on the neutron time 

scale and thus contribute to the apparent elastic cross section. 

Earlier low angle diffuse neutron scattering (75) from a pair of Au Fe alloys 

(10 and 13 at.% Fe) were not resolution limited, and distinct critical scattering 

peaks were observed in the data (see fig. 2.2.146). A q dependence of the critical 

scattering peak temperatures was observed for a series of q values between 0.05 and 

0.3 nm-1 . The q dependence of the isothermal total integrated scattering intensity 

deviated significantly from a simple Ornstein-Zernike form. These peaks were 

considered to be due to the continuous freezing of superparamagnetic finite-sized 

clusters (resulting from concentration fluctuations) with decreasing temperature. For 

a given q it was argued that the freezing process would be dominated by clusters of 

size #v1/q. Thus, in terms of Neel's model, the freezing of the larger clusters at 

higher temperatures correlates well with the increase of the critical scattering peak 

temperatures at lower q values. 

Very recent measurements by Alloul (76,77) of 63Cu NMR in finely divided 

dilute Cu Mn samples (0.4 - 4.7 at.% Mn) have demonstrated the presence of strong 

spin correlations in the spin glass state at temperatures (T ~ Tf/4) where the zero-

field NMR was observable. A large RF field enhancement was observed, which 

depended strongly on the sample's magnetic history. This behaviour was said to be 
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typical of single domain ferromagnet and was interpreted as evidence of the coherent 

rotation of a macroscopic magnetisation resulting from the collective interactions of 

the majority of the sample's Mn moments. The absence of any detectable RF field 

enhancement of the zero-field NMR in a ZFC sample argued against the presence 

of "domains" in such a state, since they would be coupled by an interaction of the 

same magnitude as the exchange interaction and would therefore be indistinguishable. 

However, the sense in which Alloul used the term "domain" was not made clear in his 

paper. 

A magnetic field B. induced an irreversible remanent magnetisation which, 
1 

due to strong spin correlations, behaved as a macroscopic "domain". An undirectional 

anisotropy energy Bd, speculated to be due to spins not participating in the strongly 

correlated "domain" and a uniaxial anisotropy B 
ax

, were both considered to be induced 

by the field B. and to determine the magnetostatic behaviour of the remanent 

magnetisation. The anisotropy energies associated with Bd  and Bax  were both observed 

to be essentially independent of magnetic history; a similar observation was made by 

Kouvel (45) with regard to his magnetic hysteresis loop measurements. The existence 

of a unique macroscopic anisotropy, well defined in magnitude, with its axis parallel 

to the cooling field, was inferred from the external field B
0 

dependence of the RF field 

enhancement factor li (B ). This evidence was considered to argue against the 
1 0 

microscopically distributed random anisotropy usually assumed to account for the 

temperature and frequency dependence of the AC susceptibility in terms of a "blocking" 

of independent domains. Alloul concluded that "domains" were not present, a priori, 

in a spin glass, but were induced, together with their associated anisotropy, by 

externally applied fields. He stated further that he considered the latter conclusion 

to argue against the sharp peak in the low-field susceptibility being due to the 

blocking of independent "domains". 
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The occurrence of abrupt magnetisation reversals under the specific condition 

IBo  + B
d I  < Bax 

as observed in the magnetisation loop measurements by Monod (70, 

71) imply a more complex phenomenon. Alloul thought, like Monod, this could 

perhaps involve the nucleation and propagation of a "domain-wall" rather than a 

simple magnetostatic interaction of the domain magnetisation with its anisotropy. 

Alloul concluded finally that the concepts of the independent "domain" theory need 

not be abandoned. He considered it conceivable, even in the presence of strong 

correlations, for part of the "domain" magnetisation to respond to sufficiently large 

applied fields Bi  and relax in an Arrhenius thermally-activated fashion on suppressing 

B.. 

ESR measurements of the spin dynamics of dilute Cu Mn alloys (42,78,79) and 

Y 2 at. % Gd (81) show a "bottlenecking" effect due to the long spin-lattice relaxation 

times of the Korringa mechanism compared to the characteristic spin precession period 

,v10-7
s. Below Tf  the linewidths AB and g -shifts are large, with increasing 

temperature they decrease continuously with no anomalous behaviour at Tf,  until at 

some temperature well above Tf  a minimum linewidth is observed as OB begins to 

increase linearly with T in Korringa fashion and g approaches 2 . In dilute Au Fe 

alloys (.‘ 10 at. % Fe) the ESR line widths are too large to be observed due to the 

very rapid relaxation of individual non S-state Fe ions strongly coupled to the lattice 

via their orbital moments (80). At higher Fe concentrations many Fe atoms are in 

strongly correlated finite-sized near-neighbour clusters with correspondingly slower 

relaxation times. The temperature dependence of the resonance linewidth of these 

more concentrated alloys is complicated by the presence of both the Korringa and 

the finite cluster relaxation channels. The ESR line width behaviour modifed by 

"bottleneck" effects is very similar to the linewidth behaviour of resolution limited 

quasi-elastic neutron scattering spectra. 
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In conclusion these various probes of the spin dynamics seem to indicate that 

the development of spin correlations begins at temperatures well above Tf,  as is 

evidenced by the substantial amount of entropy (N 70% cR In (2 J +1) ) associated 

with the long tail of the magnetic specific heat to temperatures well above If  (20,21). 

2.2.6 Concluding Remarks  

The terms "clusters", "clouds" and "domains" are frequently used in the 

literature in connection with descriptions of remanent behaviour. It is not often 

made clear by the authors what exactly is meant by the particular term they have 

chosen to use. However, from the context of their use the following general 

definitions may be offered. 

The term "clusters" appears more frequently to be used when referring to 

metallurgically inhomogeneous regions of predominately ferromagnetic moment 

couplings. These regions may be due to atomic clustering of moments with ferro-

magnetic first-neighbour couplings (e.g. as in aged dilute Cu Co) or short range 

order of moments with ferromagnetic second-neighbour couplings (e.g. as in aged, 

moderately concentrated Cu Mn). Also included in this definition are regions, 

usually termed "finite-clusters", of ferromagnetically coupled first-neighbour 

moments resulting from statistical concentration fluctuations of purely random Fe 

atomic distributions in, for example, moderately concentrated Au Fe alloys. 

Clusters as defined above may be regarded as rigid, independent entities if the 

intra-cluster exchange coupling experienced by a moment within the cluster is 

much stronger than the inter-cluster coupling of the same moment with all other 

moments not included in clusters through long range RKKY interactions, or with 

other clusters through dipolar interactions of their giant moments. These clusters 

behave superparamagnetically at temperatures above Tf  which are low enough for 

the clusters to be rigid entities with well-defined giant moments (see the magnetic 
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phase diagram of Au Fe, fig. 2.3.1). 

The term "clouds" has become loosely associated with the Tholence and 

Tournier model (see section 2.2.4) of local microscopic regions of predominately 

antiferromagnetic spin alignment (on an (sing lattice) with a net moment resulting 

from incomplete compensation. "Domain" is a term frequently employed by Alloul 

and Monod in connection with their NMR work. They use the term to refer to regions 

of macroscopic magnetisation resulting from the partial alignment of otherwise randomly 

orientated, strongly correlated spins. 

Thermoremanent behaviour is not easy to understand without invoking models 

based on magnetic clusters (used in a general sense) blocked by local anisotropy. 

The analogy with Neel's theory of single-domain ferromagnetic particles has certainly 

proved to be useful in relating some of the diverse phenomena associated with spin 

glasses. To justify the presence of independent magnetic clusters thermally fluctuating 

against local anisotropy energy barriers as assumed in the Neel theory is not so easy. 

However, the presence of strong cluster correlations may not be as serious an objection 

to a Neel model as first thought. Consider, for example, how spin correlations are 

taken care of in the Curie-Weiss law by simply transforming the temperature dependence 

of a Curie law from T to T-9 where 8 is a characteristic temperature of the spin 

correlations. 

The foregoing discussion was centred on rigid, independent clusters which can 

be well described by the theory of superparamagnetism. In real alloys, intra-cluster 

exchange may not be strong compared to inter-cluster interactions; account must be 

taken of internal spin dynamics of clusters in such cases. The theoretical attempts of 

Smith and Soukoulis (see Chapter 1) on this problem could well point the way to more 

fruitful approaches to spin glass theory. 
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There is currently a resurgence of experimental interest in the spin glass 

state with many results of work performed in the early 1970's being brought into 

question by new data from more carefully planned experiments. The revival of 

interest was very evident at two recent meetings : the joint Intermag- MMM 

conference in New York (July 1979) and ICM-79 in Munich (September 1979). 

Some of the major topics of interest included the behaviour of the susceptibility 

close to its peak, magnetisation jumps and the nature of the remanence. Guy has 

been looking more closely at the magnetisation components close to Tf  and has 

experimental evidence which questions the simple separation of the total 

magnetisation into reversible and irreversible components, as originally suggested 

by Tholence and Tournier. Tholence has been considering the frequency dependence 

of the susceptibility peak temperature and stressed the importance of the RKKY inter-

action strength in determining the magnitude of the observed frequency dependent 

shifts of Tf.  Alloul, Monod and Prejean have been extending their study of 

magnetisation jumps and spin dynamics in dilute Cu Mn alloys. 

At the time of writing many of the ideas about the spin glass state are in flux. 

It would appear that there are signs of recognition by many researchers of the 

importance of both cluster (again, used in the general sense) and phase transition 

concepts of spin glass phenomenology, rather than the sharp polarisation of opinion 

that had existed previously on these subjects. 
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2.3 	The Transition to Long-Range Magnetic Order 

2.3.1 Introduction  

In very dilute alloys the randomly distributed magnetic solute atoms are well 

dispersed throughout the host matrix; statistically, the number of clusters of two or 

more first-neighbour solute atoms is insignificant. As the solute concentration is 

increased the number and average size of solute clusters increases until at a critical 

concentration a cluster with the dimensions of the sample termed the "infinite cluster" 

forms. This is the picture of the percolation process by which the short-range direct 

exchange interactions between first-neighbour solute atoms establish long-range 

magnetic order. In real alloys long-range interactions between solute moments 

modify this simplistic picture. Some of the experimental evidence discussed in this 

section on AuFe and Cu Mn will give some clues as to how the emergence of long-

range magnetic order is affected by the persistence of extensive short-range order 

in the form of finite clusters not part of the infinite cluster but interacting with it 

by indirect RKKY exchange couplings (87). In such large cluster regions the local 

moment picture 'will no longer be suitable as the d-electrons of the solute atoms 

become increasingly itinerant in character with the development of an electronic 

3d-band structure as the areas of overlapping atomic d-orbitals become more 

extensive. 

The long-range magnetic order which emerges in concentrated Au Fe alloys 

is ferromagnetic in nature and differs from the antiferromagnetism of concentrated 

Cu Mn alloys. For this reason the experiments on these alloys will be discussed 

separately in the following sections. 

2.3.2 Emergence of ferromagnetism in concentrated Au Fe alloys  

Magnetisation and susceptibility  

One of the most notable early experimental investigations of the emergence 
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of ferromagnetism in Au Fe were the high-field magnetisation measurements of 

Crangle and Scott (82). They analysed their data with Arrott type plots of 13/0- 

vs. a 2  isotherms which gave the Curie temperature as the temperature at which 

the B/c (0' 2  = 0) intercept values interpolated to zero. Finite Curie temperatures 

were found for alloys with c>.14.9 at. % Fe but not for c ( 11.1 at. % Fe. 

Mossbauer measurements of Gonser et al (36) on 15.7, 19.5 and 24.7 at.% Fe 

alloys and Borg (83) on an 18 at.% Fe alloy were also reported but no marked 

changes were observed in the character of the spectra of these alloys from those of 

the lower Fe concentration alloys. Gonser et al attempted to interpret the transition 

temperatures they had deduced from their measurements in terms of some of the early 

percolation theories and concluded that their results fitted Sato et al's average 

coordination number scheme which predicted a critical concentration of 16.7 at.% 

Fe (see Chapter 1). In the light of recent percolation theory calculations of critical 

concentrations it seems most likely that any such agreement with this earlier result 

was fortuitous. Magnetic hysteresis loop measurements on a 15 at. % Fe alloy by 

Murani (84) and on a 19 at. % Fe alloy by Coles et al (85) showed no hysteresis 

effects or remanence at N77 K. The magnetisation loop obtained at 4.2 K for the 

15% alloy exhibited a time-dependent remanence typical of the lower concentration 

spin glass alloys, but any loop displacement of the kind observed by Kouvel was too 

small to be observed. A stable hysteresis loop typical of a normal bulk ferromagnet 

was obtained for the 19% alloy at 4.2 K. Further low-field magnetisation measure-

ments by Murani (84) on the 15% alloy showed thermomagnetic history effects typical 

of spin glass alloys. 

Low-field AC susceptibility data reported by Cannella et al (4,34) on 17 

and 22 at.% Fe alloys were significantly different from those of their lower Fe 
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concentration alloys. A sharp divergence of the susceptibility was observed as the 

temperature decreased through the Curie temperature. Below the Curie temperature 

the susceptibility remained constant, limited by the demagnetisation fields induced 

by the sample shape (ellipsoidal). 

More recent low-field susceptibility measurements reported by Coles et al 

(87) were performed on a range of alloys with Fe concentrations between 15.1 and 

26 at. %. The interesting feature of these measurements was the fall in the low-

temperature AC and DC susceptibility at a characteristic temperature T1  which 

decreased with increasing Fe concentration from Tf  ,•. 45 K at 16% to Tf  < 2 K 

at 26%. 

Maartense and Williams (89) measured the critical AC susceptibility of a 

22 at. % Fe sample (a thin sliver of 40 pm foil) in various DC bias fields B. The 

Curie temperature (T
c 

= 213 K) of the sample was determined from the tempera-

ture at which a point of inflection was observed in the high-temperature side of 

the critical susceptibility curve (at zero DC bias field). The principal maxima 

observed at zero bias field became increasingly rounded and shifted to lower 

temperatures whilst a secondary peak which evolved close to T
c 
 shifted slightly 

to higher temperatures as the applied bias field was increased. This secondary 

peak was considered to be the true critical peak for which the critical exponents 

(defined by 2.1 and 2.2) 6~3.5 and '"+1 .5 were determined. 
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metallurgical precipitates in their alloy. No significant change in this behaviour 

was observed after a low-temperature (< 100°C) annealing treatment of the alloy. 

However, the striking sensitivity of the Curie temperature of this quenched alloy 

to such treatments was considered to be due to a large concentration of lattice 

vacancies aiding the diffusion of Fe atoms into a less random distribution. 

Verbeek and Mydosh (88) reported low-field AC susceptibility measurements 

on 17 and 18 at.% Fe samples (spheres) in DC bias fields up to 150 mT. They 

considered the DC bias fields to suppress the strong ferromagnetic response of the 

infinite cluster in these post-percolation alloys. In fields greater than 100 mT a 

second susceptibility peak became evident at lower temperatures which was ascribed 

to the independent freezing of the finite clusters. 

Some very recent, extremely low-field (< 0.1 nT RMS) AC susceptibility 

measurements were briefly reported by Sarkissian (90) at ICM-79. Needle-shaped 

samples were employed to avoid the large demagnetising fields in spherical-shaped 

samples which mask the long-range critical fluctuations that occur close to Tc . 
c 

Sketches of Av q, the real part of the complex susceptibility response, obtained 

for the 14, 17, 21 and 28% alloys are given in figure 2.3.2. A single rounded 

susceptibility peak in alloys with concentrations of 15% or less changes into a sharp, 

critical peak which shifts rapidly to higher temperatures, leaving a "shoulder" at low 

temperatures, in alloys with concentrations greater than 16%. The characteristic 

temperature Tf  at which the susceptibility associated with the "shoulder" falls to 

zero decreases from "25 K in the 18% alloy to ^" 5 K in the 24.5%, no decrease 

was observed in the 28% alloy down to 2 K. These decreases of the susceptibility 

associated with the "shoulder" were very gradual, there was certainly no evidence 

of peaks with the degree of sharpness observed by Verbeek and Mydosh (88). 

Similar low temperature susceptibility decreases or shallow peaks have been 
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observed in a number of other dilute ferromagnetic or antiferromagnetic alloys just 

above the critical concentration. Nieuwenhuys et al (91) recently reviewed some 

of the evidence for such effects in Fe Al, Cr Fe, Pd Fe, Pd Mn and Pd Fe Mn. 

Meschede et al (93) also reported observing a decrease of the low-temperature 

susceptibility of a weakly ferromagnetic Eu
0.54 

Sr
0.46 

S sample. 

Neutron scattering 

Small-angle diffuse neutron scattering measurements on a range of alloys 

between 10 and 23 at. % Fe were reported by Murani et al (92). These were quite 

difficult experiments to perform, even with the high flux reactor at ILL Grenoble. 

Long periods were involved in obtaining sufficiently high counts due to the strong 

neutron absorption cross section of Au. 

No critical scattering peaks were observed in alloys with concentrations of 

15% or less down to the lowest q N  0.5 nm 1  . However, for alloy concentrations 

of 17% or more, clear critical peaks were observed with q N 1 nm 1 , at temperatures 

increasing from ^i 150 K for the 17% alloy to '' 270 K for the 23% alloy. This was 

the first direct evidence of a critical concentration for Au Fe alloys of ti  16 at. % 

Fe. Another interesting feature of these results to be remarked on by the authors 

was the continuing increase of the low-angle diffuse scattering at temperatures below 

1̂50 K. It was suggested that this rise of the diffuse scattering at low temperatures 

may be due to the growing strength of spin correlations in finite clusters. 

Other measurements  

Low-temperature resistance data of Coles et al (85) on a range of alloys between 

18 and 30 at. % Fe showed a large increase in the resistance increment A po = P 	- 4.2 

r1.5 around the critical concentration. The resistance increment Lpo  developed 

in the cluster-glass regime of concentrations between 10 and 16 at. %; at the critical 

concentration a fairly sharp knee was observed as Aro continued to increase more 
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slowly up to 22% before beginning to fall again to a pre-percolation value at 

N30%. This behaviour was considered to reflect the development up to the 

critical concentration and subsequent persistence above the critical concentration 

of finite clusters. A double "shoulder" was observed in the Op = 

data for the 17 and 22% alloys of a series studied by Mydosh et al (32). 

The general features of the temperature dependence of the ESR line-width 

have previously been discussed under the heading of spin dynamics (section 2.2.5). 

In the post-percolation alloys a rapid increase of line-width is observed at tempera-

tures just below the Curie temperature of the infinite cluster. The line-width peaks 

at a temperature close to the Tf  values taken from the low-field susceptibility data 

before beginning to decrease at still lower temperatures. This effect decreased 

markedly with increasing Fe concentration and was certainly absent in a 28% alloy. 

Such behaviour was suggested to be the result of a relaxation process involving the 

very rapidly relaxing finite clusters through which the slowly relaxing infinite cluster 

transfers its energy to the lattice. The finite cluster relaxation channel was thought 

to become blocked at lower temperatures due to the freezing of the finite clusters. 

K.A. Mirza and J.W. Loram (private communication 1978) reported an early 

result of their extensive specific heat investigations of concentrated Au Fe alloys. 

The measurements on an 18% alloy exhibited a well-defined critical ordering peak 

at Tc= 165 K agreeing fairly well with Tc= 148 K for an 18.5% alloy obtained from 

low-field AC susceptibility data (70). No sharp anomaly was evident in the data at 

or close to Tf.  

Concluding remarks  

In the preceding review of experiments on concentrated Au Fe alloys many 

references were made to the role of finite clusters close to and just above the 

percolation limit. Percolation theory (discussed in Chapter 1) certainly indicates 
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that a substantial fraction of the moments may be expected to be in finite clusters 

just above the critical concentration and that this fraction remains significant up to 

N 30 at. % Fe. The changes in magnetic behaviour evident below N  50 K in a 

variety of magnetic properties of alloys just above the percolation limit was strongly 

suggestive of an independent freezing of finite clusters. The decrease of the low-

temperature susceptibility of these dilute ferromagnetic alloys could be ascribed to 

coercivity in the infinite cluster. However, it was pointed out by Coles et al (87) 

that the absence of any such effect in the 28% alloy argues against this interpretation. 

A further interpretation was suggested by Verbeek and Mydosh (88) in which the 

infinite cluster breaks up into many finite clusters below Tf,  due to the increasing 

strength of some randomly orientated local anisotropy or shape anisotropy associated 

with the infinite cluster. 

At this present stage the understanding of the Au Fe system may be summarised 

in a magnetic phase diagram (fig. 2.3.1). From the lowest concentrations a low 

temperature spin-glass regime evolves slowly with increasing concentration into a 

cluster-glass regime above N  8-10% characterised by finite clusters which behave 

superparamagnetically above Tf  and freeze at Tf  in a spin-glass fashion. At a 

critical concentration of A016%  a weak ferromagnetic regime emerges with a more 

rapid increase of transition temperature with increasing concentration. At lower 

temperatures in this regime a finite cluster freezing is considered to occur at 

characteristic temperatures continuing on from the freezing temperatures of the 

cluster-glass regime just below the percolation limit. The characteristic finite 

cluster freezing temperatures gradually fall to zero at N 28%, where the number 

of finite clusters is insignificant and the alloys begin to behave as good ferromagnets. 

The nature of the low-temperature magnetic state of alloys in this weak ferro-

magnetic regime is far from clear. There is certainly a need for further work to 
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elucidate the character of the finite cluster freezing and the low-temperature 

excitations to determine the similarities in the behaviour of these alloys to that 

of those just below the percolation limit. 

2.3.3 Emergence of antiferromagnetism in concentrated Cu Mn alloys  

The delay of the emergence of long-range antiferromagnetic order in the 

Cu Mn alloy system until a concentration of N 72 at. % Mn is reached (97) can at 

least in part be ascribed to the more complex percolation criterion in these FCC 

structured alloys. The critical concentration of N45% calculated by Sato et at 

(see Chapter 1) is far short of the experimentally determined value and indicates 

that other factors must be involved. Increasing metallurgical problems and the 

FCC-FCT structural phase transition of the long-range magnetically ordered alloys 

at the Neel temperature further complicate the study of concentrated Cu Mn alloys. 

These metallurgical and structural changes are discussed in more detail in Chapter 4. 

Concentrated Cu Mn alloys have been studied most extensively by neutron 

scattering experiments; these works will be discussed first as their conclusions form 

the basis of interpretations of the other experimental investigations. 

Neutron scattering 

The main features of the concentrated Cu Mn alloys were established by the 

early neutron scattering experiments of Meneghetti and Sidhu (94) and Bacon et at 

(95). The diffraction patterns (see fig. 2.3.3) obtained for these alloys (50-95 at. % 

Mn) are characterised by nuclear Bragg peaks at the (111), (200) and (002) positions. 

Magnetic reflections appear in the diffraction patterns of alloys with more than x+72% 

Mn at the (110) and (201) positions. These reflections are characteristic of a simple 

type-1 antiferromagnetic layer structure (see fig. 2.3.4). A broad, diffuse peak is 

observed closer to the (100) position in these concentrated alloys rather than the 

(1 i  0) position in diffraction patterns of the quenched dilute alloys with less than 
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72% Mn. 

The intensity of the Bragg peak at the (111) position approaches zero at a 

composition of N 68% where coherent scattering from Cu and Mn nuclei cancel 

due to the opposite sign of their respective scattering lengths. This convenient 

feature enabled very sensitive measurements of the compositional changes which 

occur during ageing heat treatments of an alloy of this composition (so called 

"null-matrix" composition) by Vance et al (96). However, the weakening of the 

nuclear Bragg peaks in this composition regime prevents reliable neutron measure-

ments of the small tetragonal distortion (c/a ( 1) which occurs below the Neel 

temperature. The intensities of the magnetic (110) and (201) reflections are strongly 

temperature dependent and tend to zero above the Neel temperature. Cowlam et al 

(97) derived the composition dependence of the magnetic moment per Mn atom from 

comparisons of the relative intensities of the magnetic superlattice and fundamental 

Bragg reflections (see fig. 2.3.5). Cowlam et al (98) discussed the compositional 

variation of the Mn moment in a number of other ' -Mn alloys in connection with 

band theory calculations. 

The nature of the diffuse peak close to the (100) position in the diffraction 

patterns of the concentrated quenched alloys has attracted much interest and 

speculation since it was first observed in the early works. The absence of polarisation 

analysis techniques in these early works prevented reliable determination of the 

scattering processes responsible for the diffuse peak. The temperature dependence 

of the peak suggested that it was due to magnetic SRO. Vance et al (96) concluded 

that the peak was due to static or quasi-static magnetic SRO. The intensities of (100) 

diffuse peaks of a series of alloys (r' 75-90%) were observed to peak at the respective 

alloy's Neel temperature, whereas the width of the peaks were essentially independent 

of composition and temperature. The large increase of the low-angle diffuse background 
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of these concentrated alloys was attributed to extensive atomic clustering but no 

evidence of second phase precipitation was found. The temperature dependence 

of the diffuse peak suggests that magnon scattering could also be responsible for it. 

Vance et al showed that the scattering was predominately elastic or quasi-elastic 

in nature and therefore could not involve magnon creation or annihilation. 

Metallurgical difficulties prevent the preparation of single-phase, single 

crystal samples in this high Mn concentration regime. A technique first demonstrated 

by Bacon et al (95) to partially overcome this problem involves applying pressure to 

the FCT structured alloys (i.e. > 80% Mn at room temperature) to orientate the 

anisotropy axis of the moments, i.e. the c-axis of the crystallites. Campbell and 

Wells (99,100) used this technique of stress orientation to aid their study of a pair 

of alloys close to the critical concentration. Bacon et al had demonstrated that a 

pressure of x+450 MPa irreversibly orientated the c-axes of the crystallites parallel 

to the axis of compression. This was verified by showing that the magnetic reflections 

were enhanced when the scattering vector K was perpendicular to the stress vector 0 

and diminished in the parallel geometry. A high degree of alignment, evidenced by 

the large ratio of intensities of the (200) and (002) nuclear peaks, was achieved by 

this technique; the degree of orientation was not fully qualified, however. 

Campbell and Wells, in their work on a stressed 72% alloy, observed a cusp-like 

peak at the (001) position of the diffraction pattern obtained in the K Il o' geometry 

which they attributed to magnon scattering. A broad peak observed close to the 

(1 10) position of the diffraction pattern obtained in the K , g geometry was 

attributed to magnetic defect scattering. This latter type of scattering results 

from static spatial fluctuations of moment alignment or moment size in an ordered 

magnetic structure. A recent polarisation analysis on a stressed 90% alloy by 

Campbell et al (001) was considered to confirm the earlier interpretation that magnon 
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scattering was responsible for the diffuse (001) peak. Cywinski et al (101), however, 

point out that at 4.2 K the presence of an expected gap of N 3 meV in the magnon 

spectra implied that, in their experiment, the 'v 6 meV incident neutron energy 

would not excite many spin waves. The intensity of this (001) magnetic diffuse 

peak was observed to be greater at 4.2 K than at room temperature. These results 

made the magnon scattering interpretation of the (001) peak doubtful. A very careful 

energy analysis of the neutron scattering would be required to resolve this question. 

Other measurements  

Other experimental investigations of concentrated Cu Mn alloys are sparse, 

although a lot of interest was shown in the metallurgical and mechanical properties 

of these alloys on account of their high vibrational damping capacities. Low 

temperature specific heat measurements by Zimmerman and Sato (102) (see Chapter 4) 

were discussed in connection with ideas about the electronic band structure of Ni_ 
phase transition metal elements. The low extrapolated electronic specific of '- Mn 

was suggested to indicate a broader d-band in this phase. The authors further 

speculated that the similar electronic specific heats of other close packed transition 

metals suggests that the crystal structure may play a more important role than density 

of states at the fermi level in determining electronic specific heat. 

Bacon et al (95) and Street (103) reported observing kinks at the Neel 

temperature in the otherwise monotomic increase of their resistivity and susceptibility 

data. Tustison and Beck (50) measured the low-field AC susceptibility of 50, 60 and 

66 at.% Mn alloys. Peaks were observed in the susceptibility data, the 50% alloy 

exhibiting the highest peak temperature. In general the magnitude and temperature 

dependence of the susceptibility was much weaker than observed in the lower 

concentration alloys. The large, temperature independent component of the 

susceptibility and the decreasing temperature of the susceptibility peak in alloys 
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with % 50% Mn were associated with the extensive short-ranged antiferromagnetic 

order considered to prevail in these pre-percolation alloys. 

Coles (105) reported low-field (ry 4 mT) magnetisation and resistivity 

measurements on a number of Cu Mn alloys with concentrations between 20 and 75 

at.% Mn. Alloys with more than ry 45% Mn exhibited minima in their resistivity 

at ry 20 K. Plots of 
( pmin f 1 .5 K) and  ( 200 K 1420 K) 

show sharp changes 

close to the critical concentration. Mossbauer data obtained by Window (104) 

indicate spin freezing at temperatures close to the susceptibility maxima of alloys 

with 50% Mn or more. 

Coles suggested that a CPA-like Mn d-band had formed by near neighbour 

d-orbital overlap in alloys with ' 40% Mn. He believed that the increasing width 

of this d-band with increasing Mn concentration competed with the localisation of 

moments at solute sites to produce the observed fall in Tf  between 50 and 70% Mn. 

The relatively small, weakly temperature dependent susceptibility of the higher 

concentration alloys resembled the high temperature exchange-enhanced Pauli 

paramagnetism of other d-band itinerant antiferromagnets. 

Very recently Coles (106) suggested that Cu Mn alloys with Mn concentrations 

between 45 and 65% were good examples of Stoner spin glasses (107, 108). A Stoner 

spin glass was defined as a frozen spin structure, in which the 3d electrons providing 

moments form a d-band. In the particular case of Cu Mn alloys the Mn is of 

sufficient concentration to provide a 3d band of CPA character. Antiferromagnetic 

first neighbour couplings between the Mn moments in FCC structured Cu Mn result 

in frustration effects, which hinder the onset of long-range itinerant antiferromagnetism, 

responsible for the Stoner glass character. A re-interpretation of neutron data on alloys 

in the Stoner glass regime may help to clarify ideas about the degree of localisation of 

moments. 

81 



2.4 Specific heat of alloys near the critical concentration  

2.4.1 Introduction 

Studies of the concentration dependence of the low-temperature specific heat 

of a number of alloys undergoing transitions to long-range magnetic order have 

exhibited the common feature of a peak in the apparent electronic specific heat 

coefficient close to the critical concentration. Since this feature was first 

recognized there have been several attempts to account for it, some of which have 

been in terms of superparamagnetic particles (109- 12), spin fluctuations (113-5), 

band splitting (116-7) and critical fluctuations (118). 

Many of the alloys, notably ones in which the magnetic solute atoms do not 

possess local moments in the dilute regime, exhibit fairly sharp up-turns in their low-

temperature specific heat, with the strongest deviations occurring close to the critical 

concentration. In the following sections a critical discussion will be presented of the 

attempts to account for these features. 

2.4.2 Superparamagnetic particles  

The origin of the departures from linearity of the low-temperature specific heat 

of alloys like Ti Fe, V Fe and Cu Ni close to their critical concentrations had been the 

subject of considerable speculation. Early attempts to account for this apparently 

anomalous behaviour were in terms of the thermal fluctuations of superparamagnetic 

clusters of solute atoms supposedly resulting from metallurgical inhomogeneity of the 

alloys. Livingston and Bean (109) and Schroder (110) applied classical statistical 

mechanics to calculate the specific heat of a system of superparamagnetic particles, 

each with total spin J, interacting with an effective uniaxial internal field B. In the 

limit of large J the partition function sum over discrete energy levels could be replaced 

by a continuous integral. The specific heat so derived was Einstein-like at low 

temperatures comprising of a temperature independent specific heat contribution of k 
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(Boltzman constant) per particle falling exponentially to zero below a characteristic 

temperature TE  = gPBB/k due to the finite separation of the lower energy levels. 

Above a higher characteristic temperature related to the total anisotropy energy of 

a particle, Tm 	grBJB/k, the specific heat falls roughly as 1/T2. 

Some fits to previously obtained data on Cu Ni and V Fe using the expression 

C = A +I/  T + /8  T3  were shown to be reasonably successful in the restricted range 

of temperatures between 1 .4 and 4.2 K (see fig. 2.4. la and b). Hahn and Wohlfarth 

(112) attempted a similar interpretation of the data obtained by Bucher et al (114) for 

some Rh Ni alloys (see fig. 2.4.1c). The superparamagnetic cluster approach was 

compared with the spin fluctuation model adopted by Benneman (113) for Cu Ni alloys 

(120- 1). Hahn and Wohlfarth estimate that for the above mentioned alloys the range 

of measurement temperatures lies between TE  and Tm  where the supposed paramagnetic 

clusters are expected to contribute a temperature-independent term to the specific heat. 

However they stressed that this over-simplified model cannot be taken too seriously, a 

more realistic approach must take account of variations of anisotropy, cluster shape 

and size, and their interactions. By a more general approach to the anisotropy, Hahn 

and Wohlfarth derived a further term, linear in temperature, which accounts for an 

apparent enhancement of the electronic specific heat 6.1(=Ō
✓✓

= 0 k/T m per particle 

(0 'v 1 a numerical constant depending on the type of anisotropy). 

Hayes et al (111) interpreted the specific heat of an aged Cu 0.7% Co alloy 

in terms of the development of superparamagnetic clusters. The results indicated a 

larger single particle anisotropy than the mean value deduced from torque measurements. 

Lanchester et al (122) investigated the effect of magnetic fields up to 6.5T on the low-

temperature specific heat of Cu Ni alloys with compositions between 40 and 44 at.% Ni, 

close to the critical concentration "43%. The specific heat anomaly was suppressed by 

the externally applied magnetic field in a way that at least qualitatively could be 
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understood as an augmentation of intrinsic internal fields leading to an increase of 

TE  and a corresponding broadening and shift to higher temperatures of an Einstein-

like specific heat anomaly. In detail the fit to a simple Einstein function was less 

than satisfactory, even in the narrow range of temperatures considered (0.3 < T 

4K) and after allowing for variation of the cluster concentration in the fits. No 

allowance was made for an effective enhancement of the temperature linear specific 

heat term as predicted by Hahn and Wohlfarth, yet the presence of such a term, 

strongly dependent on field, was apparent in their data. 

It is easy to obtain fairly good fits over a limited temperature range to a super-

paramagnetic cluster specific heat function which has a sufficient number of adjustable 

parameters, but it is more difficult to justify the physical significance of the fit 

parameters. A far better procedure to fix parameters such as cluster size and anisotropy 

field was adopted by Levin and Mills (see Chapter 1) in their cluster mean-field 

approach. In this latter model a Schottky-like cluster specific heat was obtained even 

for clusters as large as 50 spins; the internal spin dynamics of clusters was also 

considered, but this is not so important at the low temperatures considered here. 

The solute atoms in the dilute regime of alloys like VFe, Cu Ni and Rh Fe 

carry no local moments, these only appear at much higher solute concentrations. 

Realistic models of such alloys should also take into account localised spin fluctuations. 

2.4.3 Spin fluctuations 

The notion of persistent spin fluctuations (paramagnons) in nearly ferromagnetic 

fermi liquids was first discussed by Doniach and Engelsberg (124) in connection with 

the exchange enhanced paramagnetic susceptibility of pure palladium and by Berk 

and Schrieffer (125) in connection with the absence of a transition to superconductivity 

i n He3  . 

In the case of palladium the strong spin correlations of the d-band holes were 
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treated as a renormalisation of their self-energies due to the emission and reabsorption 

of long-lived spin fluctuation (paramagnons). On approaching the ferromagnetic 

instability from the paramagnetic side, the temporal persistance of the spin fluctuations 

increases as the Stoner enhancement factor increases. Calculations based on this model 

lead to a low-temperature electronic specific heat term corrected by paramagnons (i.e. 

electron-paramagnon interactions) of the form : 

CE  /T = ''m*/m + ccō(T/TSF)2ln(T/T
SF) 

U2  n2 (EF)S 

2.3 

where TSF  is the characteristic spin fluctuation temperature, Uo  is the spin correlation 

energy, n (E F) is the density of states at the fermi level and S is the Stoner exchange 

enhancement factor. The above specific heat expression is valid for temperatures 

T < TSF . Although no evidence of spin fluctuation contributions to the specific heat 

of pure palladium have been observed, there is widely accepted evidence that such 

effects are responsible for the low-temperature deviations observed in the specific 

heat of UAI2  (126, 127) and other intermetallic narrow 5f-band compounds (see fig. 

2.4.1d). 

Bucher et al (114) attempted to account for the low-temperature specific heat 

deviations of a Rh 63 at.% Ni alloy on the basis of the spin fluctuation model. These 

deviations were evident in the low-temperature specific heat data of alloys with Ni 

concentrations between 55 and 70% around the critical concentration for ferromagnetism 

"63%. A plot of the total specific heat at 1 .4K peaks asymmetrically at the critical 

concentration whereas the coefficient of the temperature-linear term appears to peak at 

a slightly higher concentration (N 66%). This latter discrepancy was considered to be 

due to the continuing increase of the density of states n (E F) of the majority-spin 

d-band, as the fermi level rises with increasing nickel concentration, until a maximum 
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in nt (EF) is reached just inside the ferromagnetic regime. 

The specific heat anomaly (a broad minimum in C/T as given by expression 2.3) 

is only expected to be observed at low temperatures T N TSF . In alloys where the 

solute atoms are non-magnetic in the dilute regime (TSF »T) no anomaly is expected; 

it is only as the ferromagnetic instability is approached, where TSF tends to zero, that 

anomalous behaviour is found. It is expected that in this temperature range, moderately 

large magnetic fields (B ti few Tesla) with characteristic interaction energies f B B ti 

kTSF are likely to have a significant influence on the specific heat anomalies. Triplett 

and Phillips (123) demonstrated that an external field B N 4T was sufficient to suppress 

the specific heat anomalies of these Rh Ni alloys. By contrast, Brodsky and Trainor 

(127) showed that an external field Br' 4.3T had an insignificant effect on the specific 

heat of UA12 as predicted by the spin fluctuation expression 

 

AC ^'t 
~gB 

for 
(' )F

TSF ow 25K. The magnetic field dependence of the specific heat must therefor be 

interpreted with care when seeking to establish the validity of a spin fluctuation or 

some alternative model. 

Lederer and Mills (128) have stressed the need to consider a localised rather than 

uniform exchange enhancement in their discussion of the Pd Ni system. They remark 

that the electronic specific heat close to the critical concentration for ferromagnetism 

N3 at. % Ni is corrected by a term of the form (T/TSF)3 rather than (T/TSF)31n (T/T
SF) 

as in the case of uniform enhancement. Further discourse on this subject by Barnea (129) 

and Fulde and Luther (130) have made plausible an account of localised spin fluctuations 

in terms of the framework of the uniform enhancement model by postulating a shift of T
SF 

to higher temperatures. From the theoretical standpoint the spin fluctuation concept 

requires further development, it should therefore be invoked with care in interpreting 

experimental phenomena. 
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2.4.4 Alternative schemes  

Two further interpretations have been proposed in the literature to explain 

the anomalous specific heat behaviour close to the critical concentration. One 

is an adaptation of Miedema's (116) band splitting scheme proposed by Wohlfarth 

(117), the other is an interpretation in terms of critical fluctuations of the order 

parameter by Ododo (118). 

Miedema developed an empirical scheme to calculate the electronic specific 

heat coefficient of non-magnetic binary transition metal alloys. It was proposed 

that the elements of the alloy contribute individually to the total electronic specific 

heat of the alloy in proportion to their concentration. A correction term accounting 

for the charge transfer occurring on alloying is estimated from the electronegativity 

difference of the two constituent elements. 

Wohlfarth adapted Miedema's scheme to account for the anomalous specific 

heat behaviour of Pt Ni close to the critical concentration. From data in the para-

magnetic regime an appropriate value for the paramagnetic electronic specific heat 

„ P 
coefficient of Ni 4 was deduced such that : 

~PtN.
(x) = Opt(1-x) +"  x 

2.4 

At the ferromagnetic instability the Ni d-band was supposed to split and 

reduce the contribution to the electronic specific heat coefficient of the alloy from 

the Ni atoms by A1(. . Wohlfarth deduced from his theory of weak itinerant ferro-

magnetism that AY 1•1 1113 N.(Ix-xcI ) , where x c is the critical concentration. 

This semi-empirical expression failed to predict the correct concentration dependence 

( 
of a Pt Ni. The expression obtained for ‘pt Ni peaked well into the ferromagnetic 

regime, and beyond the peak varied quadratically with concentration, whereas an 
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almost linear dependence was observed experimentally. 

Ododo (118) reviewed a number of schemes proposed in the literature to 

account for the anomalous specific heat close to the critical concentration. He 

compiled experimental results on the concentration dependence of the low-temperature 

specific heat of various alloys to show that the peaking of the temperature-linear 

specific heat coefficient at the critical concentration was not restricted to a ferro-

magnetic transition, but had also been observed for an antiferromagnetic transition 

e.g. Cr Fe. Invoking the theory developed by Mathon (see section 1 .2.6), he argued 

that critical fluctuations of the order parameter were responsible for the anomalous 

concentration dependence of the specific heat near a critical concentration. Although 

the theory was not strictly applicable to alloy systems in which localised moments 

undergo long range ordering (as the magnetisation may be non-uniform) he suggested 

that damping of the critical fluctuations, due to the presence of a disordered spin 

glass regime preceding the emergence of long range order in such systems, may result 

in a broadening of the specific heat peak. 
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CHAPTER 3 

EXPERIMENTAL LOW TEMPERATURE CALORIMETRY 

3.1 	Introduction to Calorimetry Methods  

3.1.1 Adiabatic Methods  

The first significant low temperature heat capacity measurements to be 

performed were the work of Nernst in 1910. His original adiabatic calorimeter 

design has since undergone many changes; however, its basic principle of 

operation remains the same. The salient feature of the adiabatic calorimeter 

is the thermal isolation of the sample from its environment, allowing the heat 

content of the sample to be conserved. The heat capacity of a sample in such 

a calorimeter is determined from the changes of sample temperature in response 

to small discrete increments of its heat content. 

A typical adiabatic calorimeter design consists of a sample suspended in 

an evacuated chamber by fine, thermally insulating threads. A small thermometer 

and electrical heater element are attached to the sample to monitor its temperature 

and provide it with heat. The typical experimental procedure would be to precool 

the sample initially, then to start raising its temperature slowly, by increments, and 

to take temperature measurements at each increment. A small change in sample 

temperature AT corresponding to a small measured increment of sample heat content 

Q is related to the sample heat capacity C by the expression 3.1. 

C = 	limit 	_Q 	 3.1 
AT-3,0 	AT 

The sample is precooled by establishing thermal contact between it and the 

surrounding heat bath provided by immersion of the sample chamber in a cryogenic 

fluid. In early designs the thermal contact was provided by the brief introduction 
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of helium exchange gas into the evacuated sample chamber. The problem with this 

method was that helium, which is strongly adsorbed by very cold surfaces, could not 

be completely removed on re-evacuating the sample chamber. The subsequent 

desorption from the sample surface at higher temperatures led to unpredictable heat 

losses and large errors in results. This method was superseded in the early 1950's by 

mechanical heat switches. These consist simply of a clamp in good thermal contact 

with the heat bath, which grips the sample holder to complete the thermal path from 

the sample to the heat bath. Mechanical switches are now a standard feature of 

modern adiabatic calorimeter designs (1) (2) (3). 

The measurement accuracy of an adiabatic calorimeter is dependent on the 

level of stray heat losses from the sample. Most calorimeters were designed to accept 

large samples in the 20-200 gram range. Heat losses would then be negligible in 

comparison to the total heat content of the sample. However, the use of large 

samples has created problems of its own. Thermal gradients in large samples are likely 

to be more significant than in small samples. It is also more difficult to ensure good 

homogeneity of composition throughout a large alloy sample. Recent calorimeter 

designs trade off sample size for an acceptable level of thermal drift, correcting 

for the drift in the subsequent analysis of measurements. 

Provided adequate steps are taken in the construction of the calorimeter to 

minimise heat losses the accuracy of the results can be high, limited only by the 

precision of the thermometry. With the advent of Germanium resistance thermometers 

total errors in measurements could be reduced below + 0.5%. 

Calorimetry has the well deserved reputation of being laborious, experimentally 

time consuming, and involving much tedious data analysis to obtain good results. It is 

perhaps not too surprising that there have been a number of schemes published in the 

literature to partially automate the operation of calorimeters (4) (5) (6). The use of 
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computers for data analysis has also gone a long way to reducing the work load in this 

area. 

3.1.2 Relaxation Methods  

Relaxation calorimetry offers an alternative approach to the adiabatic method 

which dispenses with the stringent sample isolation requirement and the complex 

engineering schemes to precool the sample. The relaxation technique utilizes a 

permanent weak thermal link between the sample and a constant heat bath. 
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In figure 3.1.1 k is the average thermal conductance of the weak link. If 

the link is a strip of length I and cross section area A cut from a material of thermal 

conductivity K (T) at temperature T, then its average thermal conductance k with 

one end at temperature TB, the other at T, is given by the conductivity integral 3.2. 

k 

TB 

If, as in figure 3.1.1, a constant thermal power Q is supplied to the sample 

at equilibrium, it will remain at temperature T such that the thermal power loss from 

the sample, down the temperature gradient across the weak thermal link, balances 

that supplied to it. 

Ò = (T - TB) 	 3.3 

T 
A IK (T~dT I(T - T 3.2 



fig. 3.1.2 
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DC Method  

The DC step method is the simplest technique of relaxation calorimetry. 

Consider the sample having reached equilibrium at temperature T with thermal 

power Ò supplied to it. If the thermal power is stepped abruptly to Q'by a small 

amount AG), then the sample temperature will relax exponentially by an amount 

PT to a new equilibrium value T'. 
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A fundamental relationship of thermal conduction from which the conductivity 

integral 3.2 is derived is given in 3.4. 

k  - 	- A K (T) dQ 
dT  

3.4 

where A, K(T) and I are as previously defined, and k is the thermal conductance of 

the weak link. For small AQ and AT 3.4 becomes : 

k= 6Q  
AT 

Taking the original definition of heat capacity, given by equation 3.1, iQ 

may be eliminated from 3.5 to yield : 

OT= — AT 
C 

3.5 



Solving this differential equation gives : 

T - Ti=AT exp-lit- 

The 

 

 exponential temperature relaxation time constant t'SB is then given by : 

VSB  C/k 

Combining relationships 3.5 and 3.6 results in 3.7. 

c _ 1 AO Zs AT 

This expression is the working formula used for calculating heat capacity 

measured by the DC step technique. Other DC methods exist which involve different 

methods of changing the thermal power to the sample, i.e. the pulse and sweep 

methods (7) . 

All DC methods are measurements of the transient response of the sample 

temperature to changes in ther thermal power supplied to it. As such they are 

susceptible to drifts in the heat bath temperature. Employment of signal averaging 

techniques reduces the effect of this source of noise; these techniques require a 

repetitive or AC heating method. 

AC Method  

Sullivan and Seidel (8) were the first to propose an AC method of relaxation 

calorimetry ; Bachmann et al. (7) extended the method to a small sample calorimeter. 

A sinusoidally changing voltage of amplitude VH, frequency CO, applied across 

a heater element resistance RH  will generate an AC thermal power 6 changing at 

frequency 20 . 
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3.6 

3.7 

2 

Q• _VH sinwt  - VH 
(1+cos2wt) 

RH 	
2RH 3.8 



T 

THERMOMETER 

The DC term in expression 3.8 Qo = VH2/2 RH maintains the sample at an 

average temperature To given by 3.3. 

2 _ 

Q° 2R  
- k(To TB) 

Whilst the AC term Qo cos 243 t, causes the sample temperature to oscillate 

at frequency 2w, with amplitude T2 about the average temperature T
o

. 

In their paper Sullivan and Siedel considered a more realistic model of an 

AC calorimeter system which included the effects of finite thermal resistance in the 

path from the heater, through the sample, to the thermometer. 
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They derived a complex expression for the temperature oscillation amplitude T2 

which, to a first order approximation, is given in 3.9. 

-% 
T2 = Q° 1  	~ + 1 2+ 4 c.'~f 2wC 4wT 

3.9 



2
_1/2 

~ 
where sing = 1 + l w'VSB ~ 

°. 
INT / and TINTK 1 « tSB 
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rr INT was defined as a composite internal thermal relaxation time constant which 

includes the relaxation time constants f =CH 	and ~; =CA 	associated H 	 A 
k 	 k A 

with thermal paths from the sample to the heater and thermometer, and a time constant 

associated with thermal diffusion through the sample ?,D. 
2 = e52 + eta 

+ n
✓2 

L. INT 	 H 	A 	D 
2 

Where 'CD = ~90 D 	, I is the sample thickness in the direction of heat flow 

and D = K/Ce is the thermal diffusivity of the sample. 

A further approximation reduced expression 3.9 to 

T Q° 
2 

N26c 

This expression is valid to 1% accuracy, provided the frequency w of the heater 

voltage is limited to the range : 

3.10 

3.11 

10✓2 TINT 
12 
5 ~ W 

\ 	
S  

3.12 

Expression 3.11 can be inverted to give the basic formula for calculating heat 

capacity measured by the AC method. 

~2 
_  H  

4
(4/-2R H 

3.13 

3.1.3 Frequency Limits  

The frequency limits expressed in 3.12 can be understood intuitively to imply 

that C should not be so large that internal relaxation times become significant, hence 

generating temperature inhomogeneity in the sample. Frequency 4. should also not be 

so small as to create temperature oscillations too large in amplitude and thus lose the 



temperature resolution of the measurements. 

In the following sections the frequency limits expressed in 3.12 will be 

related to measurable characteristic time constants. 

Lower Frequency Limit 

Consider the full expression for T2 (see equation 3.9). 

In the lower frequency limit where internal relaxation effects may be neglected 

it reduces to : 
—1, 

. 
o 	

2 
Q 	1 

T2 2w C 	402fsB 

where 

4iii=ZToa0= 	k(T)dT 

TB 

For metals at low temperatures, the thermal conductance k (T) can be 

approximated by : 

k(T)= T 
i.e. 	60=1/2 'g(T2 Tg) 

but 	C(T) _ C(T) 
~SB k(T) 	T 

now for #4 '6 ''SB i.e. 	2 T expression 3.14 reduces to : 
SB 

2 ~ Qo _ 	[T2]_  1  
2wCTo 4w'CSB  

For good temperature resolution T2/ 
c 

should be 5% or less. Thus : 
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Higher Frequency Limit 

At higher frequencies the internal thermal relaxation time of the sample 

becomes important. The effect is manifest as a non-linear change of the T2  amplitude 

with increasing frequency. The internal thermal relaxation time constant V
INT  

characterises this effect, and therefore an upper frequency limit may be defined from it. 

The technique used to measure this second order effect of the internal relaxation 

time involves compensating for the first order linear frequency dependence of the T2  

amplitude by an opposing frequency dependence in the AC heater voltage. 

fig. 3.1.4  

The frequency dependent AC heater voltage is superimposed on a large DC 

component to minimise the shift in average sample temperature T
o

, with changes in 

the amplitude of the AC component. A consequence of using a heater voltage composed 

of a large DC plus a small AC signal is that the temperature oscillates at the same 



frequency as the AC component rather than at twice this frequency, as is the case 

for a pure AC heater voltage. Consider : 

VH2 = (a + bsinwt)2  

22 
= a2  + 2ab sin cyt + b sin wt 

For a» b a2  + 2absincat 

The 6J -component will be dominant in the limit a »b. 

Returning to the derivation of the upper frequency limit, consider expression 

3.9 in the high frequency limit for a frequency dependent heater voltage amplitude, 

Qa= Qa4) 

i.e. 

 2  (+ C T) =  2 

• 6)50 TINT = 13 
From the inequality 3.12 

w > 10./2 "INT 

eliminating Z
INT 

from the above expressions yields : 

635°  
10N/6 

i.e. 	 > 25 ey50 	 3.16 

Similarly for a 10% reduction in T2-amplitude at 

9 L+),o w < 10,/38 

7t10 
In summary, the heat capacity may be calculated from expression 3.13 to 1% 

accuracy, provided that : 

TSB % et i 25Z50 or 7t lo 
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The lower frequency limit is retained at the TSB value for all temperatures 

owing to increasing non-linearity in the thermometry at lower temperatures. It is 

therefore desirable to keep the T2/To  ratio below 5% (e.g. 3% at 2 K) to minimise 

the effect of the non-linearity. This point is discussed further in a later section on 

the measurement errors. 

3.2 	Calorimeter Design  

As the AC relaxation calorimetric method is fairly novel it is worthwhile 

describing the apparatus and its operation in some detail. The calorimeter was 

designed and constructed by Dr. Kay Nicholson (9) during the course of a research 

studentship in this laboratory. Whilst the original design concepts remain unchanged 

the calorimeter has undergone a number of modifications to simplify its operation. 

3.2.1 Cryostat Design  

The cryostat used in the experiment was a metal cryostat of a fairly standard 

design. It consisted of an inner stainless steel helium dewar surrounded by a liquid 

nitrogen cooled copper shield thermally isolated by a vacuum interspace. The liquid 

nitrogen jacket occupied the upper half of the cryostat. A copper ring near the neck 

of the cryostat made thermal contact between the nitrogen jacket and the helium 

dewar, this reduced the thermal gradient in the wall of the latter. The helium boil-off 

rate was generally found to be about 1 litre of gas per minute. A 3 litre charge of 

liquid helium gave a useful run time of over 12 hours. 

3.2.2 Sample Platform  

The sample platform consisted of a copper foil tray (see figure 3.2.1 ). The 

weak thermal link in the form of a thin brass strip was silver soldered to the tray. The 

thermometer, a standard Allen Bradley carbon resistor, was attached to the sample 

platform by wrapping it in one of the tabs cut out of the copper foil tray. To improve 
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thermal contact the enamel of the resistor's outer case was sanded thin before cementing 

it in place with a smear of thinned GE 7031 varnish. The thermometer leads were 

cropped short and 32 SWG enamelled copper wires were soldered to them. These leads 

were heat sunk to the sample platform by being wrapped around and varnished in place 

on a further pair of tabs on the copper foil tray. A thin piece of paper was used to 

insulate the wires as a precaution against an electrical short circuit to the platform 

through the varnish rotting the enamel insulation on the wires. The heater element 

was a thin film metal oxide resistor of nominal resistance 1 Kll. , and a specified 

temperature coefficient of less than 6 ppm. In the temperature range 1 .5 - 20 K the 

element's resistance was measured to be 997 + 0.312. For extra support the element 

was cemented to a piece of copper foil with a smear of thinned varnish. 

The sample, usually in the form of a button with approximately parallel flats 

polished on the upper and lower surfaces, was sandwiched between the heater plate and 

the sample platform. A 10 mg smear of RS heat sink compound was used to improve 

thermal contact at the interfaces. 

The whole sample platform assembly was suspended by the thermal link from a 

thick copper rod (see figure 3.2.2). The copper rod itself was screwed into the brass 

sample chamber flange with heat sink compowr cl packed into the threads to improve 

thermal contact. 

Short electrical connections were made with fine cotton covered manganin 

wire from the thermometer, and heater leads to 32 SWG enamelled copper wires wrapped 

around and varnished to a copper rod heat sinking post screwed into the brass flange. 

These leads were connected to 30 SWG cotton-covered manganin wires on a thermally 

heat sunk pin board. The manganin wires were wrapped around and varnished to an 

aluminium ring seated under the flange, providing the first heat sink stage for these 

wires. 
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3.2.3 Superconducting Solenoid  

A 0.3 Tesla superconducting coil (see figure 3.2.3) was wound as a solenoid 

around the outside of the sample chamber. The coil consisted of about 1700 turns in 

5 layers of close wound enamelled 34 SWG Niomax superconducting wire. The field 

per unit current was calibrated at low currents ( <80 mA) using a Hall probe gauss-

meter, with a longitudinal probe placed at the approximate position of the sample, i.e. 

the centre of the solenoid. The calibrated field per unit current was 	14.1 mTA-1  . 

Six 32 SWG enamelled copper wires, in two sets of three strands, were used as 

leads from the coil to the vacuum tight feed-through connectors on the cryostat flange. 

This arrangement improved the cooling efficiency of the leads by increasing the surface 

area of the wires exposed to the cold helium gas stream. 

The current for the coil was supplied by a BOC 60A superconducting magnet 

controller. The coil was found to be capable of taking a 20A current for prolonged 

periods without generating too much heat in the copper leads. For periods shorter than 

10 minutes, currents up to 30A could be taken. These currents were well below critical 

values quoted for the Niomax wire used to wind the coil. 

The use of the coil was found to shorten the run time substantially, especially 

when pumping on the helium space to achieve lower bath temperature. A 4 litre charge 

of liquid helium would last no more than 6 hours. For heat capacity measurement runs in 

a magnetic field the sample platform was bent through 90o  to reduce the cross section area 

of the sample perpendicular to the field direction. This arrangement reduced the 

demagnetizing fields induced in the sample by its shape. 

The magnetoresistance of an Allen Bradley carbon resistor was shown by Clement 

and Quinnell (11) to be well described by the relationship : 

111 

3.19 



112 
Pumping 

line 
Brass cryostat 

flange 

Epoxy sealed 
vacuum tight 

~' / 	feed-through 

10 SWG 
Copper wire 

I 

5 layers of close wound 
34 SWG Niomax wire 

3 x 32 SWG 

Enamelled copper 
wires 

	i- Sample arrangement to 
minimise the demagnetising 

I 	field 

	7 
SUPERCONDUCTING 

SOLENOID 

Fig. 3.3.3 

V 1 	 
r 	 

.061 	 
6.05cm 

12.7cm 



At 4.2 K for a field of 0.5 Tesla they found AR/R was less than 0.05%. 

Magnetoresistance effects were expected to be negligible for the range of fields 

generated by the solenoid. A preliminary experimental run with the solenoid 

verified this conclusion. 

3.2.4 Electronic Systems  

The electronic systems of the calorimeter (see figure 3.2.4) include a bridge 

network to detect and amplify a small change in resistance of the thermometer. An 

amplifier to mix AC and DC voltage components and to drive the heater. A means of 

measuring the time period and amplitude of the AC voltage supplied to the heater. 

Finally, a current supply for the germanium resistance thermometer. 

The bridge circuit (see figure 3.2.5) consisted of the carbon resistance 

thermometer in one arm and a Dekastat 12 K.[1 precision switched decade resistor 

plus dummy lead resistance formed the fixed arms of the bridge network. Bridge 

excitation currents in the range 0.7 to 100 FA could be selected to minimise self-

heating effects in the thermometer by switching the appropriate resistor in series 

with a 1.35V mallory cell used to power the bridge. Small deviations in the thermometer 

resistance from the value set on the Dekastat variable resistor resulted in an off-balance 

voltage proportional to the resistance deviation. This off-balance voltage was amplified 

(see figure 3.2.6) by a factor of about 104 using a low-drift chopper stabilised operational 

amplifier module (ANCOM type 15C-3) and displayed on a chart recorder. To reduce 

noise the amplifier was band limited to pass frequencies below a value set by a capacitor-

resistor pair in the amplifier's feedback network. 

The heater power supply (see figure 3.2.7) used a high impedance FET input 

operational amplifier to mix the AC and DC voltage components. The AC signal was 

provided by a Brookdeal 471 low-frequency sinewave generator. The input from the 
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BLOCK DIAGRAM OF CALORIMETER ELECTRONIC SYSTEMS  

FIG. 3.2.4 
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sinewave generator could be coupled to the mixing amplifier either resistively or 

capacitively to give the amplitude a linear frequency dependence. Another 130 K.c.. 
Dekastat resistor was used to vary the DC voltage component. An additional DC 

source was provided to give small positive or negative increments for trimming the 
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The square wave quadrature output from the sinewave generator (see figure 

3.2.9) was used to trigger an AMF-Venner electronic digital timer to measure the 

time period #.5 and a Dana 5000 6-figure digital voltmeter to measure the successive 

positive and negative peaks of the heater voltage. The digital voltmeter required 

50 ms to read a voltage, during this time the voltage close to a peak would have 

changed by 0.03% for ti  = 10s. In practice it was found that taking readings at 

(e^'30s gave the most consistent results, scatter in data for VH  due to noise was never 

more than +0.2%. A check of the stability of the heater voltage to changes in 

frequency showed no significant dependence. Successive heater voltage peak readings 

were printed out by an AMF-Venner digital printer. 

3.3 Thermometry 

3.3.1 Choice of Thermometer  

The measurement of temperature is of central importance to calorimetry. The 
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quality of specific heat measurements depends critically on the accuracy and 

reproducibility of the thermometry. This is especially true of AC relaxation 

calorimetry since this method depends not only on temperature measurement 

but also on the temperature sensitivity of the thermometer. 

A carbon resistance thermometer was selected for its high temperature 

sensitivity (see figure 3.3.3) and low heat capacity (hence fast response) over the 

temperature range of interest, 1 .5 - 20 K. The thermometer was an 1/8th watt 

Allen Bradley carbon resistor of 100.n. nominal room temperature resistance. The 

carbon thermometer was calibrated against a standard germanium resistance 

thermometer (serial no. GE 881)above 4.5 K. This germanium thermometer was 

commercially calibrated to + 0.1% accuracy over the range 4.5- 100 K by CryoCal 

Inc., Riviera Beach, Florida, U.S.A. in December 1967. The calibration was checked 

up to 7 K against a more recently calibrated thermometer and found to be within 10 mK 

of the original calibration. No other calibrated thermometer was available at the time 

to check beyond 7 K. Below 4.2 K the carbon thermometer was calibrated against the 

T58  helium vapour pressure scale. 

3.3.2 Thermometer Reproducibility 

Lindenfeld (10) in a review on carbon thermometry reported that + 0.1% 

reproducibility in T had been observed for a hermetically sealed carbon thermometer 

protected from thermal and mechanical shock. The thermometer used in the calorimeter, 

although not encased in a perfect hermetic seal, was isolated from thermal shock by the 

weak thermal link and from helium by the evacuated sample chamber. It was therefore 

not expected to show appreciable calibration hysteresis on repeated thermal cyclings 

between room and liquid helium temperatures. 

In the original arrangement of the calorimeter the germanium thermometer was 

permanently fixed to the sample platform to allow calibration of the carbon thermometer 
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every run. The calibration data from a number of consecutive runs performed over 

a two month period, with the calorimeter in this earlier configuration, are plotted 

chronologically (A, B ... and A', B' ...) in figures 3.3.1 a and b as percentage 

temperature deviations E T  = (T - T')/T' from temperatures T' derived from a three 

span fit (see section 3.3.3) to one of the calibrations (underlined in the figures). The 

observed deviations were not greater than + 0.5% for 1 .5 - 4.2 K and + 0.3% for 

4.5 - 20 K. These deviations were of the same order as the systematic error introduced 

through the use of the three span interpolation fits in the former calibration procedure. 

Thus by improving the quality and number of calibration points and using five span 

interpolation fits it was considered that a single calibration was sufficient for a number 

of subsequent runs. The reduction of systematic fit errors would offset the calibration 

hysteresis errors incurred by this procedure. The simplification of the run procedure 

and of the subsequent analysis afforded by the adoption of this new calibration procedure 

allowed more experimental data points to be taken in a given run without significant loss 

of the original thermometry precision. 

The addenda heat capacity was reduced to nearly half of its original value (see 

section 3.5.1) by removing the germanium thermometer. Sample sizes and time constants 

were also reduced correspondingly. 

3.3.2 Thermometer Calibration Procedure  

The germanium thermometer was inserted in a copper block of approximately 6g 

mass. RS heat sink compound was used to improve thermal contact with the block which 

was mounted as a sample would be in the calorimeter. Short (no 2 cm) electrical 

connections were made from the thermometer to the appropriate leads on the heat sinking 

post (see figure 3.2.1) using fine 40 SWG cotton covered manganin wires. 

Calibration temperatures were set by applying an appropriate DC voltage to the 

heater. The germanium thermometer resistance was determined by a four terminal 
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technique (see figure 3.2.8). The thermometer's excitation current was derived 

from the voltage dropped across a 1 K11 precision standard resistor in series with 

the thermometer. All voltage measurements were made with a 6-figure Digital 

voltmeter. The carbon thermometer resistance was read from the scale on the 

Dekastat variable resistor at the bridge balance point for forward and reverse 

directions of the bridge excitation current. The calibration temperatures were 

obtained from a smoothed cubic spline interpolation table of the germanium thermo-

meter's calibration data. The interpolation data was estimated to be accurate to 

+ 0.2% in temperature by comparing the original calibration temperatures with those 

predicted by the interpolation table. 

By progressively reducing the vapour pressure above the liquid helium bath the 

sample temperature was stabilised at selected calibration points below 4.2 K. Vapour 

pressure fluctuations during calibration were reduced to less than 0.5 torr by regulation 

of the pumping speed to match the helium gas boil-off rate. The helium vapour pressure 

was measured by a pair of Wallace and Tiernan dial manometer gauges calibrated with 

the T58  vapour pressure scale to read temperature directly. The low pressure gauge was 

kept evacuated when not in use. Temperature scale reading errors in the low pressure 

gauge were less than +0.3% in the range 1 .5 - 1 .95 K. Errors on the high pressure 

guage were less than +0.2% in the range 3-4.2  - 4.2 K and + 0.5% in the range 2.5-3 K, 

increasing to + 1% close to the A-point in the range 2 - 2.5 K, where the scale 

becomes significantly non-linear. Due to the indirect nature of the calibration 

procedure temperature and pressure gradients are likely to be significant, thus low 

temperature thermometry errors of +0.5% (+1% close to the A-point) could be more 

realistic. 

3.3.4 Interpolation of the Calibration Data  

The Clement and Quinnell (12) formula (equation 3.20) was used as the basic 
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interpolation formula for the carbon thermometer calibration data. 

A /T =1-B IogR + C/ IogR 	 3.20 

A, B and C are constants determined by simultaneous solution of the set of equations 

obtained by substitution in equation 3.20 of resistance and temperature data from three 

calibration points. It was not found to be possible to fit the entire temperature range 

1.5 - 20 K adequately with a single fit. Multi span fits were tried; the results for a 

three and five span fit are shown in figures 3.3.1 and 3.3.2 respectively. The 

deviations of the calibration data points from a five span fit can be seen to be far less 

systematic than those of a three span fit. 

Two extensive calibrations were performed during the latter series of experiments, 

one six months after the other. These were labelled calibrations A and B, their fit 

deviations are plotted in figures 3.3.2a, b and c,d respectively. Figure 3.3.1 c and d 

show deviations of calibration data for B from the fit to the calibration data for A. 

These fit deviations indicate the maximum temperature errors that could be expected 

for the experiments performed between these two calibrations. The maximum errors 

could be up to 1 % in the range 1 .5 - 3 K, + 0.3% in the range 3 - 10 K and up to 0.6% 

in the range 10-20 K. 

The temperature sensitivity of the thermometer was derived by differentiation of 

equation 3.20 with respect to R. 

dT _  T
2 
 loge 

 {B+ 1 C!Iog2R dR AR 3.21 

Figure 3.3.3 is a plot of the typical thermometer characteristics and indicates 

the problems entailed in attempting to obtain an adequate fit to the Clement and Quinnell 

formula. 
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3.3.5 Discussion of Thermometry Errors  

The thermometry errors are dominated by the small calibration shifts occurring 

at each thermal cycling of the thermometer between room and helium temperatures. 

During a two month interval, over which the thermometer was thermally cycled several 

times, the calibration shift errors were observed to be no greater than +0.5% in the 

range 1.5 - 4.2 K and + 0.3% in the range 4.2-20 K. These errors were observed to 

double over a six month period at the extremities of the calibration range, i.e. 1.5 - 

3 K and 15- 20 K, but at intermediate temperatures the calibration was relatively 

insensitive to thermal cycling. Since most of the experiments were performed within 

three months of one of the calibrations, A or B, the temperature errors were expected 

to be no worse than +0.5% in the range 1.5  .5 - 3 K, + 0.3% in the range 10 - 20 K. 

ET+QT 

E T  

MIND 

 

Fig. 3.3.4 

T 	T+ AT 

The errors in the temperature sensitivity may be estimated from the slope of 

the temperature deviation plots. Consider two calibration points ER, T] and 

[R + AR, T + AT] in figure 3.3.4, where AR and AT are small quantities; 

an interpolation fit would predict temperatures T' and 1' + AT from thermometer 

resistance values R and R + AR respectively. The corresponding fit deviations at 

these temperatures are E T  and E T+ AT  as defined below 
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The error in temperature sensitivity ES is then given by : 

_ dT _ dT" dT'_ AT - AT' 
ES 	dR dR /dR 	AT' 

.•.ES  =T' oE  
AT  3.22 

Thus by considering the general trends in the fit deviations plotted in figures 

3.3.1c and d the temperature sensitivity errors are expected to be no worse than + 1% 

in the range 1.5 - 3 K, + 0.5% in the range 3 - 10 K and + 1% in the range 10-20 K. 

3.4 	Experimental Measurements  

3.4.1 Estimation of Time Constants 

With every new sample it is necessary to estimate the time constants TSB and 

`'INT to calculate the operating frequency limits. It is also important to consider the 

time constants associated with the electronic systems. RC filter networks in the bridge 

and heater summing amplifiers reduce noise but will also tend to introduce unwanted 

frequency dependences. 

Sample Related Time Constants  

The procedure for measuring isSB  has already been described in section 3.1 .2 

on the DC method of relaxation calorimetry. 

Measurement of TINT is more involved as was suggested in section 3.1.3 on 

the higher frequency limit. A frequency dependent AC heater voltage is obtained by 

capacitively coupling the AC voltage component to the summing amplifier. Starting 

from an AC frequency value low enough for the T2- amplitude to be frequency 

independent (usually 'L'e.,10 or 20s) the AC frequency is gradually increased. The 
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additional DC source is used to trim the DC voltage component to compensate for 

an increase of the AC component and so maintain a constant average temperature. 

The value 'r50  is read from the digital timer at the point when the T2-amplitude 

has fallen to half its frequency independent value. If it is apparent that 'C"50  is 

going to be so small that it exceeds the frequency limits of the chart recorder (i.e. 

T50  (is) then it10 corresponding to a 10% reduction of its frequency independent 

value is read instead. The lower frequency limits are then calculated from ''50 and 

Ft10 
using expressions 3.16 and 3.17 respectively. The frequency limits are usually 

measured at about five representative temperatures throughout the temperature range 

of interest. 

System Related Time Constants  

The frequency limitations of the electronic systems is mainly due to the finite 

response time of the chart recorder and the bandwidth of the two amplifiers, i.e. the 

heater summing and the bridge high gain amplifiers. The chart recorder response was 

limited by the maximum velocity of the pen (vmax  = 38 cros-1 ). This implies that for 

a given amplitude of displayed waveform there is a cut-off frequency above which 

the waveform becomes distorted. The cut-off frequency is higher for the smaller 

amplitude waveforms, it varied between 0.5-5 Hz for waveforms of peak-to-peak 

amplitude 20-2 cm. The heater summing and bridge high gain amplifiers separately 

have cut-off frequencies of 3.5 and 70 Hz respectively. The combined effect of the 

above frequency limits puts an overall frequency limit on the system of about 0.5 Hz 

for up to 20 cm amplitude waveforms and 1 Hz for up to 10 cm amplitude waveforms. 

3.4.2 Experimental Procedure  

At the start of any experimental run the sample would be mounted on the platform 

using 10 mg of heat sink compound. The sample chamber would be sealed, evacuated 

and left to precool in liquid nitrogen overnight. The following morning the liquid 
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nitrogen was expelled to be replaced by a charge of liquid helium. The cryostat 

was then left for a couple of hours to reach a state of adequate thermal stability. 

For a new sample the frequency limits were estimated first1 as described in section 

3.3.4. The heat capacity measurements were commenced usually from the high 

temperature end of the range of interest where residual thermal gradients following 

the helium transfer affect the measurements least. 

The resistance value corresponding to the required temperature was set on 

the Dekastat variable resistor in the bridge network. The sample was brought 

approximately to the required temperature by gradually increasing the amplitude of 

a high frequency (f Ar 1 Hz) resistively coupled pure AC heater voltage. After allowing 

the sample to reach equilibrium at its new temperature, the thermometer resistance was 

read from the Dekastat resistor at the bridge balance point for both directions of the 

bridge current. The AC frequency was then decreased slowly to the lower limit set 

by  ;B.  
As explained in section 3.1 .2 on the AC method, the frequency of the temperature 

oscillations is predominantly at twice the frequency of the applied AC heater voltage. 

However, there was usually a residual DC component in the heater voltage which would 

give rise to distorted temperature oscillations. The unwanted DC component was trimmed 

out, using the additional DC source. The digital printer was set to record ten or so 

successive peak heater voltage amplitudes from which an average value for VH  was 

calculated. A few cycles of the temperature oscillations were traced out on the chart 

recorder whilst the time period 'r of the waveform was measured on digital timer. 

The frequency was progressively lowered in about five steps to the upper limit, 

taking recordings of the trace amplitude and waveform time period at each step. The 

chart trace was calibrated by replacing the carbon thermometer with a standard decade 

resistance box set equal to its resistance value. A deflection recorded on the chart 
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trace from a known resistance increment gave the chart calibration factor X (11. cm-1). 

The above procedure was repeated at various temperature points throughout the range of 

interest. 

When measurements were made at temperatures below 4.2 K the run was interrupted 

for 1- 2 hours whilst the bath temperature was lowered by pumping on the helium. Time 

was allowed for adequate thermal stability to be established before taking further 

measurements. The lowest bath temperature achieved was about 1 .3 K, though 1 .5 K 

was more typical. 

3.4.3 Analysis of Measurements  

The first part of the analysis was the processing of results recorded on the chart 

trace. The peak-to-peak amplitude values y of the temperature oscillation traces were 

measured and plotted against the corresponding time periods 't. These results usually 

gave straight line plots with gradient a (cm s-1) passing through the origin. Occasionally 

deviations from linearity were observed in these plots at smaller t values. This was 

attributable to the crossing of the higher frequency limit when "tINT 
values were small 

and therefore very difficult to measure with adequate precision for some samples at these 

higher frequencies. The chart calibrations gave values for X (.13. cm-1 ), the resistance 

deviation of the thermometer required to give unit deflection on the chart trace. The 

product of these values for p. and X, together with the temperature sensitivity 
dR 

calculated from thermometer resistance using the expression 3.21, gave a value for 

the term co T2  in expression 3.13. 

w TZ = 21TT2  - rr ea
dR 

Substituting for w T2  in expression 3.13 gives : 

V2 
	

3.23 

4neaRH  dT 
dR 
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The heat capacity calculated by expression 3.23 is the total value composed 

of contributions from the sample and the addenda. The addenda represents total 

contributions from the sample platform, thermometer, heater, wires and grease, etc. 

The addenda heat capacity was measured in a separate calibration run, the results for 

this are presented later in section 3.5.1. The sample heat capacity obtained after 

subtracting the addenda contribution was normalised to give its molar value. 
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where ms  is the sample mass and A is the mass of one formula unit of the sample 

material. Expressions 3.23 and 3.24 were evaluated in the same computer program 

used to calculate the T and dT/dR values. 

3.4.4 Discussion on Errors in Heat Capacity Measurements  

Uncertainty of the total measured heat capacity is considered as two categories 

of errors, random and systematic in nature. 

Random Errors  

Purely random errors in the total measured heat capacity, resulting from the 

imprecision of the measurement techniques, amount approximately to + 1 .5%. The 

quantities VH, y, X are the most significant contributors to this random error component. 

An error of +0.2% in VH contributes +0.4% to the uncertainty of the heat capacity 

since it enters the calculations of the heat capacity as VH2. Both y and X contribute 

a further + 0.5% each. 

Systematic Errors  

The approximation which resulted in the simplification of expression 3.9 to 3.13, 

the basic expression for calculating heat capacity measured by the AC relaxation method, 

has by definition introduced a systematic error of up to 1%. Calibration shifts in the 

thermometry lead to further systematic errors; the magnitude of this contribution has 



already been discussed in section 3.3.5. Non-linearity in the thermometry, arising 

partly from the limitations of the bridge circuit, may also make a significant contri-

bution. 

Percentage errors E TN and EBN, corresponding to non-linearity in the 

thermometry and the bridge circuit respectively, depend on the amplitude of the 

temperature oscillations, T2. 

ET" = T2 - T2 
where T'_pR(dT) 	3.25 

T2 	 a- dR To 

Y - Y' 	 where 
EB" 

	

	 y'=2XAR 	3.26 
= y, 

AR = /[R(T0+i) -R(1_1)] 
	

3.27 

Figures 3.4.1a and b illustrate these non-linearity errors. Both the thermometer 

and the bridge show asymmetry in their non-linearity errors. The nature of this 

asymmetry is such that the deviations of positive and negative temperature excursions 

about T
o 

compensate for each other and the total peak-to-peak amplitude of the displayed 

chart trace is to first order insensitive to such non-linearity effects. A value for AR may 

be derived by Taylor series expansion of R (To + T2) and R (To- T2). 

m 
AR = T2 R(To) + 6 T3 R(To ) 	 3.28 

where R' (To) and R"'(TD) correspond respectively to the first and third temperature 

derivatives of the thermometer's resistance characteristic at temperature To . The 

thermometer non-linearity error then simplifies to expression 3.29. 

_ 	1-2   R~~(T0) 

ET" 	62 R'(To) 
3.29 

A full consideration of the non-linearity in the bridge led to the estimate for 
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EBN given below. 

2 
E ._ 1  ~ 

BN 	g R + 
R
RX 

where R is the thermometer resistance at TO and RX the resistance of one of the fixed 

arms of the bridge circuit (i.e. 1 KA_ or 10 K.tz. depending on the value of R). 

Both E TN and E BN are second order effects amounting to less than 0.5% at 

2 K, and 0.3% at 20 K for T2/T0 ratios of 5% or less. The degree of linearity of plots 

of y against 't verify that these second order effects are indeed negligible. However, 

the non-linearity is readily observable as a distortion of the .chart trace waveform 

resulting in an apparent shift of the chart trace centre to lower temperatures. This effect 

becomes more accentuated at lower temperatures. 

To estimate the effects of thermometer calibration error on the calculated heat 

capacity values, consider expression 3.23 for C/T. The denominator of expression 3.23 

contains the product T dT/dR, thus the error in C/T, ECT is the sum of the respective 

errors in T and dT/dR. 

ECT- -ET - ES 

As C/T values are usually plotted against T2, then the shift in T2 value and the 

effect of the gradient of the plot should also be taken into account (see figure 3.4.1c). 

The net observed heat capacity error in plots of C/T against T2 arising from thermometer 

calibration error is given below. 

ECT -ES - ET (2r+1) 

~ /(~ + where 	r _ T 	BBTz) 
The effects of the most significant systematic errors are summarised in the table 

below. A blanket value of 0.5% has been included to account for non-linearity and 
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formula approximation errors, the latter varies from sample to sample, being small for 

a large working frequency interval between the upper and lower limits. 

1.5-3K 3- 10K 10-20K 

0.5 0.3 0.5 

1.0 0.5 1.0 

2.0 1.5 3.0 

The subtraction of the addenda heat capacity will magnify these errors by a 

factor (1 + 2 CA/CS) where CA  and C are respectively the addenda and sample heat 

capacities. For most of the samples considered in the series of experiments reported in 

this thesis the ratio CA/CS  varied from 0.2 - 0.4 over the temperature range 2 - 20 K. 

Total systematic errors in C/T are estimated to vary from 3 - 5% over the 

temperature range 2 - 20 K. Additionally there is the random error C/T of + 2- 3% 

over the range 2- 20 K. 

3.5 	Results and Conclusions  

The preliminary results obtained with the calorimeter are reported in this section. 

The results include measurements of the addenda heat capacity and a check of the 

calorimeter's calibration and accuracy using a pure copper sample, comparing results 

obtained with data published by Holste et al (13). 

3.5.1 Addenda Heat Capacity 

The addenda heat capacity constitutes the collective heat capacities of the sample 

platform, thermometer, heater, heat sink compound and any contribution from the electrical 

leads and thermal link. This component of the total measured heat capacity must be 

subtracted from the data to yield the sample heat capacity. 

The addenda contribution was measured in a separate experiment with the heater 
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adhered directly to the sample platform by a 10 mg smear of RS heat sink compound. 

The heat sink compound was weighed to the nearest milligram to ensure consistency 

as it has ten times the heat capacity of its weight equivalent of copper (see reference 

7) and accounts for about 5% of the addenda heat capacity. The addenda was measured 

shortly after calibration A was performed, hence fits to that calibration were used in the 

analysis. The present addenda results, together with the original addenda (i.e. 

germanium thermometer attached) and 1 .7g copper are plotted in figures 3.5.1 and 2. 

The line through the addenda data points represent fits to the expression C/T = A + BT2  

over three temperature ranges. 

RANGE A (1JK  2) B(rJK 4) 

2(12 < 10K2  12.5 1.53 

10< 2<  70K2 11.0 1.71 

70 < T2  < 400 K2  25.0 1.50 

These fit parameters were used to calculate the addenda contribution to be sub- 

tracted from the total measured heat capacity values. The majority of the data points 

lie within + 2.5% of these fits. 

3.5.2 Copper Heat Capacity Data  

A sample of approximately 3.5g mass was prepared from Johnson Matthey 

Specpure (5N) copper. The sample was annealed in vacuum at 200°C for 2 hours to 

relieve any strain induced whilst melting the source material into a button shape. Flat 

surfaces were arc-planed on the top and bottom of the sample button and finished with 

fine carborundum paper. The sample was measured shortly after calibration B was 

performed. The results are plotted in figures 3.5.3, 4 and 5, together with data published 

by Holste et al (13). 

The first remark to make about these results is the significant systematic error in 

the data above 10 K. This error is larger than estimated in the previous section, and 
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shows a distinct temperature dependence which can best be seen in the plot (fig. 3.5.6) 

of percentage deviations G CT of the heat capacity data from Holste et al's data. 

ii 

it  
I  

100 	200 	300K' 
The deviations E CT appear to be linearly dependent on T2  

_  AC /T = C/T  HOLSTE C/T  _ 2 ECT C/T 	C/T 3.32 

i.e. 	AC of. T4 	for / T2ii Y 
it is plausible that the source of such error is through unaccounted radiation 

losses from the sample, this would fit the observed T4  dependence of the error. However, 

even the most generous estimate of a possible radiation loss of 0.2% of total thermal 

power applied to the sample at 20 K falls short of the value required to account for the 

observed deviations.' 

A further possibility is that the problem originates in the thermometer calibration 

through inadequate thermal sinking of the germanium thermometer leads. The effect is 

modelled below in figure 3.5.7. 
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LINK 

fig. 3.2.7  
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HELIUM BATH 

If the sample and carbon resistor were at temperature T, a small, finite thermal 

current QQ could flow along a path from the sample through the thermometer casing 

to the germanium crystal sensing element, then along the manganin thermometer leads 

to a copper heat sinking post at temperature TB. The resulting thermal gradient between 

the carbon and germanium thermometers would result in erroneously low calibration 

temperatures T' . 

ET 
T-T'-.. kCASE 

 

r-TB  

 

T 	kLEADS  

  

3.33 

since 
kCASE 'K  kLEADS 

The thermal conductance of the thermometer's encasing material k
CA

SE, which 

is predominately epoxy and helium gas, would be expected to exhibit a T3  dependence, 

whereas the metallic manganin leads will have a mean thermal conductance k
LEADS  

proportional to (Ti- TB). Therefore E T  would be expected from expression 3.33 to be 

proportional to T2  and resulting errors in C/T would also exhibit this temperature 

dependence. The thermometry error required to produce the C/T deviations plotted in 



fig. 3.5.6 is estimated to be E T  = 1 - 2% from expression 3.32. 

For temperatures below 4.2 K the majority of the data points scattered randomly 

in an error band of +2% about Holste et al's result, well within the expected accuracy 

of the calorimeter in this temperature range. 

3.5.3 Concluding Remarks  

An AC relaxation calorimeter for measuring specific heat capacity of small 

samples has been described in the previous sections. Although in absolute terms its 

accuracy cannot match that achievable by adiabatic methods, it does have a notable 

advantage over the adiabatic type of calorimeter. When measuring small relative 

changes in heat capacity, such as close to a A-type anomaly or with the sample in 

an external magnetic field, the steady state method is most appropriate. 

The experimental errors have been reviewed in some detail, with particular 

attention being directed to systematic thermometry errors. The alternative calibration 

procedure adopted to reduce the addenda heat capacity and simplify experimental 

procedure was shown to have an insignificant effect on the experimental accuracy 

achieved with the original calorimeter arrangement. The new experimental procedure 

allowed sufficient data to be taken during a single run. This was considered an important 

advantage when making measurements on an alloy sample that could have aged 

significantly during the time between two experimental runs. 

During the course of this work many experimental runs were performed and the 

calorimeter was considered to be sufficiently well understood to omit a calibration 

check immediately after the modifications were performed on the sample platform. It 

was not until towards the end of the latter series of experiments, when a run on a copper 

calibration sample was included for completeness, that the problem of insufficient 

thermal sinking of the thermometer leads was realised. Fortunately the systematic error 

in most of the later results over the temperature range 10 - 20 K does not critically affect 

the conclusions of this work which concentrate mainly on the low temperature data. 
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CHAPTER 4 

EXPERIMENTAL- RESULTS 

INTRODUCTION 

The specific heat measurements made on a number of solid solution alloys of 

the YGd, Au Fe and Cu Mn systems are presented in this chapter. The alloys were 

carefully prepared with reasonable homogeneity of composition. Metallurgical 

problems particular to any of the alloy systems concerned are discussed in the following 

section. 

4.1 	Metallurgical Considerations  

4.1.1 The YGd Alloys  

Two dilute YGd alloys with compositions of 2.0 and 3.4 at% Gd were investigated 

in this work. The high miscibility of the Iwo rare earth elements enabled good, 

homogeneous solid solution alloys to be easily prepared. The hexagonal closepacked 

(HCP) phase of the dilute YGd alloys is stable below 1100°C, and no precipitation or 

ordering effects are expected at low temperatures from the alloy's phase diagram (1). 

These alloys were consequently given no solution treatment during preparation. 

Considering the dilute nature of these alloys, it is worth commenting on the 

purity of the yttrium supplied by Rare Earth Products Ltd. As is common for most of 

their rare earth elements, they quote a purity of 99.9% for yttrium. It is evident from 

the variations in low-temperature specific heat data of yttrium and scandium (2,3) 

reported in the literature that magnetic impurities are far from insignificant. This has 

prompted Wells et al (4) and Tsang et al (5) to employ solid state electron-transport 

refinement techniques (6,7) to improve purity of their yttrium and scandium specific 

heat samples. The yttrium sample used by Wells et al contained ti 480 at. ppm oxygen, 

~► 200 at. ppm nitrogen, x•25 at. ppm total lanthanide content and a. 10 at. ppm other 

contaminants. Their specific data is reproduced in figures 4.3.7 and 4.3.8 and discussed 
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in section 4.3.4 on the Y Gd alloys. 

4.1.2 The Au Fe Alloys  

Seven Au Fe alloys in the intermediate composition range 14- 28 at% Fe, 

around the critical concentration ~16 at% Fe, were prepared for this work. The 

phase diagram for the Au Fe system is reproduced (from ref. 1) in fig. 4.1.1 b. The 

FCC-structured gamma-phase of the Au Fe solid solution alloys in the composition 

range of interest is only stable at elevated temperatures. As- cast alloys were solution 

treated at a suitably chosen temperature (.•900°C) not far below the solidus curve. A 

rapid quench to room temperature following the solution treatment was considered to 

retain the high temperature gamma-phase with good homogeneity. Electron microprobe 

('..1 rm probe resolution) analyses of some of these alloys revealed no evidence of Fe-

rich precipitates. All alloys required storage under liquid nitrogen to prevent ageing 

of the metastable gamma-phase which would have occurred if they were kept at room 

temperature. 

4.1.3 The Cu Mn Alloys  

Four Cu Mn alloys were investigated, their nominal compositions ranged from 

30-70 at% Mn in the concentration regime approaching the critical concentration 

( ry 72 at% Mn) for the onset of long range antiferromagnetic order. The phase diagram 

for the Cu Mn alloy system is reproduced (from ref. 1) in fig. 4.1.1a. The gamma-

phase of these alloys, as it is for the Au Fe alloys, is only stable at elevated temperatures. 

A similar solution treatment (at 800- 850°C) followed by a rapid water quench of the as-

cast alloys was required to retain the gamma-phase at lower temperatures. 

There is an indication in the phase diagram of possible superlattices at the Cu3Mn 

and Cu5Mn stoichiometric compositions. Their presence implies the strong tendency of 

alloys in this composition range to develop atomic short range order. 

The metallurgy of alloys with more than .'72 at% Mn becomes complicated by a 
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Martensitic-like structural transformation accompanying the antiferromagnetic phase 

transition. At the Neel point a tetragonal distortion (c/a < 1) of the lattice from an 

FCC- to FCT-structure occurs. Yeomans and McCormick (8) report that the tetragonal 

lattice distortion, which occurs in quenched alloys with more than x•80 at% Mn (i.e. 

magnetically long-range ordered at room temperatures), is relieved by the formation of 

microtwins in the FCT-domain structures (observed as banding in polished sections of 

these alloys). The high damping capacity observed by Butler and Kelly (9) in these 

alloys is thought to be due to the movement of these microtwin boundaries. 

It is interesting at this point to review further the findings of Yeomans and 

McCormick on their 38, 48 and 58 at% Mn samples. They observed in electron micro-

graphs of polished sections of the as-quenched 88% and aged (5 hr. at 500°C) 380/0 

alloys a mottled, tweed-like structure. Dark field microscopy of satellite spots in the 

electron diffraction patterns revealed a dense array of small (6..100 A) spherically-

symmetric particles. These were observed to grow in size according to classical laws 

1 
of competitive particle growth (i.e. d'.. ti), on annealing at 500°C. Annealing of the 

58% sample for 50 hr. at 400°C resulted in the appearance of a banding in the tweed 

structure. This was taken to be the signature of the highly-twinned FCT-domains 

associated with the presence of antiferromagnetic order in this aged alloy. 

Gross heterogeneity resulting from the precipitation of coarse alpha-manganese 

particles at grain boundaries and depletion of a wide intra-granular precipitate'free zone 

did not occur until after very long ageing times. 

Vintaykin et al (10,11) in a study of antiferromagnetic order in heterogeneous 

Mn Cu alloys have also observed a transitional phase preceding gross alpha-manganese 

precipitation. They attribute this zonal segregation phase to a metastable miscibility 

gap in the (gamma + alpha) - manganese region of the phase diagram (marked by the 

chain line in fig. 4.1.1a). It should be added parenthetically that it is questionable 

* See also Vitek  and Warlimont, ref. 40 
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whether a metastable phase boundary has a place on an equilibrium phase diagram. 

They deduced, from their neutron diffraction data on samples aged for 20 hr. at 

400°C, that these two phases have manganese concentrations of 37 and 95 at% 

irrespective of the average manganese concentration of the samples (^► 45 - 95 at% 

Mn). They further report observing in their neutron data that antiferromagnetic order 

is always accompanied by the Martensitic transformation and that the magnetic order 

is not just confined to the manganese-rich regions, but is continuous throughout the 

sample. A model is postulated by them to explain the observed continuity of the 

magnetic order based on the structural changes occurring in the Martensitic trans-

formation. 

The state of the system is determined by competition between magnetic and 

structural factors of the total system free energy. At temperatures above the Neel 

temperature the magnetic free energy due to weak spin correlations is small; the lower 

free energy of a cubic lattice symmetry therefore determines the structural state of the 

system. As the temperature falls towards the Neel temperature the magnetic free energy 

increases as the spin correlations strengthen. A point is reached, at a temperature lower 

still, where the reduction of magnetic free energy afforded by a tetragonal distortion of 

the lattice symmetry more than compensates the resulting increase in structural free 

energy (which is relieved by the formation of microtwins as previously mentioned). This 

is also the Neel point, as the tetragonal distortion results in a divergence of the spin 

correlations marking the onset of long range antiferromagnetic order. 

The above ordering prōcess was postulated to occur in homogeneous Cu Mn alloys 

with greater than 72 at% Mn and in the manganese-rich regions of their heterogeneous 

alloys. They explain the observation that magnetic correlation lengths were at least an 

order of magnitude greater than the size of the manganese-rich regions by arguing that 

magnetic order has spread to the manganese-depleted regions. The strong coherence of 
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the zonal segregation phase results in the spread of the tetragonal distortion from the 

manganese-rich to the manganese-depleted regions of the alloy. Where, in their 

opinion, the induced tetragonal distortion enables the manganese-depleted regions 

to order antiferromagnetically and complete the continuity of the magnetic state. 

Their model also enabled them to understand the lower ordering temperatures 

observed for the ' 50 - 60 at% Mn alloys. At lower manganese concentrations 

(N 50 - 60 at% Mn) there is a lower volume fraction of the manganese-rich regions 

resulting in a lower total magnetic free energy. Consequently, lower temperatures 

are required before it becomes energetically favourable for the Martensitic trans-

formation and the onset of long range magnetic order to occur. Vintaykin et al (12) 

also report reversible shape memory effects occurring (on thermally cycling above the 

Neel temperature) in alloys which have been plastically deformed in the Martensitic 

state. These effects can also be explained by the close interplay of the magnetic and 

structural systems of these alloys. 

The preference for tetragonal symmetry in the antiferromagnetically ordered 

state is a feature common to a number of FCC systems. The conflicting nature of the 

coupling between first and second neighbour moments no doubt results in the instability 

of the cubic structural symmetry. This is a point that will be returned to in the next 

chapter. 

4.1 .4 Real vs. Ideal Solid Solution Alloys : the Question of Homogeneity  

Ever since the commencement of studies on solid solution alloys the question of 

homogeneity has been the subject of controversy. The central question seems to have 

been to what extent are the observed magnetic properties of such alloys an artifact of 

inhomogeneity. 

Some of the early work by Beck and co-workers (reviewed previously, Chapter 2) 

on the changes of magnetic properties resulting from differing metallurgical treatments 
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was a step towards the resolution of this controversy. The work, however, did not 

satisfactorily demonstrate the presence of inhomogeneity in rapidly quenched solid 

solution alloys. It sufficed to show that effects in magnetic properties like the 

susceptibility cusp and Curie-Weiss-like behaviour of the high temperature suscepti-

bility were attributable to inhomogeneity, which was enhanced by annealing and 

diminished by cold working treatments of their alloys. 

The first direct evidence to answer this question awaited the development of 

X-ray and Neutron diffuse scattering techniques. The early X-ray diffraction work 

of Warren and Averbach (13) and Cowley (14, 15) on the subject of order-disorder 

transitions in binary solid solution alloys formed the basis for analysis of diffuse 

scattering data. The degree of inhomogeneity could be expressed in terms of a Warren-

Cowley atomic correlation parameter, ai, defined in 4.1. 

ai  = l - p' /x 4.1 

where pi is the probability of finding an A atom in the i-th neighbour shell 

surrounding a B-atom and x is average atomic fraction of B atoms in the binary alloy. 

A positive value of Oi(1 (the first neighbour shell atomic correlation parameter) indicates 

a preference for like neighbours usually termed : clustering, and the converse indicates 

a preference for unlike neighbours usually termed : short range order (SRO). The 

correlation parameters are obtained by fourier analysis of the diffuse scattering intensity 

in reciprocal space. 

Sundahl et al (16) used the X-ray diffuse scattering technique to study the effects 

of local atomic order on the magnetic properties of a Au-25 at% Fe alloy. The alloy, 

which had been quenched in silicone oil after a 4  hr. solution treatment at 900°C, 

showed some SRO with an Oil  = -0.061. After an anneal at 75°C for 70 days, the 

alloy showed less SRO with an al = -0.024, indicating that some clustering had 
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occurred. Resistivity measurements on a thin foil sample receiving the same heat 

treatment showed a 25 K increase of its Curie temperature in the quenched state 

(Tc  = 283 + 5 K) when it was annealed. A study by Sundahl et al (17) of a range 

of quenched Au Fe alloys showed similar freezing or Curie temperature increases 

after ageing treatment, with the largest increases occurring around . 17 at% Fe. 

Borg and Dienes (18) reported observing clustering in Au Fe alloys which 

had been produced by 14 MeV neutron radiation-enhanced diffusion. More recently 

Zibold (19) reported susceptibility measurements on low-temperature (T 	14 K) quench- 

condensed Au Fe films with 2-12 at% Fe. The cusps in susceptibility measurements on 

these films were more rounded and occurred at significantly lower temperatures than for 

the equivalent bulk quenched alloys. These effects were attributed by Zibold to the 

more ideally random nature of the atomic distributions in his films. However, such 

cold-substrate vapour condensation techniques are used to produce amorphous films 

(see, for example, Raeburn and Aldridge, ref. 20). A comparison of properties of 

these films to those of bulk polycrystalline alloys may therefore be unreasonable. 

The X-ray atomic scattering factors of copper and manganese are insufficiently 

different to allow adequate resolution of atomic correlations in Cu Mn alloys. However 

the early neutron work on copper-rich Cu Mn alloys by Meneghetti and Sidhu (21) and 

Arrott (22) reported the presence of a broad peak in the diffuse scattering at the a 1 0) 

position. An-ott attributed the diffuse peak to atomic SRO in his well annealed single-

crystal 5- 15 at% Mn alloys. In contrast, Meneghetti and Sidhu interpreted the 

temperature dependence of the neutron scattering form factors of their alloys as evidence 

for magnetic SRO being responsible for the diffuse peak. Sato et al (23) concluded that 

atomic and magnetic SRO were probably both responsible for the diffuse peak, but 

reliable separation of these terms would have to await polarisation analysis. Sato et al 

also deduced from the width of the diffuse peak a correlation length for the SRO of 2- 3 
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FCC unit cell lengths in 10 - 25 at% Mn alloys. They showed that the SRO was not 

suppressed by rapid quenching and its correlation length was not very different in 

their aged alloys. 

More recently Davis et al (24,25) have used polarisation analysis of their 

diffuse neutron scattering data to examine the spin correlations in a range of Cu Mn 

alloys. Quenched, polycrystalline Cu Mn samples showed atomic SRO for concentrations 

below N 60 at% Mn, peaking around 45 at% Mn with or,- 0.09, changing over to 

clustering above ti 60 at% Mn with art 0.04 at 75 at% Mn. 

In conclusion, a small degree of inhomogeneity has been observed in rapidly 

quenched Au Fe and Cu Mn alloys of compositions similar to those studied in this work. 

It was noted in an earlier chapter that purely statistical concentration fluctuations in 

an ideal random alloy, arising as a consequence of its discrete nature, result in 

inhomogeneity. Metallurgical treatment of solid solution alloys appears only to have 

a quantitative effect on their magnetic properties, i.e. changes in the size of, and 

temperature at which the cusp in the low-field susceptibility occurs in copper-rich 

Cu Mn and gold-rich Au Fe alloys. Qualitatively, the details of the magnetic ordering 

are unlikely to have been significantly changed by the presence of the degree of 

inhomogeneity observed in quenched solid solution alloys. 

4.2 	Sample Preparation and Treatment 

Samples were prepared from appropriate amounts of high purity elements to have 

heat capacities of at least 2- 3 times the addenda heat capacity over the range of 

temperatures under investigation. The source and purity of the elements used in all 

samples are as listed below : 
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Y, Gd 

Au, Cu 

Fe, Ni, Mn 

Rare Earth Products 

Johnson Matthey ' Specpure' 

3N 

5N 

4N5 
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Exceptions to these are the Cu - 60 at% Mn alloy whose manganese (4N5 purity) 

was obtained from Koch Light and the Au-22 at% Fe alloy whose gold content was 

supplemented by 2g of 3N purity material supplied by Johnson Matthey. 

The elements of each sample were arc-melted together on a water cooled copper 

hearth under a pure argon atmosphere. The button-shaped samples were inverted and 

remelted several times to improve homogeneity. The weight losses incurred during 

melting were <0.1% for the Y Gd alloys, typically 0.5% for the Au Fe alloys and 1% 

for the Cu Mn alloys. In the case of the Cu Mn alloys the high volatility of the 

manganese was probably responsible for the higher losses, although precautions were 

taken to avoid excessive Mn vaporisation. No significant tarnish of the titanium 

getter button was observed during the preparation of these samples. 

At this stage the AuFe and Cu Mn alloys were lightly cold-worked into the 

required shape. Approximately parallel flats on the top and bottom surfaces of the 

buttons were finished by spark planing. The AuFe and Cu Mn alloys were sealed in 

evacuated quartz capsules for the following solution treatments : 

Cu - 30 at% Mn 
	

24 hr. at 750°C 

Cu - 60 at% Mn 
	

48 hr. at 800°  C 

Cu - 65at%Mn 
	

72 hr. at 800°C 

Cu - 70 at% Mn 
	

72 hr. at 850°C 

Au Fe : all alloys 	 > 60 hr. at 900°C 

All alloys were rapidly quenched by plunging them directly from the hot 

furnace into cold water after solution treatments. A short solution treatment of not less 

than 2 hr. at the appropriate temperature followed by water quenching was given to some 



of these alloys prior to repeat determinations of their specific heat. 

An electron microprobe analysis (N 1 pm resolution) of the as-cast Au-22 at% Ni 

alloy revealed no significant segregation into Au- and Ni- rich phases as might have 

been expected from the presence of a miscibility gap in the phase diagram of this alloy 

(1). However, the small separation of the liquidus and solidus lines indicated that the 

composition variation of the as-cast alloy was likely to be small; consequently, the 

Au - 22 at% Ni alloy received no heat treatment. 

Any surface oxide contamination which had developed on the Cu Mn and YGd 

alloys was removed by a brief etch in aqua regia diluted by an equal volume of water. 

The top and bottom surfaces of all samples were given a final polish with fine wet 

carborundum paper. The Au Fe, Au Ni and Cu Mn alloys were then stored until required 

under liquid nitrogen. 

Average mole formula weight, A, and atomic fraction of the i-th element, x., 

were calculated using 4.2 and 4.3 

1/A = EW
i  

where 	Ew. = 1 4.2 
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w. 
/6,• xi 	

wJ 
/Aj 

A 
wi Ai 

4.3 

A., A. and w., w. refer to the atomic weight, and weight fraction of the i-th and 

j-th elements respectively. 

The compositions of the YGd and Cu Mn alloys were determined by chemical 

analysis; nominal compositions were taken for the Au Fe alloys. Compositional accuracies 

were estimated to be + 0.02 at% for the YGd, + 0.1 at% for the Au Fe and + 0.1 - 0.2 

at% for the Cu Mn alloys. 
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4.3 	Presentation of Specific Heat Results  

4.3.1 General Remarks  

The specific heat results obtained on the three alloy systems are presented 

as plots of C/T against T2 . All results for the Au Fe and Cu Mn (except the 30 at% Mn 

alloy) were calculated using fits to thermometer calibration B. These results may there-

fore show the same systematic errors above T N 10 K as were observed in the copper 

calibration results calculated using the same thermometer fits. Error bars indicated in 

the plots are + 3% below T ..► 10 K and + 5% above. 

Earlier measurements on the Au-20 - 24 at% Fe and Cu -60 at% Mn alloys 

agreed, within the estimated experimental accuracy, with the more recent measurements. 

The agreement of the two Cu-60at% Mn determinations was so good that it cast some 

doubt on the explanation given earlier to account for the large systematic error observed 

above T ti 10 K in measurements on the copper calibration sample. However, the agree-

ment is more likely to be fortuitous as systematic shifts were often observed in the high 

temperature data of these earlier measurements. 

The low temperature data in the range 2.45 ( T ( 3.6 K of all samples, 

calculated using fits to thermometer calibration B, showed similar systematic deviations. 

Difficulties with thermometer calibration in this temperature range were evidently 

responsible for this systematic error. The problem was likely to be partly due to the 

poor resolution of the helium vapour pressure gauge and partly due to significant thermal 

gradients in this temperature range. The systematic deviations of the as-plotted data in 

this temperature interval were smoothed out using a procedure which assumed a calibration 

error of E T = 1% at T N  2.5 and 3.5 K and 2% at T N 3 K. The corrections were per-

formed on the molar specific heat data using the factors illustrated in fig. 3.4.1 (c). 

4.3.2 The Au Fe Alloys  

The specific heat data obtained for the seven Au Fe alloys and a Au-22 at% Ni 



alloy are presented in fig. 4.3.1. A separate plot (fig. 4.3.2) of the low temperature 

(T <4.5 K) data also includes the results of Dreyfus et al (26) for an 8 at% Fe alloy. 

The low temperature data for the 16 at% Fe alloy were insufficient to warrant plotting 

fig. 4.3.2 but an estimated value of C/Tat T2  = 5 (in K2) was included in fig. 4.3.3 

with an appropriately larger error bar of +5%. 

The high temperature data in fig. 4.3.1 show no marked change of character 

over the composition range 14-28 at% Fe. The specific heat of all the alloys increases 

monotonically with temperature and resembles the data obtained on the behaviour of the 

Au Ni alloy. No anomalies of any significance are observed, similar behaviour was 

reported by Wenger and Keesom (27) on their 1 and 8 at% Fe alloys. 

The low temperature data in fig. 4.3.2 show small but definite deviations from 

a simple IrT + Y T3  relationship. For this reason it was considered inappropriate to 

fit a straight line to the data in an attempt to extract effective values of ō and 0
D'  

Such approaches can obscure the interpretation of the data by analysing them in the 

framework of an unrealistic model and attaching more significance than perhaps should 

be to the effective Ō and BD values thus obtained. 

The total specific heat is a complex mixture of contributions from excitations 

of the electron, phonon and spin systems of the alloy and their interactions. Whilst a 

separation of electron and phonon terms of the specific heat of a simple, pure, non-

transitional metal may be possible it would be inappropriate to attempt such an analysis 

of the Au Fe specific heat data. It was therefore considered best to plot the total 

specific heat at a fixed temperature low enough for the likely phonon contribution to be 

small and vary insignificantly with composition. 

The composition dependence of the total specifc heat of the Au Fe alloys 

considered in this work and those of Dreyfus et al (26) are plotted as C/T at the 
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fixed temperature of T2  = 5 (in K2) in fig. 4.3.3. The agreement with data obtained 

on alloys in the composition range 14 - 26 at% Fe by Whitehurst and Crangle (28) is 

reasonably good considering the + 8% scatter in their low temperature data. The total 

specific heat at T2  = 5 (in K2) is observed to rise gradually from the low concentration 

spin glass regime to a shallow peak around the critical concentration ( n. 16 at% Fe) 

for long range ferromagnetic order. The total specific heat then falls gradually, almost 

as a quadratic function of concentration, until N 28 at% Fe when it appears to begin 

to level off at a value comparable with the expected total lattice and electronic 

specific heat. 

The Au Ni Alloy 

The Au- 22 at% Ni alloy was expected to be comparable in lattice character 

to the Au Fe alloys but should have no local moments. The broken line in fig. 4.3.3 

indicates the likely electronic and lattice contributions to the total specific heat. 

Kuentzler and Kapper (29) quoted a Ō= 1.64 mJ K-2mo1-1  and O
D = 185.2K 

obtained by extrapolation of their measurements in the temperature range 6.5 < T <10.5K 

on a Au-20 at% Ni alloy. These results correspond to a value for C/Tat T2  = 5 (in K2) 

of 3.17 mJ K-2  mol-1  which is 9% lower than the value obtained for the Au Ni alloy of 

this work. However, an earlier publication by Kuentzler (30) clearly showed the data 

for a Au - 20 at% Ni alloy to deviate from linearity below T "+5 K unlike the later 

publication, where the data is shown to be linear up to T N  12 K. In view of this 

confusion and their procedure of extrapolating the higher temperature data to obtain 

and 8 D  values, it is not too surprising that there is such a discrepancy between the 

values of C/Tat T2  = 5 (in K2). 

An attempt was made to extract the magnetic contribution to the specific heat 

of the Au-22 at% Fe alloy by subtracting of the total specific heat of the Au-22 at% 

Ni alloy. The Debye temperatures of nickel and iron in their BCC forms are 473 K and 



477 K respectively. If this similarity remains on alloying with gold in an FCC 

structure, then the specific heat of a Au Ni alloy should be a reasonable measure 

of the lattice contribution to the total specific heat of a Au Fe alloy of equivalent 

composition. 

The resulting specific heat difference, AC = C 	- C 
Ni' 

 was 
Au Fe Au  

essentially linear in T with LC/T = 6.45 + 0.25 mJ K
-2 

 mol-1  up to TN 6 K, then 

showing a higher order T dependence above T N  6 K. However, a glance at the 

specific heat curves for these two alloys in fig. 4.3.1 indicates that the apparent 

divergence of the two curves above T'  6 K is likely to be the result of larger 

subtraction errors. Extrapolation of the linear term to very low temperatures indicates 

that there may be a power law dependence on T below T N 0.2 K. 

An estimate of the total entropy associated with the magnetic specific heat, 

assuming a continuation of the linear dependence at higher temperatures, would imply 

that all the moments do not become fully disordered until T 	300 K. The remaining 

entropy below T N4 K is equivalent to N 1% of the total c R In (2J + 1) value (assuming 

J = 1 .5 for an alloy of this Fe concentration). 

Measurements in a Magnetic Field 

Relative changes in specific heat can be measured to a much greater degree of 

accuracy by steady state relaxation calorimetry, a resolution of 1% should have been 

easily obtainable. This feature of relaxation calorimetry makes it particularly amenable 

to measurement of specific heat in a magnetic field. 

Preliminary specific heat measurements were made on the 16 and 22 at% Fe 

alloys in magnetic fields up to BN 0.4 Tesla. The measurements were made in one 

of two possible modes : (a) cooling from T 'v 60 K (highest obtainable temperature) and 

measuring in a continuous field of B = 0.14 Tesla, (b) cooling in zero-field and 

measuring in fields up to B N  0.4 Tesla. Results of measurements in the temperature 
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range 2-10 K on the 22 at% Fe alloy, taken after field cooling (mode : a), were 

indistinguishable from measurements made in zero-field. Similarly, no field 

dependence was observed in measurements made in the temperature range 5- 15 K 

on either of the alloys after zero-field cooling (mode : b). Since the magnetic 

fields employed were rather small (with an interaction energy equivalent to the 

thermal energy at Try 0.5 K) the insensitivity of the specific heat is perhaps not 

surprising. 

Nieuwenhuys and Mydosh (31) reported observing at T",2 K no significant 

change of specific heat of a Au-4 at% Fe alloy in fields up to 2 Tesla. However, 

they observed that the thermal relaxation rate of the sample at temperatures in the 

range 1.3-3.9 K, after the application or removal of a 2 Tesla magnetic field, 

exhibited an inverse time dependence (i.e. Q of 1/t) in apparent agreement with 

Monte Carlo simulations of dynamical spin glass behaviour. 

4.3.3 The Cu Mn Alloys  

The results of specific heat measurements made on the four Cu Mn alloys are 

presented in fig. 4.3.4. A separate plot of the low temperature (T <4.5 K) data is 

given in fig. 4.3.5. The compositional dependence of the total specific heat at 

T2  = 5 (in K2) is plotted together with the data of Zimmerman, Hoare and Sato (32, 

33) in fig. 4.2.6. The arrow indicates the critical concentration of 'v72% manganese 

established by the neutron work of Cowlam et al. (34). 

The measurements for the 30 at% Mn alloy were made with the calorimeter in 

its original configuration. The results are a combination of two experimental 

determinations, one above and one below T A. 4.2 K. The rest of the alloys were 

measured with the calorimeter in its present configuration analysed using fits to 

thermometer calibration B. 

The high temperature results (fig. 4.3.4) again show a monotonic increase with 
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temperature and no indications of any significant anomalies. Although the data of 

the 30 at% Mn alloy seems to exhibit a small, broad anomaly below T n, 9 K. 

Extrapolating  the high temperature data for this alloy to low temperatures and sub-

tracting  it from the actual low temperature data reveals an anomaly peaking  at 

T N 3 K with associated entropy AS N 5 mJ K-1  mol-1  which is approximately 

0.1% of the theoretical cR In (2J + 1) value (assuming  J = 2). However, it is 

unlikely that it represents a real effect in view of the uncertainty in the high tempera-

ture data and the questionable assumption that an extrapolation to lower temperatures 

of this data gives the non-magnetic specific heat. 

The low temperature results (fig . 4.3.5) are again very similar in nature to 

those of the Au Fe alloys, except perhaps for their more linear character. The slight 

turn-up of the data below T no 2 K for the 70 at% Mn alloy is perhaps noteworthy, 

even though it is not significantly greater than the estimated experimental error. It 

may be associated with the proximity of the critical concentration, since all the Cu Mn 

alloys with greater than 73 at% Mn of the Zimmerman and Sato work (32) exhibited 

similar turn-ups. 

The total specific heat at T2  = 5 (in K2) plotted as a function of manganese 

concentration in fig. 4.2.6 exhibits a small maximum in the spin glass regime 

(C < 10 at% Mn). It then falls to a shallow minimum around 25 at% Mn before rising 

sharply to a second;  larger maximum around the critical concentration of n• 72 at% 

Mn (marked by the arrow in the figure) for long  range antiferromagnetic order. The 

total specific heat then remains largely unchanged until beyond n.90 at% Mn before 

beginning  to fall again. The peaking  of the total specific heat around the critical 

concentration is again observed as in the case of the Au Fe alloys. 

4.3.4 The YGd Alloys  

Specific heat measurements were made on the two YGd alloys with compositions 
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of 2 and 3.4 at% Gd. The full results are presented in fig. 4.3.7, together with the 

data of Wells et al. (4) for pure yttrium. An enlargement of the lower temperature 

data is shown in fig. 4.3.8, the peaks of the anomalies are indicated by arrows at 

the temperatures 6.4 +0.15 K and 12.8+ 0.6 K for the 2 and 3.4 at% Gd alloys 

respectively. 

These measurements were made with the calorimeter in its earlier configuration. 

The small low-temperature thermal diffusivity of these alloys was responsible for 

unfavourably large internal thermal relaxation time-constants and unfortunately 

prevented measurements being taken below 4.2 K. 

The differential specific heat AC, defined by 4.4, is scaled by the Gd-

concentration c (in at%) and plotted as a function of the scaled temperature T/c in 

fig. 4.3.9. 

- DC = CALLOY C  PURE YTTRIUM 
	 4.4 

The arrow in fig. 4.3.9 indicates the position of the anomaly peak of 

QC/c = 90 mJ K-1  mol . %1  at T/c = 3.2 K%1  for the 2 at% Gd alloy. 

A plot of AC/T against T is given in fig. 4.3.10 for the 2 at% Gd alloy. 

Assuming AC is the magnetic specific heat, then AC/T should be equivalent to 

the temperature derivative magnetic entropy ŌS4TIH. An integration of AC/T over 

the temperature range of the anomaly therefore gave the total magnetic entropy 

associated with it. 

S 	 4.5 

0 

Suitable extrapolations of the AC/T data to low and high temperatures were 

made to obtain an estimate of Sm; these are marked by broken lines in fig. 4.3.10. 
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The tail of the anomaly in ,C/T was found to fit the simple power law, given 

in expression 4.6, over the temperature range 6.5 ( T <. 15K 

QC/T = A0  + Al  (T0/T) 

To  = 6.4K is the temperature of the anomaly peak, Ao/c = 1.9 mJ K 2mol-tat. % 1  

and Al  To  = 0.16 J K-Imol-1 . The former result is in good agreement with the 

Bonnerot (35,36) data, whereas the latter result and the value of To  differ 

significantly. Although the more recent data of Levesque et al (37) (Tor) 5.4K) 

suggest that the discrepancy is not so great. The configurational entropy associated 

with the anomaly tail, obtained by integrating expression 4.6 (without the A 0 term) 

between the temperature limits T0  < T < pp was N23% of the c R In (2J + 1) 

assuming J = 7/2 (the Gd3+ free ion value). A further configurational entropy 

change of no 53% of cR In (2J + 1) was estimated to occur below the anomaly peak 

by making a suitable extrapolation of the data. The total measured configurational 

entropy amounts to only ..► 76% of cR In (2J + 1). If the tail of the specific heat 

anomaly has a temperature dependence of ,v 1/1 as suggested by Wenger for a YDy 

alloy (see Chapter 2) rather than a Schottky-like 1/T2  dependence then all the 

configurational entropy can be accounted for. The results are not sufficiently 

accurate at high temperatures to resolve this speculation. The value of To for the 

Y 3.4 at. % Gd alloy is reasonably consistent with the susceptibility and resistivity 

data of Sarkissian and Coles (38,39). 

The measurement problems which restricted the results to temperatures above 

4.2K may have been partly responsible for the peak in the data for the 2% alloy 

occurring at a significantly higher temperature than observed by other researchers. 

No further conclusions will therefore be drawn from these early measurements due 

to the uncertainty of the data. 
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CHAPTER 5  

FINAL DISCUSSION AND CONCLUSIONS 

5.1 Discussion of the Au Fe data 

The low-temperature specific heat data for the Au Fe alloys presented in the 

previous chapter exhibited an almost featureless monotonic temperature dependence. 

In plots of C/T vs. T2  slight downward deviations from linearity (although not much 

greater than the experimental uncertainty) were apparent at the lowest temperatures 

in the data obtained on some of the alloys, the 18, 20 and 22% in particular. There 

was certainly no evidence of the low-temperature up-turns observed in the plots of 

C/T vs. T2  which have sometimes in the past been ascribed in an adhoc fashion to 

the presence of superparamagnetic clusters (see discussion in section 2.4.2). 

No anomalous behaviour was evident in the specific heat data at the character-

istic temperatures of the low temperature deviations observed in the susceptibility and 

ESR data of the post-percolation alloys previously ascribed by Coles et al (ref. 87, 

Chapter 2) to the independent freezing of the finite clusters. Such insensitivity was 

also apparent at the spin glass freezing temperature in the specific heat measurements 

by Wenger and Keesom (see section 2.3.1) on dilute pre-percolation alloys. It is 

interesting to remark at this point on the similar specific heat observations by Meschede 

et al (ref. 93, Chapter 2) on EuxSrl-xS compounds around the critical concentration for 

ferromagnetism (x
CRIT 

w 0.51) which failed to reveal any anomalies at characteristic 

finite-cluster freezing temperatures Tf  indicated by AC susceptibility and small-angle 

neutron data. The spin glass ordering in these non-metallic compounds was ascribed 

to competing ferromagnetic first-neighbour and antiferromagnetic second-neighbour 

interactions. Neutron data by Maletta and Convert (1) exhibited a broadening of 

magnetic Bragg peaks and an increase in small-angle diffuse scattering below the 
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characteristic temperatures Tf,  which were in contrast to Au Fe, ascribed to a break-up 

of the infinite cluster into smaller finite clusters. The break-up of the infinite cluster 

was argued to have been driven by the freezing of the finite-clusters at the temperatures 

Tf  which extrapolated back to the pre-percolation values of the spin glass freezing 

temperatures (see fig. 5.1.1), as was observed in Au Fe by Coles et al (ref. 87, 

Chapter 2) (compare corresponding magnetic phase diagram, fig. 2.3.1). 

The concentration dependence of the total specific heat at constant temperature 

exhibited a very broad peak centred approximately at the critical concentration. This 

characteristic behaviour is typical of many systems undergoing transitions to long-range 

magnetic order (see discussion of subject in section 2.4). The very broad shape of the 

peak in the total specific heat and its almost quadratic dependence on Fe concentration 

is different from the notably sharper and roughly linear concentration dependence of 

some other alloys (e.g. Rh Ni, Cu Ni and V Fe, see fig. 5.1.2). Au Fe is uniquely 

different from these other alloys in that the Fe atoms appear to possess good local 

moments up to and just above the percolation threshold which can interact both 

directly through first-neighbour exchange and indirectly through the conduction 

electrons of the host matrix. However, d-electrons are likely to be more itinerant 

in character as d-bands form through atomic d-orbital overlap in the extensive regions 

of the infinite cluster which incorporates almost all spins above ry 30 at% Fe (see 

comments by Coles, ref. 105, Chapter 2). 

The ferromagnetism of iron and its alloys in particular has been controversial for 

a number of years, and is at the very centre of the long-standing itinerant vs. local 

moment debate. The large exchange splitting (I1. 2 eV) of the d-bands of pure BCC-

structured iron is incompatible with its Curie temperature in a Stoner model of d-band 

ferromagnetism. Edwards (2), extending the ideas of Mott and Hubbard, proposed a 

model of the band structure of transition metals which takes into account the strong 
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3d-electron correlations. In pure BCC-structured iron it was proposed that a Hubbard 

splitting of the d-band results in an upper and lower band consisting of 2 localised hole 

states (S = 1) and 0.9 itinerant hole states per Fe atom respectively. 

Abraham et al (3) have experimentally investigated the properties of FCC-

structured microcrystalline iron particles in a copper matrix. They proposed from their 

findings that it is weakly antiferromagnetic with a spin structure similar to '- Mn, a 

low Nigel temperature and a saturation moment of — 0.7 
PB 

 per Fe atom. The 

beginnings of a trend to antiferromagnetism is apparent in the concentration dependence 

of the saturation moment of Au Fe alloys which, after levelling out at 3 hi  per Fe atom 

near 30 at% Fe, begins to fall from this value just beyond "0 50 at% Fe with increasing 

concentration (see evidence reviewed by Coles et al, ref. 85, Chapter 2). 

The local moment description is perhaps most appropriate to the concentration 

regime studied in this present work. At the low temperatures of these present measure-

ments the spins in all clusters will be highly correlated, and the spin system will possess 

very few degrees of freedom. These remaining degrees of freedom may be partly due to 

the interactions of the clusters (through indirect interactions of individual moments in 

different clusters) and partly due to the locally weaker spin correlations in the highly 

ramified branch-like regions of the infinite cluster just above the percolation threshold 

(see section 1 .4). The weak links in the infinite cluster are probably largely responsible 

for the suppression of the onset of long-range magnetic order until fairly low temperatures 

are reached well below the temperatures at which the majority of spin correlations in the 

infinite cluster have formed. The weak links will be very few in number just above the 

percolation threshold and will not contribute significantly to a critical ordering anomaly. 

With increasing concentration the strengthening of the weak links leads initially to a 

very rapid rise of ordering temperature and the development of a fluctuation-broadened 

179 



critical ordering anomaly. Thus it would seem unlikely that the low-temperature 

specific heat would be affected by the appearance of the infinite cluster and would 

instead remain dominated by the finite-cluster system. 

There is ample experimental evidence for the independent freezing of finite-

clusters above the percolation concentration in Au Fe alloys (see Coles et al, ref. 87, 

Chapter 2). It seems reasonable to assume that the low temperature specific heat data 

presented here represents the beginnings of an ordering anomaly associated with the 

freezing of finite-clusters in some cluster glass-like configuration similar to that 

which occurs below the percolation threshold. It is also fairly reasonable to suppose 

that whatever form the finite cluster freezing specific heat anomaly may take, its 

leading low temperature term (T << Tf  characteristic finite-cluster glass freezing 

temperature) is likely to be some simple power law, if not linear in temperature. 

Experimentally, an approximately linear temperature dependence was observed. The 

coefficient of this linear term may roughly reflect the fraction of spins in finite-

clusters. It seems very significant that the low constant-temperature total specific 

heat is projected to have reached the non-magnetic level (as indicated by the Au Ni 

alloy data) by N 30 at% Fe. This is the concentration where Monte Carlo simulations 

of percolation in FCC-structured alloys by Dean and Bird (see section 1 .4) indicated 

that the fraction of spins remaining in finite-clusters was less than 5% of the total. 

Closely similar results were observed by Coles et al (ref. 85, Chapter 2) in the 

concentration dependence of the "excitation"-resistivity 4/°=/D4.2 P1.5 

which developed to anomalously large proportions in the concentration regime leading 

up to the percolation threshold, where it remained relatively constant until N24 at% Fe 

before falling fairly rapidly to pre-percolation values just beyond A030 at% Fe. No 

significant specific heat contribution was expected from spin wave- like excitations 

of the infinite cluster at the low temperatures (T 	Tc) considered in this present work. 
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More extensive specific heat measurements to much higher temperatures have 

been performed recently by K.A. Mirza and J.W. Loram on several Au Fe alloys 

with concentrations ranging between 2 and 23 at% Fe. Preliminary results confirm 

speculations about the form of the finite-cluster freezing anomaly and the development 

of the critical long-range ordering anomaly in the post-percolation alloys. 

The resistivity, susceptibility and ESR measurements performed on Au Fe alloys 

are fairly extensive and further work in this area would be unlikely to reveal new 

information (excepting studies of critical spin dynamics). However, there seems 

to be plenty of scope for further neutron measurements to characterise the low-

temperature regime of the post-percolation alloys. 

5.2 Discussion of the Cu Mn data  

In this section the main features of the temperature and concentration 

dependence of the specific heat data for the Cu Mn alloys presented in the previous 

chapter are summarised and discussed. 

In plots of C/T vs. T2  the data for all the Cu Mn alloys were predominately 

linear up to 'i.18K with a slight positive curvature at the uppermost temperatures. 

No significant anomalies were observed in the present range of measurements. The 

58.4, 62.9 and 68.5 at% Mn alloys exhibited quasi-Debye temperatures (i.e. 

extracted from the average gradient of C/T vs. T2  curves at N7K) of 320, 320 and 

310 +5 K respectively. The low-temperature data for these three more concentrated 

alloys differed only in the highest concentration alloy which exhibited a slightly 

shallower temperature dependence with a quasi-Debye temperature of 330+5K 

(evaluated at N 3K), and a small but noticeable up-turn below 2K. In contrast, 

the data for the 30.3 at% Mn alloy exhibited a noticeable down-turn below 2K, 

and a quasi-Debye temperature of 300+5K (evaluated at A,  14K). The measured 
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quasi-Debye temperatures are slightly lower than the corresponding values for pure 

copper and manganese (electrolytic y- Mn see reference in Zimmerman et al, 

ref. 4) of 345 and 366K respectively. These figures suggest the possible presence 

of some specific heat contributions from excitations with a small T3  dependence, 

which seem to be most significant in the 68.5% alloy. 

Other high temperature specific heat measurements on Cu Mn were reported 

by Zimmerman et al (4) for a series of four Cu Mn alloys with between 87 and 95.5 

at% Mn, and also by Titman (5) on a further four alloys between 65 and 85 at% Mn. 

These measurements exhibited critical ordering anomalies at temperatures ranging from 

267K in the 80% alloy to 483 K in the 95.5% alloy, which developed from a shallow 

cusp-like peak to a sharp i-type singularity over this same concentration range (see 

fig. 5.2.1). The 65 and 69% alloys of Titman's investigation exhibited closely similar 

specific heat data with no anomalies which were fitted to a C = 	 T +
T3  

P 
relationship between 100 and 300K (with no more than 1% deviation) where If _ 

15.6 m J K 2mol-1  and G D = 338 K. The fit to the 65% alloy data was used as a 

measure of the non-magnetic background specific heat to extract the total change in 

entropy associated with the critical ordering anomalies in the 80 and 85% alloys. 

The total entropy change determined in this way was only A1► 10-20% of the total 

configurational entropy (assuming J = 2), and was taken to imply that the local 

moment forming d-electrons were to some extent itinerant in character. However, 

the assumption that the specific heat data for the 65% alloy can be used as a measure 

of the non-magnetic background is rather doubtful in the light of the considerable 

experimental evidence of the presence of extensive magnetic SRO in alloys below 

the critical concentration ti 72%. 

As a function of Mn concentration the low constant-temperature total specific 
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heat data exhibits a shallow minimum around ti  25- 30% from which it climbs 

gradually at first, then rather more steeply as it approaches the critical 

concentration. The data of this present work shows that the low constant-

temperature total specific heat for the 68.5% alloy is larger than the just anti-

ferromagnetic 73% alloy of Zimmerman and Sato's investigation (ref. 102, Chapter 

2). Again the peaking of the low constant- temperature total specific heat close 

to the critical concentration resembles the behaviour of many alloys undergoing 

transitions to long-range order, but is notably different from the weaker 

concentration dependent behaviour of the Au Fe data in its corresponding critical 

regime. 

The critical concentration •v 72% is substantially larger than the 45% 

predicted by Sato and Kikuchi (see section 1 .4). This discrepancy reflects in part 

the inherent problems of establishing long-range antiferromagnetic order in an FCC 

lattice, where the cubic symmetry results in frustration of spins on (111) planes. It 

is no coincidence that a tetragonal distortion of the lattice occurs in the magnetically 

long-range ordered alloys at the Neel temperature. The high spin correlation energy 

resulting from extensive magnetic SRO (see neutron evidence discussed in section 

2.3.3) which favours a transition to a lower free energy long-range ordered state 

will tend to "drive" the lattice into a lower symmetry structure. It is interesting 

to mention at this point the isotropic spin structure proposed for antiferromagnetic 

i- Fe Mn alloys (intermediate compositions), which retains the cubic symmetry of 

the lattice by aligning spins along different <111) directions to minimise the free 

energy (see Endoh and Ishikawa, ref. 6). It is not possible to differentiate clearly 

between this isotropic spin structure and the colinear type AF-1 structure in the 

neutron data; the nature of the spin structure can only be inferred from the symmetry 

184 



of the lattice, specifically in the presence or absence of tetragonal distortion. In 

this respect the neutron evidence of Frolov et al (7), which demonstrates the presence 

of tetragonal distortion across the entire composition range of the 	- Mn alloy 

system, contests the proposed isotropic spin structure for the intermediate composition 

range of this alloy. 

The close interplay of the metallurgy and physics of the Cu Mn system was 

apparent in many investigations. The work of Vintaykin et al (refs. 10 and 11, 

Chapter 4) on heterogeneous alloys discussed previously in Chapter 4 is a good 

example of the interactions of these aspects. Vintaykin et al had interpreted the 

observed increase in the Neel temperature of moderately aged Cu Mn alloys (above 

50 at% Mn) in terms of a free energy model in which long-range magnetic order 

could only be realised in a lattice with tetragonal symmetry. In the aged alloys the 

locally Mn-rich regions with higher magnetic free energy were considered to act as 

nucleation sites for the whole lattice. The ordering temperature of these aged alloys 

was supposed to depend on the relative volume fractions of the Mn-depleted and Mn-

rich regions. However, if their model is taken seriously, it would imply that it should 

be possible to obtain long-range magnetic order in the intermediate concentration range 

alloys simply by applying sufficient pressure to induce the required degree of tetragonal 

distortion. 

In interpreting the properties of the aged alloys, it is important to consider 

the decomposition mechanism in some detail. The work of Yeomans and McCormick 

(ref. 8, Chapter 4) established the nature of a zonal segregation phase which was 

thought to be due to a metastable miscibility gap (see Cu Mn phase diagram, fig. 

4.1.1). They showed that the zonal segregation phase involved the growth of 

coherent Mn-rich particles which were rather diffusely integrated into a Mn-depleted 

matrix by fairly shallow interfacial concentration gradients. It was these rather 
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diffuse boundaries to the Mn-rich particles which were considered responsible for 

the mechanical strength of the moderately aged Cu Mn alloys. Furthermore, 

J.R. Davis (private communication) has suggested that the shallow interfacial 

concentration gradients may also be important in establishing the continuity of 

the magnetic order of the moderately aged alloys, as was observed in the neutron 

measurements by Vintaykin et al. In this respect it is probably significant that the 

composition (i. 45 at% Mn) at which long-range magnetic order abruptly disappears 

in the moderately aged alloys is at the limit of the coherent spinoidal decomposition 

regime where short range ordering becomes important. 

Experiments on the aged alloys may lead to an improved understanding of 

the nature of the magnetic order in the quenched alloys, at least in one respect they 

already seem to stress the importance of the local character, in determining the 

magnetic order, even in the concentrated alloys. 

Turning now to consider the possible band characteristics of concentrated 

Cu Mn alloys. It is reasonable to expect that by .v 45 at% Mn there is a sufficient 

concentration of first-neighbour Mn d-orbital overlap for the Mn d-electrons to be 

no longer wholly localised, as indeed they are in the dilute alloys, so that they form 

a CPA-like d-band (CPA-like in the sense that it is appropriate to a disordered 

substitutional alloy in which local environment effects are not important in 

determining the magnetic state of a solute atom as they are in e.g. Cu Ni). (See 

Coles, ref. 105, Chapter 2). Evidence to support this proposition may be found from 

the indications of d-electron itineracy in the non-Curie-Weiss-like behaviour of the 

susceptibility above its peak temperature (see Coles, ref. 105, Chapter 2 - N.B. 

magnetic SRO may also be partly responsible), the non-integral value of the sublattice 

moment per Mn atom (see Cowlam et al, ref. 98, Chapter 2) and the small entropy 

change associated with the loss of the long-range magnetic order in alloys with 
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concentrations greater than .r► 72%. The large low constant - temperature total 

specific heat which develops between 40- 70 at% Mn may also, in part, be due 

to the broadening of the d-band as it develops with increasing Mn concentration. 

Whilst no band structure calculations have been published in the literature 

for concentrated Cu Mn alloys, there have been two calculations of the band structure 

of i - Mn by Fletcher (8), Asano and Yamashita (9). The main features of the Ō - Mn 

band structure are shown by the local density of states curves in fig. 5.2.2. In the 

antiferromagnetic state spin dependent effective potential Jeff dV 0.06 Ryd produces 

a complexly k-dependent energy gap A,  0.13 - 0.16 Ryd (< 0.4 Ryd for the d-

bandwidth) between pairs of energy bands. Majority spin band states, with large 

wavefunction amplitude at atomic sites of the same spin, occupy the lower half of 

the energy bands. The fermi level is in the middle of the bands and the lower band 

is occupied, resulting in an induced moment on each sublattice (the net polarisation 

and corresponding local effective potential self-consistently stabilises the spin 

polarised state). Whilst a drastic change of the local density of states occurs in 

passing from the paramagnetic to antiferromagnetic states, the total density of 

states remains constant. 

It is very difficult in these concentrated alloys to differentiate between 

the presence of magnetic SRO and the itineracy of d-electrons, both of which could 

conceivably explain the concentration dependence of the sublattice moment or the 

Nel temperature. Without doubt both magnetic SRO and itinerant Mn d-electrons 

must be present in the alloys. An example of the difficulty is evidenced by the 

observed fall in susceptibility peak temperatures of alloys in the concentration range 

50 - 65% which could be ascribed to a competition between local on-site moment 

formation and the increasing broadening of a CPA-like Mn d-band, i.e. a Stoner 
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glass (see Coles, ref. 105, 106, Chapter 2). Conversely, bearing in mind the 

change in the character of the decomposition of alloys above X 45%, this decrease 

in peak temperature could be ascribed to the increasing antiferromagnetic SRO 

resulting from the tendency of Mn atoms to cluster, in comparison to the more ferro-

magnetic SRO character which seems to result from the tendency of Mn atoms to give 

atomic  SRO in the more dilute alloys (see Tustison and Beck, ref. 50, Chapter 2, and 

Davis et al, ref. 58, Chapter 2). In either case the specific heat may be expected to 

increase in this concentration regime. 

There seems to be no obvious experiment that can be performed to clearly 

resolve these different aspects of the magnetic properties of concentrated Cu Mn 

alloys. Resistivity, susceptibility, neutron and specific heat measurements are fairly 

extensive, although it would be useful to re-investigate the specific heat at higher 

temperatures to link up with the low-temperature data. At this stage it may be best 

to attempt to draw parallels with other Ē -Mn alloy systems (e.g. Y- Fe Mn, see 

ref . 6) . 
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