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ABSTRACT

Thermal conduction in plasmas is of major importance especially
in controlled nuclear fusion studies. Direct measurements are rare.

When the temperature gradient in a plasma becomes large enough
classical thermal conduction (Heat flux gq = -kvT) no longer applies
and it is thought that q is 1imited to some fraction of the free
streaming limit UG = nkTe(ZkTe/'nme)O'5

The main experiment is the heating of a z-pinch plasma -

1 2

6.101° cm'3/4eV - by a fast rising (~ Ins.), intense (~ 3.10""' Wem

)
carbon dioxide laser pulse. Electron temperature and density in time
and space are diagnosed by ruby laser scattering. The profiles obtained
were consistent with a flux limited to ~ 3% of the free streaming Timit.

Ion acoustic turbulence is observed along the temperature
gradient. It is shown that the observed turbulence level is consistent
with the heat flux Timitation. At electron densities > 10/ cm
backscattered light is observed from the plasma whose growth rate implies
that it is Brillouin scattered.

Some comments are made on the breakdown of Spitzer's thermal

conductivity formula when q becomes large.
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CHAPTER 1

1. INTRODUCTION

The thermal conductivity of a plasma is a fundamental

parameter. Theoretical models to date!2:3:4-

are only valid for
small (1st order) perturbations to the electron velocity distribution
function, f(v). (i.e. small temperature gradients).

When a thermal gradient is set up in a plasma the hottest
electrons are the least collisional and tend to leave the hot region.
To maintain charge neutrality a return current of cold electrons flows
back into the hot region. The theory for electrical conduction in the

presence of a weak electric field E is linked to that for thermal

conduction in the presence of a small temperature gradient vT:-

oE + ovT (1-1)

jea.
]

-6E - KT (1-2)

lo
i

where j is the current density and q is the thermal flux. If a current
is induced in a plasma due to an applied electric field then a
temperature gradient will occur since the least collisional electrons
will tend to flow. However, j = 0 in the experiment described here.
When vT becomes large, the heat flux has an upper Timit, Inax®

called the free streaming Timit:-

0.5

= 3 nC (2KT,) = nkT (2KT /mm ) (1-3)

Imax. 4

i.e. all the electrons are moving down the temperature gradient with
their thermal velocity.
When a plasma carries a heat flux there is an associated skewing

of the velocity distribution function f(v) with 3f/av going positive
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near zero velocity. Fig. (1-1) shows a schematic of a distribution

function which is carrying a heat flux q.

EN -F(u')
Maxwellian Ve ’ heat flux carrying
distribution / distribution
function / function
//
1 4: //
s
re
Fig. (1-1) Vpeak i

The size of the perturbation to the distribution function is
given by Ae/L where L is the scale length for the temperature gradient

(= |Te/vTe | ) and e is the electron collisional mean free path.

. . 3. _ 6
Following Spitzer™ we use Ao = Vin / Vai where
\ .
1 et IZkBTe; 32 ina
s ST
0 ~ e e /

So numerically:

13

A/L = 2.29210°° (TJ9T])/(n; Tna )

with T, in eV and n; in an~3. Thus for j=0,

VOpax = reo/L

and a more highly perturbed velocity distribution carries a larger flux.
There are important consequences of the shift in the peak of the

distribution function shown in Fig. (1-1). When v energy is

> V.
peak ia
transferred from electrons travelling at velocities around Via into
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. . . . 7 .. .
jon-acoustic waves by inverse Landau damping’. This is because if

af/3v is positive around Vs then there are more electrons travelling

a

faster than Via than electrons travelling slower than v Trapping of

ja-
electrons in the fields of the ion acoustic waves means a net energy
flow from the electrons to the waves. If Te >> Ti then Via >> the
jon thermal velocity and the ion acoustic waves are Tightly ion-Landau
damped.

D.W. For's1und8 calculates the threshold for the amplification
of ion-acoustic waves by the electrons in the skewed velocity
distribution. However, he uses the distribution functions of Spitzer
and Harm5 and the work is applicable only to small Ae/L. Manheimer9
starts by adopting an assumed form for the velocity distribution which
gives agreement with computer simulations and calculates the reduction
in the thermal conductivity due to the presence of ion acoustic
turbulence. Physically a high turbulence level reduces the thermal
conductivity because the electric fields of the ion acoustic waves
scatter the electrons carrying the thermal energy. (i.e. the collision

frequency is increased). The work of Forslund and of Manheimer is

compared in detail with the results of this thesis in Chapter 7.

This work is an extension of a near classical conduction

10

experiment = at Imperial College which had a (Ae/L) ~ 0.04. This

max
was induced by focussing a 20MW, 70 ns C02 laser pulse into a

homogeneous z-pinch plasma of ng ~ 8.1016 cm'3, Te ~ 5eV and z_

eff
has been increased to

~ 1.

max.
~ 0.48 by using a 250MW, 3 ns C02 laser pulse at A.W.R.E. Aldermaston.

Using the same preformed plasma, (Ae/L)

The spectra of incoherent 1ight scattered by plasma electrons in the
focus of a ruby laser were used as the principal diagnostic in both
experiments. This technique gave Ng and Te in time and space as well

as information on plasma waves.
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2. HISTORICAL PERSPECTIVE

To illustrate a raison d'etre for the experiment e is 2 L in the
following plasmas.

(a) Naturally Occuring Plasmas

(i) Solar Corona

At about 2.5 solar radii from the sun's centre,
in the equatorial plane, estimates for L range from
0.003 to 0.1 A.U. while a, = 0.002 A.U."]

(1 A.U. = distance from the earth to the sun).

(ii) Solar Wind
Forslund® quotes Ae/L ~ 0.5 in the solar wind

near the earth.

(b) Laser Produced Plasmas

I. Introduction

The potential of a laser produced thermonuclear plasma
as a controlled energy source has greatly enhanced interest in
this field. The importance of thermal conductivity in this
context will now be discussed.

There are two essential conditions which must be satisfied
in a thermonuclear reactor: (a) An jon ignition temperature is
dictated by a balance of reaction cross-sections and
bremsstrahlung power losses. This is typically Ti > 5keV for
the deuterium-tritium reaction (DT) and Ti > 100keV for the
deuterium-deuterium (DD) reaction. (b) The Lawson Cr-1"cer1‘on]2

sets a Tower limit on nyt (where ny = ion density and 1 = the

containment time) for a net power output from a reactor. This
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"breakeven" condition is typically n,t > 1014 for the DT reaction and

16 for the D-D reaction.

Nyt > 10

It is thought that these criteria can be met by focussing intense
Jaser 1ight onto a DT filled glass sphere (- 100um diameter). The
incidence of the laser light on the sphere causes a rapid surface
ablation which provides the pressure to produce a spherical implosion.
Spherical compr‘ession]3 reduces the minimum pellet mass and laser energy
required for efficient thermonuclear burn because: a) the burn
efficiency (i.e. the burn rate x the confinement time) is proportional
to the density - radius product (pr); b) For Targe pr only the centre
of the compressed core need be ignited as the a-particle reaction
products will dignite the surrounding fuel; and c¢) Compression heats
the jons while plasma absorption of laser light primarily heats the
electrons.

Effective compression may be attained by either: (a) Using a
structured laser pulse which produces a series of shocks all of which
coalesce near the pellet centre (sometimes called singular compression);
(b) Using a longer lower intensity laser pulse to freely accelerate
the dense plasma front 1ike a rocket rather than to shock 1t88.

For a highly compressed pellet initially ignited over a volume
with dimensions of the a-particle range, the a-particle energy
deposition produces a rapid temperature rise with a corresponding very
rapid rise in the thermonuclear reaction rate. The a-particle range
then exceeds the dimensions of the initial reacting region and energy
is deposited in the adjacent relatively cold fuel, causing it to
ignite. The result is the formation of a spherically expanding burning
front which expands into the rest of the fuel at supersonic speed,
igniting it before appreciable hydrodynamic rarefaction can occur]4

Fig. (1-2) shows a schematic of an implosion soon after the start

of the laser pulse. Laser light is reflected at the critical surface
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defined by an electron density:

2 (1-4)

i.e. where wy = wpe‘ For Ng > Neo the real part of the refractive

index becomes negative and Tight cannot propagate. As will be

explained below the dominant Taser light absorption mechanisms

deposit energy near Ng = Neo

Fig. (1-2)

Schematic of a
laser-induced
implosion.

critical
surface

densi 1’yA

solid
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However, material is heated well beyond the critical density due to the
penetration of the high density region by a thermal conduction wave
with energy carried by electrons. A rapid penetration of the thermal
front assumes a high thermal conductivity (often Spitzer's3 -
coefficient ke a TeS/2 ) which allows the thermal wave to move ahead
of the hydrodynamic rarefaction wave. (The rarefaction wave moves at
the sound speed). Ahead of the conduction wave, material is compressed
by a shock driven by the pressure in the laser deposition region.
Behind the rarefaction wave, the density drops rapidly due to
hydrodynamic expansion.

The pressure during the implosion arises primarily from the
removal of material at the surface of the dense compressed DT as a
result of energy transport from the laser deposition region to the
region of compression. Clearly, an understanding of the coupled

mechanisms of energy absorption and thermal transport is required to

achieve good compressions.

IT. Absorption of Laser Light

(1) Inverse bremsstrahlung

Here, the electrons oscillate in the electric field of
the laser light and transfer their energy to the plasma
collisionally. However, for the laser intensities now

attainable (> 1016

-2
Wem ~) the ripple velocity, Vi of electrons
in the laser electric field, E, (v, = |eE0/mew0]) becomes
>> Vipo (the electron thermal velocity) and the collision
frequency drops making inverse bremsstrahlung absorption

1neffective]5.
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(i1) Parametric Processes

These occur when the laser frequency is in resonance with
existing, or stimulated waves in the plasma. The interacting

waves must satisfy both an energy and a momentum relation:

“igsepr - wh Wt L, (1-5)

k

laser = KUEKTE L (1-6)

where w' etc. may be plasma or electromagnetic waves. This
coupling of the laser light with plasma waves gives rise to
absorption (the so-called parametric decay and oscillating two-

stream instabilities near n_, = n

o C), stimulated Raman and Brillouin

backscattering and harmonic generation (principally at Zwo and
3/2 wo). In the presence of a density gradient, conditions (1-5)
and (1-6) are only satisfied over a limited distance. Convection
of energy by wave propagation out of the matched regions means
that the thresholds for the instabilities are directly related to
the density gradient scale 1ength16, Ln = ne/vne. This scale
length is shortened by the radiation pressure of the laser light.
Steepening of the electron density profile has been theoretically

18’]9. Attwood et a1.18

investigated]z and experimentally observed
looked at the density profile interferometrically with a space-
time resolution of lum. and 15ps. For A = 1.06um illumination
of a 41um. diameter spherical glass microshell at a peak intensity
I, - 3. 10'% wan 2 they observed supercritical (1 ~ 8um.) and
subcritical (1 ~ 6um) density shelves with a rapid rise (1 ~ 1.6um)
up to the critical density. Here, 1 is the e-folding density scale
length. 1In the above experiment they estimated the ratio of

radiation to thermal pressure to be Po/Pry = 0.2

th
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They also irradicated plane targets and observed that

14

for I, > 10 Wem™2 plasma was forced out of the focal spot

region leaving a Tlarge scale hole (~ 30um.). For IO > 1015 Wem™2

they observed a small scale rippling in the density. The latter

is attributable to hot spots in the beam when Pr ~ P

th
20 a streak camera

16

From the same plasma, in another paper,
was used to time resolve the backscattered light. For IO > 10
h!cm'2 they found that the backscattering switched off after the
peak of the laser pulse. They proposed that the momentum
deposition accompanying the light reflection steepened the density
profile sufficiently to turn off the Brillouin backscattering.

Currently, at I0 ~ 10]5 > 1016 Wcm'2 an absorption of
~ 15% is used at Lawrence LivermoreZ] as the fraction due to ion

density fluctuations driven by the laser 1ight near n

e nC'

(iii) Resonance Absorption

If focussed light is incident over a range of angles to

the density gradient, it is refracted as shown in Fig. (1-3)22

Evanescent

\Va
E ~<Lluum
Fig. (1-3). = ===

For Tight polarised in the plane of incidence (p polarisation),
the electric field (E) tunnels through to the critical sngace
where it resonantly drives charge density fluctuations. There is

an optimum angle for absorption determined by minimising the
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tunnelling distance and maximising the component of E along Vge.

-1/3

This is given by sin Qj 5 (kOL) where k, is the free space

wave number of the incident light and L is the density scale

tength.

23

From theory and simulations, Forslund et al.”™ have found

resonance absorption weakly temperature dependent. For
koL = 12,5, they found the absorption (for optimum angle)
unchanged at ~ 50% for Te = 2.5 and 50 keV. (See Fig. 1, ref. 23).

At Tow incident intensities - PLkg < 2.106 W (i.e. < 2.1012 Wcm-2

for 10um. Tight) - they noted generation of a plasma wave at

Na = Ne which propagated towards lower densities. Landau damping

of this wave produced a hot electron tail on the velocity

distribution. (See Fig. 3(c), ref. 23). At higher intensities,

2 6
PL}‘o

locally to high energy with relatively little energy going into

> 2,107 W, the laser electric field accelerated electrons
an intermediate plasma wave. The electrons travelled outwards at
speeds up to 5% ¢, were reflected at the low density electron
sheath by space charge effects and returned to higher density.
Almost all the abscrbed energy went into the hot electron tails.
Although the hot electrons do not necessarily have a Maxwellian
distribution the term "hot electron temperature" (TH) is still used
to give an idea of the energy in the tail. They estimated that
for koL = 12.5 :=-
2

).

T,(kev) = 0.01 xo(cm.)ﬁz(wcm'

which is in reasonable agreement with current X-ray determinations

of TH‘

Resonance absorption has been experimentally investigated

by tilting targets and measuring the differences in absorption by

24

calorimetry. Manes et al.”™ at the Lawrence Livermore Laboratory
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observed a clear absorption maximum for p-polarised light but not

16 2). These

21

for s-polarised light. (i) = 1.06um; I~ 10 Wem
results have recently been further discussed by Thomson et al.
and correlated with the density profile measurements of

Attwood et a1.18

To explain the absolute value and angular
dependence of the absorption they included laser driven jon density
fluctuations, resonance absorption and enhanced resonance
absorption due to "hot spot" rippling of the critical density
surface. A remaining discrepancy of 10% between theory and
experiments was tentatively attributed to absorption due to self-
generated magnetic fields.

In complete contrast, Bodner et a1.25’ 26

16 2

at NRL using

A = 1.06um. and I ~ 10 Wem © observed absorptions up to 70%
which were independent of both polarisation and angle of
incidence. This anomalously high absorption was attributed to the
existence of ion-acoustic turbulence driven by the thermal
conduction return currentg. Later werk at NRL27 quotes a

40 to 50% absorption but the fraction due to resonance absorption
was still unknown,

With the exception of the NRL work, the two dominant
absorption mechanisms (i.e. parametric and resonance) deposit
most of absorbed laser energy in non-Maxwellian hot electron tails
near the critical density surface. The existence of "hot" and
"cold" electrons has been used to explain the observed "two

28,29,20 (

temperature" X-ray spectra bremsstrahlung emission) and

30,28,29,20 (these hot ions may be

the generation of fast ions
generated by acceleration through the ambipolar potential which
builds up quickly as electrons try to leave the target). Direct
observation of high energy (i.e. > 30 keV) electron emission

spectra has also been madezo.
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III, Thermal Conduction

The use of Spitzer type thermal conduction to model energy frans-
port by hot electrons is clearly a bad approximation., There is now
experimental evidence (though indirect) that the hot electrons can heat
the pellet ahead of the compression front of Fig. (1-2). This is called
"exploding-pusher" compression3]. Comparisons between the measured
compressed core density and computer simulations have shown that a multi-
group diffusion treatment32 of the hot electron transport must be used
to explain the observations. In particular, computations show that this
pre-heating of the core can reduce the compressed core density by an
estimated factor of 60. This is borne out by experiments at the
. Rdtherford Laboratoryzg. In a theoretical paper, Anisimov et a1.33 see
a reduction in fusion yield for § > 0.1 where @ = (the energy transferred
to the target by fast electrons)/(the- absorbed laser energy). They apply
a 3% flux 1imit and see an increased yield and compression. This was
attributed to the flux limit reducing the pre-heating. It is not
obvious, however, that a one parameter inhibition of the flux adequately
deals with a two temperature plasma.

Experimental investigations of thermal transport in solid target
experiments is complicated by the coupling of the absorption and
conduction mechanisms., A well resolved knowledge of the heated electron

distribution functions has not yet been claimed. However, flux limits

to thermal conduction have been inferred from thin foil burnthrough
34

experiments. Malone et al.” " inferred a 3% - 10% flux limit onwthe burn

through of a thin CH2 foil using the fractional light transmission, the

magnitude of the fast ion emission and the electron temperature from the

bremsstrahlung emission. Pearlman and Anthes35 in a similar experiment

saw the fractional transmission fall by an order of magnitude as the

incident flux was increased from 1013 to 10]4 Hcm’z.
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Yaakobi and Bristow™ observed X-ray line emission from glass targets

coated with a thin aluminum overlay. Above a critical aluminium
thickness no more silicon lines were seen. Their calculations implied
considerable axial heat conduction inhibition plus evidence for lateral
inhibition attributed to vI A vn magnetic field gehe;ation. Similar

burn through experiments on thin foils and aluminium coated microballoons
have recently been performed at the Rutherford Laboratory and also

provide evidence for thermal conduction inhibition (to be published).

37

Campbell et al.”" looked at the energy in fast ions and using energy

balance arguments deduced a flux Timitation due to ion turbulence.

38

Ripin et al.”” at NRL found evidence for conduction inhibition by

magnetic fields and it is interesting that they again emphasize their

non-observation of supra-thermal electrons. Mead et a1.28 and

20

Haas et al.”~ at the Lawrence Livermiore Laboratory saw high energy

X-rays implying suprathemmal electrons. The spatial extent of their
X-ray emission was too small to be explained with turbulence Timited
conduction alone suggesting tha* magnetic fields were present,

Magnetic fields have been observed using Faraday rotation

techniques in plane target experiments§9’40’4] These fields may be

42 ,43,44 45,46

generated by vI A vn effects and by resonance absorption,

Various theoretical papers have calculated a Timitation to the

47 48

heat flux. Bickerton ' and Mishin™ independently derived a 1imit of

f~ (me/mi)% for T, >> T, and a distribution function skewed such that

49 found a 6% flux limit to collisionless

vpeak > Vige Morse and Nielson
thermal conduction in 1-D. Manheimer9 calculated the reduction to the
classical (e.g. Spitzer) conduction coefficient due to ion turbulence

using a empirically justified distribution function. His results were

34

consistent with the Malone et al.” experiment and are also used later

in this thesis.
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50 has shown that cold thermal return currents

More recently Mason
and thermoelectric field enhancement by suprathermal electron currents
can reduce and even reverse the thermal transport in laser targets

15 2

absorbing IO > 10> Wem © of 1.06um light. Elimination of E from

equations (1-1) and (1-2) gives:-
q==-(k=~0a/a)VT - 8/ (1-7)
In the presence of suprathermal currents Mason shows that the second

term in equation (1-7) can dominate the first, quenching or reversing

the heat flow.



3. CONCLUSION

Thermal conduction down large temperature gradients has yet to be
correctly treated theoretically. Experimental investigation of the
thermal transport in laser/solid target experiments is indirect and
complicated by the many phenomena occuring and in particular the
existance of a hot body of non-thermal electrons.

The experiment described in this thesis was designed to isolate
thermal conduction as the dominant physical mechanism occuring under
conditions of large Ae/L in a background thermal plasma. By avoiding
the extra complications of incompletely understood phenomena such as
suprathermal electrons and anomalous absorption it was possible to make
a definitive measurement of the thermal conductivity and absorption.

This was done by using a CO2 laser to heat a plasma which
initially was homogeneous and effectively unmagnetised. The plasma

16, 10!/ cm'3) was about two orders of magnitude below

density (at ~ 10
the critical density for CO, laser 1ight (- 1019 cm'3). This meant
that most of the anomalous absorption mechanisms did not occur and that
the absorption was small enough to approximate temperature invariance
along the CO2 Taser beam making the computer modelling of the experiment
a one-dimensional problem. The peak CO2 laser intensity used was large
enough to put the thermal conduction outside the realm of first order
theory while small enough to make the saturation of inverse
bremsstrahlung and the ponderomotive force minor effects.

The thermal conductivity and the absorption were deduced by
comparing the measured temporal evolution of the electron temperature
at four radial displacements from the CO2 laser beam with the results of
a computer simulation. By fitting the computer results within the
experimental errors it was possible to define a range of allowed values

for the conductivity and absorption.
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In Chapter 2, the equipment anc how it was used in the experiment
is described.

In Chapter 3, the reduction of the raw data to obtain the
electron temperature vs. time at different radial distances from the
C0, laser beam axis is described. Observations of low frequency
turbulence along the temperature gradient and backscattering at plasma

densities » 10/ ™3

are also given.

Chapter 4 describes the computer simulation.

Chapter 5 gives the fitting of the computer output within the
experimental errors.

Chapter € discusses the breakdown of first order theory for large
Ag/Le

In Chapter 7 the results and their significance are discussed.

e s <+ 2 mhrn s e S it i e < e 3 ke ek e St e
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! ' _ . The role of the author in this work.

The experiment described hére was large enough to require
the support of weople other than myself (see Acknowledgements!.

The €O, laser used was built at A.W.R.E. However, it was not

suitable for immediate coupling to a plasma so my work 6n para-
éitic oscillations and focal spot measurements is described. The
'Z4piﬁch plasma device and the computer simulation were inherited
and thereforebonly my modifications to the computer program are
described in detail. Section 4 of Ehapter 7 is based oﬁ work by

J.D.Kilkenny. With the above gualifications this thesis is =olely

due to the author.
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CHAPTER 2

DESCRIPTION OF THE EXPERIMENT

1. INTRODUCTION

The background plasma used was a preformed z-pinch discharge in

hydrogen giving n 6 1016 ™3

and Tem4eV for Tus.

To prevent conduction increasing the scale length for the
temperature gradient, a fast rising ( ~“Ins) laser heating pulse was
used. The CO2 laser pulse length was variable from ~2-20ns and
measurements were taken with both short and long pulses. Care was
taken in obtaining good calibrations for the incident power and for the
focal spot size.

The definitive diagnostic of laser scattering was used to obsefve
the spatial and temporal evolution of Na and Te and to look for enhénced
jon acoustic wave activity. The resolution in space (~150um) and

time (~1.2ns) was sufficient to give non-smeared spectra.

Fig. (2-1) shows the CO, and ruby lasers and the z-pinch plasma

source,
TO
RUBY OSCILLATOR RUBY AMPLIFIERS POLYCHROMATOR
1| \ i
1
" POLXELS -
cefL oppICh
LASER L
TRIGGERED
SPARK GAP | L
montrde, - @ PINCH
MONITOR
.
co, OSCILLATOR 7 METRES OF AMPLIFICATION
POCKELS

CELLS

Fig. (2-1) A schematic of the experimental layout.
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The experimental equipment is now described in sections as follows:
Section 2:

Firstly the CO2 laser system as constructed at A.W.R.E. is briefly
described. Secondly, the application of the CO2 laser to the experiment
is described. This included energy measurements, suppression of
parasitic oscillations caused by the z-pinch input optics and focal spot

measurements.

Section 3:
The ruby laser was home made and therefore a detailed description
of it is given here. The imaging of ruby light into the plasma and the

measurement of the ruby focal spot are also described.

Section 4:

I N .
A résumé of the plasma source is given.

Section 5:

To the author's knowledge this experiment was the first to make
laser scattering measurements with a Ins time resolution., This section
describes how the problems of synchronisation and time resolution were

tackled.

Section 6:
This section describes how the experiment's principal diagnostic

(1aser scattering) works.

Section 7:
This section shows the geometrical arrangement of the plasma, the
CO2 laser beam (and its diagnostics), the ruby laser beam (and its

diagnostics) and the spectrometer recording the scattered light.
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2. €O, LASER (AWRE)

(1) General Details of Laser

The experimental set up is shown in Figs. (2-2) and (2-3). The
Taser was constructed from Im double discharge TEA modules of the

DumanchinS]

type, there being 2 in the driver section and 5 acting as
amplifiers.

The oscillator cavity was formed by a 10M radius of curvature
(100%R) and a 60% reflecting plane output mirror separated by 2.8m,

A low pressure (~5 Torr) D.C. discharge cell, operating just below its
se1f-lasing threshold in this cavity, preferentially excited a single
Tongitudinal mode during the gain switching of the TEA osc111ator.92
Thus, the nanosecond temporal structure due to mode-beating was
eliminated from the (~50ns FWHM) gain switched pulse and a reproducible
output could be switched out by the electro-optic gate. A single
transverse mode was selected using an intracavity aperture. The
oscillator was horizontally polarised by having 3 KC1 windows at
Brewsteré angle within the cavity. Spectra]fﬂha]ysis showed that lasing
occurred on the P(20), P(18) and P(16) lines of the 00°1 - 10°0
transition.

The electro-optic gate consisted of two 10 x 10 x 50mm gallium
arsenide Pockels Cells (PC1 and PC2) pulsed to their half-wave voltage
(~ 14kV) by using 2 outputs of a 5-channel laser triggered spark gap
fired by the ruby laser. The cable to the second 53cke1s cell was
longer by the optical path difference between the cells. The 56cke1s
cells were designed as strip transmission 1ines which had a

characteristic impedance of 100q and the voltage pulse was propagated

along the direction of the laser.
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Fig. (2-3) Amplifier Section - CO, Laser.
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Maximum open-time duration was limited to ~ 30ns, because of tracking
down the sides of the crystals. Short pulses were obtained by closing
the second pockels cell using a shorted termination. During energy/
power calibrations, secondary pulses, switched out ~ 20ns after the first
pulse due to voltage reflections, had to be eliminated. This was done
by closing the first pockels cell using an adjustable air spark gap
placed in the cable connecting it to the laser triggered spark gap.
Uncoated Germanium plates at Brewsters angle were used in
reflection as crossed polarisers to the unswitched Taser cutput.
Perfect polarisation was not achieved due to beam divergence and optical
surface guality.
Two pockels cells were used to reduce the breakthrough;
i.e. Tleakage of oscillator pulses through the closed electro-optic
gate. This was thought to be due mainly to residual birefringence in
the Pockels cells reducing the extinction ratio of the crossed
polarisers. Two saturable absorber cells containing a few-torr of SF6
reduced this breakthrough even further to ~ 2 mJ for powers ~1 GW onto
a calorimeter at the end of the chain. (Measurements D. Hull and
P. Blyth).

Photo (2-1) shows sample CO2 laser burn marks on polaroid

Photo (2-1) C0, Taser burn marks on polaroid showing:- right...the
oscillator output and Tleft...the output at the end of the amplifier
chain. (Magnification = 1 to 1)
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(11)

Applying the laser to the Experiment

(a) Calorimetry

Because of the importance of a good energy/power
calibration for the heating pulse in the plasma absorption/
conduction experiment, two calorimeters of different design
were used:

(a) "Perspex" Calorimeter

This was a thermocouple device constructed by
E. Thornton of AWRE which made a differential measurement
with respect to background temperature by having 2 copper
backed perspex absorbers (5 x 5 cms) only one of which is
hit by the laser. Calibration was achieved by passing a
known current I for time t. Voltage readout from a

thermocouple was onto a-pen recorder.

(g) “"Jen-Tec" Calorimeter ED500

These commercial calorimeters came with a calibration
chart. Voltage readout was onto a scope. This calorimeter

was used during most of the experiment for convenience.

(b) Power Calibrations

The pulse shape and thus power calibrations were taken
for each experimental run using a Rofin 7412 photon drag detector
monitored on a Tektronix 7904 scope with 7A19 plug-in (total

convoluted rise time 1.2ns).

(c) Precautions taken for good calibrations

(«) The linearity of the power detector was checked
against the joulemeter with increasing laser power. A

saturation level of 150mV was found.
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(8) No secondary pulses from laser. The spark gap mentioned
previously was inserted in the lead to PC1 to prevent voltage

reflections reopening the electro-optic gate.

(v) The gain in amplifiers was kept low enough to make the
parasitic plus breakthrough energy negligible. (Tilting of the
joulemeter off normal incidence was found to be effective in

reducing the parasitic energy).

(d) = Elimination of parasitic oscillations

Although, as mentioned in part (i), powers >1GW were obtainable
onto a calorimeter at the end of the chain, this power level was not
obtainable onto a plasma. This was because a resonator was formed
using surfaces of the z-pinch input optics and other surfaces in the
amplifier chain. With a small signal gain -10% in the amplifiers,
irreproducible parasitic oscillations built up before the main pulse
time, perturbing the plasma, depleting the gain in the amplifiers and
sometimes affecting the gain switching of the oscillator. A disc of
diameter 9mms. was inserted near the back focus of the z-pinch input lens
in an attempt to reduce the number of possible reflection paths.

However, this was not found to be very effective. The usefulness of

SF6 as a saturable absorber was investigated. The Jen-Tec ED500
Joulemeter was placed at the end of the amplifier chain angled so that
reflections from fts face were outside the aperture of the amplifiers.
The gain in the amplifier chain was changed by varying the voltage on the
energy storage capacitors between 50kV and 60kV. The oscillator was
fired but tHe electro-optic switch was left closed i.e. breakthrough
was included. Observations were:

) A definite threshold charging voltage (i.e. gain) was found for

the build-up of parasitics.
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8) This threshold changed from day to day.
v) There was an optimum pressure of SF6'since this gas also acted as

an attenuator for the main pulse.

Overall, the best conditions useable were found to be ~10 Torr in the

2

first cell (beam area ~0.5¢cm“, cell length ~1 cem) and ~2 Torr in the

second cell (beam area ~25 cm2

» cell length ~5 cms). With the lens in
position, the wavelength of these parasitic oscillations was investigated
by sending 1ight from the small beam expander mirror onto the slit of an
infra-red spectrometer. This instrument was principally designed for

CW CO2 lasers with direct visible readout from a wavelength scale on a

fluorescent screen,

Observations were:

a) With the SF6 cells evacuated the 10.6um (P20) line was clearly
observed and there was sufficient energy to burn polaroid on the
entrance slit.

g) With 10 Torr SF6 in the second cell the 10.6um line was no longer

observed but a polaroid burn was still obtained.

It was assumed that the instrument was too insensitive to register the
lasing occuring on the other branches of the transition. Thus SFg only
acts as a saturable absorber for 10.6um and parasitics were building up
on the 9.6um lines. Energy coupling between the rotational levels of the
CO2 molecule then allowed gain depletion. The photon drag detector
monitoring the unswitched part of the oscillator pulse indicated that
when the amplifiers were fired at high gain the magnitude of the
oscillator pulse was irreproducibly reduced. This has been observed

52

elsewhere” ™ but never with the oscillator isolated by an electro-optic

gate!
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In the absence of any known wideband saturable absorber it was
decided to optimise the power output by varying the time of firing of
the amplifiers. This was a compromise between running early when the
gain was Tow but before appreciable parasitics had built up.

At the end of the experiment a gain-time curve of the double-pass
amplifier in the driver stage firing at 58kV was measured using photon
drag (power) detectors. This is shown in Fig. (2-4) with the arrou

indicating the gain at which the main experiment was run.

GAIN -

150+

100

50+

U

1 3 TIME('/us.)

Fig. (2-4) CO, Amplifier Gain Time Curve.
2

(ii1) Measurement of the focal spot size

(a) Description of the method used

A good measurement of the size of the focal spot was
important because the intensity onto plasma scales as (spot

d1‘amete\r‘)-2

. Initially the spot size was recorded on "thermofax"

burn paper, this being simplest.
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However, the Tinearity and dynamic range of this medium is very
poor. Fig. (2-5) show; measurements of spot diameter and focal area
taken from the burn patterns used to focus the input lens. This was a
KC1 doublet of 17cms. focal length. Note the slightly astigmatic focus.

To get a more quantitative result the focus was scanned across a
Stanley Knife blade under vacuum. The experimental set-up is shown in

Fig. (2-6).

[ncident~
Beam\

'\

\ “ ’Pho'ron Orag Oetector
N \\\ 1”/

- Beam Spllh‘er
Z-pinch

/ vessel

Knife

_é_____

Ah‘enuahon

edge
Lens Scan N
Z \\
>< @
X Photon Drag
Detector

Fig. (2-6) Measurement of the 002 laser focal spot size.

The amplifiers were fired hard as in the main experiment to
include any thermal lensing in the measurement. It was necessary to
attenuate the incident beam to avoid blade damage. This was achieved
by only switching one pockels cell and by placing Mylar attenuators
(of fine enough quality so as not to distort the beam) at the second
SFg cell and after the beam splitter in Fig. (2-6). An initial

experiment using joulemeters proved unsatisfactory due to blade damage
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Fig. (2-5) Burn paper measurements of the CO2 laser focussing.
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and the inclusion in the measurement of energy after the main heating
pulse time. Thus photon drag detectors were used. The focus was scanned
by moving the lens along z and x as indicated in Fig. (2-6). Diffraction
effects due to the straight edge were unimportant since all the
transmitted light was imaged inside 4mm. of an 8mm. aperture photon drag
detector. The fractional transmission was measured by normalising
signals to photon drag 1. This is shown in Fig., (2-9). Constancy of
transmission while varying lens x-position (i.e. area of photon drag 2
used) was checked with the blade removed. The blades used in the
Jjoulemeter and power detector experiments are shown edge to edge in

Fig. (2-7).

Fig. (2-7) Left....the damaged blade from the first experiment.

Right...the undamaged blade from the second experiment.

(b) Results and Interpretation

Fig. (2-8) shows the geometry of the blade intersecting the

focus.
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This is now reducible using the tabulated error function:

- c2/L2

By varying the ]/e point of the Gayssian (i.e. x =L), it was
possible to fit the transmission function, I(x), to the experimental
results. Measurements were taken for three lens Z positions (-1, 0, and
+1 mm.) and the central (0) position was found to have the sharpest cut-
off in transmission. Fig. (2-9) shows that 150 <l< 200um fitted the
position of sharpest cut-off. This spot size was limited by the
incident beam divergence, the focal length of the z-pinch 1hpﬁt lens and

imperfections in the input optics. The input optics were F/3.4.

(iv)  Attenuation of Pinch Input Optics

The input power photon drag detector was calibrated with the
ED500 Joulemeter placed between the beam splitter and lens shown on
Figs. (2-3) and (2-6). Thus corrections had to be made for the z-pinch

input optics to give the power onto plasma.

(a) Focal Plane Stop:

This was disc of 9 mms. diameter held centrally on the
beam axis and just inside the back focus of the main lens by

fine wires. To calculate the transmission the beam intensity

1/

was assumed to fall off as a Gaussian with a ‘e point at the edge
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Normalised] | ' ' o
transmission
(arbitrary HH LT
unifs) T =200,
1.0- -
O.Sq -
' L=150/1m.
] N
1 15 Lens position 16

{mms.)

Fig. (2-9) Normalised transmission results for the sharpest cut-off
position with fits of I(x) for L = 200um (solid line) and L = 150um
(dotted line). Overlaid shots at the same lens x position indicate
the shot to shot reproducibility.

of the burn mark, and the beam cut-off at the 1imit of the amplifier
aperture. The ratio of the energy opscured by the 9mm disc to the total

beam energy gave a fractional transmission of 0.80.

(b) Lens:

With the optical absorption of KC1 = .002/cm at 10.6um, only
reflection losses contributed significantly. For normal incidence the

reflection loss is 17% for 4 surfaces = 1.55).

(N

-
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(c) Pinch Input Windows:

Initially the transmission of the discharge-dirtied input windows
was measured using a mechanically-chopped CW CO2 laser. However,
discrepancies were found between the CW and short pulse high-power
transmission of some polythene attenuators which were being used to avoid
joulemeter damage. Thus it was decided to reproduce the experimental

situation for this measurement, using a 3ns laser pulse as shown in

Fig. (2-10)
— — < — —— ~3ns. CQ, Pulse
S« _ from amplifiers
~o N, BeamSplitter
<N
p ——— \/ \j\
m. ~ _ED500 Joulemeter
radius = :
mirror
To Tektronix
551 scope
ED200 Joulemeter
Fig. (2-10)

The ED500 Joulemeter had a large enough aperture to measure the whole
beam. A Im radius gold mirror imaged the whole beam onto the ED200
normalisation joulemeter. Both clean and discharge dirtied windows were
measured by insertion in front of the ED500 joulemeter. A number of
normalisation (no window present) shots were taken to check for drift.
The Tinearity between voltage ranges on the scope was also checked.
Windows were 5cm. diameter x 9mm.  NaCl discs. A clean window

was used at the beginning of an experimental run and the number of plasma
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discharges until its removal was recorded. A linear rate of deposition
of material/shot was assumed and confirmed by agreement of rates on
comparison of different runs. The decrease in fractional transmission

(incident energy/transmitted energy)/shot was found to be 6.3 10-4/shot

16 -3

for the low density ( 6.10 "cm ~) pinch and 5.9 10'3/shot for the higher

17cm-3

density ( 2.10 ) pinch.

Thus with a measured transmission of 91% for a clean window and
knowing the plasma discharge number the power onto plasma was:
(Power from photon drag calibration) x 0.80 For focal plane stop

x 0.83 For lens x (<0.91) According to discharge number .
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3. RUBY LASER SYSTEM

(i) General Details of Laser

The diagnostic laser had to provide enough light in a small focal
spot to allow scattered spectra to be measured above the 1ight emission
of the plasma. This laser was home made and thus a detailed description
of it is given.

The oscillator, electro-optic switch and the two amplifiers are
shown in Fig. (2-11). These were mounted on a heavy steel table for

stabi]ity.

PD
= |
H__ LTSG §
‘ _\k__.%
o M——=——p | R2 R34~
J —A == H———=~
. S PP REMAT'GT  AMPLIFIERS

Mi - He-Ne
Fig. (2-11) The ruby laser system. M1 - 3..... 100% mirrors;
ME..... 30% mirror;  He-Ne..... Helium-neon alignment laser;
S.....Stack Plate Polariser; Pl = 2..... Pockels cells;
GT..... Glan-Taylor polariser; PD..... Photodiode; LTSG..... Laser
triggered spark gap; E..... Electrical attenuator; R1..... ruby rod
(316" x a"); R2.....ruby rod (°/16" x 4"); R3.....ruby rod (3" x 9").

The oscillator was run multimode in a plane-plane cavity and
half-wave Q switched. A horizontally polarised output of typically 1J

in a pulse of 20ns. (FWHM) was obtained with a jitter measured to be 5ns
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over tens of shots. An external electro-optic switch gated a short
pulse from the Q switched puise. This consisted of a KD*P fast risetime
Pockels cell ( Electro-optics Ltd. PC125 ), a Glan-Taylor prism and a

laser triggered spark gap53

( LTSG). The Glan-Taylor polariser was
orientated to deflect horizontally polarized Tight upwards. A total
internally reflecting prism (TIR) and a 15cm lens focussed the beam on
one electrode of the LTSG. The LTSG was designed as a 10q transmission
Tine feeding five 50q coaxial cables and held off 27kV across a

0.7 - 1.0 mm electrode spacing in 10kTorr of'nitrogen. Optical
attenuation in front of the 15cm lens controlled the time of breakdown.
Two of the 13.5kV outputs provided the half-wave voltage for the C02
pockels cells. Ancther, attenuated by x 0.5, allowed the external
ruby pockels cell (PC125) to rotate the light's polarisation to vertical
and thus pass through the polariser and into the ampiifiers.

Fig. (2-12) shows amplifier gain versus total energy in flash
lamp capacitor banks. This data was taken with the 20ns oscillator
puise by placing a mica half-wave plate before the Glan-Taylor polariser
and using a joulemeter to monitor the unamplified and amplified energy.
The results shown were taken at the time of maximum gain which was 1.1ms
after triggering of the flash lamps for both amplifiers. The error bars

represent the shot to shot reproducability.

(ii) Divergence + Beam Spread

The oscillator divergence was measured from the diameter of the
burn pattern at the focus of a 3m lens to be 2.3 mrad full angle.

The beam spread after the second amplifier was measured from two
burn marks to be 6 mrad full angle. This was thought tc be due to the

second amplifier ruby crystal acting as a weak diverging lens.



49.

GAIN

- Second
G- amplifier

w First N

amplifier
3‘ \
1-
' A ' B Energy in 12

capacitor bank(kJ)

Fig. (2-12) Gain of the Ruby Amplifiers

(iii) Imaging of Tight onto the plasma

As explained Tlater in the section on synchronisation the ruby

oscillator had to be physically near the C02 oscillator. This placed it
19m from the z-pinch. The optics imaging the 1ight into the plasma were
chosen for reasons of availability, maximum collection of light and
smallest focal spot. These are shown Figs. (2-13a) and (2-13b).
Fig. (2-13b) was a modification of the direction of the scattering vector,
discussed later. The output end of the 2nd amplifier was Brewster angled
to avoid parasitic oscillations and refracted the beam upwards. Thus the
polarisation was twisted by 20° from the vertical when TIR1 returned the
beém to a horizontal direction. This meant that the Thomson scattered

1ight was reduced by 100 (1 - cos 200)% = 6%.
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Fig. (2-13) Ruby laser relay optics. TIRl - 4..... total internal
reflection prisms; L1 > 2..... 3m lenses; Al - 2, M2..... 100%
reflecting plane mirrors; Ml..... 100% reflecting 3m radius of curvature
mirror; Il > 2..... apertures;  PD..... photodiodes;v L3..... 15cm focal
length lens; BS..... glass beam splitter.

A He-Ne alignment laser reflected off the output surface of TIRI
was made co-axial and co-linear with twb po]akoid burn marks separated
by ~ 7 m. These.are shown in Fig. (2-14). A pinhole was made through
the centre of the near burn mark so that the ruby laser had only to be
fired twice. The silvered alignment mirrors Al and A2 were then
iterated to send the He-Ne through the pinhole onto the centre of the
far burn,

The relay optics were then centred using the He-Ne. The beam was
always sent through the optic axis of a lens to minimise dispersion

between the He-Ne (6328 7\’) and ruby (6943 f) beams. Finally alignment

was confirmed on the pinch input window and at the focus of the 15cm lens
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in the pinch vacuum vessel. A few percent of the incident beam was
directed onto a diffuser by the glass beam splitter. This diffuser

was viewed by an ITL S20 vacuum photodiode and a pin diode. The vacuum
photodiode had a red filter and N.D. filters giving a few volts
(saturation at ~ 30V) into 500 of a 7A19 plug-in on a Tektronix 7904
scope. This gave a convoluted risetime of ~ 850ps. The pindiode was
allowed to saturate at ~ 15V giving a sharply rising pulse used to trigger
the oscilloscopes.

The vacuum photodiode was calibrated by recording the energy
incident at the z-pinch input on a Laser Instrumentation model 152
joulemeter. Running the amplifiers close to the limit of flash tube
shattering as in the main experiment (Amp 1 - 6.5kd, Amp 2 - 13kJ) the
peak power was ~ 50MW. The peak power immediately after the 2nd amplifier
was ~ 500MW. The energy transmission of TIR1 was measured to be ~ 70%
and that of L1 to be ~ 85%. These losses cannot be due only to
reflection but there must be bulk absorption in the glass. Thus 4 prisms
and 2 lenses give a relay system transmission of ~ 17% in reasonable

agreement with the power measurements.

Fig. (2-14) Ruby laser alignment burn marks at amplifier output (left)
and ~ 7m further on (right). N.B. Relay optics not present.
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(iv) Measurement of the ruby focal spot size

The diagnostic laser had to have a sufficiently small focal spot
to resolve the spatial features of the heating. While setting-up and
focussing, burn marks on blue-inked card were used to estimate the spot
diameter. As discussed for the CO2 taser, burn patterns are not a
definitive measurement and indeed the diameter of the bleached area
increased with increasing incident energy.

A better measurement was obtained by imaging in strips, the
1ight, Rayleigh scattered by CO2 gas from the focus as shown in
Fig. (2-15).

Z-PINCH
VESSEL

f~30cm. Aperfure

\}@a riser
[ W

28cm. “T55cm. L3
155 Torr EO2
Ruby focal Spectrometer entrance
spof slit

NOT TO SCALE

Fig. (2-15) Rayleigh scattering from the ruby focal spot.

The slit was 3mm wide x 90um high and the imaging optics had a measured
magnification of 1.45. The resolution of these optics was at least
80um. This was measured by illuminating a ruled graticule at the focal
spot position from a tungsten ribbon lamp and observing the image on the

slit. The C31024A photomultiplier used in the main experiment viewed the
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exit s1it of the spectrometer (which was tuned to 6945?3. The ruby laser
was fired at full power as in the main experiment. 155 Torr €0, in the
vacuum vessel gave sufficient scattered light and laser induced gas
breakdown did not occur. The scan across the focal spot was achieved

by moving the 15cm ruby focussing lens. With a total movemeni ~ 0. 5mm

in a total aperture of ~ 5cms lens characteristics were assumed constant.
The parasitic* T1ight level was checked to be << the Rayleigh scattered
1ight level at all the lens positions used by taking shots with the
z-pinch vessel evacuated. The photomultiplier signals were normalised

to the input power recorded on the vacuum photodiode. Fig. (2-16) shows

the raw data.

Scattered Fig. (2-16)
light 1 1
(arbitrary Vertical scan
units)
through ruby focal
015+ . spot. The vertical
error bars

represent the shot
010- ) to shot

reproducibility.

0-057 .

0 200 400 600
Lens posifion(/um.)

* Parasitic light is stray light usually scattered by the apparatus.



Abel Inversion of Data

If it is assumed that the intensity is radially symmetric then the

measurements may be Abel Inverted.54
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[ ([

]

&

Fig. (2-17) Abel Inversion Geometry.

,y\\
A

-

I(y) and y represent the Normalised scattering and lens position

respectively of Fig. (2-15) If J(r) describes the radial intensity in

the focal spot then:

2 Rmax r J(r) dr

I(y) = ) 1
y  (rf - yH)
and using the Abel Inversion:
1 Rmax I'(y) dy
J(l") = = — f T
T r (yZ - Y‘2)2

“Egg. (2-2) was numerically integrated using Simpson's Rule:

iry ==L 1) 5
(vo-r7)®

; 2—:5%&;;: = Tog, (v + (v5r%)

y._ 2

dv

= I"(y) dy
. \
(yz-rz)z

(2-1)

(2-2)

y was then numerically scanned in small enough steps (1000 steps)

max.
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to make:
J I"(y) dy << I'(y) at that step.
over
1 step
1 1000
Thus  J(r) = -— E I'(y,) (log, y,+2a
Y (yn + A)2 - r2 - log Yo * yn“ - r3 }

where y, = r, Y1000 = Rmax and a=( &nax-r)/1000

This expression then gave J(r) by using values of r from 10um out to
Rmax' A copy of the fortran program used is given in Appendix A. The
numerical accuracy of the program was checked by putting J(r) = r in
equ. (2-1) which then becomes a known integral. Values of I(y) fed into
the program reproduced J(r) = r to an accuracy of 5% at worst.

Fig. (2-16) indicated that the focal spot was slightly assymmetric
and thus 21 values of I(y) from either side of the maximum were inverted.
Fig. (2-18) shows the results
1/

This gave an average ‘e point at  150um. The measured half

divergence angle of the oscillator was 1 mrad which would give a 1/e

point at 150um. Thus the measured 150um is due to the ruby oscillator.
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Fig. (2-18) Abel inversion of data from Fig. (2-16). The 86um result
was from the sharp side of Fig.(2-16) and the 202um result from the

other side.
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4. THE Z-PINCH PLASMA

The development of the z-pinch plasma is described in detail in
the Ph.D. Thesis of M.S. White55. M.S. White also thoroughly diagnosed
the plasma by laser scattering, emission spectroscopy, streak photography
and magnetic probes., Laser scattering showed that during the pinch phase
there was a Tus period when the electron density and electron temperature
were approximately constant. From the ionization rates and the Saha
equation the plasma must be more than 99% ionized. The photographic
diameter of the pinch was large, 3cm compared with the 1-mm scale length
of the heating experiment. Finally, with the magnetic probe at a position
2mm away from the pinch axis the value of the Hall parameter (electron
cyclotron frequency/collision frequency) was 0.15. Thus on the length
scale (1mm) and timescale (10ns.) of the heating experiment, the z-pinch
plasma was essentially homogeneous, constant and unmagnetised. The
electron-drift velocity of the pinch current and the local j A B forces
were also found negligible for the dynamics of the heating experiment.
This is discussed in more detail in Chapter 4,

The initial electron density could be increased by increasing the
hydrogen filling pressure and/or the charging voltage on the 1.08mF
capacitor bank. In the present work two principal settings were used

namely, 200mT;  2kV giving 6.101% cn3

, 4eV; and 650mT, 3kV giving
2 107 en™3; SeV. The shot-to-shot reproducibility of these initial
conditions was checked with the multi-channel laser scattering system
using a 20 ns ruby pulse., To maintain good reproducibility, clean

electrodes and a clean pyrex vacuum vessel were found to be important.



5. SYNCHRONISATION AND TIME RESOLUTION

Fig. (2-19) shows the triggering time sequence in the experiment.
The coarse triggering up to time F was performed with delay units
containing thyratrons with an inherent jitter ~ 5 - 10 ns. The jitter
in the ruby laser(F-G) was measured to be 5 ns over tens of shots. The
CO2 laser jitter (EG) was 30 ns under optimum conditions. For optimum
reproducibility of the CO2 laser power the time (G) at which the half-
wave voltace is applied to the Pockels cells should co-incide with the
time of the peaks of the cscillator pulses. However, the CO2 laser
jitter was z the temporal length of the ruby Q-switched pulse. Therefore
the LTSG was triggered from the ruby laser pulse. A routine check of
this coarse synchronisation was made using a Tektronix 551 oscilloscope

and power detectors which monitored the unswitched parts of the laser

pulses.
Fig. (2-20) Coarse synchronisation monitor. Upper trace........
unswitched ruby pulse;  lower trace..... unswitched CO2 laser pulse.

The root mean square variation in the time between the start of
the CO2 laser pulse and the opening of the electro-optic gate was

found to be ~ 30ns on a typical run. Gain saturation in the firal CO2
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FIG. (2-19) TRIGGERING TIME SEQUENCE
Ruby Ruby Pinch CO2 CO2 Ruby LTSG Broken down Ruby + CO2 Scopes
Amp Osc 5325 Amg; 15#; Pockels by ruby 1§ser a?d incident Triggered
Flash E]gsh Cell short pulses switched on plasma ‘
' s
; .
' ¥
1.75us | !
| 00ws ] 800w ~200ns.. oo, eons. ! ~30ns., |
3ug——> I :
A B c D E F G Iy I
| ' | |
§ 5us N | T
! : . : Sat. Pin diode Trigger
Ly RN Looy
Scale Scale Scale
Expansion Expansion Expansion
Times

A and B > F : Gain build-up in ruby rods.
C +F : Pinch Formation time.

D+E->G: CO2 circuitry electrical risetime and- gain build-up time,

F>G: ruby laser pulse build-up time in
cavity.

G+ H : transit of Tight to plasma.
H->11: cable delay to scopes.
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laser amplifiers helped to reduce the variation of the CO2 laser intensity
at the z-pinch. (The overall intensity variation was typically 20% RMS).

The time between the breakdown of the LTSG and the arrival of the
two laser pulses at the z-pinch was controlled only by the length of
cables to the Pockels cells and the optical flight paths to the z-pinch.
Thus with a constant alignment of the ruby laser and CO2 laser relay
optics the synchronisation of the switched pulses was constant. The
LTSG broke down on the rising edge of the ruby pulse and thus to open the
electro-optic gate near the peak of the ruby pulse the cable length to
the ruby Pockels cell had to be < 5ns., This constrained the ruby pulse
to have an optical flight path not less than that of the CO2 pulse. This
placed the ruby laser oscillator ~ 19 m from the z-pinch.

Another consideration was minimisation of cable lengths to prevent
degradation of the LTSG voltage pulse risetime. Fig. (2-21) shows a
measurement of the LTSG voltage pulse after propagation through the X2

attenuator and the ruby laser Pockels cell,

Sgi'_
/;
I/

&

aw
o 1o, -
-
e
-
e

Fig. (2-21) Voltage pulse on ruby Pockels cell. (2 ns/division)

This was taken with a current shunt and a Tetronix 519 oscilloscope

56 . .
(risetime 300ps). The performance of the current shunt™ was investigated
by observing nanosecond voltage pulses on a Textronix 7904 oscilloscope

(risetime 800ps) both, through the current shunt, and through 300ps
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risetime Textronic co-axial attenuators. Using the attenuators, the
pulse rose to 90% in 1.2ns. Through the current shunt the pulse rose
sharply to 70% in 1.2ns whereupon the slope changed and it rose to

90% in a further 1ns. Thus the plateau on the pulse in Fig. (2-21) may
be a function of the shunt. However, evidence for the existence of a
voltage ramp after an initial sharp rise is given by the tail on a short
ruby pulse observed on the vacuum photodiode and a Tektronix 519 near the
z-pinch. An example for a shorted termination 4.5 cms. from the Pockels

cell is shown in Fig. (2-22).

Fig. (2-22) Ruby laser pulse switched with a 4.5cm stub. (FWHM = 1.7ns).

The sweep calibration drawn on Fig. (2-22) was checked by
reflecting pulses from a known length of 50 @ cable. The peak amplitude
of the pulse (and the FWHM) increased with increasing shorted termination
lengths indicating a modulation depth less than 100% in the e]ectro-optié
switch.

It was initially planned to perform the experiment by recording
a full scattered spectrum per shot using an existing bank of 8 ns risetime
photomultipliers and to obtain time resolution by using a short ruby
pulse. The temporal evolution of the spectrum would then be obtained by
changing the relative timing of the CD2 and ruby laser pulses. However,

better time resolution was prévided using half a Q-switched ruby pulse
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and a single 1.2 ns (10 - 90%) risetime photomultiplier (RCA C31024A).
Then, the full temporal evolution in a single spectral interval was
obtained per shot. Expense prevented the purchase of enough photo-
multipliers to take a full spectrum per shot.

To switch-out half a Q switched ruby laser pulse a 50 o termination
on the end of a long cable was substituted for the shorted termination.
Switch-out modulation was observed to be ~ 100%. Note that
synchronisation of the two Taser pulses was still essential to define a
time zero for the laser scattering.

The electrical outputs of the vacuum photodiode and photo-
multiplier were recorded on Tektronix 7904/7844 oscilloscopes with 7A19
plug-ins (Risetimes 0.8 ns). The time resolution of the RCA C31024 A
photomultiplier was checked on Rayleigh scattering by using a fast rising

ruby laser pulse. Fig. (2-23) shows that its risetime was ~ Ins.

LoRrIT e Loy

o MM

Fig. (2-23) Upper trace.....Vacuum photodiode (risetime ~ 300ps)
Lower trace.....fast photomultiplier (risetime ~ 1.2ns)
Oscilloscope.....Tektronix 7844 (risetime ~ 0.8ns)

Sweep Rate 5Sns/division.
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6. LASER SCATTERING AS A DIAGNOSTIC

If practically feasible, laser scattering is the most definitive
of all optical plasma diagnostics. The scattered spectra can yield not
only ng,, Ty and T, but also information on plasma wave activity, magnetic

fields and impurity content.

(a) Theory

I will now give a simplistic résumé of the theory’” .

Suppose that a monochromatic plane wave of amplitude Eo’
propagation vector k0 and angular frequency W is passing through a

plasma such that “pe < v When the amplitude of oscillation of the

re-radiating electrons is very small compared with the emitted wavelength
then we can use the dipole approximation to calculate the field in the

wave zone. Most of the 1ight is transmitted through the plasma but a

25

small fraction, given by the Thomson cross-section (6.65 107 cm2/

electron), n_ and Te, is incoherently re-radiated in a dipole distribution.

e
The acceleration of the electrons under the action of the above

Taser light is:

a=-(®m) E_ cos ky - r

o ; (t) - w,t}

Note that the acceleration depends upon time implicitly through the
variation Ij(t) of the pdsition vector of the electron with time as well
as explicibly through the phase factor wot. Hence, the Fourier analysis
of this acceleration will also contain in addition to the frequency w g
frequencies characteristic of the electron motion in the absence of the
radiation field. The light scattered by the electron will thus contain

these additional frequencies as well as the incident frequency; this is

the essential property of the scattering process that is of interest for



64.

plasma diagnosis.
When the electric fields due to the dipole emissions of each
electron are summed at a detector far outside the plasma, it is found
that electrons giving rise to the same phase (i.e. constructively
interferring) lie on p]anes‘spaced by integer multiples of 2n/k

scatt’

Here, k is the differential scattering vector shown in Fig. (2-24)

—scatt

Fig. (2-24) ‘50 - incident laser propagation vector

L - scattered light propagation vector.

At visible frequencies hv << mc2 and we consider only elastic scattering

. Thus:

e, k| = lkg

I3 (4n/r,) sin 8/2.

scattI

So by fixing an incident laser wavelength Ao and a scattering
angle 8 we select the spatial Fourier component of the electron density
distribution whose wave number is |55catt|’ For electrons on planes
not separated by zwlk;lattl‘ the scattered 1ight from these electrons
would not be in phase at the detector and the scattered intensity would
be the same as if the electrons were randomly distributed.

Selecting the spatial Fourier component of the electron density

distribution determines the frequency spectrum that will be observed at
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the detector.

a = scale length for scattering/plasma debye length = 1/kxD

When a >> 1, (k7!

>> Ap), electron plasma waves of wavelength 2m K]
modulate the number of electrons on the planes and peaks (sidebands)
appear in the scattered spectrum.

When o <<~], (k'] << AD), all electron plasma waves are heavily Landau
damped and the spectrum simply shows the component of the electron
velocity distribution parallel to k.

The Tlight scattered by the ions is down by a factor of (me/mi)2
over the electrons. However, a low frequency “ion feature" is formed by
the slow movement of the electron shielding cloud surrounding each ion.
When o << 1, the scale length for scattering is inside the shielding
cloud &Zwk"] << AD) and the preportion of light scattered into this ien
feature is small as expected.

The mathematical statement of the above is given in Evans and
Katzenstein57 as follows. (A Maxwellian velocity distribution is

assumed)., The plasma cross-secticn (o)} differs from the Thomson

. p)
cross-section (cT) -

cp =ar [ S(kyw)dw

where S(k,w) is the form factor given by:-

2
. 2
S(kyw)dw = T, (xe) dxe + Z ( ? ) FB (Xi) dx;
+a
2
. 2 exp (-x~)
2
8 =2 () Te/y s T, (x) =

1+a i ) |1+a2W(X)12
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X
W(x) = 1 - 2x exp(-xz)f exp(pz) dp - iw% X exp(-xz)

Here, the spectral functicn S(k,w) has been divided into an
electron feature Pa(xe) and an ion feature Tq (Xi) using the
Salpeter approximation. The basis of this approximation is the large
disparity in the scale of the dimensionless frequency variables

Xg = Aw/kScatt Vipe and x5 = Aw/kScatt Vipie Thus, the electron

spectrum has a frequency scale kvthe’ the characteristic Doppler shift

at the electron thermal speed (AAC ~ 707f1n this experiment) and the ion
spectrum has a frequency scale kvthi’ the characteristic Doppler shift

at the ion thermal speed (AAC ~ 1.6fi in this experiment). Note that

the analytic form T(x) of the two spectra is the same, although they

differ in amplitude and in the value of the parameter a«. The spectral

shape for jons and electrons is shown in Fig. (2-25) taken from

Sa]peter58(1960).
N &= =2 a=3 a=4| 1 Fig. (2-25)

I, ()
Lo |
/
o
&
|

'l 2

When o << 1 (k' << AD), Fa(x) > e  and so reflects the

assumed Maxwellian distribution of velocities. As a increases, a
resonance in the denominator of ra(x), caused by the Complex function

W(x), increasingly dominates the exponential numerator.
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The assumptions of the Salpeter approximation exclude a resonance
in the ion term. The quoted restriction is 8 < 3.45 which can be
rephrased as a limitation on Te/T1:

(T /T5) <11.9 (1 + o2)/Ze2.

max.

The total scattered 1ight in the electron and ion spectra is

obtained by integrating the spectral function over frequency:

am——
Se(k) = ]/1 + az [fﬂectron feature contributiog:] (2-3)
4
;) = 27+ d8) (4B e 2 T T (2-4)

[

Z£~Ion feature contribution .;

Note that Si(k) +~ 0 as a »~ 0 as commented on above.

(b) Practical Considerations

(i) Plasma Heating

It is essential that the probe beam does not perturb
the plasma. Kunze59 (1965) gives an expression for the fractional

increase in electron temperature neglecting thermal conduction:

e _ -7 nz 3

{1 - exp (<hv/u)} I ac
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in the followifig units: Ng = cm-3; Te -eVy A - cm I0 - WCm'z;
At - s3 hv - eV, This expression gives ATe/Te ~ 0.2 for the

experimental conditions of this experiment. The experimental result to
be presented for ¢ = 1.2 mms in Chapter 3 confirms that the diagnostic

was not perturbing the plasma.

(i1) Plasma light

The photomultiplier detection system introduces shot noise.
For a Poissonian distribution the noise on N electrons emitted from the
photo cathode is vN. To see a good Thomson scattered signal above the
shot noise generated by the background continium emission of the
plasma it is necessary to maximise the total 1ight level and 1'nJ
particular the ratio of the Thomson scattered light to the ézzgiﬁ%ﬁhw
emission.

Shot noise gave the principal contribution to the error bars

(~10%) on the scattered spectra of this experiment.

(111) Stray light ("Parasitic")

Typically, only ~1071°

of the incident light energy is Thomson
scattered into the solid angle viewed by the detector. Stray light
scattered by the apparatus can easily swamp the Thomson scattered
signals unless it is discriminated against. Thus, precautions were
taken to optically isolate the laser beam path and the viewing path.

The exiting ruby laser beam was absorbed in a dyed-glass dump placed
far from the scattering region. This was Chance-Pilkington 0B10 blue
glass orientated at Brewster's angle to the plane-polarised laser beam
to minimise reflections. The spectrometer also looked into a blue glass

dump. High divergence rays in the input beam which might scatter off the

periphery of the input port were removed by the iris I2 shown in
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Fig. (2-13).

With a scattering angle of 900, these simple precautions gave a
stray light level from 5 x to 10 x down on the Thomson scattering in
the spectrometer channel centred at the laser wavelength. The stray
light is, of course, concentrated at the laser wavelength and was
orders of magnitude down on the Thomson scattering in the electron

feature due to the spectral contrast of the monochromater.

(iv) Rayleigh Calibration

The ratio of the Thomson to the Rayleigh cross-sections for
various gases is accurately known. Thus, by taking scattering measurements
from a known pressure of neutral gas (bound electrons) before and after
taking scattering measurements on the plasma (free electrons), the
sensitivity of the system can be measured and checked for drift. The
total Thomson scattered light together with the system sensitivity gives
a cross-check on the electron density obtained from the spectral shape of
the electron feature.

A number of measurements at increasing gas pressure also provides

a convenient check on photomultiplier linearity.

(v) Fitting of Salpeter Curves to Observed Spectra

The plasma parameters (ne and Te) were obtained from the measured
electron spectrum by finding the best fit theoretical curve. The method
used is described by Kunzesg.

The spectral curves Fa(x) for various o have already been described

in this section:

2
r (x) = exp(-x") where x = ay/kv

e or i
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In application, the curves for various «, could be redrawn vs. the
measurement parameter A\ instead of the normalised AA/Te% scale., A
particular electron temperature, Te] say, and scattering angle o must be
chosen. The spectra for any other electron temperature Te2’ but the same
o, can now be obtained simply by mu]tipiying the wavelength scale with

a factor given by the square root of the temperature ratio - i.e. all
points of equal intensity on the curves of equal «, but varying Ty now

have a wavelength relationship:
T /Ty = (8r,/80)2
e2’ el 2/°M

Also:

Therefore
n_,/n = (AA,/AX )2
e2’ el 2'°"

These multiplication relations are transformed to linear

displacements when the spectra are plotted vs. log Ax. Now

anything
spectra of the same o but different Ne and Te merge into each other

simply by a horizontal displacement and only one universal set of
theoretical spectra is required. The set of normalised spectra produced
by Kege]60 have been used in this experiment. These spectra were plotted

for 6 = 900, Ng = Ncal and Te =T The above multiplication

e cal®

relations transform to:

(ng/Meay) = (T/T antilog, 20

cal cal)
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where D = 10910 ANY - 10910 X a1

D was read directly from the overlaid scales of the theoretical and

measured spectra.

N.B. These spectra may also be used for any scattering angle ' by

application of the correction.

(Té/Tcal) - (AK'/AKC31)2(51H 45%s1n e'/2)2
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7. THE INTERACTION REGION

Fig. (2-26) shows the initial experimental layout around the
plasma. The measurements of the focal dimensions of the two lasers
have already been described in sections 2 and 3. Two lenses
(nominally 30cms. focal length) imaged the 1light scattered at 90° onto
the entrance slit of the spectrometer with a measured magnification of
1.45. The iris(I1) was closed to match the f number of these optics
to that of the spectrometer. This was a protection against the stray
light described in section 6. The polaroid, orientated to pass the
vertically polarised scattered light increases the scattered to plasma
light ratio. by a factor of 2.

The spectrometer could be used either as a polychromator with an
insertable mirror feeding Tight into eight RCA 7265 photomultipliers
(~8ns risetime) or as a monochromator with an RCA C§]024A photomultiplier
(*Ins risetime). By Rayleigh scattering the ruby laser beam (~0.1 )y
width) in C02 gas and scanning the spectrometer around 6943 7? an
instrumental FWHM of 13 ﬁ?was measured. (The FWHM was limited by the
input and output slit widths and the dispersion of the diffraction
grating). lThis 137?sett1ng was a compromise between 1ight detectabj]ity
and spectral resolution. The spectrometer was calibrated using a
mercury lamp and a helium-neon laser.

The spectrometer entrance aperture was defined both horizontally
and vertically. The de-magnified image of this aperture (set typically
at : 370um high x 600um wide) together with the focal waist of the ruby
laser formed a "scattering box" in the plasma. This region is shown in

Fig. (2=27) in schematic form.
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Fig. (2-26) The interaction region. L1....F/3.4 KC1 doublet;

L2....15cm. focal length quartz lens; L3,L4....30cm. focal length relay
optics; P....polariser; I1....aperture; BC....Black Cloth tunnel to
exclude stray light; D1,D3....Brewster-angled blue glass 1ight absorbers;
DZ....CO2 laser beam dump; PD1....photodiodes; PD2....photon drag
detector; G....blazed diffraction grating; PM....RCA C31024A

photomultiplier.
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Fig. (2-27) Schematic of the focal regions inside the z-pinch plasma.

Here the homogeneous plasma dimensions and the €0, Taser
absorption length are both >> the length scale for the experiment.
These facts together with the f/4 focussing of the co, laser meant
that the temperature and density gradients along the COZ laser beam were
negligible. Thus, there was cylindrical symmetry about the C0, laser
beam axis and a radial temperature gradient. Fig. (2-27a) shows the
initial set-up corresponding to Fig. (2-26). Here, the differential
scattering vector k

—scatt
both horizontal and vertical displacements. Fig. (2-27b) shows a later

(see Fig. (2-24)) is perpendicular to vI, for

modification where the direction of the ruby laser was reversed with the
ruby laser dump now on the left in Fig. (2-26). Now, with Escatt
parallel to YIe for horizontal displacements the scattering measurements

were sensitive to plasma waves propagating along er.
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In section 3, the radial fall-off of the ruby laser intensity was
measured. (Iruby(r') in Fig. (2-18)). Thus we may define resolution
functions, f(r), for different displacements, &, of the focal spots.
These resolution functions take account of the fact that the more
intense regions in the ruby laser focus contribute more to the observed
scattering. The numerical calculations of these resolution functions
and their use to spatially weight the computed radial temperature profiles
for comparison with the experimental results is described in Chapter 4.

The displacement § of the focal spots was set by scanning the
CO2 laser focussing lens. With maximum total movements of ~1mm, across
a lens aperture of ~10cms. perturbations to the focussing were negligible,
Correct relative alignment of all the optics in Fig. (2-26) was a crucial
and difficult adjustment. First, the co-incidence of the ruby laser and
its alignment helium-neon laser was checked in the focal plane. Then,
the spectrometer input optics were adjusted so that the focussed helium-
neon laser spot was central (by eye) on the input aperture of the
spectrometer. This now defined in space the position of the "scattering
box". The CO2 laser focus was then coarsely aligned using a semi-
coincident helium-neon laser. Dispersion in the KC1 optics meant that
the helium-neon laser was defocussed in the focal plane of the CO2 laser.
The final alignment was set by making burn marks on "thermofax" heat
sensitive paper. The side facing the ruby laser was covered with black
ink to achieve a burn. Each time a new adjustment to the CO2 focal spot
position was made the new target was positioned inside the vacuum vessel
using a micrometer and viewing the helium-neon spot (on the ruby beam)
throught the spectrometer entrance aperture. For a given displacement
several such back to back burn patterns were taken to establish the

setting error in § which was typically =100um.
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CHAPTER 3

THE EXPERIMENTAL RESULTS

1. INTRODUCTION

In this chapter the experimental results and their reduction from
the raw data is described. Section 2 shows a sample of the raw data
and how it was measured. In Section 3, the electron feature spectra
(which gave the electron temperatures and densities) are shown for
different displacements (s) from the CO2 laser axis. The Rayleigh
calibration of the scattering system gave a second measurement of the
electron density. This is described in Section 4. Section 5 shows the
electron temperatures and densities at different times as derived from
the electron feature spectra of Section 3. Section 6 discusses the low
frequency ion feature part of the laser scattering. This was not
spectrally resolved but the total scattered light in the feature at
6§ = 0 was enhanced above the thermal level indicating low frequency
turbulence in the focal spot region. Section 7 shows some electron

feature spectra obtained at a plasma density > 10" 3. Section 8

describes the backscattering seen at densities > 10]7 cm-3.
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2. SAMPLE RAW DATA

200y 200y

Fig. (3-1) Oscilloscope traces for a single shot into a plasma with
initial conditions of ng = 6.101° cm-3, T = deV.

(a) The CO, and ruby laser pulses respectively.

(b) The photomultiplier signal with timing marker at the end of the
trace.

(Tektronix 7904 oscilloscopes on 5ns/division, adding signals from
type 7A19 vertical amplifiers).

Fig. (3-1)(a) shows the CO2 and ruby laser pulses. The temporal
separation of the rising edges of these pulses (which was set using cable
delays) was always constant within measurement error (~ 0.5ns) thus
confirming the accuracy of the synchronisation technique. The relative
timing of the COZ and ruby laser pulses at the centre of the z-pinch
plasma was 4.5 * 0.25 ns as shown on Fig. (3-1)(b). This was deduced by
measuring the optical and electrical transit times between the detectors
and the plasma and the detectors and the oscilloscope respectively.

Fig. (3-1)(b) shows the Thomson scattered 1ight in the spectral
interval centred at 81.4 & to the blue of 6943 R. The negative going

spike at the end of the trace is a delayed timing marker generated by
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dividing the ruby fast photodiode signal in a matched GHz T-piece and
delaying the signal in a cable. When the spectrometer is centred at the
rﬁby laser wavelength (i.e. observing the ion feature or Rayleigh
scattering) the photomultiplier signal starts abruptly at the time
indicated by the?ééfbw. The result shown was taken at a displacement,
§ = 0 £ 100uym and, at Ax = 81.4-7? into the electron feature, it is only
when the 002 laser beam heats the plasma and the electron temperature
rises that Tight begins to be scattered at this wavelength, (At Tow «,
the spectral shape is generated byAEbpp1er shifting of the dipole
emission due to the electron ;é%;;¥£{é§. Thus, the appearance and
disappearance of scattered light at ax ~ 80 & somewhat illustrates the
electron heating and-coo1ing.) The noise on this trace is the
photomultiplier "shot noise". The shot noise spike on the cooling edge
of the heating again confirms the Ins time resolution. Note, from

Fig. (3-1(a)), that the electrical noise level is negligible,

By normalising the photomultiplier signal to the photodiode
signal at selected instants from the start of the ruby pulse, a time
history of the Thomson scattering at 81.47?15 generated. Then, from
sets of data taken at other wavelengths time resolved spectra are
obtained.

When the 002 laser was not fired the constancy of the normalised
scattering from the now unperturbed plasma was checked. Temporal
variations in the ruby laser focal plane intensity distribution and in

the plasma conditions were thus ruled out.
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3. THE ELECTRON FEATURE SPECTRA

u¥r
frbifrary ] «=135401
s N=65(209) 10" ari”
T.=39(10'3) ev.
o4
TIME=-05ns.
021 S=mmqpn
BLUE
1 i ,
55 10 0 AR
Fig. (3-2) (a)

scattered
(arbitrary 1

041

021

(i) &6=0

o =05 . -3
N,=47(202) 10 cm.
1:20611'0 av.

TIME=+35ns
=0+100um.

% 100 0 AN

Fig. (3-2) shows some electron feature spectra obtained by the

method just described. The timing shown is relative to the start of the

CO2 laser heating pulse. Thus the spectrum of Fig.(3-2(a)) defines the

initial conditions in the plasma and Fig. (3-2(b)) is near the peak

temperature. The differential scattering vector was parallel to the

induced temperature gradient. The measurement was centred on the CO2

laser heam axis to the shown accuracy.

At zero displacement no

assymmetry between the red and blue electron spectra is expected because

of the cylindrical symmetry about the CO2 laser beam axis. Thus, the

thermal electron motion towards and away from the spectrometer inside the

"scattering box" would be symmetric.

5

the CO2 laser light (wR ~ 10° GHz i.e.

bandwidth of detection (wD ~ 1GHz 1i.e.

Also, the rippling of electrons in

6

T " 10™°ns) was outside the

T " Ins.). Spectra were taken

in the blue as the quantum efficiency of the photomultiplier photocathode

increased with frequency.
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Note that at many spectral positions the results of several shots

have been overlaid and indicate that reproducibility was good.

| The solid curves are the best fit Salpeter curves. The good fits
obtained at this displacement confirm that here the electron velocity
distribution was close to Maxwellian. The fits were obtained by
normalising the observed spectra to their peak value, plotting them
VS. 10910 Ax and overlaying the theoretical spectra produced by Kege]so.
The electron density and temperature were then deduced as described in
Chapter 2. The error bars on temperature and density came from the
marginal fits when the theoretical spectra ran along the extremities of
the error bars on the measured spectra. The upper error bar of the
temperature came from the lowest o spectrum marginally fitable. It was
found that Tower o spectra gave the largest allowable positive
- displacement D. From Chapter 2:

(Te/T = anti]og]O(ZD).

cal)
Similarly, the lower temperature error bar was the highest « marginal fit
with the largest negative displacement. The measured parameter of system
sensitivity was used to further define o« and D as will be described in

part 4 of this chapter.

(ii) 6 = 400um. (In the horizontal plane).

At this displacement, the scattering box was centred near the edge
of the focal spot where large thermal fluxes were expected. With
Escatt | |to VIe the assymmetry between the red and blue sides of the
electron spectrum was investigated. However, a power supply fault
prevented the full E.H.T. being applied to the ruby photodiode to which

the Thomson scattered light was normalised. Saturation in the ruby
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photodiode was indicated by the non-constancy of the normalised scattering
from an unperturbed plasma and from C0, gas (Rayleigh scattering). The
peak signal level was also down by ~ 30% from normal running conditions.
Thus the absolute 1ight level was not measured, However, within the
assumption that the ruby pulse was reproducible, spectral shapes measured
at various times from the start of the ruby pulse were still meaningful.
(The RMS variation of the peak ruby intensity was 7% over all the shots

of the previous run {§ = 0}). Fig. (3-3) shows two spectra obtained at

& = 400yum.

RED

scattered BLUE
light

{arbitrary

units)

HEAT
=2 FLUX

100" 50" 50" ANE)

(a) (b)

Fig. (3-3) (a) Electron spectrum 0.5ns. before start of the CO2 laser
pulse at & = 400um.

(b) Electron spectrum 3.5ns. after the start of the CO2
laser pulse.

Note that the shot-to-shot reproducibility was much worse than
the § = o data because of the above normalisation error. The initial
conditions defined by Fig. (3-3)(a) had a best symmetric fit of « = 1.2

giving n, = 6.10'% T

e = SeV. At times after the start of the CO2 laser
pulse the observed red and blue spectra did not fit the Salpeter curves
and were assymmetric.

Fig. (3-3)(b) shows the spectrum near the time of peak flux.
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Although, no theoretical scattering spectra for suitable non-thermal
plasmas are obtainable in the literature, when o becomes s 0.5 the
electron spectrum reflects the electron velocity distribution. There is
no evidence for an electron wing (i.e. any scattering on a scale length

> AD) on the red side indicating « ¢ 0.5. With k anti-parallel to

=scatt

the temperature gradient, the direction of the heat flux in corresponding

electron velocity space is shown. It is thus conceivable that the peak
>

at aAx ~ 10 A is the doppler shifted scattering from a return current of

cold electrons.

(iii) & - 800um. (In the horizontal plane).

At this displacement, spectra were also taken to the red and blue
of 6943 R. Kcatt Was now parailel to vI, i.e. the CO, focal spot was
displaced in the horizontal plane to the spectrometer side of the
scattering box.

Fig. (3-4) shows the spectra obtained at three different times
with respect to the start of the CO2 laser pulse. The density and
temperature conditions change much less dramatically than at
8§ = Oum, At early times, the red and blue symmetry was good
(Figs. (3-4)(a) and (b)). Later in time, marginally different a's
(and D's) fitted to the red and blue. The density and temperature

conditions were then taken as the RMS of the maximum and minimum

conditions considering both sides of the spectrum.

(iv)  Summary of all other experimental runs.

The above displacements of 0, 400 and 800um in the horizontal
plane illustrate the method used and the most interesting features of
the spectra obtained at the lower z-pinch density.

Other experimental runs were performed:



TIME=+07ns. TIME=937ns

units)

£=8002100 km. £ 28002100 um.
ﬁfhf?red BLUE RED fc_al;:rered BLUE
- -, 1
farbitrary <1220 «=12204 Y01 (agbirr)ary 12404

ng=6.21. 10°cm? units

N n=1203 0%
24504 aY.
L]

39541, eV

+100 +50 « -50 AR 100 +50 -50

Ai(il

‘ Fig. (3-4) Sample electron
TIHE =77 ns spectra at § = 800um.

N.B. (b) = time near peak
8§ = 0 temperature.

(a)  Displacements in the vertical plane. This ensured k. ... . "Ig
(b)  Kecattll ECOZ' This meant k. ...l VT, for horizontal and
vertical displacements. There were early results and the ruby photodiode
signal was displayed on the same scope as the photomultiplier signal.
Consequently, the shot noise errors were almost double those on later |
runs and the data was weak 1i.e. the error bars on the temperature
measurements were large.

(c) A long €0, laser pulse (Ins. risetime with a 20ns. falltime) was
used. It was useful to look at the heating with more absorbed energy on
a longer timescale.

-3

(d) A higher initial plasma density (> 1017 cm ) was used. Non-

thermal spectra were obtained as described in part 7 of this chapter.



TABLE (3-1) 1lists all the runs performed:-

Run Initial Conditions FWlM Average RMS
0 T kscatt. ( g 5 CO2 laser peak CO2 dg;;aé&on
]5e 3 € e pulse laser intensity P 2
(10" "cm ™) (eV) (ns) (MW) : intensity (MW)
1 6.3 3.6 || vTe 0:£100 2.5 236 54
(H)
2 7.2 4.3 H T, 800+100 2.5 270 61
(H)
3 7.0 3.9 || o 12501100 2.5 383 27
._e
(H)
4 7.5 4.5 || o1 400+ 50
e (H)
n 2.5 257 64
vT 300+ 50
e (H)
5 5.6 3.0
6 3.8 3.8 _J__yle 35?5)50 2.5 409 92
650+ 50
7 5.5 5.1
N (V)
8 400+ 50
- 6.8 4.8 LT, (V) 12.5 200 38
9 700+ 50,
: (V)
10 10.3 5 1 VIe 04100 2.5 275 51
N 15.8 5 vt 300+£100 2.5 241 54
_e
V)
Table (3-1) In the column giving the focal spot displacement (s), the H or V refers to a horizontal or vertical

displacement respectively. Runs 5, 6, 7, 8, 9 and 11 were taken with the scattering geometry of Fig. (2-27)(a).
Subsequently, the direction of the ruby laser was reversed and runs 1, 2, 3, 4 and 10 were taken with the

scattering geometry of Fig. (2-27)(b).

"o
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4, RAYLEIGH CALIBRATION

As described in Chapter 2, by filling the pinch vacuum vessel with
various pressures of clean CO2 or N2 gas the scattering system sensitivity
may be calibrated. As the laser bandwidth is << the spectrometer band-
width, Rayleigh scattering was also used to centre the spectrometer on
6943 ﬁfand to check its bandwidth before taking data.

At the end of a run a second Rayleigh calibration was performed.
This in general indicated a slight fall in sensitivity due to the
discharge dirtying of the windows described in Chapter 2. The spectra
were corrected as a linear fall-off in sensitivity/shot. Corrections
were also made for the spectral variation of the photomultiplier
photocathode response. This was ~ 10% over 100<A=as measured on a
standard lamp.

The value of electron density obtained from summing the total
scattered Tight in the electron feature (allowing for spectrometer band-
width) and using Eéu. (2-3) agreed with that obtained from the curve
fitting to the spectra shape.

Late in time as the ruby laser intensity decayed the scattered
1ight/shot rise ratio became smaller. Thus the error bars on the spectra
increased at these times. The fact that the electron density obtained
from curve fitting be consistent with the system sensitivity was used to
reduce the error bars on the Na and Te results. In other words, certain
a, D combinations gave spectra which fitted inside the measured error
bars but gave too high or Tow a value for the electron density as
determined by the Rayleigh calibration. These spectra were thus rejected
as non-fits. This process was automated by inputing the spectral shapes
for different o's as data in a computer program and then numerically
integrating for different shifts (D). A listing of this program is given

in Appendix B.
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5. ELECTRON DENSITY AND TEMPERATURE EVOLUTION

Fig. (3-5) shows the time evolution of Te and ngat s =10= 100um.
The CO2 laser pulse is also shown on the Te plot. For all the shots
required to obtain the shown temperature evolution, the CO2 laser pulse

had a mean peak intensity of 236 MW on plasma with a RMS deviation of

54 MW.
o _ . ‘ T §=0£100 yum.
{eV)
n, § <0£100m.

™) 1 204 ’P i

H
4 . ‘ r
JF s .
510—.‘ &. E' E. T ‘ M
*
1 ; 10+ i
; L
% 5+ A
10 0 5 10 TIMElns) z
G 1 T
0 5 10  TIME(ns)
Fig. (3-5)

Looking at the T vs. time plot note that the result on the rising
edge of the heating (t = 1.5ns.) has a large error bar. This is
attributed to the fact that at this time the electron temperature changed
significantly within the achieved time resolution. A poor spectral fit
was thus obtained. Late in time the error bars increase because of a
low scattered light/shot noise ratio. A further point is that Tower o
spectra give a more sensitive determination of Ta When o << 1 the

electron feature reflects the electron velocity distribution and is
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Gaussian for a Maxwellian distribution. Its ]/e point depends on Te:'

mo= 27.52 sin 2 TR (3-1)

where o8 = scattering angle and Te is in eV. In contrast, when o>1 the
spectrum exhibits a sharp feature due to co-operative scattering from
electron plasma waves. The wavelength shift of the electron wing, in

the region 0.6 < o < 2.0, is:-
-7 ()
Ax = 2.0510 /ne A (3-2)

with Na in cm-3. Fitting of the o parameter which is Te and Na dependent

still of course gives a temperature measurement:

- -8 3
« =1.05 107° (n/T,)

withn -cn™>; T_-eVs 6=090° x =69437

e ? e ? > %o

These facts explain why the error bar at peak temperature
(t = 3.5ns.) is small. When the computer simulation is fitted to these
results in Chapter 5, it will be seen that this point is important in
the conduction measurement.

Fig. (3-6) shows the heating at & = 800 + 100um.

T 6=8002100 pm.
(V)

0 5 10 TIMElns)

(Fig. (3-6)

The results of the other runs will be shown on comparison with the

computer results in Chapter 5.



88.

6. THE ION FEATURES

The spectral shape of the ion feature was not resolved by the
13 7? bandwidth spectrometer. However, by subtracting the stray light
and electron feature contributions from the observed scattering with the
spectrometer centred on 6943‘i1 the total scattered light in the ion
feature (Sio’ say) was obtained. As described in section 4., the total
scattered Tight in the electron feature gave an electron density that
agreed with that determined from the spectral shape of the electron
feature. The spectral shapes obtained were also consistent with
Maxwellian velocity distributions. In other words the electron feature
scattering was thermal (at § = 0 and 800um.)

Using equations (2-3) and (2-4) it is possible to define a thermal

leve] (Sith’ say) for the total scattered light in the fon feature.

S_i k)

S 1ight in the electron feature). RG]
e

ith ~ (Zspectrometer bandwith

h Si(k) Zat
where: =
Se(k) 1T + a“ (1+ZTE/T'i)

It was found that the observed total scattered 1ight in the ion
feature (Sio) was enhanced above the thermal level (Sith) at

6 = 0 + 100um. as shown in Fig. (3-7).

S ‘

- Fig. (3-7 Enhancement
above thermal of the
total scattered Tight in
the ion feature at

N § = 0 + 100um.

0 5 10 TIME(Ms)



a9.

Time zero is, as before, the incidence of the (0, laser pulse on the
plasma. This result indicates low frequency turbulence > 10X the thermal
level starting on incidence of the CO2 laser pulse and staying on after
it has switched off.

At § = 400um. the non-thermal electron spectra and the photodiode
fault meant that Sith Was i11-defined.

Fig. (3-8) shows the turbulence level at § = 800 + 100um.

Fig. (3-8 Error bars
are taken from the

. l 4¢__l_—¢- worst case of the red
Ho o and blue electron

5 10 TIMElns) feature spectra.

S=800+100 .

O

The turbulence is thus highest in the CO2 laser focal spot region.
The interpretation of this as jon-acoustic turbulence driven by the cold
electrons returning to the hot region to maintain charge neutrality is

discussed in Chapter 7.
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7. THE SPECTRA AT HIGHER PINCH DENSITIES

Highly non-thermal spectra were obtained when the initial pinch

density was > 10'7 3.

The spectra obtained were also less
reproducible than those obtained at the Tower pinch density. Fig. (3-9)
shows the spectra obtained at § = 0 + 100um. at different times

relative to the start of the C0, laser pulse with Kcatt Parallel to

vT
—e
scattered TIME=-09ns. scattered TIME=+31ns.
30+ } |gg}; 30+ }iggym
aroirra.
units) v 32#5) r
20+ 20+
104 I 104 } I ) }
bgipfd
%
1 % : z 2 1 ; I i
50 100 150 2 50 100 150 250
AR AXR
scattered TIME=+71ps. { scattered TIME= .
304light s 304 light *Hins
{arbitrary (arbitrary
units} unifs)

—

: ) 250
mAxm Akmz

50 100 1

Fig. (3-9) Electron feature spectra (in the blue) at § = 0 £ 100um.
(Run 10.......... Table (3-1)).

Before the start of the CO, laser (i.e. TIME = -0.9ns.) there
is an electron wing in the spectrum. If 0.6 < a < 2 we can use

[ —
equation (3-2) to determine the initial plasma density. For AX = 66 A

wing
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this gave n, = 1.03 10]7 cm'3. After the start of the CO, laser pulse,
the increase in the total scattered 1ight and the peaks in the spectrum

are evidence for high frequency turbulence. However, these spectra were
not quantitatively interpretable.

Fig. (3-10) shows the spectra obtained at & = 300 + 100um. with

kscatt perpendicular to vle

Tt scattered
301 ight red TIME=-03ns 30tight TIME=+17ns.
{arbitrary {arbitrary
units) : unifs)
20 20
0 E 10 % }
P il
R » S
50 1 ! 50 100
AR AR
Scattered
304 ﬁgtr{fm TIME=+4Tns. 30ignt TIME=+6Tns.
(arbifrary : (arbitrary
units) i units)
20 % 20
} o § ;1
RS ] V% I %g
50 100 j 50 100 i
AR A AR

Fig. (3-10) Electron feature spectra (in the blue) at § = 300 + 100um.
(Run 11.......... Table (3-1)). |

[ =]
The spectrum at TIME = -0,3ns. with aX = 81 A, gave an initial

17 cm-3.

wing
electron density = 1.6 10 The total scattered 1ight was again
enhanced after the start of the CO2 Taser pulse but in this case the peaks
were around M yying rather than at higher frequencies.

The non-thermal nature of these electron spectra prevented the

deduction of a thermal level for scattering in the ion feature.
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8. BACKSCATTERING

Backscattered 1ight from the plasma was investigated. A schematic

of the experimental set-up is shown in Fig. (3-11).

Z PINCH

/
INPUT
> LENS PHOTON DRAG
DETECTOR
PYROELECTRIC
DETECTOR
20 &m, MIRROR
LERS s iggévuiggou {1 m, RADIUS)
SPLITTER 2

\' NCIDENT

BEAM

Fig. (3-11) Layout of the detectors in the backscatter experiment.

A 20ns. CO, laser pulse of peak intensity 300 MW was used. The
incident power monitor was a Rofin 7412 photon drag detector, risetime
Tns. and the backscattering monitor a Molectron P5E pyroelectric detector,
risetime 0.6ns. Both pulses were monitored on a Tektronix 7844
oscilloscope giving a time resolution of ~ Ins. Due to the small
sensitive area (1mm.2) of the pyroelectric detector specular reflections
from optical components and dielectric reflection from the plasma boundary
were discriminated against since they were not imaged onto the detector.
In the case of mis-alignment onto a specular reflection the pyroelectric
detector signal had the same temporal shape as the incident pulse.
Backscattering was only detectable at pinch densities > 10]7 cm'3

and was typically 300kW for 300 MW incident laser power.

Fig. (3-12) shows one result obtained.



i Xy v i o

- - wz-'.r.‘#‘“ﬂs%\‘mwwﬁ\ &)
#
: 300

kWi

200
MW

O

1 DIVISION= 10 ns,.

Fig. (3-12) (a) Scope trace of detector signals: Upper trace......
Pyroelectric detector; Lower trace....... Photon Drag
detector.

(b) Tracing of scope picture with power calibrations for
the detectors.

From timing calibrations, the backscattered 1ight starts at the
same time as the CO2 laser pulse to within Ins.

The measured temporal shapes of the incident and backscattered
signals are convolutions of their optical temporal shapes and the detector
response function. We can say however that the growth and decay times of
the backscattering are < Ins.

Fig. (3-13) shows a plot of Tn (Power backscattered) vs. incident
power taken at different times during the pulse indicating an exponential

growth from a thermal level, Py say.

Fig. (3-13

o ! | [

100 200 INCIDENT
POWER (MW,)
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On three consecutive shots, the experimental value of the exponent

at peak intensity was 7.9, 5.2 and 4.8. These results are compared with

61,
62 62,63 o

both a coherent wave theory

and a random phase theory f

stimulated Brillouin and Raman scattering in Chapter 7.
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CHAPTER 4

COMPUTER MODELLING OF THE EXPERIMENT

1. INTRODUCTION

The one-dimensional two-temperature fluid code used to model the

experiment was developed by M.S. whitess.

In this chapter I give a
brief description of the code and the modifications that were made to it

in the course of this work.
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2. THE VALIDITY OF A ONE-DIMENSIONAL MODEL

To a good approximation, the experiment was cylindrically
symmetric around the axis of the CO2 laser beam and axially invariant

along it. Thus the use of a one-dimensional model was possible.

L
ij/

(o=
__9.__ __________ R g
/— ————
LASER B¢ due

DMy

Z-PINCH PLkSMA COLUMN

Fig. (4-1) Shows the geometry of the CO, Taser beam and the Z-pinch
plasma column. The cylindrically symmetric/axially
invariant approximation was good because:

(i) The effect of the Z-pinch B¢ on the thermal conduction was small.
(i1) The focussing and absorption of the CO2 laser beam was weak so that
radial conduction dominated over axial conduction.
(iii) The plasma dimensions were very much greater than the scale
lengths for the experiment.

These assumptions may be justified as follows:
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Neglect of the pinch magnetic field

a) Effect on thermal conductivity

Magnetic probe measurements64 indicated that near the pinch
axis at the experimental time the field was B¢ ~ 0.05 Tesla. The
cross-field thermal conductivity (K ) differs from the zero field

-1
case (K) by a factor (1 + w% TCZ) » where wg = electron cyclotron

11

frequency = 1.76 10" B (Tesla) rad/sec and L electron collision

-1 :
time = 3.42 10° Te3/2 (n, Tna)" sec. The calculated reductions in

16 cm-3

the transport coefficients at n; = 6.10 ; B =0.05T are :-

Te

Te

20eV - 20%, Te = 15eV - 12%; Te = 10eV - 4%; and

5eV - 0.5%. The region of maximum heat flux was near the edge
of the CO2 laser focal spot (& ~ 400um.) where temperatures were
found to be a maximum of 13eV. Exactly on the pinch axis at

6§ =0, B, -0 and thus the error involved in neglecting B¢ is

)
estimated at ~ 10%.

b) Effect on plasma motion

In Chapter 3, it was seen that the electron density changed
Tittle in comparison to the electron temperature. Since all scale
lengths 1n.the experiment (typically > 100um) were >> the debye
length (typically ~ 0.1um.) the plasma remained quasi-neutral and
mass motion was restricted to the jon-acoustic velocity (typically

6

4.10 cms']). On the nanosecond experimental timescale thermal

conduction was then the dominant mechanism.

Note that the force from the pressure gradient (due to the
laser induced temperature gradient) is >> the QZ/\ §¢ force
constricting the plasma. Using, P = nk (Te + Ti) and a gradient

16 _ -3

of 20eV to 4eV over 800um. at ~ 6.10 ~ ¢m 3

we have VP ~ 2.108Nm' .
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The current density (iz) was estimated from the measured 30kA total

current55, the 3.5 cm pinch diameter and a factor of two was included
to account for axial current peakingss. Thus we have
3N B, " 3.100 Wm™3, e, << vP.

i) Neglect of variations along the CO2 laser beam

The plasma is about two orders of magnitude underdense for the
CO2 laser light (i.e. ne/nC ~ 0.01) and absorption is small. The
16 cm'3'

b

intensity e-folding distance for 10um. 1ight is ~ 60cms. at 6.10
4eV and ~ 500cms. at 6.1016cm'3; 20eV. Axial intensity variations due
to absorption in the 3cm long plasma were therefore negligible.

Axial temperature gradients due to the f/4 focussing of the
heating pulse were investigated in retrospect by varying the spot size
in the completed program. Tab1e 4-1 compares axial and radial

temperature gradients in computer runs using absorption/conduction

conditions which fitted the experimental results.

§ = Oum.
Time (ns) 2 4 7
Axial 8 ] ]
Radial 0 0 0
& = 400um.
Time (ns) ‘2 4 7
Axial i» 2. 2

Radial 600 500 125




»
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Table 4-1 Temperature gradients (eV/cm) at radial displacements of 0 and

400um from the CO2 laser beam axis.
Note that the dominant conduction was radial near the edge of the

focal spot (6§ = 400um) as expected.

ii1) Assumption that the background plasma was constant and homogeneous

Laser scattering measurements on the un-heated Z-pinch p1asma55

showed that the plasma density and temperature conditions were stable for
~lus. Streak photography indicated that the pinch diameter was ~ 3cm.

1

The maximum jon sound speed was ~ 50um ns”] (5.104 ms ) so that

on the 10ns experimental timescale density perturbations should be

restricted to ~ 500um. Also, no temperature changes were observed further

than Tmm from the CO2 beam axis. Therefore, on the experimental time
and space scales, the background plasma was effectively constant.

We may also neglect local changes in the ohmic heating of the
Z-pinch due to the laser induced heating. The 30kA current, driven by a
voltage s 2kV (the large voltage drop at the electrodes has here been

neglected) in the 30cm long plasma column of diameter 3cms. gives an

3

over estimate of 2.105 Wem - for the ohmic heating. In comparison, the

Taser heating input was - 5.107 Wem™S 16 -3 8

-3 16 cm'3

at 6.10 ; 4eV and ~ 6 10

Wem ~ at 6.10 ; 20eV. The laser heating thus dominated.

Convective heat transport due to the Z-pinch current was also

16 -3

small. This current, j, =n, e U, At 6.10 " cm °; 30KA over 3cms,

e

gives an electron drift ve1ocit& of U, - 3.2um ns-] (3.2 103 ms']). This
was << the ion sound speed and also made the plasma effectively stationary

over the 10ns experimental timescale.
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3. IONIZATION STATE AND THE IMPURITY LEVEL OF THE PLASMA

The computer calculations assume that at the time of the
conduction experiment, the plasma is fully jonized and that the effective

charge (Zeff) = 1. These assumptions are justified below.

a) Ionization state

In a hydrogen plasma of ~ 6.1016 cm'3; 4eV the excited energy

levels of principal quantum number (p) > 7 are in the continuum as the

depression of the ionization potential is ~ 0.3eV. ' (The Inglis-Teller

1imit for the merging of excited levels by the Stark effect is 1017 cm'3

for p = 765). The density is low by a factor ~ 6 for complete local

55 55

thermodynamic equilibrium to exist™ . In his thesis™  M.S. White used

66

the modified quasi-steady state populations of McWhirter and Hearn " to

calculate the densities of unionized hydrogen atoms with electrons in

levels p =1 to 6. For a hydrogen plasma of Ng = 8.1016 cm_3;

5

T, = 5eV, he found that n 1 to 6)/n, ~ 9.10 ° so that atomic

total(P =
particles were negligible and the Z-pinch plasma was fully ionized.

b)  Impurity level

The Zeff of the plasma is an important parameter as it enters
directly into the thermal conduction equation. An upper 1limit to Zeff
was determined by statically filling the Z-pinch (as opposed to a
continuous flow of hydrogen in normal operation) and measuring the
pressure rise after firing. For an initial filling pressure of 200 mT
hydrogen, the post-firing pressure stabilised at ~ 300mT in about two
minutes. This pressuré rise is attributed to impurities from the walls

(oxygen) and electrodes (copper) of the discharge.
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It is Tikely that most of this pressure rise came from the brass

electrodes and there is insufficient time for any copper from the

electrodes to reach the centre of the pinch by the time of the experiment.
However, as a worst case, the complete pressure rise was

attributed to oxygen contamination. The populations of oxygen atoms

in different ionization states have been calculated by using Jordan's

67

results  for plasmas 1in steady state coronal equilibrium. At Te = 4eV,

he finds that 0%/al1 0 = 25%; 0%*/a11 0 = 74%; 0°*/all 0 <0.3%. This
equilibrium of ionization states is density independent. However, the

time to establish this equilibrium is determined by the ionization rates

2+. From Johnson and Hinnov68, the ionization

16 . 107 3 and T, - 3eV s S 8.10°10 3

16 cm™3

(s) for 0 ~ 0% and 0¥ + 0
rate for H + H' at ng ~ 10
3'1. At an electron density of 6.10 » this gives an ionization
e-folding time of (Sne)'1 = 20ns. The jonization rates for non-hydrogenic
jons such as oxygen are not explicitly available but one may expect the
rates for 0 -~ 07 and H >~ H" to be comparable. (The jonization energy for
H > H" is 13.595 eV and for 0 - 07 is 13.614 eV).

The jonization rates for different hydrogenic levels scale assg:-

S = exp {(zZEH/n'2 - Ew)/kTe} where E_ = the ionization energy of
the level; z = effective charge; n' = principal quantum number of the
level where radiative decay is about as likely as collisional excitation.
Since for oxygen n' >> 2, we can estimate that the rate for 0" - 02t is
- exp(-E_2*/kT)/exp(-E_T/KT) X the rate for 0 -~ 0" (i.e. rate for
H>H"). With £ 2% = 35.1 eV and E_ = 13.6 eV this gives an estimated
e-folding time of 4 us for ot » 02+, at a temperature of 4 eV and a
density of 6.10'° cn™3.

From the bremmstrahlung continuum emission observed on a photo-
multiplier of the laser scattering system, an appreciable electron density
exists in the pinch for ~ 1.5us before the experimental time.

Thus we may expect that ~ 30% of the o* present will be jonized to
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02+

at the experimental time. The pressure rise after firing the
statically filled pinch gave an upper limit of 50% to the oxygen
contamination. The upper Timit to the Zeff was therefore 1.10 from
the above calculations. Note that with a photon energy of hv ~ 0.12eV
at 10um, photo-ionization was unimportant.

It is also necessary to consider what happens to Zeff when the
CO2 Taser heats the plasma to 20eV and how any increase in Zeff affects

67

the thermal conduction. Using Jordan's™ " results again we find that

given sufficient time to ionize, the distribution of ionization states

"at 20eV will be:-  03t/al1 0 = 3%; 0*t/a11 0 = 42%; 0°*/all 0 = 48%;

06+/a11 0 = 4%. As before we may deduce the ionization rates from

Johnston and Hinnov68. At Ne = 1016 - 1017 cm'3 and Te = 20eV the
ionjzation e-folding time for H to HY is * 0.4 ns and hence for 0F
to 02+ is = 1.2 ns; for 02+ to 03+ s 3.2 ns and 03+ to 04+ is ® 9.9 ns.

Looking at the time history of the heating and cooling shown in

Fig. 3-5 it is seen that the temperature rises to 20eV in ~ 3 ns and

falls to<10eV in a further 5 ns. Thus a reasonable estimate for the
jonization state at peak temperature is 25% of the oxygen present in

03+ 2+.

and 75% in 0 This gives Zeff = 1.4,

Spitzer and Harm5

included the variation of zeff in their
calculation of the thermal conductivity. The plasma thermal conductivity
coefficient (KL)differs from that of a Lorentz gas (Kn) as :

K= 8t e KL' The values for St and e for Z =1, 2, 4, 16 and = are given
in table III of Spitzer and Hdrm's paper. The conductivity varies with

Z as 81 e/Z. Table 4-2 shows 81 a/Zeff Vs, Zeff'

eff 1 2 4 16 Table 4-2

8t e/Zeff 0.094 0.073 0.051 0.002
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Thus a Zeff < 2 has a minor effect on the classical thermal conductivity.
An experimental measurement of Zeff is also given by the total

scattered 1ight in the ion feature. D.E. Evans has made numerical
70

calculations of the scattering from multi-component plasmas’ ™ which
showed that
(a) the effect of varying the concentration of an 0™ on was -

equivalent to varying Zeff'

(b) use of Z = Zeff in the formula for the total scattered light in
the jon feature (equation 2-4 in this thesis) is an underestimate
of the scattering.

Looking back to the fon feature measurements shown in figures (3-7)
and (3-8), one sees that the enhancement, before incidence of the ¢o,
laser pulse is very small. Putting the upper and lower error bar values
into equation (2-4) and taking Zeff as a variable to explain the small
enhancement one gets Z . = 1.18 fg:ég' as an overestimate.

One may also use Evans' results to show that the observed
enhancement of the ion feature cannot be due to an increase in Zeff due
to the heating. From Fig. 2 of his paper it is seen that for Te/Ti = 5,
the total scattered light in the ion feature increases by less than 8%

as Z_ge increases from 1.01 (0.24 0°%) to 1.70 (10 0%*).
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4, CHARACTERISTIC TIMESCALES

It is useful to compare the characteristic timescales of the
important mechanisms of the experiment through some simplistic
calculations 1i.e. uncoupling all the equations and considering the

given process in isolation.

a) Thermal Conduction

If we combine the empirical law : g = -KvI with the conservation

(continuity) of energy: 3U/3t + v.gq=20

we get the one dimensional heat diffusion equation:

3/ = - 2 2 -
2 Na aTe/at = Ke 3 Te/ax (4-0)

3

Spitzer” gives the coefficient as

K, = 4.67 10712 Te5/2 /Z 1nn cal s deg”! em”]

which converts to K, - 2.05 1022 1,727 2 1m en™ sT1 with T, dn ev.
Writing the heat diffusion equation with characteristic

parameters (Te =Tg, t = Trg @ X = L ¢ where 8~a~¢~1) we have:-

= 2 n, 7 1 12/(2.05 10227 ¥2) s

TC

16 em™3 we get L = |Te/vTe[

Taking 20eV to 4eV over 800um at 6.10
~ 0.06 cm and with a mean Te ~ 12eV and Z ~ 1 this gives

Tre ~ 0.25 ns.

b) - Convective Motion

The laser generated temperature gradient leads to a pressure
gradient in the plasma. The simple scalar pressure may be written:

P = nekBTe + nikBTi' We define a scale length for the pressure gradient

as Lp = |[P/vP|. Using again T, = 20eV to 4eV over 800um at n, = n; =
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6.1016 cm'3 and assuming no equilibration we get LP = 0.12 cms.

We take for the fon sound speed v_ = 9.79 10° /T; ems™! and define

the characteristic time for mass motion of the plasma as : T = LP/VS.

Thus Ty 35 ns at 12eV and ~ 27 ns at 20eV.

c) Equilibration

From the NRL plasma formulary the equilibration time between
electrons and ions is:-

18 3/ -
5.55 10 m (T2 / (/ﬁ; ny Tna) s

T

€q
- 7321070 (1)¥2 s at6.10'¢ 3
~ 6ns at 4eV (initial conditions)
~ 65 ns at 20eV ‘(hottest conditions).
d) Laser Heating

The characteristic time (rH) here is the CO2 laser pulse width
(*3 ns). However, since the plasma absorption coefficient scales as

Te'3/2 » the laser pulse risetime (~1 ns) is also important.

e) Conclusion

The above timescales are estimates since the governing equations

are in fact coupled. We can see however, that Tre << T and that

thermal conduction dominates over convection. In summary:-

<< T T

e < TH eq m’
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5. THE APPLICABILITY OF THE FLUID EQUATIONS

A fundamental question which arises is the accuracy of a fluid
description in this case. Let L and t be a distance and a time over

which macroscopic plasma parameters (such as Nas Tas Vgi if definable)

change appreciably. The most stringent requirements for the

applicability of a fluid model then are:-’]

(1) T >> T, - where T, is the time for the distribution of particle

velocities to become randomised to a Maxwellian.
(i) L > Ao " where e is the electron mean free path. i.e. the fluid
parameters (ne, Te’ ve) should not change appreciably in the
volume-time element over which they are defined.
Using the results of Chapter 3 we find that (Tei)

max

~ 87ps while (1) ~ Ins. However, the smallest length scale

min
around is L = |Te/vTe|, giving (1. /L)

4eV over 800um. at 6.10]6 cm'3) and anticipating later computer

max. 0.22 (using 20eV to
results reaches ~ 0.5 in localised regions. Condition (ii) is
therefore marginal.

wé can see however, that this does not exclude the use of
a fluid model by looking at the equations in detail.

The macroscopic fluid equations used are the continuity,
momentum and energy equations. These are derived by taking the
first, second and third moments of the Boltzmann equation for the

distribution function f, (t,r,w):-

of q wAB
K/, k/ - =
5t + w. v + My (E+—)- "wik
(4-1)
- afy
ot

collisions

where w is the microscopic velocity, and Ak and m, are the k
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species charge and mass. Equation (4-1) is microscopic and
independent of the fluid conditions (i) and (ii).

(4-1) x Jmy dw gives conservation of mass:-

3y Pt T (pvy) =0 (4.2)
(4-1) x fmk Wy dw gives the momentum equation:-

Mot (o) + T (o) Yy ¥+ Py

(4.3)
-n (E + v, A E/c) = 2. D
k9% & 7 Y i ki

where P, = the stress tensor = fm, (W - v )Ww-y) fdw and

gki = the momentum exchange from species i to species k.

(4-1) x fm W W dw gives the energy equation:-

3/ 2 2
ot (doy Vi * Upd + T (o Vi + Uy, 4

Po - ¥+ 9) -9 By

= I & * Braser (4.4)
where U, = the internal energy = /im, (w '-!k)z f dw
- 3/
= /2 UM kB Tk
and q, = the heat flux = /im (w -V )P -y fy dw
Ei = energy exchange from species i to species k. E]aser = source

term due to inverse bremsstrahlung absorption.

These equations were simplified as follows:-

For the electron species equation (4-4) reduces directly to the

internal energy equation since Ue >> %pe vZ, The maximum fluid

velocity is the ion sound speed maximum i.e. 5.104 ms'].’
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Therefore U, /im, n, Véax = 3kT/my v2 ~ 10° at 4eV. We also have
3o, V2V << U, ¥ in the divergence term.

For the ions, however, 5p1 vZ - Ui due to the larger ion mass. We
eliminate the kinetic energy of motion by taking equation (4-4) and
adding to it évﬁ times equation (4-2) and subtractinglk times equation

(4-3). Hence:-

at + V. (Uk Ve ¥ ﬂk) + (Lk.v). My

= I (B = Dpye¥) (4.5)

using v.gikﬂlk) =Yy V.Qik) + Qik.grad). A

On the timescale of this experiment, equilibration is small and the ion
temperature remains almost homogeneous/isotropic and so V.in) ~ 0.
Thus the Qik . vk) form may be retained inside the divergence bracket.
In the previous experiment of M.S. White et al., V'fd + 0 as

equilibration was important. However, from computer results I estimate
that [Vk 7. ﬁk / (Ek.grad) ng maximum WaS % 10% due to the small
temperature gradient involved. However, in the presently proposed
laminar flow experiment (see Chapter 7) the above manipulation may

become severely inexact.

(b) From the cyclindrical symmetry:

3/

9z

1]
(o5
S
il
o
-
n
o
<1
i1l

= (¥4r, 0, 0)

11
<

1}
o
-
n
[e]
<
u

Vé z

Aol

(¢) Because the débyé’]ength << any scale lengths we have quasi-

(Vs 0, 0) = (v, 0, 0).

neutrality - i.e. Ng =Ny =n and Ve = V4 = V. Thus we may reduce the
two fluid equations to a one-fluid, two-temperature model - i.e. one

continuity equation, one momentum equation and two energy equations.

z
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(d) From condition (b), the pressure tensor is scalar

(e) The Lorentz force terms involving the self-consistent electric and

magnetic fields may be neglected. From Ohm's Law:- j = 1/ﬁ (E+vAB)

We use Sp'itzer's3 resistivity (with Te in eV):-

3

n=6.5310%1na/ (1.16 10° 7)%2 a-cm

Then taking 30X2 kA over a 2.5 cm diameter pinch we get:-

1

IE+ vAB| = 2852 Vm ', giving a Lorentz force - 2.7

7 3

10" Nm™°.

In the momentum (4-3) and energy (4-4) equations we compare the

Lorentz terms with v.P, which equals VP, in our case. Taking as before
16 -3 8 3

20eV to 4eV over 800um at 6.10'° cm ° we have VP ~ 2.10° Nm ~.
(f)  The thermal conductivity =(species mass)™ so that q,/q, = 2.3 1072
for the same temperature gradient, However, to neglect 9 in equation
(4-4) we need:-
9 < Uy ¥y + By
i.e. qq << 5/3 nkT,] (kTe/m_i)%
i.e. the "jon free streaming limit".
The thermal conductivity “(vei)-]" Vai is enhanced by ion acoustic
turbulence (see Chapter 3 and 7) and the above inequality satisfied.
Equations (4-2,-3,-4) may therefore be written:-
3n/at = - 9.(nv) (4.6)
95t = - v.(av) - V(P + Py) (4-7)
3U _ .5/ -
e/at = 3 v.(Ue!) - 9.9, * Eqqqer T 6 (4-8)
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3.,
Vat = - 30.uy) +¢ (4-9)

&= Ue_Ui/Teq 4 = n(me * mi)-l

The important feature of the experiment governing the accuracy of
these equations is that thermal conduction dominated over convective
motion. This is shown by the experimental results where the electron
density changed slowly compared with the electron temperature (Fig. 3-5)
and by the timescale calculations of the last section. In effect, if we
had had a very short laser pulse so that Ty << Troo the experiment would
have been impulse heating followed by thermal diffusion from the focal
spot region. The electron energy equation (4-8) is the dominant one.

As explained in Chapter 1, the heat flux, Qgs is not well defined
when Ae/L 2 0.02 which is when theoretical derivations of the thermal
conductivity are 1nva[1d. Thus 9o Was artificially modified in the
program either using the empirical Taw de = -KevTe and reducing Ke’ or
putting an upper limit on e at some fraction of the free streaming 1imit.
The latter modification simulated turbulence 1imited heat flow since the
heat flux was only restricted in regions of large temperature gradient.

It is also important to note from Chapter 3 that theoretical
scattering spectra based on Maxwellian velocity distributions closely
fitted the experimental data at all positions except near the edge of the
focal spot. Thus the macroscopic parameters of velocity and temperature
were definable over most regions. Equations (4-6) and (4-7) are therefore

expected to reasonably approximate the small rarefaction occuring.
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6. CODING OF THE FLUID EQUATIONS

The equations (4-6 to 4-39) were solved on an Eulerian spatial
mesh cylindrically symmetric about the CO2 laser beam axis. The main
mesh was of constant spacing D and labelled so that the radius at the
point J was r(J) = (J-1)D. Time progressed in fixed timesteps At so that
t = NAt. An auxiliary mesh, 3 integer in J and N, was used 1in the finite
difference calculations.

a) Numerical Solution Scheme and Stab111t1e572

The two step Lax-Wendroff (TSLW) numerical scheme integrated the
continuity and momentum equations. This is a time and space centred two
step scheme accurate to terms of order (at)2.

For advective equations the scheme should be stable for timesteps:-

At < 0.5 D/v where v is the maximum advective velocity.

With D ~ 10um and v ~ 50um ns'1(ion sound speed) this gives at < 0.1 ns
i.e. ~ 100 solution steps to calculate 10 ns.

However, the stability criterion is more stringent for a diffusion
problem as in the thermal conductivity:-

At < 0.5 D2/W where W is the diffusion coefficient. From

equation (4-0)

K 22
Ko 2:05 10 5/

Wergm, = s e 2 /(ng 1n )
=5.810 cm?s™! at 20ev; 6 106 em3

15 6

thus At < 8.6 107 ° s and ~ 10" timesteps would be needed to keep this

explicit method stable. (Remember that Trg 9T This problem was

m-
overcome by treating the thermal conduction separately from the heat
input, convection and equipartion. i.e. Equation 4-7 was solved as two

separate equations:-
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2U ,
ot = -3 V. () + Ep .-k (4-10)

aU
and e/et

- 9.9, (4-11)

The now purely convective equations (4-6, 4-7, 4-9, 4-10) were solved by
the explicit TSLW system. On the same timestep equation (4-11) was
modelled by an assymmetric implicit scheme which was unconditionally
stable. Thus initially the equations handling the laser absorption, the
equipartion to the ions and the convective transport were solved with the
thermal transport switched off. The thermal diffusion equation (4-11)
then allowed the temperature profile to redistribute itself over space

by thermal conddction. This is summarised in the flow diagram in

Fig. 4-2.

b) Coding of the Convective Equations

The equations (4-6, 7, 9, 10) all have a common form:

3 = = 9v.(Xv) + S (4-12)
at
where X is the generalised variable, and S represents a cbmposite source
term.
Integrating equation (4-12) over a volume element AV, and applying

the divergence theorem, leads to

8oV - - §y Xv.dh + g SV

where A represents surface area, and A denotes finite differences. Hence

At

AX -—A—V

(XV.A) gy = (XW.A), 3+ Sat (4-13)
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FIG. 4.2

Start

¥ <

Laser intensity space and time profiles are generated, giving

I]aser(r) on this timestep.

\

The current values of ne(r) and Te(r) give the absorption
coefficients (r). E]aser(r) is then calculated across the

mesh.

v

AUXILIARY STEP From the current values generate auxiliary
values of Ngs Te, Ti’ v on the auxiliary mesh by TSLW solution

of equations (4-6,7,9,10) over a % timestep.

Vv

MAIN STEP From the auxiliary values generate the new values

of Ngs Te’ Ti' v on the main mesh by TSLW solution over a full

timestep.

¥

Solve the heat diffusion equation (4-11) which redistributes

the Te(r) profile to give the fully up-dated Te(r).

m @ =2 —~ 4 =2 O O
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Equation (4-13) states that X, the change in X over the time at, is
equal to the time integrated source in the volume element plus the inward

flux of X minus the outward flux of X. Then:-

- At/ -
Xnew = Xo1d.* S8t = S7aV (O0A) - (KvA) ) (4-14)

Equation (4-14) was then used to write the continuity, momentum, and
energy equations (less the thermal diffusion) in finite difference form

using the two step Lax-Wendroff scheme.

c) Coding of the thermal diffusion equation

Since the convection was dealt with above, here we take an/at = 0
and using 9, = © Tes/z VTe / 1n A and equation (4-11) we have:

sl _ a7 _ o 5/
e =15nky " e = V'CTEK T2 vTe) (4-15)

at at

This equation was solved using a mixture of an explicit

N+1 N+1 - f(TeN+1

T

o N
e = f(Te ) and an implicit Te

) formalism:

N+1

N+1 _ N
Te = (1-8) f(Te Y + 6 f(Te

)

where 0 < 6 < 1. Setting 8 = 3 is called the Crank-Nicholson method
and gives good accuracy while 8 - 1 is the most stable case.

An implicit solution method on a 1-D spatial mesh of length J
implies the solution of J simultaneous linear equations. We can write
these simultaneous equations in matrix form and in a 1-D problem the
matrix will be tri-diagonal i.e. only elements along the three leading
diagonals will be non-zero. This is because the temperature at point J
is strongly coupled to the temperature at points J =+ 1 and much more
weakly coupled to more distant points. The simultaneous equations may

be solved by inverting the tri-diagonal matrix or, as here, algebraically.
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Starting with the outer boundary condition at J = J and using the

max
previous timestep values for the temperature, a set of recurrence
operators may be defined in a "downscan" across the mesh to J = 1. These
recurrence operators relate the temperature values on adjacent mesh

points. Then in an "“upscan" from J = 1 to Jma and starting with the

X
inner boundary temperature at J = 1 the new timestep values for the
temperature are derived across the mesh. This is described in depth in
reference 72.

In particular, here we want to write equation (4.15) in the form:

N+1

N+1
A(J) Te 41t B(J) T

e J

N+1
£ C) Ty 35 = D)

where the coefficients A,B,C,D are known functions of the variables at the
old timestep (N). The recurrence operators X and Y may then be defined

(on a downscan):

X(J-1)

= C(J) 7 {AQ)X(J) + B(J)}

Y(J-1) {D(J) - AQ)Y()I/{A(I)X(J) + B(J)}

The new temperature distribution may then be derived (in an
upscan): .

N+1
T = X(J) T + 0 Y(9) (4-16)

Returning to the heat diffusion equation (4-15) it is integrated

over a volume element and the divergence theorem is applied:

T, A g Tez'5
1.5 nky — AV = |- ——— vT
B at n A e |{out
. 2.5 (4.17)
_| Ao Te oT

B e m

2.5

The Te *Y term meant that equation (4-17) did not have the desired
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tri-diagonal form. Following common procedure the old timestep(N) value

was used for the Tez'5

term while the vTe term remained implicit
(time - N+1). The calculations were then repeated until the solution
converged.

A three level temperature system was defined for this purpose:-
N

T(J) = TJ the old timestep electron temperature, updated for heating and

convection and not updated for thermal diffusion.

Ti(9) = Ty

the solution for the electron temperature after each
iteration, so the converged-T1(J)-was ‘the final solution for the_

diffused temperature.
Tk(J) = Tgfg from the solution for T1(J) on the preceding iteration

loop, before convergence was achieved, this intermediate level

temperature was defined on the auxiliary mesh.

Fig. 4-3 gives a flow diagram for the thermal diffusion method.

d) Application of a flux limit

A subroutine (LIMTER) was used to artificially impose an upper
1imit on the heat flux at all times and all spacial positions. It is
called at the start of the main timeloop and generates a modifying
factor MODFAC (J) across the mesh. This factor multiplies the Spitzer
conductivity constant everywhere it appears in the solution of the

thermal diffusion:-

MODFAC (J) = 1/(ag/L) = 1/T 7T,

2.5vT

The heat flux qspitzer « Te o

.+ MODFAC x q «T 15

spitzer - qprogram e

MODFAC (3) = T, if Qgpiyse,

< ARTLIM dmax where Anax = nkTe (ZkTe/"me)

0.5
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FIG. 4.3

TSLW Solution of Heating/Convection {{

T1(J) = T(J)
b
Tk(J) = 0.5 (T1(J) + T1(J-1))
Evaluate X(Jmax-l), Y(Jmax-l) from Boundary Conditions
Downscan X,Y for J = Jmax—1 to 1
Evaluate T1(1) from inner boundary conditions
Upscan TI1(J) for J =2 to Jnax (equation 4.16)
Y
Nol convergence is 0.5 TI(J) + TI(d-1) - Tk(J) <.001 Tk(J)
*}IYes
Set T(J) = T1(J) all go to next timestep
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Here, ARTLIM was an input parameter and the fraction of the free

streaming 1imit to which_the heat flux was constrained.

MODFAC (J) = L/Ae . ARTLIM/X, if q > ARTLIM.q

spitzer max.

where X = L/Ae when qspitzer = Qnax.
A second diagnostic subroutine (FLMOD) printed out qprogram/qmax.

at selected time and space points. This checked that the heat flux was

being 1imited by LIMTER in the regions of large Ae/L.
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7. MODIFICATIONS TO THE ORIGINAL PROGRAM

a) Conduction and Absorption Coefficients

The important parameters of thermal conductivity and inverse
bremsstrahlung absorption coefficient were checked first. The units
used in the program are MKS throughout with the temperature in k.

The thermal conductivity constant agreed with that due to
Spitzers. As already described, this constant could be artificially
varied by a multiplication factor (SPIFAC). Also, the absolute
value of the flux could be limited to some fraction (ARTLIM) of the
free streaming limit.

The inverse bremsstrahlung absorption coefficient, however, was

3

found to be in error. With Te in eV and Ng in cm °, the absorption

coefficient used by M.S. White was:

n
= 69910736 0 27 718 0 (17 ) o]

k e e C

MS

This was quoted as being due to Heald and wharton73

who derived
it from the imaginary part of the refractive index.
Firstly, there are two errors in kMSw

(a) The references of Heald and Wharton, Hora and w11hem74

75 -36

and Billman

and Stallcop’~ all give (9.8 £ 0.1) 10 for the constant above.
(b) As pointed out by Johnston and Dawson76 there has been a common
error in high-frequency power absorption formulae. When N aser

>> vy A= VT/w1aserpmin and not vT/w where vy = electron
e

pepmin
thermal velocity and Pmin = the minimum impact parameter for
electron-ion collisions. (This is because the relevant range of
collision times is pmin/VT up to ]/w1aser and not up to 1/wpe.

Collisions on a time scale slower than ]/wlaser do not contribute

to the absorption). Thus the absorption coefficients given in
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Hora and Wilhelm’?

are wrong. In the present experiment with ne/nC ~ 10'2
the correct Tn A is ~ 2.3 times smaller than used by M.S. White.

Secondly, as pointed out by Billman and Stalicop at temperatures

< 5eV, quantum mechanical corrections to the absorption coefficient

become jmportant and the correct expression is:-

_ =35 2 .-1.5 ,, "e/ -} -1
kQM = 1.77 10 Na Te (1- 7'n.) % g cm

where g = g (A, T ) is the free-free Gaunt factor. Fig. (4-4) shows the

e
classical and quantum mechanical absorption coefficients from the paper
75 16 _ -3

of Billman and Stallcop ™ at 6 10~ cm-~ and 1 > 19 eV.
1‘0 B 1) 7 LB _]' L) 1 T L) I L] 1 1 1 l T ¥ T 4
Absorption] =6.10%cm> ]
coefﬁcFiJenf: Mo 610 cm. A
(m:)
1 i Fig. (4-4

i Quantum mechanical ] Variation with

— temperature of

the absorption

1.0.-
] coefficient for

a hydrogen plasma

(z=1)(n =6.10'8

cm'3).

Classical

0'1 1 T T T I T T T T T T T
5 10 15
Tt

The correct kQM was written into the program replacing kMSW'
This was found to make little change to the final result, the peak
temperature at the centre remaining unchanged to 0.3%. This is due to
cancelling errors from the use of the incorrect In A and constant in
K 1.5

MSH and the dominance of the Te' *~ varijation in both expressions.
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The kMSw absorption coefficient was then retained since the use of kQM
necessitated the calculation of g across the mesh at each timestep and
was expensive on computer time.

The strong field saturation of inverse bremsstrah]ung77 is allowed

for in the code by using:
k v
K = MSW/é+ 3, ¢ o/vth)z>

where Vg = electron ripple velocity in the laser electric field

= 25.6 VT_}O cms'] where I is in Wem 2

and Ao in um. Here the ripple
velocity has been taken as additive to the thermal velocity in reducing

the collision frequency and thus the absorption:

-3
Kevye Te « (v0 cos wt + Vth)

2 reduction to the absorption

The program printed out this 1 + 3/2 (VO/Vth)
on selected timesteps. On the computer run which gave the best fit to
the experimental results, the peak value of this reduction was 1.49 and

the peak temperature at the centre was reduced by 9.5% (24.5 eV to 22.1 eV).

b) Inclusion of the Ponderomotive Force

The ponderomotive force which acts on the electrons arises when

there is a gradient in the electric field of the laser ]ight17. The

force on a single electron may be written:-

- (ez/mez) v < E2 >

-—h
It

- % mg v(vrz).

In the absence of any significant density gradients then the body

force/unit volume = -} nm, Vv 2. The pressure force = - VPea where

- 2
Pg = MMy Vip -

r
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". Ponderomotive force/pressure force ~ } v(vrz)/v(vthz).
Thus, this effect is Tikely to become important at high intensities

when v_ ~ Vih

r
Using:  v,° = (e¥/mfw?) 2 2, 1(r,t)
where  Z = Vu /e, = 377

. Force/unit volume = -(ne2 Zo/2mw2)VI(r,t)

2, 2 2
= (Zo e”/mw") n (r/r,") I(r)

where I(r) = Io exp (-r/ro)2 has been used.
This extra contribution was then included in the solutions of all

the momentum eguations.

3/at(gv) = (Zoez/mwz) n (r/roz) I(r) + other terms

. s(gv) = (CONJ). at . J . I(J). n(J)

where CONJ = Zoez/mmzro2

After insertion of the ponderomotive force correction, the

simulation was rerun for the same conditions: SPIFAC = 1,

ARTLIM = 1, n_ initial = 6.5 1016 em™3

power = 500MW and the ]/e point of the focal spot at a radius of 200um.

s Te initial = 4eV, peak laser

Overall, Te was unchanged to <2% and Na to f]O%‘

c) The C0271aser4power in space and time

The spatial distribution of power in the focal spot of the

heating Taser was made Gaussian following the measurements described in

Chapter 2. A radial ]/e point of 200um (JZERO = 11 for D
1/

2. E-5) was
used. The effect of using a ‘e point of 150um is discussed later.

A subroutine, PTIME, simulated the temporal variation of 002 laser
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power. Fig. (4-5) shows how the pulse was modelled.

PTIME ¢
10 -

| |
|
| |
| |
| |
| |
| |
| |

PPLATH —— — — — - —— — — X
! | \ TIME

0 TRISE TFALL TEXT TZFRO

Fig. (4-5) CO2 laser pulse temporal shape

For the short laser pulse used: TRISE = Ins, TFALL = 2ns, TEXT = 4.2ns,

TZERO = 6ns and the tail PPLAT = 0.1. For the longer laser pulse:

TRISE

24ns, TZERO = 25ns and PPLAT = 0.1.

Ins, TFALL = 2ns, TEXT
Since it was possible that TRISE was detector bandwidth limited

programs were also run with TRISE = 0.5ns. These are discussed later.

d) Spatial weighting of output arrays

The computer output gave n_, T_, Vas Ti every 40um (radially) for

e’ ‘e

10ns. To compare these arrays with the experimental results the
application of the laser scattering diagnostic was also simulated. The
Abel inversion ofAChapter 2 gave a measure of the radial intensity in
the focal waist of the ruby laser. Thus we may allow for the fact that
the more intensely illuminated regions of plasma contribute more to the
observed scattering. We calculate normalised resolution functions for
displacements in the vertical and horizontal planes:- f(r,s). For
different displacements § of the "scattering box" from the CO2 laser axis

this function describes the radial sensitivity of the diagnostic. We

may define:
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where we are integrating the (Gaussian) ruby laser intensity over the

scattering box volume V'. r' is measured from the ruby laser axis and

r from the CO2 laser axis. Then we may determine what the measured

electron temperature (say) should be at various displacements:

T.(8) = ”c}r%(’;%;sgrd‘” (4-18)

where Te(r) is the program output. This process is repeated every ns

to 10ns. The function &§(r-r') is different for horizontal and vertical

displacements:-

(i) Horizontal Displacement

HorizonTAL DISPLRCE“MENT

Fig. (4-6

—~D

10
- =900, RESOLUTION
Rﬂ FUNCTION
;()') = SV IRuBY (79 S(Y—Y')d\/
_Rgmug Ny
S0 aoee (4 § fin dr

We define cartesian co-ordinates x, y and z centred on the scattering
box and calculate the radius from the CO2 laser axis in terms of

8§y Xs ¥s 2. The geometry in the horizontal plane is:
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axis of ruby
laser beam

|
|
!
i’\" Fig. (4-7
|

centre of
scattering
box

axis of EO2

laser beam

The distance 1 to the point, (x = 0, y, 2)
=8 - /y2 + z2 cos(45 - 8)
§ - (y + 2)/V2

[}

The radial distance r, to the point (X, y, z)

= /XZ ¥ 12 = /x2 + (8 - (y+z)/V/2 )2

Subroutine RUBY now calculates f(rh,d) by summing over X, ¥y, z (to the
1imits of the scattering box) with each incremental volume weighted as a
Gaussjan fall-off from the box centre in the x and z directions. The
point of maximum scattering sensitivity depends on the number of
incremental volumes available at a given radius (rh) and the ruby laser
intensity in those volumes. This explaines why the resolution function

for 6 = 0 shown in Fig.4-6 does not peak on the CO2 laser axis.
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(ii) Vertical Displacement

The father longer calculation of ry is omitted here for brevity.

(It involves a transformation of co-ordinates).

ry = V{(8-x)2 + (y+z)?/2

Note that ry = Th when § = 0.
Subroutine RUBY also calculates f(rv,é)
The main program then calculates Te(é) for horizontal and vertical

displacements according to equation (4-18),

N.B. The above corrections ignore the variation in the total scattered
light in the electron feature Se(k) due to variations in the ¢
(ml/Te%) across the spatial resolution. Se(k) = 1/(1 + a2) and hotter
regions scatter more light into the electron feature. From later
computer results, the peak value of A Se(k)/Se(k) is ~ 30% over 200um
around & = 300um. However, at § = 0 and 800um where the most important
experimental/computer comparisons were made A Se(k)/Se(k) < 3% over

200yum.
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8. SUMMARY OF COMPLETE PROGRAM

START Read in initial conditions n_, T

o> Ta» T4 Vs ARTLIM, SPIFAC, LASER

POWER, JZERO.

Calculate total energy (ETOT) and particles (NTOT) for conservation

test.

Start main time loop

i) Subroutine LIMTER calculates the flux limiting factor MODFAC (J)
using the previous timestep results.

i1) Subroutine FLMOD checks q/q_.,-

iii) Input energy density from CO2 laser, ELAS (J), from Gaussian focal
spot, subroutine PTIME, and absorption coefficient.

iv) TSLW calculations of convective equations.

V) Particle conservation tests (NTOT).

Vi) Solution of Thermal Diffusion by iteration in an assymmetric
implicit scheme.

vii) Energy conservation test (ETOT).

viii) Store output at selected steps in 2D (space-time) < arrays.

ix) Continue - repeat all on next timestep or exit.

Write out 2D arrays (ne, Te’ Ti’ v).

Subroutine Ruby spatially weights output from 2D arrays.
END

A complete listing of the program is given in Appendix C.



128.

= 236MW.

1.0,

SAMPLE OUTPUT

 SPIFAC

ARTLIM = 0.03,
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TRISE = 1ns, TFALL = 2ns, TEXT = 4.2ns, TZERO = é6ns, PPLAT = 0.1,
(i.e. short laser pulse length), JZERO = 11, (i.e. CO2 laser focal
spot has a 1/e radial point at 200um.), initial electron density

= 6.3 10]6 cm'3, initial electron temperature = 3.6 eV;

In the plots shown time varies with Z from 1 to 10ns and the

radial distance from the CO2 laser beam axis with R from 0 to 1120um.
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CHAPTER 5

COMPARISON OF SIMULATION AND EXPERIMENT

1. INTRODUCTION

The main aim of this comparison was to find the absorption/
conduction conditions in the program which best fitted the experiment.
The artificial multiplier of the absorption (incident poweh) we shall
now call w and that of the conductivity coefficient s (SPIFAC in the
program). The variable flux 1imit (ARTLIM in the program) we now call f.

In this chapter the computer results are drawn as two solid lines
for each displacement. These two lines represent the simulated tempora1
evolution of Ng OF Te after spatially weighting the results for the laser
scattering diagnostic at the given displacement + the alignment setting
error. The program could correct for both horizontal and vertical
displacements. Measurement of the displacement and its setting error was
described in Chapter 2 Part 7. Separate computer runs were preformed
using the correct initial conditions for each displacement as given in
Table (3-1). This table also gives the scattering vector direction
(]] T or | . vTa)-

The effects of using a CO2 laser focal spot size of 150um (to 1/e
point of a Gaussian) and a pulse risetime of 0.5ns were also tnvestigated

to account for possible experimental measurement error.
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2. s = 0, 300 and 800um.;  SHORT CO., LASER PULSE

The best fit to these experimental results was obtained with w =1,
s=1, f =0.03 i.e. classical absorption with the thermal conductivity
obeying Spitzer's law except where the heat flux was Tocally Timited to
3% of the free streaming limit. The experimental/computational
comparison of the electron temperature is shown in Fig. (5-1). Also
shown for the central position, Fig. (5-1a), are computations for

f = 0.01 and f = 1.0 to show the sensitivity of the method.

T T

T 1

S =0% . +
(V) | 100pm-— T § =300+50um
e vertical
f=001 (eV)
f=003
20 - ]
] f=0.03 5
HH
154 R 10-
10 ) ) T
N
5 f=10 1
0 5 10 TIME(ns)

CO2 LASER PULSE

0 5 10 TIME(ns)
T 4 T g 1] T
=800£1004m.
(&) #r Fig. (5-1)(a),(b) and (c)
101 foots } are the results from runs
) 1, 2 and 4 respectively,
. _ of Table (3-1).

[en
uny

10 TIME(ns)

Fig. (5-1a) shows the experimentally measured CO, laser pulse profile in
time, defining time zero as the start of this pulse. This time origin

will be used throughout this chapter.
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The peak power used in a given computational run is given in
Table (3-1).
Fig. (5-2) shows the temporal evolution of the electron density

at 6§ = 0 + 100um.

10 . 1 .
ne T g=0t100}(m. .
-3
(em™) ' Fig. (5-2
. f=100 i Electron density

results from
run 1.

16

10

(o 25
ul

10 TIME(ns)

The experimental results are compared with simulations for f = 0.01,

0.03 and 1.00 showing that f = 0.03 is a reasonable fit for the density
also. Note that the point at t = 1.5ns is a poor fit for both the Te and
Na results. As described in Chapter 3, the experimental data is weak

at this time due to the plasma conditio;s changing rapidly inside the
temporal resolution of ~1Ins.

Programs were also run at 6 = 0 = 100um with a C02 laser pulse
risetime of 0.5ns and a focal spot of 150um. The 0.5ns risetime run
increased the peak temperature by < 2%. The smaller focal spot size
increased the peak temperature at the centre by 15% but the points on the
falling edge of the temperature (t = 3.5 - 9.5ns) still fitted within

experimental error,
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Because of the large error bars on the § = 300 + 50um data, the
results at 6 = 0 + 100um and § = 800 = 100um were principally used to
define a region of absorption/conduction (w, f or s) space where the
computational results fitted the experimental results. The computational/
experimental comparison measured both the absorption and conduction as
follows. The experimental results at § = 0 + 100um (most importantly the
peak temperature obtained on axis) could theoretically be fitted by
increasing (decreasing) the conduction and absorption indefinitely;

j.e. the same peak temperature at the centre is obtained for a higher
(lower) absorption by having a greater (smaller) conduction of energy
out of the focal region. There comes a point however, when increasing
(decreasing) the absorption and conduction makes the temperature at

§ = 800 + 100um too high (Tow).

Thus by requiring the computational results at + the alignment
setting error to fall inside the experimental error bars, it was possible
to say that a computer run with a cértain (w, f) combination was a fit
while another computer run with another (w, f) combination was a non-
fit. Comparisons where the computational results were close to the error
bar 1imits, were called marginal fits. As an illustration a marginal fit
for high absorption (w)/conduction (f) is shown in Fig. (5-3)(a) and a
marginal fit for low absorption/conduction is shown in Fig. (5-3)(b).

Similarly, the results at ¢ = 800 + 100um could be fitted by
decreasing (increasing) absorption if the conduction were increased
(decreased). However, the temperature at the centre quickly becomes too

low (high). The non-fits for these cases are shown in Fig. (5-4).
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0 5 10
TIME(ns)
T ' I '
A S=eoo:1oo}m
(eV) horizontal
10{ f=002 i
W=070
T
5 % % £ *:* i
8 5 10
TIME(ns)
(b)

In this way, by running simulations for a large number of

combinations of w and f an allowed region of absorption/conduction

space was determined.

This is shown in Fig. (5-5).
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Attempts were also made to fit the results in (w,s,f = 1) space
j.e. applying no flux 1imit but varying the absorption and conductivity
constants. This was much less successful with only one marginal fit

obtained at (w = 1.4, s =0.065, f = 1) as shown in Fig. (5-6).

Te $=0+100um.
) a
204 .
T
154 -
Hi
1 1] 1
. g=300150/um.
104 T {vertical)
El |
. S=0065 |
=3 i
0 5 10
TIME(ns)
( ;l; §=8002100}4m.
V) S=0065 (horizontal) S=0:065 i
107 w=t40 7 W=140
T T
0 10
TIME(ns.)
5. -
0 10
TIME(ns.)

Fig. (5-6 The singular fit obtained in (w,s,f = 1) space.

In this run, subroutine FLMOD indicated a maximum value of 6% for
q/qmax The following runs were definite non-fits:

(w=1.0, s =0.05), (w=1.7, s =0.05), (w=1.0, s =20.10) and
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(w=1.7, s =0.10). Thus the region in (w,s) space where experimental/
computational agreement was obtainable was much smaller than in (w,f)
space. The proposition that the application of a flux limit (f) is more
physically correct than a simple blanket reduction of the conductivity

coefficient (s) will be discussed in Chapter 7.



§ = 400 and 700um.;

LONG CO, LASER PULSE
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A long heating pulse was used to look for any experimental/

computational temporal inconsistencies in the method. The fit obtained

for (w = 1.0,

f = 0.04,

T

]
{eV)
20 §=400£50 4.
{vertical)
H
LN
'5\\]?\~**
T ] !
0 5 10
TIME(ns)
Fig. (5-7 Fit to data from runs

Fig. (5-8) shows the experimental and

used for the above simulation.

—

200
LASER i
POWER experimental
(MW
5 0 15 20 25
TIME(ns)
Fig. (5-8

s = 1.0) is shown in Fig. (5-7).

ev)
101

i 1 1

L

£=700450 um. (vertical) ]
f-004
=100

L
L

—

0 5 10
TIME(ns.)

8 and 9 of Table (3-1).

computational CO2 laser pulses

2004

LASER
POWER

(Mw)

computational
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TIME(ns)
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The allowed region of (w,f,s = 1) space for this 12.5ns (FWHM)
pulse data found by the method described in section 2. of this chapter

is shown in Fig. (5-9).

151
Fig. (5-9

1.0_

0.5..

A run was also performed for (w = 1.4, f = 1, s = 0.065) which was

a definite non-fit as shown in Fig. (5-10).

T T T j T : T T i I
(e\.{? ’- o e\ﬁ §=700%50 pm. (vertical)
§=400:50 um =0065
20- (vertical) i 107

| 0 5 10
- TIME(ns.)

Fig. (5-10 (f = 1 for the
computations shown here).

10
TIME(ns.)

o
wn
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Thus the allowed regions of (w,f) space for the 2.5ns and 12.5ns
(FWHM) heating pulses overlapped while the singular point fitable in

(w,s) space for the 2.5ns pulse did not fit the 12.5ns pulse data.
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4. EARLY RESULTS; &8 = 350, 350 and 650ym. SHORT PULSE

These early results were taken with the photomultiplier (scattered
1ight) and photodiode (incident 1ight) signals on the same oscilloscope
trace. This meant that the shot noise errors on the spectra for this
data were larger by a factor of two than those used for the data of
Section 2. Also, at the time these results were taken the available co,
laser power was high, peaking at ~ 400MW. No region of (w,f) space
could be found where the simulation fitted the results at all
displacements. The results near the edge of the focal spot (8§ = 350um)

were fitable with (w = 0.625, f = 0.001) as shown in Fig. (5-11).

T T T T T T

T:’—‘ $ =350150}4m. : T; g
[ - =350+50
(e {vertical) ; eV) . S/‘m
‘ (vertical)
154 - 15+ .
10- § §

f-0001 ]
W=0625

] T 1)

10
TIME(ns)

U

10
TIME(ns)

Fig. (5-11) Fit obtained to data from runs 6 and 5 of Table (3-1).

The 640um results needed more conduction and fitted at (w = 0.625,

f = 0.08) as shown in Fig. (5-12).
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T1 ..
Wy & 650+50um.
(vertical)
10- i
| L
f-008
W=0625
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TIME(ns)

Fit to data from run 7 of Table (3-1).

142.
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5. SUMMARY

The essential results of the experiment are the allowed (w,f) space
regions of Figs. (5-5) and (5-9). These show reasonable agreement
between the 3ns and 20ns pulse results. From these plots we can see that
the experiment is best represented by classical inverse bremsstrahlung
absorption with thermal conduction modelled classically up to a (2 » 5)%
flux Timit.

Mode]ling the thermal conduction simply with a reduced conduction
coefficient - i.e. in (w,s,f = 1) space - was much less successful
giving a nearest fit to the 3ns data with s = 0.065, w = 1.4 and f = 1.
These conduction/absorption conditions did not fit the 20ns data.

Finally, some early low grade results were included in section 4.
These results needed a flux Timit of 0.1% near the focal spot edge but
a flux Timit of 8% further out. No consistent explanation has been

found for this.
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CHAPTER 6

SPITZER'S THEORY AND ITS BREAKDOWN

1. INTRODUCTION

This chapter is included to illustrate the lack of any rigorous
theory for heat conduction down large temperature gradients. In
particular, Spitzer's first-order perturbation theory is shown to be
inadequate when Ae/L > 0.02 due to the dominance of second-order terms.
The theory is briefly outlined to illustrate where these second-order
terms are neglected and why the derived perturbed electron distribution
function is unphysical. This chapter is based on the papers of

78 and Spitzer et a].s They used a Fokker-Planck collision

Cohen et al.
term and applied numerical methods to determine the perturbation to a
Maxwellian velocity distribution in the presence of an electric field
and a temperature gradient but in the absence of é magnetic field.

Other workers have considered the presence of a magnetic field.
Landshoff] calculated the conduction coefficients at right angles to the
magnetic field using an analytic expansion of the collision term in the
Boltzmann equation. Braginskﬁ2 used a derivation similar to that of

8]. Shkarofsky4 solved the Fokker-Planck equation

79

Chapman and Cowling
analytically. Robinson and Bernstein’” calculated the transport
coefficients of a fully ionized plasma in a magnetic field using
variational principles. They give a lengthy tabulation of the transport
coefficients for all magnetic fields. Shkarofsky, Robinson and

80

Bernstein ~ simplified the tabulations of Robinson and Bernstein.
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>, QUTLINE OF THE THEORY OF SPITZER ET AL.2»78

The starting point is the familiar Boltzmann equation:-

T8t 1 rt — 1 rf — Tt_—

LY vorov. e v o PSR - zs(féefr) (6-1)
§Xs GVri S

This equation describes the rate of change of the velocity distribution
function, fr’ for particles of type r interacting with particles of
type s. The Z; is over the three co-ordinate directions'and the D
(species) includes s = r.

Energy transport through the plasma occurs despite the collision
5ef

34

this term:-

r

term zs( There are four scale lengths which are important for

) o

(@) by - the collision parameter for the 90° single collision
deflection of an electron by a stationary ion.

(8) d - the mean distance of an electron to its nearest neighbour.

(y) h - the Debye shielding length.

() A - the mean free path for a net 90° deflection.

In the Z-pinch plasma (and in most plasmas) it is true that:

bO << d << h << A. Let us call the impact parameter b and consider:-

(i) b < b0 - these "close" encounters give large deflections and are
relatively infrequent.

(ii) d>b > b0 - these "distant" encounters produce smaller deflections
and are much more frequent.

(iii) h > b > d - simultaneous encounters are now taking place between
more than two particles but it is argued that the formulae for
successive two-body encounters are still valid.

(iv) b > h - outside the Debye sphere electrons are being scattered by

the electric fields of organised oscillations (the single electrons
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are now being screened.)

Table 1 of Cohen et a1.78 gives the cumulative mean-square
deflection for various impact parameters and shows that in a gas of
charged particles multiple distant encounters are more important than
close encounters. Collisions with b < b, are then not considered
(inaccuracy ~10%). For b > h, charged particles are mutually
electrically screened and the interaction is between a single electron
and plasma oscillations. This interaction is weak and neglected
(inaccuracy - ln[h/boj ~ 10%). Given the above approximations,
subsequent collisions are independent events and describable as a
Markoff process (e.g. Brownian motion). A Fokker-Planck collision

term was then used:-

(6Fe/5t) = - K(F,f) (6-2)

Following Chapman and Cow]ingsl, a perturbation method was used:-

(6-3)

and f (])(x) = f (0)(x) D (x) cos 8 (6-4)

where x = (mv2/2kTe)% (a dimensionless parameter), f(o)

(x) is a
Maxwellian and & is the angle between the direction of particle motion
and Te and E. Substituting equations (6-2) and (6-3) into (6-1) they

get:-

where they have neglected the second-order terms in zf(]?gz and
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V. vt} Note also that this equation is true for constant pressure.
Substituting for the collision terms in equation (6-5) using equation
(6-4) they get a second-order differential equation for the

perturbation function D(x):-

11

p'l(x) + P(x)D'(x) + Q(x) D(x) = R(x) + S(x) (6-6)

Equation (6-6) is solved numerically. The coupled effects of electric

field and temperature gradient occur in the R(x) term:-

R(x) = function (x) . A + Function (x) . B
where

A = -(2KT_)E /2re’ n_ Tn 4 (6-7)
and 2 4

B = 2k, |vTe|/ne ng In A (6-8)

Tables I and II in Spitzer et a].s give the solutions for the

perturbation function D(x) in the form of zDE(x)/A and zDT(x)/B.
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3. EXAMINATION OF THE PERTURBED DISTRIBUTION FUNCTIONS

By numerically integrating the perturbed distribution function
for a non-current carrying plasma with a temperature gradient, the

region of velocity space where the heat flux is carried was established.

Let us call:

zDE(x)/A = PE(x)
and

zDT(x)/B = PT(x)

Then from equations (6-3) and (6-4) we have for a perturbed distribution

function:-
fo(x) = f(o)(x)fl + EPE(x) + BPT(xﬂ cose/z} (6-9)

fP(x) was investigated under the following conditions:-

(i) z =1

(ii) In a non-current carrying plasma j = 0 = oF + uvIe. From
equations (6-7) and (6-8) and Spitzer et al.® this defines
A = 0.3517B for z = 1. Subsequently, increasing perturbations
will now be labelled in terms of this B parameter
(Note A JL = 0.748B).

(ii1) Directions of & = 0° and 180° only are used. This is a
simplification justified since the dominant conduction is along
v,

(iv)  The energy flux transported is ca]cuiated by multiplying the

velocity distribution function by x5. The energy flux

= 17 imvéy cose F(v) vZ sinedadsdv.

An unperturbed (i.e. Maxwellian) distribution function carried

no net heat flux i.e.:-
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The net heat flux is carried by the perturbation function

2
_[l;PE(x) + BPT(er X" which adds to the Maxwellian in the 8 = 0°

direction and subtracts from it in the & = 180° direction. Thus the flux

carried in different regions of velocity is given by the function:

_y2
x5 EA-PE(X) + BPT(xﬂe X", A calculation of this function

using the tabulations of Sptizer et al.> is shown in Fig. (6-1)(a).

8:0.64

NORMAL ISED INTEGRAL

. . . s, : : .
293 1.0 2.0 3.0 4.0 835 1.0 2.0 3.0

VELOCITY VELOCITY

Fig. (6-1 (a) (b)
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The B value here affects only the amplitude and not the functional
dependence of these plots. The initial positive swing in Fig. (6-1)(a)
is attributable to a net energy carried up the temperature gradient by
electrons returning to maintain charge neutrality.

The "normalised" integral shown in Fig. (6-1)(b) is defined as:-

2 2
fé x> Z.A/PE(X) + BPT(E e * dx/ /) x° [:PE(X) + BPT(ﬂ e * dx

Fig. (6-1)(b) shows that the net energy flux is carried by
electrons with velocities of 2 to 3 times Vine

The perturbed distribution functions (fp(x) in Equation (6-9))
were then calculated for various B values. These are shown in Fig. (6-2)
on a logarithmic scale. Note that for B > 0.02 the distribution
function swings negative on the positive x side. (This is denoted by a
* on the diagram). This surprisingly low value of the perturbation
parameter arises because heat flux is a high moment of thé distribution
function. The interpretation of this non-physical behaviour of these
distribution functions is that the second-order terms which were
neglected in the derivation of equation (6-5) become important for
B > 0.02. The negative swing of the distribution function in the
velocity direction along VIe means that the derived (1st-order)
conduction coefficient has been an over-estimate of the conductivity.
However, whether the perturbation function should be modified in both
velocity directions is not yet clear.

Note that the lack of a return current shift in the peak of the
distribution functions of Fig. (6-2) was because only directions of
6 = 0% and 180° were considered. The computer program used to calculate
the distribution functions and fluxes from the values for DE(x) and

DT(x) is listed in Appendix D.
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CHAPTER 7

DISCUSSION OF THE RESULTS

1. INTRODUCTION

The essential results are summarised and discussed in this
chapter. The determined conduction/abéorption values are shown to be
reasonable in the presence of the observed turbulence level. In the
light of the results of this thesis, the previous work of M.S. white55

is discussed and future work is outlined.
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2. THE CONDYUCTION/ABSORPTION SPACE FITS

It was found in Chapter 5 that the application of a flux limit
rather than a blanket reduction of the conductivity constant in the
computer program gave the most consistent and best agreement with the
experiment. In particular, comparing the 3ns and 20ns data it was
found that fits were obtained by varying the absorption ard the flux
1imit, but could not be obtained by varying the absorption and the
conductivity coefficient.

5

In Chapter 6, Spitzer's theory” was found incorrect for

Ae/L > 0.02. In the present experiment (xe/L)maxt 0.5 (See Fig. 7-2)
and no (w,s,f = 1) space fit is therefore expected.

In the previous Tow power experiment by M.S. White et a].lo
matching of experimental and computational results for temperature
gradients characterised by A /L % 0.04 gave the result (w=1, s = 0.4

* 0.2). In Fig. (7-1) White's results are compared with simulations when
the conductivity is flux limited. It is seen that in this case, the

simulations are a poor fit to the data.

§=0 §=700um,

T (ev
e

10

o} 100 ns,

Fig. (7-1 Comparison of White's data with simulations for
(w=1, s=1, f=0.,03and 0.06).
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3. THE OBSERVED TURBULENCE

The observation of low frequency turbulence in the focal spot
region was described in Chapter 3, part 6. This ion acoustic turbulence
is presumed to be driven by the cold electron return current. The reason
for this is as follows.
Stimulated Brillouin backscattering may be ruled out as the source of
the turbulence because no backscattered 1ight was observed at the lower
pinch densities and the ion feature enhancement (Fig. 3-7) lasted for
longer than the 002 laser pulse (Fig. 3-5). In part 6 of this chapter
the ion-acoustic damping rate is given and with k ~ kD’ Te ~ 4T1 ~ 16eV
the Landau damping rate is ~ 1.43 1011 571

For increasing Te/Ti’ ion-acoustic waves become weakly ion

Landau damped (Via >> Vthi) and have a phase velocity << v Thus

the*
they can easily be driven unstable by a small distortion in the velocity
distribution function. Fors]und8 gives a threshold for the heat flux
instability in equation 16 of his paper. For our conditions, this gives
Ae/L = 0.6 for T/Ts = 5 which is close to observed maximum of

Ae/L ~ 0.5. Using the computer output from the best fit to the 3ns
pulse data (w =1, s =1, f=0.03), x,/L vs. radius at various times
has been calculated and is shown in Fig. (7-2). Thus, Ae/L is largest
near the edge of the focal region at ~ 2ns. It is presumed that the
instability switches on locally within the radial width of the § = 0
function and not within the width of the & = 800um function. However,
no hard quantitative work may be persued here as the distribution

8

functions on which Forslund's™ threshold calculations are based become

unphysical when Ae/L =z 0.02.
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Laser

scattering 7
resolution
function ]

Fig. (7-2
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4. THE THERMAL CONDUCTIVITY

Fig. 7-3 summarises the results of the present experiment and that

10 (

of M.S. White et al. here labelled Ref. (2)) and compares them with

Spitzer's theory.

q 01 T /\/ T T
p Spitzer's
qrnax. — theory

Present
/Resulfs Fiq. (7-3
/7‘ N\ X
/ \Ref.(Z)

0 — "\

0 04 05
’)e/ L

The deviation of the Ref. (2) experiment from Spitzer's theory
is attributed to the failure of first-order theory as described. In
that experiment no evidence for ion-acoustic turbulence was observed or
expected since the 70ns long CO2 laser pulse allowed equilibration of
To and T; to within 10%.

In the present experiment, the Ae/L perturbation was increased
from 0.04 to 0.5 but the normalized heat flux q/qmax. was no higher than
in the Tow power case. Although, an exact theory for large temperature
gradients does not exist, it is reasonable to expect that in the

absence of turbulence q/q would increase as Ae/L increases. The fact

max.
that it does not is attributed to the observed ion-acoustic turbulence.
Unfortunately, this observation was made at only one wave number namely
kS ~ 2/AD (as « ~ 3). Measurements of the turbulence level in other parts
of the wave spectrum by varying the laser scattering angle were not taken

due to time constraints imposed on the experiment by A.W.R.E. Therefore,

for the calculation of the flux limitation the shape of the spectrai
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function has been taken from the simulation of current driven ion-acoustic
turbulence by Dum, Chodura and Biskamp.83 Manheimer9 gives a value for
the turbulence 1imited thermal conductivity in terms of the electric
field fluctuations of the ion-acoustic waves. These electric field
fluctuations may be related to the density fluctuations (sn/n) via the
fluid equations. In turn sn/n is directly related to the laser
scattering cross-section. We may therefore check that the determined

heat flux limitation is reasonable in the presence of the observed

turbulence. The calculation proceeds as follows:-

(a) Relationship between E,(k, w) and n,(k,u)

The relationship between the first order fluctuation in the density-
ny(ksw) - and the first order electric field of the ion-acoustic waves -
E](E,w) - may be evaluated from the fluid equations. We assume that all
the energy involved in the compressions and expansions of the ion-acoustic

waves leads to adiabatic heating and cooling. i.e. :-

P/pY = K (a constant)
Continuity

Nyt = -v.(vn)
Mtum,

a/at (mvn) = +neE - v. (M v v) - vp

We take a periodic variation in 1D:-

_ 1 (ut + kx)
T TO + T] e
Vo= vty gl (0t + kx)
_ i (wt + kx) -
n o= nj+nye N.B. vy =0, T, %n, ¥ 0.
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We write the equations in first order and linearize. The continuity

equation becomes:-
kvy = =wn./ng (7-1)

With p = nkBT and p = n m the adiabatic equation becomes:

T n
kg (To +Tq) i i kg To(1+ 1/To)(1-(y-1) 1/no)
(no+n])Y:'mY mY noY']

: -1 v
and using kBTo/no m' = K
s g Ty Eng Too= g T (7-2)
The momentum equation becomes:-

a/at (vq) + kB vi(n T,+n, T) - ek = 0

1 mZno+n15 o 1 1 0o 0 -

and substituting from (7-2) for Ny T * ny T, and from (7-1) for %

. . kk n
e —_19_2 n]/n P Byn Tg (1- ]/n ) _ E_El_ = 0
k 0 mn 0 m
0
. : 2 ykgT -
1n1/n (- @ /e B'o k) - ety = 0
0 m m

The electron thermal speed Vg = (kaTo/m)% is very much larger than the

phase velocity of the ion acoustic waves (w/k)} and so:-

n . e
1/ = 1 — E (kyw) 7-3
R m k Vo 1= ( )
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(b) Relationship between W and S(k,w)

The energy of the turbulent electric field W, is

W= Lim gy S5 3 egER(rt) & dt

V,toe
which by Parseval's Theorem

1 3

= ) v g s e k) d w dk
po _
V, tre
and from (7-3)
NV ] n%(ﬁ,w) mzve4 kzeo 3
' V, tow Ny €

The plasma scattering cross-section at a given scattering vector
k and at a frequency displacement « from the incident laser beam is
d%s 2 2

= (e ) Sz(ﬁ.w) sin“g
do dw A4qu om

S(k,w) is the spectral power density of the fluctuations and is directly

related to the wave density in the plasma by6
2
. k
S(kow) = Lin 4. (M)l
Vi N,
Thus
W= (1)3 e v ooms ko kb | (7-4)
o= 7 Ve § 3
w
pe
where
“ia .
Si(k) = f S(k,w) do and assuming the turbulence is Tow
0

frequency.
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(c) Relationship between the effective collision frequency v* and

S(an)

83

From the numerical simulation™~ the effective collision frequency

due to turbulence is:=
2y X2

] De .
v w = (=)2 ——— s S.(k) k* dk
pe n kB T pe ‘Zr 3 ND o i

where ND is the number of particles in a Debye sphere.

The binary collision frequency is:-

=2
Vai = 8.79 10 “ne 1n A/ND
Then, if Yo = 5/3:
= 5 ® Lk -
v*/“ei = 0.53 ADe Sy k Si(k) dk ‘ (7-5)

where, v* is the collision frequency due to ion turbulence alone.
Using the spectral shape of W(k) from the simulation and the
experimental value for S(k = Z/AD) we may now estimate “*/“ei‘ We

measured S, (k) at k = 2/xy, (16eV, 4.10'® cn®) to be ~ 10 x thermal.

Si(k) = Z o*/(1 + a2) {1 + az(] + Z Te/Ti)}

The thermal Tevel is thus 0.022 (Te = 4Ti; z =1, o= 0.5) and therefore

the observed level Sio (k = Z/ADe) = 0.22. From eguation 7-4:

W(k) = S;(k) k* (7-6)

. 83 ,c. .

From Dum, Chodura and Biskamp™~ (Fig. 4):
W(k = 1/xDe)/W(k =2/xpg) = 10 (7-7)

(for w; t 31 i.e. t - 5ns)
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Also note that for k < ]/kDe’ W(k) =« k and then we take this part as the

major contribution to the integral of equation (7-5).

. E(q. S'i (ka - ]/XDE
tku Si(k)j - 2/>‘De

k =1/
e [}u Si(ki] X

let (k) = k¥ S,(k)

10

De 10 x

2/ 4
( ADe) x 0.22

ak where a is a constant

Let f(k =1/ag) = V = a/ip,

« o f(k) = VkDe k
= L
2.2 (2/ADe) ADe k
] 1/>\De
e Vv¥/v . = 0.53 A, s f(k) dk
ei D
1/|_

where L is the scale length /2«

- 1/
e VE v, 0.53 33(2.2) 2" [}2/2]” De

L
l -2 zl
9.33/ 1 ADe/L-

If the scale length is 100um, then L = 16um and Ape = . 16um

Thus “*/“ei has a peak value of ~ 10,

(d) Evaluation of the fractional fluctuation level

ng (r,t) d3r dt
2
n,* Vt

%’1)2 = Lim  Srsf
Vytoe

which by Parseval's Theorem
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n? (w,_ls) dsﬁ dw

= (o=)* Lim Irrr
Zn Vytao Vt n02
= ()3 2 TS (k) K2dk
2 n, o i \&

Then using equations (7-6) and (7-7) we have

[;; si(ks:] k = 1/ap,
[:kz Si(ki:] k = 2/ap,

Let F(k) = k2 Si(k), then

40

Fk = 1/ap) = 40 x (2/ap,)2 x 0.22 = 35/33,

As before we integrate up to 1/ADe with W(k) =« k and thus
F(k) < ]/k

1/x
. &n 1 2 35 De 1
R o M - dk
n Zn’ My e 1, I3
- @ T I (W)
0 e

And as before L = 16um and }‘De = 0,16um.,

©eo/ . .00,

If the ratio of W(k = 1/ADe) to Wk = 2/ADe) is only 2.5 then
én/n ~ 0.05. Clearly what is happening at Tow k is important in

determining s&n/n.

(e) The anomalous thermal conductivity

Manheimer9 gives a value for the thermal conductivity in

equation 20 of his paper:
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Kan = 2 V2 v n (8 ngz)-z
T |k| Te

where n has been added here to get it to the usual form. ¢(k) is the
coefficient in a Fourier series and Manheimer has simplified so that

there is only one k value occuring. From Equation (7-3)

ny (ksw) e d(ksu)
————————t—— = b
Mo Y IEBle

. = n_y2
’ Kan = = 2v? Gr)* 2 *pe

. 3 - 2 -
where we have arbitrarily taken k = 1/2ADe and Ve = kaTe/m

Now from Spitzer3:

kT
_ et w  320r2n2 2.3/,
Kep = (me ) ADe A (n) Se
where Qe 'Ke1 VTe
. Kan ] n \y In A
°e R = YZm ape Gr)® 320mse

where § and ¢ are Spitzer's factors for a non-Lorentzian gas and zero
current flow respectively.

: 3 -
So with nADe 164 = ND

S (n/en)2 2.25 1074

LI}

~ 0,03 from section d.

In fact, the computer program results were that if qe]>(0.02.+ 0.04)q

then flux is heid to (0.02 -+ 0.04)qmax

max.
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With T, in eV, ¥T, in eV/em and n, in e~ we have
5/ o

0gy = 1.932 1041 1,2 9T /In eV an? s

Qg = 3 6-692 10/ g Te3/2 eV cm 2 57

From the best fit computer run used to generate Fig. 732 we have at a

radius = 340um and a time = 2ns a vTe max - 700eV/cm at Te = 12.7 eV
and ng = 6.4 1016

cLogg = 111070 e an? ST
and Qnay = 9-69 107 eV cnZ 57!

Thus a 3% flux 1imit is certainly consistent with our observed
turbulence level.

Note also that the method of 1imiting the flux in the regions
of large temperature gradient is physically correct as it is in these
regions where the turbulence level will be highest. Thus we would not
expect a good fit in (w,s) space which has a blanket reduction in the

conductivity constant.
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5. THE ABSORPTION

From Figs. (5-5) and (5-9) it is seen that the inverse
bremsstrahlung absorption used in the computer program fitted the
experiment well. The saturation of inverse bremsstrahlung and the
ponderomotive force were small corrections as described in Chapter 4
and thus the experiment confirmed the classical inverse bremsstrahlung
coefficient to an accuracy ~ #50%. The absorption coefficient is
@ zeﬁ,76 and thus we have further evidence for the Tow impurity level in
the plasma.

The fact that the ion-acoustic turbulence did not increase the

84

absorption significantly agrees with the work of Faehl and Kruer™" and

of Manheimer, Colombant and Ripin85. This is because the plasma is about

2 orders of magnitude underdense for CD2 laser light.
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6. THE BACKSCATTERING

As described in Chapter 3, part 8, backscattered light was

]7

observed for plasma densities > 10 The backscattered 1ight was

not spectrally resolved. In this section the thresholds and growth
rates of the stimulated Brillouin and Raman instabilities are calculated
and the rates of growth of the backscattering with incident power are

compared with both a coherent wave theorym’62

62,63

and a random phase

theory

(a) Thresholds for the instabilities

The thresholds calculated here are for an infinite homogeneous
plasma pumped by an incident monochromatic wave. This approximation is
reasonable since the z-pinch plasma is two orders of magnitude underdense
for the CO2 laser waQe]ength and the dominant density and temperature
gradients are perpendicular to the incident k vector direction.

For these calculations, we use for the Landau damping rate:-
m
e e e
Tial T “ia (%)% ' T— exp[ T_ )—J * (?n_.)%
3
Fors]und8 ives the ion acoustic damping rate, for v 2 << v 2 << V 2
g ping rate, thi < Via % Vthe °

as:.-~-
0y () (s kzxge)-lg(me/Zmi)% (1 + klege)‘é

v @7 11072 e [—%(Te/Ti + ﬂg

in equation 15 of reference 8. For backscattering k = 2kCO » where
2

k is the wave number of the incident CO, laser. Thus ki. =~ 1072.

CO2 2 De

Tsytovich63 gives the collisional damping rate for ion acoustic waves

as:

Yeoll ~ “pe (mg/m;) ("/2)% Vine!©
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Collisional damping was neglected in these calculations since
Yial >> Yeo11 M all cases.

Also for these calculations we take the initial plasma conditions
as ng = 3.1017 cm'3 and Te = 5eV. These conditions were measured using
the multi-channel laser scattering system and a 20ns (FWHM) ruby pulse

after completion of the backscattering measurements. The peak temperature

at the focus of the CO2 laser was taken as 20eV (as a reasonable estimate).

(i) Stimulated Brillouin Scattering

Lashmore-Davis61 and Chen86 both give the same coherent-wave
threshold:-
2 2 Vo
Vg / Vg > 8y wgy e1/wo (7-8)

where vo = eEO/me w

field of the pump wave, - vg

o and is the quiver velocity of an electron in the

= kTe/me, Yg is the damping rate of the

“jon acoustic wave of frequency ws and Vai is the electron collision

a
frequency.

The threshold was calculated for three positions along the heating
laser axis:- at the focal plane, between the focal plane and the edge-
of the plasma, and at the plasma edge; 1i.e. conditions of -

- -3 -
(a) ng = 3.100" em 7, Te = 20eV, T,

i = 5eV;

(8)  3.107 em™3, 10ev, 5ev;
(y)  3.107 en3, sev, 5ev.

Landau damping dominated the collisional damping of the ion acoustic wave.
From equation (7-8) the thresholds for these conditions are:

(o) 1.2 107 wem2;

(8) 1.3 10° Wem 2, and

(y) 1.2 10° Wem 2.
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(i) Stimulated Raman Scattering

Lashmore-Davis gives the coherent wave threshold as:-

: 4 Vo v .

v2
o/ > ei/ ei/ (7-9)
Ve (Kerpe) “pe “L

where ke is the wave number of the Langmuir wave, Wy is the incident

and v_ are as equation (7-8). The

laser frequency and vai® Yo o

thresholds for the above plasma conditions are: (o) 3.1 108 WCm'Z;

(vy) 1.5 100 Wem 2,

(ii1) The incident 1ight intensities used

The laser light intensity incident on the plasma was determined
as described in Chapter 2. The plasma was estimated to extend Smms on
either side of the focal plane. The peak flux density at the plasma

10 2

edge was 4.3 + 0.9 10 Wc:m"2 and at the focus 2.3 = 0.5 101] Wem™

when the above results were obtained. Both instabilities are therefore
theoretically above threshold.

(b) Stimulated Brillouin Growth Rates

(i) Coherent wave theory

-3
This theory defines a growth rate Yo scaling as Io% Te 4
competing against an ion acoustic damping rate Yiqp OVer a scale

length 1. Thus, we have:

PB = PN exp { 2702 1/YiaLC } (7-10)

This exponential was integrated over distance through the plasma
as follows. The Te-% dependence of Y, Was ignored. The focussing of

the beam was modelled as a linear increase in intensity from the plasma

2
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edge to the focal plane:-

I(z)
Intensity A
(Wen™?)
P/1.3 1077
|
1
I
I
|
I
|
i
|
- |
P/g.9 1077 |
| |
: |
> 7
=5mm Focus +5mm
Fi 7-4
i.e. I(z) = bz+a and P = incident laser power in watts.
a = p/6.9 107 Wn"% and
b = P(1.25 10%) um™>.
. 62 . .
The growth rate given by Offenburger " is:-

v
= 1 O/C (mo/ws)%w

Yo = % pi where Ypi is the ion plasma frequency.
For n, = 3.10"/ n3;
Te = Ti = 5eV, then:-

Y2 = A, L(z) where A; = 2.56 10° MKS. (7-11)

The Landau damping rate YiaL Was also modelled as a linear increase:

<: Note that any rarefaction of the plasma electron density was
ignored on the 1 - 2ns timescale of the backscattering.t)
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Damping Rate ’T\
Yial (z) s 10 -1
|
|
I
|
|
|
|
|
|
7.4 10° | |
t i
(Te = 5eV) l i
} ] )Z
-5mm Focus +5mm
Fig. (7-5
i.e. YiaL(z) = fz+4¢g
where g = 7.4 107 57!
and £ o= 3.51003 s !
. 2A, focus bz + a
P,/P, = exp _ 2 7 -—  dz
BN C plasma fz + ¢
edge
A standard integral:-
zZ bz+a _ bz af = b z
2 RFE e | v & 1n(fz+g)jo

Thus the value of the exponential may be evaluated theoretically.
Experimentally, the exponential is evaluated from a plot such as

- In P,,.

Fig. (3-13). For a given incident power the exponential = 1In PB N

Table (7-1) gives the theoretical/experimental comparisons of the

exponential at peak power.
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SHOT NUMBER THEORY EXP

1 2.7 7.9
Table (7-1)

2 2.6 5.2

3 3.6 4.8

From equation (7-11) the growth rates at the time of peak intensity
are typically ~ 3 101%"1 at the plasma edge and ~ 8 1010 571 at the

focus.

(i1) Random Phase Theory

This theory gives a growth rate Y scaling as I and we have:
PB = PN exp { Y 1/c }

The growth rate is given by Offenburger62 as:

(27)3 r02 ny 1 XT, (x)
K T.) k.3 X TE

1 0

where r_ is the classical electron radius, n

0 is the plasma density

0
Ti is the ion temperature and kO is the incident laser wave number.

Fig. 1, of his paper was used to determine XT g (x)/Ym . As in

(i) plasma conditions of (ne = 3.1017, T

edge and (3.]0]7, 20eV, 5eV) at the focus were assumed. Thus using

o T 5eV, Ti = 5eV) at the plasma

curves a and d of Fig. 1 of that paper we have

XT (x)/¥r = 0.2  at the plasma edge
X, (x)/vym = 0.22 at the focus

for the waves of maximum growth.
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Now writing

XT, (x)

v (2) = Ay I(z)  —EA— (2) (7-12)

where A2 = 3.54 10_3 (MkS) for the above plasma conditions and I(z)

is as Fig. (7-4). The growth rate was then approximated as a linear

increase to the focus:-

A
A, xTr_(x)
2 8 (2)
YT
7.79 1074
|
|
|
|
|
|
|
|
|
-4 |

7.08 10 |
| ]
: i

1 Z
-5mm Focus +5mm )

(x)/Ym (z2) = pz +q
4

i.e, A2 X rB

where q = 7.08 10°
p = 0.014.

plasma

9 focus
PB/PN = expiz f (bz + a)(pz + q) dz
edge

. focus
. Exponential = -%{j-prB/B + Eﬂ_%_EE 22 4 aqz.j]

plasma
edge
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Table (7-2) gives the theoretical/experimental comparisons for the

random phase exponential.

SHOT NUMBER | THEORY EXP
1 32 7.9
Table (7-2).
2 31 5.2
3 42 4.8

From Equation (7-12) the growth rates at the time of peak intensity

11 12

are typically ~ 3 10 ° at the plasma edge and 2.10° = at the focus.

(c) Stimulated Raman Growth Rates

In this case, only the coherent wave growth rate given by

61

Lashmore-Davis was calculated. As before:-

)
[t}

5 Py exp { 2y02 1/YS c}

where

Kix w 3 v
1" De pe o/ w
Yo 4 (wo ) Vth pe

Note that this is Te independent. For our plasma conditions:-
3 -1
vo(z) = 218.2 I%(z)s (7-13)

For Langmuir waves, collisional damping is here dominant over Landau

damping and is approximated by a linear fall-off to the focal plane:
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Yg (Z) (5eV)
{
I
|
I
|
I
|
|
10 !
4.73 10" (20ev) |
I |
l I
| |
| ] ), Z
-5mms Focus +5mms
i.e. ys(z) = fz+g
where g = 3.24 1011 571
and  f = -5,53 10)3,
Then as before:
4 bz | af - bg focus
In (PB/PN) = 6.3510 [:—E— o In (fz + g)i]
plasma

edge

Table (7-3) gives the theoretical/experimental comparisons of the

exponential.
SHOT NUMBER THEORY EXPERIMENT
1 0.057 7.9
2 _ 0.055 5.2
3 0.074 4.8

Table (7-3)
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From Equation (7-13) the growth rates at the time of peak intensity are

9 .-1 10 -1

typically ~ 4 10° s * at the plasma edge and ~ 1 10 ~ s ' at the focus.

(d) Discussion of the backscattering results

From Tables (7-1), (7-2) and (7-3) it is seen that the growth
rates with intensity agree best with a coherent wave theory of stimulated
Brillouin scattering.

It could be argued that the temporal shape of the backscattered
pulse is Timited by the bandwidth of the Tektronix 7844 oscilloscope
and that Fig. (3-13) represents the detector response. However, further
evidence for agreement with a coherent wave theory comes from the Thomson
scatter{ng results.at the Tower plasma density of ~ 8 1016 cm'3 which
indicated Tittle change in the electron density for ~ 2ns. Furthermore,
a low pressure continuous discharge cell was also used in the CO2 laser
oscillator cavity to reduce the bandwidth giving the Taser a coherence

length greater than 1 metre (i.e. >> the interaction length). These

conditions imply a coherent wave interaction.
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7. FUTURE WORK

The experiment of M.S. White et al.]o investigated laminar heat
flow with a Ae/L of up to 0.04. His determination of a conductivity
coefficient half that calculated by Spitzer has been here attributed
to a failure of the theory. There is an obvious need to extend the
theory to include the higher order terms which become important for
large Ae/L.

In the present ®xperiment Ae/L was extended to ~ 0.5 but with
Te ~ 5Ti the heat flow was dominated by turbulence.

A successful SRC application has already been made for an
experiment to measure the heat flux at Ae/L ~ 0.1 to 0.2 with Te ~ Ti'
The value of Ae/L is well into the region where Spitzer theory fails and
Te ~ Ti ensures that the ion-acoustic instability is not excited. It is
proposed to obtain the above conditions with a 150MW CO2 laser pulse of
100ns duration. The above estimated value for Ae/L was obtained by running

the computer program with conductivity coefficients of one half and one

quarter that given by Spitzer. Table (7-4) lists the results of these

two runs.
TABLE (7-4)
v
S Max. Te(eV) Te/Ti q/qmax. Ae/L o/v
the
0.25 14.4 1.5 0.07 0.12 0.97
0.50 12.7 1.3 0.09 0.08 1.03

The ratios: Te/Ti and Vo/vthe are calculated at the time when
Te is a maximum. A 150MW peak power CO2 laser pulse was used which had
a triangular temporal shape with a maximum at 60ns and a total duration

of 140ns. A Gaussian focal spot intensity distribution was assumed with



177.

1/

a ‘e point at a radius of 200um. A hydrogen plasma was assumed with

initial n = 8.101° em3

and Te = SeV,

As mentioned in Chapter 4, the coding of the fluid equations used
in the computer program becomes inexact in the presence of an appreciable
Vli (Vﬂgi * 0 in equation 4-5). For accurate modeliing in (w,s) space
the equations should therefore be corrected.

Note that with a heating timescale > the equilibration/conduction
timescale a lower maximum Te is obtained and we get a maximum Vo/ve ~ 1
for a 150MW peak CO2 laser power. This compares with Vo/ve $ 0.3 in the
present experiment and therefore saturation of the inverse bremsstrahlung
absorption coefficient may be further investigated. It should also be
possible to look at the difference in the absorption coefficient for
linearly and circularly polarised radiation87.

The computer output for s = 0.25 is shown in Fig. (7-6) where the
plasma parameters are shown as functions of time and radial distance R
from the axis of the CO2 laser heating pulse. Note that plasma is
expelled from the heated region due to a rarefaction wave. This is
because the heating timescale is comparable with the time taken for a
sound wave to propagate across the heated region. The maximum electron
temperature occurs on axis at 60ns, the time at which the CO2 laser peaks.

The jon temperature lags behind due to the finite electron ion

equilibration time.



! T -
.Q. P EV
1.4 10!
T
|
| Vo
i ST TAAT TS
ooy =
i VOO O 00 gy
’ . lllll‘;”ffzzzzz’
~
031120

jij NE 10%x17

()
()
‘0

|
.—-\N

il

4
i
i

—
1,
w—
—
—

!,

—

[ 7
f
(X0
o
00‘0
()

0

NN\

: ~N
AW

Q
i
.\Q.Q \
\
~§
)

S
LTSI
ST AL AT

<
'@'
7
= I

.Q
0
S
S
S
N
8

=
—4
=
QA \Q
N
N
3
)
N
N

(f

178.

Fig. (7-6 Computer output
for future experiment. Time
varies with z from 1 to 10ns
and the radial distance from
the €0, laser beam axis with
R from 0 to 1120um.

Plot A.....Te (eV)

Plot B.....n, (1017 em™3)
Plot Covun T (eV)

Plot D.....Radial velocity

4

(10% em ™1
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8. CONCLUSION

In the experiment described in this thesis, the thermal conduction
down a laser-induced temperature gradient in a high density plasma was
definitively measured. As discussed in Chapter 1 previous

measurement534’35’36

of the thermal conduction down large temperature
gradients have been indirect and complicated by other phenomena.

The dominant restriction on the heat flux was ion acoustic
turbulence driven by the return current. This had been predicted by
Fors]und8 in the context of the solar wind. The inverse bremsstrahlung
absorption was also shown to be consistent with the measurements and

calculations of other workers75.

Thus, it is-felt that the results of
this experiment represent confirmation of theories of the important
processes of thermal conduction and absorption of light in high density
plasmas.

Breakdown of the first order theory of thermal conduction in the
presence of a large Ae/L was masked in the present experiment by the
ion-acoustic turbulence. A further experiment is under way in which the
heating timescale > the electron-ion equilibration timescale so that the
jon-acoustic turbulence will be Landau damped and laminar flow investigated.
This experiment coupled with an extension of the theory to include higher

order terms should extend further our knowledge of thermal conduction in

plasmas.
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Computer Program for Abel Inversion.

PROGRAM DAVID (INPUT,BUTPUT, TAPES=INPUT, TAPES=RUTPUT
DIMENSION AIZ21),AID2DL)
COMMBN AIDHFY,D
500 CONTINUE
WRITE (652107
210 FORMAT CRENTER 21 VALUES FBR INTENSITYX
READ»AI
WRITE (6,120

120 FORMAT CKENTER STEP BETWEEN INTENSITY VALUES,DELTAYX

READD
C
C 20 SPACE STEPS USED
C
RMAX=20.0%D
C CALCULATE DERIVATIVES OF INTENSITY
AID(1,=0.0
AID (210 =(AI 21, -ARI20) /D
D3 3 I=2,20
RIDID =(AI (I+1) —-AI(I-1)) /(2.0%D)
3 CONTINUE
C
C LOBP FOR INCREASING R-VALUES

WRITE (653005
300 FORMAT 21X, MRADIUS INTENSITY™)
DO 1 I=1,20
R=FLOAT (I-1)%D
IF(I.EG.1> R=D,2.0
sSuUM=0.0
DELTA= (RMAX—R) ~1000.0
b 2 J=1,1000
Y=R+FLOAT (J-1> KDEL TA
CALL DIDY(Y+DELTA2.0
SUM=SUM+ (AL GG (Y+DEL TA+SART ( (Y+DEL TA) RK2-R*KK2; ) —
+AL OG (Y+SART {(YKR2-RKK2+1 .0E-205 5 ) *FYK{-1 .0/ (4. 0XATANC1.0))
2 CONTINUE
: WRITE (65,1005 R,»SUM
100 FORMAT (21X,FB.2,F10.4
1 CONTINUE
WRITE <6600
600 FORMAT OGETYPE 1 FOR RERUM.2 FOR EXITH
READ»K
IF(K.EQ.1> GB TQ@ 500
STAP
END

ao0o0o

SUBRBUTINE DIDY(YS

DIMENSIGN AID 21)

CoMBN AIDSFY,D

A=Y /D-FLBATINT (YD) )

N=INT (Y00

FY=AID (N+1) + (AID (N+2) —AID (N+1J) KA
RETURN

END
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Computer Program to integrate laser scattering electron feature

1.

APPENDIX B

for use in Rayleigh calibrations.

C

0O0O00

500

i8

19

191

33

M
—

PROBGRAM SPECTRA (TAPES, INPUT,,BUTPUT, TAPEG)

DIMENSION A20,232) sSPM{1005 ,STM100)

CONTINUE

REWIND 8

READ (8> A,SPM

DB 1 I=1,20

I1=1

ALPHA=A (1,231

WRITE(G,18A{I,231),A(I,232)

FORMAT (1H1: 10X KALPHA=X,F5 .25 19X, *KNCAL =X, E8. 2
WRITE(B), 19

FORMAT (X5 11X KSHIF Ty 13X, KSUMK, 10X KSUM X 1.035E17/SEKX,
+7X>SHIFT DENSITYN, 7Xs*kELECTRON TEMP XK}

WRITE (6,181

FORMAT (X 11Xk Wy 13Xy Ky 10Xy K Ky
+7Xs K Ky 7Xs K K

08 2 J=0,50
SHIFT=FLBAT (J-25)
SHF=SHIFT./100,0
0@ 33 K=1,100
STM(K) =SPM{K) —SHIFT
— SINCE SHIFTING BASELINE NOT ALPHA CURVE
SUM=0.0
SUM BVER SPECTRUM
DB 89 K=2,100
L=IFIX(STMIK) >
DIFF=STM(K) —FLBAT (L)
SUM=SUM+A (I1,L) +ACI1,L+13 -A(I1,L)) *DIFF
CONTINUE
SPECTRGMETER BANDWIDTH=13.0 AtS
COUNTING INTERVAL=3.25 AtS
SB ADD CENTRAL + ALLBW BEBTH SIDES SPECTRUM
2.0%A(I1,1) SINCE STARTED DB 99 AT 2 T8 100
SUM= (SUMHA ¢(I1, 1)) #2.0+A (11, 1)
SEK=1.0/(1.0+ALPHAMXK2)
DEN1= (SUMK1,035E17) / (SEK)
TE=(8.60) * (100K (2. OH¥SHF)
DEN2= (A (I1,232) ) X (103K (2, OKSHF) )
WRITE (6+21% SHF,SUM,DEN1,DEN2,TE
FORMAT (Xs 11X, F6.25 13XsFB6.3+ 12X,E9.3,9X,E9.3,9X: F6.3)
CONTINUE
CONTINUE
STOP
END

spectra
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The two-temperature 1-D fluid code used to model the experiment
(A complete listing).

PROGRAM MALK (INPUTBUTPUT s TAPES=INPUT, TAPEB=BUTPUT TAPE7,
A TAPEGO=300>
COMMBN DENsTH»T1sTKsVsUsPs XX YYsAsBsCHsDDSELAS I UT
COMMON WDEN s IWT s WTI s WV, AWV AWH s SUMH » SUMV
C LASER HEARTED PLASMA
cC TWB FLUID MODEL

C::::::::::::::::::::::::::::::::::::::
DIMENSION DEN(2,3205 5 T(320) » T1(3205 » TK {320 sV (25,3207 s U 2,320) -
+ P(2,320) s WDEN (12,3205 s WV (12,3207 ,WT (12,3205 sWTI (12,°
+27 s XX (3205 ,YY (3207 »A (3207 +8 (320> s C (3205 ,DD (320
+3 ELAS (3207 » TIMES {20y »UI2,320)
DIMENSION RR (3205 » AV (265 100> » AWH (26 100Y » SUMV (263 » SUMH (26
DIMENSION QTOT (15) »AZ2 (3530 »SATURB (15) UL {15
REAL LL (157
REAL LAVER,MB3DJM;MBDJP
REAL I (3207
REAL LOBL,LOLMIN,MBDFAC (3207
REAL KBsLOLAs IO0s IN, IND
DATA NEXTRA/10/
DATA IBNE/1l/
HRUN=3HRG62
c
WRITE (65417)
WRITE (6,468
468 FORMAT (204 THIS IS MBD.SAT. >

417 FORMAT (1X, XTWB FLUID FLUX LIMITED MBDELX)
C K=1 AUX K=2 MAIN MESH
c ALL UNITS MKS
C DEN =NB DENSITY P=MBMMENTUM
C SET SPACE AND TIME STEPS
D=2.E-5
DT=4.E-12

KB=1.38E-23
AMI=1.66E-27
PLSUM=0.
PIE=3.14158
EPS=(1.E-9) /(36.%PIE;
AME=S. 1E-31
CHAR=1.602E-19
CRDN=1.E+25
C CRITICAL DEN. FOR CO2
LBLA=7.5
ARTLIM=1.
WL=10.BE-6
SPLI=3.E+8
CA= (WL /(2. OPIED ) KR¥K2) / (SPL I*RH3)
CB=2.BE—6K ({CHARIKZ) » (AMEKEPS)
ALASER=10.6
BLASER=ALBG10 (ALASERY
A2 (1,1)=1.1750
AZ (1,2 =0.0789
AZ (1,35 =0. 1842
A2 (2,1)=0.1812
AZ (2,25 =0.5586
AZ (2,35 =0.0304
AZ{(3,1)=0.3305
AZ (3,25 =0.0203
A2 (3,3 =-0.0657
c MATRIX FBR CALCULATING GAUNT FACTOR
CC=¢1.9702E-41) ¥ (ALASERIKZ)
C SET INITIAL BUFFER LIMITS TO FLF VARIABLES
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JMIN=250

LOLMIN=1.E+E

RMAX=1.E-5

D@ 484 II=1,15
484 QTOTIIS =0.

C—=———=—=—m—zes—=— === === - === _=—=—==a
DENSET=.63E+23
VSET=0.
TSET=3.6

C UNITS BF TEMP ARE EV. FBR INPUT +QUTPUT BNLY
SPIFARC=.1

SIGM3=1.84E-10
SIGMA=SIGMIKSPIFAC
SIGMA=SIGMA/LBLA
WRITE (6:2249
WRITE (6:231)SIGM3,sSPIFAC
231 FORMAT (1X,kSIGMB=%*,E12.4,2Xs XSPIFAC=%,F6.2)

WRITE (6,3847) ARTLIM '

3847 FORMAT(1IXL¥ARTIFICIAL LIMITING ATk 2X,F6.3s 1X,

+ KTIMES FREE STREAMING LIMITX)
WRITE (612243
CON=0.
PB=2.36E+8
Me=12
THETA=0.9
WRITE (6»403) THETA
403 FORMAT (1X, KTHETA=X,FB8.4

JJJ=100
Jv=JJdJ-30
JSMBBTH=JJJ-5
JWRI=JJJ
JINT=2
JM1=JJJ-1
JM2=JJJ-2
JP3=JJJ+3
JPi=JdJJd+1

c

C T@ SET +NGRMALISE INTENSITY DISTRIBN. FRGM INPUT PBWER

JZERG=11
ASUM=1, P IEK (D*KH2) /4.
D@ 788 J=2,JJJ
Z=FLBAT (J-1) K1, 22%P IE/FLBAT (JZERC-1)
ASUM=ASUM+ (2 KPIERFLOAT (J—1) K {DKED ) K ( (2, KS17ABF (23 /2) RK2)
IF(J.GE.J2ERG®> GOB T@ 622

788 CONTINUE

622 TANTINUE
IB=PR ASLM

IR=PR./3. 1415/ {FLBAT (JZERQ) *D) *kk2
c THIS IS FOR A GAUSSIAN BEAM PROFILE

WRITE (65224
WRITE (6,560 ASUM

560 FERMAT (1X,XVAL UNDER INTENS.DISTRIBN.=X,E14.4

c
JP1=JJJd+1
NP=500
NM=1000
c SET INITIAL VALUES PLASMA PARAMETERS
D@ 1 K=1,2

D@ 2 J=1,JP3

DEN <K J) =DENSET

ViKysJi=VSET

P (KsJ) =AMDKDEN (K J) XV {K» D
2 CONTINUE
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1 CONTINUE
C CALCULATE INITIAL TBTAL PARTICLES

121

SUM=0.25P IEX {D#K2) HDEN (25 1)
0B 121 J=2,J4JJ
FJM1=FLOBAT {J-1)

SUM=SUM+2 . P TEKF UMLK (D) DEN (2 s J)

303 FORMAT (1X,XINITIAL TOTAL PARTICLES=%,E12.9

0B 49 J=1,JP3
T(J)=TSET*1.16E+4
T1(H =T

TK (D =T1 (WD

A(Js =0.

Bd{J =0,

CdJr=0.

DD (JJ =0.

U {25 =DEN (2, J) T (J) KKBK1.5
UI2,Jdi=u2:sph
UIdl,J=UI{2sJ
U, D=U2,h
ELAS () =0.

RR (J>=0.0

439 CONTINUE

C

C CALCULATE INITIAL TOTAL ENERGY

-+

ESIMB=0.25%P IE* (D3R¥K2) R (UI (25155
ESUMB=0.25%P IEK (DIKK2) KU (2 1) +0.5KAMIKDEN (25 1) K (V (2 1) K25
DB 899 J=2,J4J4J
FUM1=FLBAT (J-1
ESUMB=ESUMB+2. P IEXF JM1x (DHHK2) X

(U250 +0.SKAMIKDEN (25 J) K V(25 J) KK2) )
ESIMO=ESIMB+2.KPIEX (D*K2) ¥FJIMIRUI (2,0}

99 CONTINUE

ETOT=ESUMB+ES IMOB

ELASUM=0.
ELOSUM=0.

DB 431 M=1,M10
DB 432 J=1,JP3
WDEN (M5 J> =0.
WTIMJ)=0.0
WT (M5 U3 =0.
Wv (M, J) =0.

432 CONTINUE

431
1110

CONTINUE

DB 1110 J4=1,15
SATURDB {Jy=0.
DO 402 M=1,M10

TIMES (M =0.

402 CONTINUE

C START MAIN TIME LOOGP

WRITE (6,224

WRITE (5,224

WRITE (6554725 PO

WRITE {6,603 I8, JZERO
M=0

TIME=0.0

NF=2500

NSMOBTH=NF
WRITE(6:+473)DT»D
WRITE (6,474 JJJsNF
WRITE {6,475 NP, NM

472 FORMAT (1X, KINPUT PBUWER WATTS=X,E14.4
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603 FORMAT (1X,*MAX INTENS. W/M2=2,E14,4,2X,*JZERG=X,14
473 FORMAT (U1X,KTIME STEP =X,E10.3,5X,®SPACE STEP =X,E10.3)
474 FORMAT(1X, I5,KSPACE STEPSHK,8X, IS, XTIME STEPSHK)
475 FORMAT(1X) IS, #=CB2 MAX T. STEPX,8X, IS, *=CB2 BFFK

WRITE (65224

WRITE{E,151)

WRITE (61527
151 FORMAT (1X,#®INNER BCS. 1ST DERIVS @F N,T=0,s, V=0 3k
152 FORMAT (1Xs®BUTER BCS. CGNDITIBNS(A)

WRITE (6,224

WRITE (6:303> SUM

WRITE (6,224

WRITE G801 ESUMAESIMOETOT
801 FORMAT (1Xs*KINIT.ENERGIES E+VH,E12.4,2X5KIBNSK,E12. 4,

c + 2X s KTRTALKE12. 4
C==========z=======—==-=S======-=======z======
DB 5 N=1:NF
c
J=1
L5=N/50

AB=FLBAT (L5
@1 =FLBAT N 50.0-R6
IF(@1.NE.O.> GB TO 738
WRITE (6229
WRITE (Bs743) N> JMIN,LOBLMIN
743 FORMAT (1X, K N= 3K, I4, 1X,K JMIN= %, I3,2X, XLOLMIN=%,E10.9
WRITE (658843) (RR(J s J=1,40)
9843 FORMAT(1X,20¢1X:F5.3))
738 CONTINUE
TIME=FLBAT (NJ DT
J=1

LENGTH AVERAGING FOGR ABSOGRPTIGN ODENERGY EQUATS
ARE PER UNIT VOL.DUMP ENERGY OVER LENGTH LAVER,
AND SCALE UP LINEARLY
THEN ENERGY EQUATS. UNCHANGED..I.E. ARE WRITING ABSORPTION
ENERGY UNIT VOL DEPBSITED=IO-L *{1.-EXP{(—XKL)> WHICH AVERAGES
BVER L RATHER THAN BLD IB{1-EXP{(-K)) WHICH AVERAGES OVER
UNIT LENGTH=1M, '
LAVER=0.01
IF{N.EG. 15 WRITE (6,9988) LAVER
9988 FORMAT (1X, KAVERAGING LENGTH METRES=X,F6.4
C INSERT TIME SHARPE GENERATOR FOR COB2
c

O0O0000000

FM=FLOBAT (NM)
FN=FLBAT N,
FP=FLBAT (NP}
IFN.GE.NP> GB TO 143
IN=I®K{FN=-1.) /FP
143 CONTINUE
IFN.LT.NP) GB TO 744
INZIOK{1. -1, /FP)K(FM-FMN) /{(FM-FP)
744 CONTINUE
IFN.GT.NM IN=0.
C ALTERNATIVELY I CAN USE A TIME PROFILE GENERATOR
IN=ICKPTIME(TIMES
C
c INSERT SPACE SHAPE GENERATBR FOR CO2
I =IN
DB 774 J=2,JJ4J
Z=FLBAT (J-1) K1 ,22¥PIE/FLOBAT (JZERB-1)
I{d =INK (2. RS 1 7ABF (Z) /25 KK2)
IF(J.GE.JZERBY I (J3=0.
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Z=FLBAT (J-1> FLBAT (JZERDB-1)
I {J) = INREXP (=22}
cC THIS IS FOR A GAUSSIAN BEAM PROFILE
774 CONTINUE
E DEFN. OF ELAS{WD

DB 579 J=1,J4J
BTEMP=(T{J ) /1. 16E+4
GRUNT=0.
DB 4449 IK=1,3
DB 444 JK=1,3
IIK=IK-1
JIK=JK-1
444 GAUNT=GAUNT+(AZ (IK s JK) 3 K {(ALBG 10 (BTEMP) 5 XK IK) K {BLASERKIIK)
ABSCO=CC*GAUNTX ( (DEN (2, I3 WK2) .~ (T (JI KK1,5y ) &
+ (1./75QRT {1.-DEN2,J) /CRDN) )
ABSV= (I (J) /LAVER) K (1. —EXP (-ABSCE*LAVER) J
ABSV=ABSV/ (1.+6.24E-15KI (W /T{(D X1, 16E+D)
579 ELAS (J) =ABSVIDT
IF(Q@1.NE.O0.) GG TG 89152
DB 9150 J=1,JZERG,2
9150 SATURB (D =1. + B.249E-15XI{J) /T K1, 16E+4
WRITE (6,224
WRITE (6,9151) (SATURGB (J) s J=1, JZERB: 25

9151 FORMAT (1X,SAT, BF I.B. EVERY GDD SPACE STEP TG X,
+K1 UPGN E PBINTK:B{1XsFB.4))
g152 CONTINUE
C================S============S========

C SUM ELAS{J: IN TIME AND SPARCE FOR CONSERVATION TEST=========
ELASUM=ELASUM+0 . 25KP IEX (DK KELAS (1)
DO 508 J=2,JJJ
FIMLI=FLBAT (J-1
ELASUM=ELASUM+2 . kP TEXRF JM1K {DKK2) KELAS (JJ
508 CONTINUE
CONJ=3.35E-34,D- (FLBAT (JZERQB. ) **2

C AXIAL AUX CALCS
cC

J=1
DEN{1,1)=0.5K{DEN(2,2, +DEN(2,1) ) - {(DT/DJ KDEN (25 2) XV (2,2} )
GRAVD={V{(2,3i =V {2,1)) /(2.XD)

AP= DEN (2,2) *GRAVD¥ABS (GRAVD)
P{1,15=0.5kP(2,2) +P {2, 1)) =(DT/D) X (P (2,21 RV (2:2Y)

—(DTO.5KKB/Ds K (DEN (2523 KT (25 —DEN (2, 13 XT {155
— DT/ (3.KDI)RWUI2:25-UI251)3
+0 . S*DTKCONKAMIKDKAP

(DEN (2, 1> +DEN (2 2) 3 KCONJIHDT /4. K. SKI (J)

C THIS LAST LINE IS FGR THE PONDERGMBTIVE FORCE
V1,0 =P{1:1) /(AMIDEN (14153

e+

C SM3GTH
IFVEL» 1) .LT.0. v, 1) =0.
C
TOP=37.E+BK ( (T {15 +T (2 *KKL.5)
BOT=(2.:Kk0.5) KDEN(2,2) +DEN 21 133
TEQ=TOPBOT
EQ@=0.25KDTK U2, +U (2, I+ =UI 2, -UI2,J+103 /TEQ
cC

FIRST=0.5K U225 +U (2,155 =B. /3.3 KIDT/D) RKIULZ2,2)KVI2:2) 0
SEKAND=0. 25K (ELAS (1) +ELAS (2))
THIRC=-EQ
LU¢ls 15 =FIRST+SEKAND+THIRD
c AXIAL AUX IGN ENERGY

FIRST=0.5KUI 2,1 HII 2255 +EQ
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SEKAND=={(5.K0T) /(3,05 ) MUI (2, 2) KV (2,2) )
UI{1,1)=FIRST+SEKAND

C DIAGNOSTIC PRINT I{J» AT N=NP OR NF
IFNF.LT.NPY GO T8 801
Je2=J2ERB+10
IF(N.EG.NPY WRITE6,802) (I{Jy»J=1,J22)
802 FORMAT(1X:5(E12.451X) ‘
S01 CONTINUE
IFI(NF.GE.NP)GO TO 644
IFIN.EQ.NFY WRITE(B:3802) (I »J=1,J22)
644 CONTINUE
c
c AXIAL MAIN CALCS
DEN (25 1) =DEN(25 15 —={(4.KDTHKDEN (1, 1%V (1413 ) /D
P(2510=P(2:1)=(4,2DTHP (1, 1)KV 1,155 /D
Vi{2:1)=P (2, 1) /(AMIIDEN (2, 1))
DP=<(VI{1:2) =V {1,155 /(2.D>
c SMBOTH
IFWE,s 1 .LT.0. V2,1 =0,

c
TEQ@=37.E+6X (T (13 3K1 ,55 /DEN (1, 1)
EQ=DTHKI{L,1 -UI {1,153 /TEQ
FIRST=(4.KDT/D) KB, /B RULs 1%V {1, 1)
SEKAND=ELAS (1}
THIRD=—EQ
U2,1)=U{2,1) ~-F IRST+SEKAND+TH IRD
T =UZ2:1 /1.5RKBHRDEN (25 13)
IF{T .LT.0.) WRITEGISOINST (1)
IF(T{L .LT.0.0 GB TO S04

807 FORMAT (1X,I3,3X,F10.2)
c
C AXIAL MAIN IOBN ENERGY

c
C NOW LBOP THRO WHOLE RAD
C=================c===-==-=S==SS=SS=SSS=ZZSTosSSSTSSSISTToC iEss
D@ 10 J=2,JMl
c
FJ=FLBAT (b
DENSITY ARUX CALCS
={0THO.5) /DK (FJ-0.55)
22={DT*0.5) /D
TOP=37 . E4BK ((T(D +T {J+1) ) #K1 .5}
BOT=(2.K0,.5) K{DEN{(2,J5 +DEN (25, J+1) )
TEQ=TOP.BOT
EQ=¢0.25*DT, TEG KU 2,5+ 2 J+15 U2y ) -UI 2y J+103
RAA=F JRDEN (2 J+1) RV (25 J+1) =FLOART (J-1) KDEN (25 JJ RV (2, D
DEN (1,05 =0.5K{DEN(2,J+1) +DEN(2s U3 ) ~RAKZ
c

c ™MeMM AUX CALCS————
AB=F kP (2 J+13 KV 2, J+10 = (FU=-1 P (2, I MV (2, D)
AC=DEN {2+ J+1) KT {J+1) -DEN (2,4 D XT ()
GRAVI= V{2 J+2) =V 2, 3 /(2. %D}
GRAV2= (V{2 J+1) -V 2, J—155 /(2.0
AM=DEN (2, J+1) *ABS (GRAV1) *GRAV1-DEN (2, Ji *kABS (GRAV2) KGRAV2
P{1,0) =0.5% (P2, J+1) +P (25 J) ) —2XAB~Z22HKKBKAC
—{DT/(3.3RD) > R WUI 2y J+15 =UI2s03
+0 . BHDTHKCONKAMIKDKAM
+CONJKDEN (2, J+10 +DEN (24 1 ) KDTHR . 25K I (U5 X (FLOBART (J) —.5J
V1, =P, /AMIRDEN(1, U3
IFCV,J) LT, 0.0 LAND. (J.GT.JV3 .AND. {N.LT.NP33 V1,0 =0.
VvC=D,DT

+ 4+



c

C
c

c
C

C
C

C

C
C

188.

IFVLL, U L.GE.VC) GB T8 904
ENERGY AUX CALCS
FIRST=FJHKU (25 J+1) KV (2, J+1) —(FJ=-1.3 XU (2, I KV 2, D
SEKAND=0. 28K (ELAS {J+1) +ELAS (U5 )
DA=F JkV (2, J+1) XGRAVIXABS (GRAV1) XDEN (2, J+15
OB= (FJ—1.) %V (2 J) *DEN (2 J) *GRAV2FABS (GRAV2)
THIRD=—£Q
U1, ) =0.5RW 2y J+10 +U 2 U0 5 — (5. /3.0 KZKF IRST+SEKAND+THIRD
AUX IBN ENERGY
FIRST=0.5kUI2s0 +UI2:J+1) ) +EQ
SEKAND=(5.:KDT) /(B . KDR(FJ-0.5))
SECAND=FJRUTI (25 J+1) KV (2, J+15 = (FU~1.3KUI (2 J) 3RV (2,4 )
UI{1,J)=FIRST-SEKANDKSECAND

END OF AUX CALCS LBOP 10
10 CONTINUE
IFOENC151) .NE.DENC1+2))DEN{15 1) =DENC(1,2)
DEN(1yJJJ) =2 3KDEN {1 JM1) —DEN (1, JM2)
IFMOEN{1,JJD .GT.DEN(1,JM1)) DEN(1,JJd> =DEN (1 IM2)
V(1 JdJdds ={FLBAT (UM1: —0.5) *¥DEN (1, JM1) KV {1, JM1) /
+ (CFLBAT (JJJ) ~0.5) KDEN (1, JJJ5)
IFVL,JJD LTV JMIYS VI, JJdJdy =vi(lygM2)
P (15 Jddd /{1 JJdi *KAMIXDEN (1 JJd
IFWUICI,JJd NE.UIC,JML UL JJddl =UI (1M1
IFIC1+1) .NE.UI(1,25) UI1,1)=UI1,25

NBW DB MAIN CALCS
00 12 J=2,JM1
FJ=FLBAT (U

DENSITY MAIN -—_
Y=DT/({FJ=1.) D3
BA=(FJ—0.53 MDEN (15 D KV (14 0y = {(FJ=1.5) KDEN (1, J—-1) RV 1, J-1)
DEN 2, J) =DEN {2+ JJ ~Y*BA
~MarMM MAUN

BB=P (1, V{1, K (FJ-0.5) P {1,J=-1) RV (1,J-1) RK{FJ-1.5)
BC=U» D +UI, N UL, J-1-UI1lsJ-10) /7 (1.5%KB)
IF(J.NE.2) GO TO 344
GRAVB= (V2,0 =V {2,J-13) /{2.%D)
344 CONTINUE
IF(J.EQR.2» GO TO 331
GRAVB= (V1,0 =V {1,J=-2)) /(2.0
331 CONTINUE
GRAVA=(V (1, J+1) =V {1, J=1)) 7{2.%D)
AN=DEN (1, J3 *GRAVAKABS (GRAVA) —DEN (1, J—-1) *GRAVB*ABS (GRAVB)
P {2,J) =P (2, J) —YrBB-BLC*RKB* (DT/D)
+DTRCONEAMIKDKAN
THIS LAST LINE IS THE PONDEROMATIVE FORCE
+ H+CONJKDTX.BXKI (D KFLBAT U =10 K{DEN1»J-1) +DEN (1533
V2 =P (2,00 7/ {AMIKDEN 2+ J) 5
IFCV2, D .LT.0.0) .AND. {(J.GT.JV) .AND. (N.LT.NP} > V2, J)=0.
IF(V2, ) .GE.VCY PRINT 807
807 FORMAT(2H -/ GONE UNSTAB. V&,Ji K
IF V2, .GE.VC) GB TO S04

MAIN ENERGY CALCS

TEQ=74.E+6K (T {(J) KK1.,5) /{DEN(1,J) +DEN(1,J-1)
EQ=0.53DTKU 1, D +U1,J-10 —UI, b -UIC -Jd=-1)) /TEQ
FIRST=(FJ-0.5) KU1, KV {1y J) =(FJ=1.5) KU (1, J-10 RV 1,J-1)
SEKAND=ELAS (JJ
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DC={FJ-0.5,*V {1, J) FDEN {1, J) *GRAVA*XABS (GRAVA)
DDD= (FJ-1.5) %V {1, J—15 KDEN (1, J-1) *GRAVB}ABS (GRAVB)

THIRD=-EQ

U2, =U{2,J0 =5, /3.5 XY KF IRST+SEKAND+THIRD
T =02, /{1 .5XKB¥DEN (255 )
IF(T LLT.0.) WRITEGS9075N»T (U
IF(T(J) .LT.0.) WRITE(B:8073J,T (U

IFT( .LT.0.) GB TG 904

IBN ENERGY MAIN CALCS

000

FIRST=UI (2. J) +EQ

SEKAND= (5. /3 ) X { DT/ (D*R{FJ=1.73)

SECAND= (FJ-0.5)RXUI (1, ) RV (1,0 = {FJ=-1.5)xUI {1, =13 KV (1, J-1)
UI(2sJ) =FIRST-SEKANDSECAND

C END OF MAIN CALCS LOOP 12
12 CONTINUE

IFWUI2,1) .NELUI(2:20) UIRZ1=UI2:2

IFWUIZsJID JNEUIZ2,dML15 UT (2 Jdd) =UT(2sIML)

IFDEN(2,1) .NE.DEN(2,2)) DEN2,1)=DEN(2:2

DEN (2 +JJJ) =2.%DEN (2, JM1) -DEN (2, JM2)

IF (DEN{2+JJ)) .GT.DEN25JM15) DEN(2,JJJ) =DEN (2, JM2>

V2, JJD =FLBAT {(JM2) XDEN (2 JM1) KV (2 IJM1) /{FLBAT (JM1) KDEN (25 JJI3 )

IF(V@,dddy JLT. V@2 dM1)) VI2sJdJd) =V 2y JM2)

DB 172 J=1,JJJ

172 P2, J5 =AMI¥DEN (2, ) KV (2 D)

C PARTICLE CBNSERVATIBN TESTS
C

PLSUM=PLSUM+2 KPP IEXRDXRFLBAT (JM1) RDTRDEN (2 JJJ) RV (2, I
SUM=0.25KPIER(DMKZ) HDEN {2y 1)
DB 83 J=2,JJJ
FJ=FLBAT (W
83 SUM=SUM+2.KPIEK (FJ—1.) M {DHK2) KDEN (25 0)
PARTN=SUM+PL SLIM

TO=FLOAT (NF/10)
ITO=10*N/NF _
Q=FLBAT (NY /TB-FLBAT (ITO
IF(Q@.NE.O.) GO TO 532
WRITE (6+531) N, SUM, PLSUM, PARTN
c
531 FORMAT (1X, I3,3X, ¥NMESH=X, E12. 4 3X; NLOST=%,E£12. 4, 3X, ¥TBT. =X, E12. 4

<+
532 CONTINUE

CALL LIMTERDEN,T,MBDFAC,>JJJsDsLBLMIN, JMIN,ARTL IM
CALL FLMBD (DEN>T,SIGMA MBDFAC,RR>JJJsDsATOTRMAX, LL > UL
ALP=DT/ {1.5¥KBX (D¥K2 )

ITT=0
DB 856 J=1,J4JJ
T1(H =T

656 CONTINUE
654 CONTINUE

DB 655 J=2,JJJ

TR =TI +T1U-15 2.
655 CONTINUE



Cc D

c

777

I%0o.

ITT=ITT+1
BLINSCAN
DB 442 K=2,JM1
J=JJJ+1-K
J GBES JM1-2 DOWN
IF(IN.EQ.1) .AND. (J.EQ.2) WRITE(B6s777)SIGMA,LOLA
FJ=FLORT (J)
FORMAT (I1X AT 1,2 SIGMA AND LOLA=X,E12.4:2X:E12.4)
FJM1=FLOAT {J-1)
FIM2=FLBAT(J-2)
FJM32=FLOBAT(J> —-1.5
FJP1=FLBAT{(J+1)
FJMH=FJ-0.5
ALPHA=ALPXSIGMA./ (DEN (25 J) KFIML)
MADJP=0.5X (MADFAC (J+1) +MBDFAC (U >
MADJM=0.5*% (MOBDFAC (J—-1) +MBDFAC (J> )
BETA= {1, ~THETRA) K{T (J=1) =T(DH IR (LT (=13 +T ) ) /2.0 KK2,5)
+ KMBDUIM
GAMMA= (1. =THETR) K{T (U =T (J+1 ) K (LT +T U+ 0 2.0 KK2,.5)
+ XMBDJP
A {J) =—ALPHAKTHETAKF JMHK (TK (J+1) KK2 . 53
+ *XMBDUP
B (J) =1 . +THETR*XMBDJIMK (TK (UJ) KK2 . 5) KF JM32KAL PHA
+ HALPHAKTHE TRKMOADJPRF JMHK (TK (J+1) KK2,5)
C (Jy =—AL PHAXTHE TR (TK (J) X2 ,6) XFJM32
+ ¥MODJM
DD (Js =T {J) +ALPHAX (F UM32#BETR-F JMHAGAMMAS
XX (UMY =1.
YY (JM1) =0.

557

5399
676

378

873

849

BOT=A (JJ XX +B (D

TOP=DD {(J> -A (J) XYY (D

XX {J=-1)==C (D ~BOT

YY({J-1) =TGP, BOT
CONTINUE

T1{ =YY (1) 7 (1. =XX (1))

DB 557 J=1,JM2

T1(J+1 =XX (D) KT1LD +YY {J)
CONTINUE

T1{JJD =T1 UM

IFCT1CL JNELT1(2)5 T1{1)=T12)

MM=0

DB 599 J=2.JM1

TEST=((T1 N +T1 U= /2.5 -TK (D

TIST=0.001i*TK {JJ

IF(TEST.GT.TIST> M™MM™M=MMM+1
COBNTINUE

IFITT.GT.10) WRITE(GsB676) N
FORMAT (1X, KCONVERGENCE FAILURE K,2Xs IS5)

IFCITT.GT.105GB TO 379

CALL CHKT(T1,JJJ

IFMM.NE.QXGD TG 654
CBNTINUE

TB=FLOBAT(NF /10’
FORMAT (1X, I5+5X;s I5)

ITB=10*N/NF

Q=FLBAT (N} /TB-FLBAT(ITO

IF{Q.NE.O.) GB TG 849

WRITE 68735 NsITT
CONTINUE

C
C PU

T NEW TEMPS IN ARRAY T
DB 588 J=1,JJJ
T =T1
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U2y 0 =1.5RKBKDEN (25 J) KT (U

598 CONTINUE
CALL CHKT(T,»JJJ

ENERGY CONSERVATION TEST

EPLAS=0.25KPIER (DMK KU (25 1) )
EPLASI=0.25%K (D¥N2) KPIEKUI (25 1>
EKSUM=0.25RP TEK (D*R¥2) Q. 53K (AME+AMI) MDEN (24 1) 3KV (2, 1) 1K)
DO 685 J=2,JJJ
FUMI=FLOAT (J-1
EPLAS=EPLASHU (25 J) 2 , KPR IEXRF JMIK (D3CK2)
EKSUM=EKSUM+2 , P IEK (DWHK2) XKFIMLK

+ 0.5 (AME+AMI) KDEN (25 J) K {V (25 DD KK2)
EPLASI=EPLASI+2.*PIEX (DK KFIMIKUT (25 D>

695 CONTINUE

C SUM ENERGY LOST==========z=============
ELOSUM=EL OSUM+2 . RPIEXDRFLOAT (JM1) ¥DTXK
+ U@ JJI RV (25 JJI) +UT 2y JJD RV 2 JJD +
+ Q. 5*KAMIXDEN (25 JJJ KV 25 JJI) RK35 5

ETOT=EPLAS+ERLAS I+EKSUMHEL OSUM-ELASUM
TO=FLOATNF/1D)
ITO=1Q*N/NF
Q=FLOAT (N) »TO-FLOAT(ITO
IF(@.NE.Q.> GO TO 288
WRITE(6:289) NSETOT
WRITE (6,300) EPLAS s EPLAST » EKSUM
WRITE (6,304 ELOSUM: ELASUM
2938 FORMAT {1X, I3, 2Xs XENERGIES-PLASMA+LOSS—LASER IN=X,E12.4
300 FORMAT (1X,sRENERGIES PLASEX,E12.4,2Xy RPLASTK,E12.4»
+ 2Xs KKEMK, E12.49)
304 FORMAT(1IX,KLASSK,E12.452X: KLASER IN¥,E12.49)
288 CONTINUE

00

SO=FLOAT (N/5)
SOO=FLOAAT (N> /5.
TEST5=ABS (SB-S0
SB=10.000001

O0O0o00

PRIMTOUT INSTRUCTIONS
IF{N.ER.1> GO TO 437
L.B=NF-10
Q5=FLOBAT L8
L4=NL8
Q=FLOAT (N} /A5-FLOATL D
IF(@.NE.O.O> GO TO 22

437 CONTINUE
M=M+1
MMAX=M
TIMES (M =TIMEX1.E+S
DO 900 J=1,JP3
WDEN (M, J> =DEN{2:J3 1 .E+23
C DEN READ OUT IN CM-3 /E1L17
WV M. J)=vVi2sD /1. E42
C VEL READOUT IN CM/SEC ,E+4
WT M, D =T D 71, 1BE+4
c TEMP READOUT IN EV.
WTI MM, Jy=UI2,00 /7 {1.5RKBKDEN (25J) 1. 1BE+4)



900 CONTINUE
WRITE (6,6840) TIME, IN
6840 FORMAT (BH TIME 1E13.2s6H POWEREL13.3)

WRITE (65:6841) (WDEN (MMAX,KL) »KL=2,70,2)
6841 FORMAT (1X,20 (1XsF5,15 )

22 CONTINUE
TTM=1750.0
CALL SECOND(TTT
IF(TTIT.GT.TTM WRITE(6:312)
IF(TTT.GT.TTM GO TO 314

312 FORMAT (1X,3K TIMEDRAP %)
c
c
C——END BF MAIN TIME LOOP——
C—.— ————————————————————————————
5 CONTINUE

314 CONTINUE
c END OF LOOPS
C OUTPUT INSTRUCTIDBNS HAVE STORED FBR DESIRED PRESENTATION
904 CONTINUE
WRITE (6,608 (TIMES (MM s MN=1,MMAXS
608 FORMAT (2X,*TIMES IN NS. X¥,5(¢8.3,1X)
WRITE (6:229
WRITE (6:224
WRITEE,750)
750 FORMAT {(1X,:3K NE/CC/EL7 2]
WRITE (6:224
224 FORMAT (1X, 3k K>
DO 856 J=1:JWRIsJINT
WRITE (65220 UDEN(Ms U sM=1,MMAXS s J
220 FORMAT(1Xy 11 (F5.3,1X 52X, I3}
856 CONTINUE
WRITE (6s224)
WRITE (6s224)
WRITE(6:2235
223 FORMAT (1Xs /0
WRITE (6,751
751 FORMAT (1X,XTEMP IN EV. X
WRITE (6,224
WRITE. {6,224
DO 8957 J=1, WRIsJINT
WRITE(6:221) (WNTMsJ3 sM=1MMAX 5 J
221 FORMAT(1Xs 11 (F5.2+1X 52Xs I3)
857 CONTINUE
WRITE (6,224
WRITE (652235
WRITE (6,752
752 FORMAT{1X,* VEL CM/E+4 A5
WRITE (6,224
DO 858 J=1sJWRIsJINT
WRITE (6,222) WV M, sM=1,MMAX » J
222 FORMAT(1X: 11 (F5.1,1X ,2X, I3
958 CONTINUE
WRITE (6,224
WRITEB:223)
WRITE (6,394
384 FORMAT (1X,KPRESSURE ARB UNITS %
WRITE B 224
215 FORMAT(IXs 11 (F5.25 120 ,2X, I3
WRITE (65224
WRITE (6552235
WRITE (65395
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385 FERMAT (1X, K IBN TEMPERATURE IN EV. X

WRITE (6,224
DB 821 J=1,JUWRI,JINT
WRITE (54221 WUTI M +M=1,MMAX 5 J

216 FORMAT(1X,11(F5.3,1X »2X, I3
821 CONTINUE

C RHICKICSKASKHSICIISICK

REWINDBO

WRITE (6:224)
ISIGN=1
IAV=0
IGRAPH=0
ZTIME=1.
FSCALE=1.

KKK

CICIIICKK

CRICICICICIICISICISISIISIISICICIACICIICIICICKK

c INSERT FOR MICROFILM

1050

NRECB60=0
CONTINUE
NRECB0=NREC&0+1
Ji=1
J2=57
J3=2
NR60=29
NZ60=11
ZTIME=0.
ZDAT=0.
£TIM=0.

NSTEP=1
ZRMX=FLOAT (NR60-1) %2, %DK1 ,00001E+6
ZMX=10.0001

C CMX IS IN NANBSECGNDS

[

W+

HEARD=2HTE

HUNIT=3H EV

ILOOK=1

WRITE <60 IOBNE,NRECB0:;NRB0O:NZB0s (T M)

1 J=J1:J25J35 s M=15115 ,2DATHZTIM» HRUN s NEXTRR »
NSTEP Z2TIME » ZRMX,, ZMXHERD s HUNIT s ILGOK s ISIGN,
IRV, FSCALE

HEARD=2HNE .
HUNIT=6H10%#*17

WRITE (60) IGNE,NREC60:;NRE0;NZ50, ( (WDEN

My Iy s J=d1,02,03) sM=15 115 ,Z2DAT ZTIMHRUN,
NEXTRA, NSTEP, 2T IME , ZRMX, ZMX, HERD » HUNIT, ILOGK
s ISIGN» IAV,FSCALE

HERD=2HTI

HUNIT=3H EV

WRITE (60> IBNE:NRECHE0sNRE0sNZ60s (NTI

M D s J=J1,02503% s M=15110 ,ZDATs ZTIMHRUN,
NEXTRA; NSTEP, 2T IME s ZRMX, ZMX, HERD »HUNIT, ILBGK
» ISIGNs IAV,FSCALE

HEAD=2HVR

HUNIT=5H10%x4

WRITE (60> IGNE.NRECB0:NRBE0ONZB0 s ( {V

Ms ) »J=J1,J25J35 »M=1,511) , ZDAT,» ZTIM, HRUN,
NEXTRA NSTEP, ZTIME s ZRMX s ZMXs HEAD s HUNIT» ILOGK
s ISIGNs IRV, FSCALE

ITWR=3
WRITE (65337 RMAX

337 FORMAT (1X,kMAX VALUE BF RATIO R=X,F12.4)

WRITE (6,407
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407 FORMAT (1X,KLL,UL,QTOTH)
WRITE (61224
DO 83 J=1,10
93 WRITE (654065 LL (D UL sQTOT )
406 FORMAT(1X,F10.3,2X:F10.3+:2X:E12.49)
CALL RUBY (AWY s AlH » SUMV , SUIMH

C "THIS DIAGNOSTIC SPATIAL RESGLUTIGBN CORRECTIGN

WRITE (6,224

WRITE (6,820
820 FORMAT (1X,»®LASER SCATT. CBRRECTED FOR HBORIZ. DISPLS.X)

WRITE (832249

0@ 831 JKJ=1,18

bDe 821 M=1,MMAX

SUMB=SUMD=SUMI=0.

DB 822 IWR=1,100

SUMD=SUMD + AWH (JKJs IWR) KWDEN (Ms IR

SUMI=SUMI +AWH (JKJs IWR) *RWTI (M5 IWRS
822 SUMB=SUMB + AWH (UKJs IWR) KWT (My IWRD

ANS=SUMB. /SUMH (JKJ)

ANSD=SUMD /SUMH (JKJ)

ANS I=SUMI SUMH (JKJ>

TETI=ANS/ANSI

MB=M-1

ISPL=(JKJ-1)#50

WRITE (62923, M, ISPL s ANS»ANSD>ANSIHLTETI

823 FORMAT (1XL KTIME (NS = X, I25K HORIZ. DISPL. = ¥\ [4,X EL. TEMP.= X,
+6.3:K EL. DENSITY= K,F5.3,% ION TEMP.= X, F6.3,% TEQTI= X,F6.3)
921 CONTINUE
WRITE (61224

931 CONTINUE

WRITE (635224
WRITE (6,824
924 FORMAT (1X, KLASER SCATT. CORRECTED FOR VERT. DISPLS.:)

WRITE (6,224

D@ 935 JKJ=1,18

D@ 925 M=1,MMAX

SUMB=SUMD=SUMI=0.

D@ 926 IWR=1,100
SUMD=SUMD+AWY (JKJ s TIWR *KWDEN (Ms TR
SUMI=SUMI + AWV {UKJs JWRI KWTI My IWRY

926 SUMB=SUMB + AWV (JKJs IWR) KWT (M IWRY
ANS=SUMB /SUMV (UK J)
ANSD=SUMD /SUMV (JKJ3
ANSI=SUMI /SUMV (UKJ
TETI=ANS/ANSI
MB=M—-1
ISPL={JKJ=-1) %50
WRITE (6:927) MBs ISPLsANSsANSDsANS I TETI

927 FORMAT {1X »RTIME(NS) = X,I2,X VERT. DISPL.= %,I4,% EL.TEMP.= K,
+F6.3,3% EL. DENSITY= X,F5.3,% IBN TEMP.= X,F5.3,k TEOQTI= k,FB.3)
925 CONTINUE
WRITE (61224

935 CONTINUE

IF{ITWR.ER. 15 CALL TAPOB (WDEN s WT s WTI s WV)

STOP

END
C
C::::’.:‘_‘::‘_‘::::::::::::::::::::::::::::
C— ———— ————————

C SUBRBUTINE TO CHECK FBR -VE TEMPS
SUBROUTINE CHKT(TsN>
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DIMENSION T<(320)
DO 100 I=1,N
IF{T(ID .LT.0.) GO TO0 200
100 CONTINUVE
RETURN
200 WRITE(B,201) T
201 FORMAT(1XyKT NEGATIVE X,//{(5E13.5))

STOP

END
c
C SUBROUTINE TO SMABTH EARLY PROFILES
C:========:=======:======::==::::::::::::::::::

SUBROUTINE SMBOTH (FsN)
DIMENSION F (2,320 »G {320
DB 188 K=1sN
G (K+1) =0.5% {F (2,K) +F (2:K+2))
189 CONTINUE
Gi=F 251
G (N+2) =F {(2sNJ
NMN=N+2
DO 200 I=1,NMN
200 F@2,I0 =G
RETURN
END
c
C SUBRBUTINE TO SPATIALLY AVERAGE DEN AND TEMP
c ARBUND PBINTS USED IN EXPT..
c WEIGHTED FBR VBLUME AND SCATT.PARAMETER
SUBROUTINE SPAVIDEN,TsJJddsN,D
DIMENSION DEN{2,320) T (320> »BTF (5) »BNF (5
REAL MWAFAC
DB 5 IC=1:4
IFCIC.EQ. 1Y J1i=1
IF (IC.EQ. 1) J2=21
IFIC.EQ. 2y Ji=71
IF{IC.EQR.2) J2=111
IF{IC.EQ.3,J1=101
IF (IC.EQ.3: J2=141
IF(IC.EQ.4 J1=155
IF{IC.EQ.4) J2=185
INT=42-J1+1
FJINT=FLOAT (UNT>
WASLIM=0.
DB 55 J=J1,J42
ARZ02= (1 .05XK2) k{1 . £~18) *1. 18KDEN (25 U5 /T (W)
WAFAC=1./(1.+ARS0CZ>
WASUM=LASUMHAAFAC
55 CONTINUE
PIE=3.14158
MWNAFAC=LWASUMA FJINT
IF(IC.NE.1> GO TQ 498
DV=P IEX (DK R { (FLOAT (J2) —0. 53 KK
488 CON7 INUE
IF{IC.EQ.1> GO TO 500
DV=P IEM (D32) K (FLOAT (J2) —0.5) *R2) —
+ PIEKR{DRK2) K CFLOAT (U1 —1.57 #3Kk2)
500 CONTINUE
DA=2. kP IEK (D2
SUMT=0.
SUMN=0.
DB 866 J=J1.J2
FJM1=FLBAT (J-1)
ARS02= (1.,05KK2) X {1 .E-18) *1 16 DEN (251 /T (D)




I96.

WAFAC=1./{1.+ARS02)
VUL J=DAKF M1
SUMN=SUMN+HNAFACKDEN (2, J) =VvEL Y
SUMT=SUMT+WAFACKT ¢J) *VvEL J
66 CONTINUE
BTF (IC) =SUMT./ (MUAFACIDVIKL . 1B6E+4)
BNF (IC) =SUMN./ (MWAFAC:KDV)
5 CONTINUE
WRITE (65449)Ns (BNF (K) sK=1,4)
WRITEB133)N, (BTF (K) 1K=1,4)
44 FBRNQT(lX:mTSTEpmiI4|2X|*DEN.SPQT.QVS=X)4(E12.4s2X))
33 FORMAT (1 Xy KTSTEPHK, I4,2X,KTEMP SPAT.AVS. K, 4(F12.4,2X0)

RETURN
END
c
C SUBROUTINE TG PUT BUTPUT BN MAG TAPE——————
C=========n===Sooom=Sco=o=o=on=-==c==—=—==z==m=c--=—
SUBROUTINE TAPQG UNDEN s WT s WT I WV
DIMENSION WDEN (12,3200 s WT 12,3207 , WV 12,3207
DIMENSION WTI (12,3200
WRITE(7) WDENsWTsWTI,WV
c
RETURN
END
c
C SUBRBUTINE TB CALC LOBCAL VALUE LBLA
C========c-=====zS===—=========x=

SUBROBUTINE LOLOBL (DENsTs»JsLOLAY
DIMENSIOGN DEN2,320) » T {320
REAL LOLA,LAMBDASKB
PIE=3.14158
C ALL UNITS ARRE C.G.S. IN THIS sSuUB
DIN=DEN{2:J *1.E-B
KB=1.3BE-16
CHAR=4.803E~-10
A=1.5/ {CHARK3)
B= (KBAK3) M {T (J) 5R3K3) 2 (PIEKDING
C=SGERT B
LAMBDA=AKC
LBLA=ALOG (LAMBDA)
RETURN
END
SUBRBUTINE SCALENDENsT>DsJJJsLBLMIN, JMIN,SCALMINY
C 70 EVALUATE MIN SCALENGTH GF T/ELEC MFP

DIMENSION DEN(2:320) » T (320
REAL LOLMINSLBL MFP
C BUFFER MAXIMA
JMIN=1
LOLMIN=1.E+9
SCALMIN=1.E+9
JM1=dJJ-1
DB 5 J=1,JUM1
I=J+1
TI=T L =TI
DTOL={ABS (T1) +10.3 /D
ADTDOL=ABS (DTDL)

c THE FACTOR 1.E—8 ISTO AVBID INFINITE RESULT AT 4375
IF(ADTOL .LT.1.E-8)ADTDL=1.E-8
TAV=A(T U +T ) /2.
DENAV=DEN (2 +DEN (2, 1) /2.
SCAL=TAV/ADTDL
MEP=1(2.276/1. 1BRK2) K1, E+8K (TAVIKD) S/DENAV
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LOL=SCAL/MFP

IF (LOLMIN.GT.LOLY JMIN=J

IF (LOLMIN.GT.LOL) LOLMIN=LOL

IF (SCALMIN.GT.SCALJ SCALMIN=SCAL
5 CONTINUE

RETURN

END

SUBRBUTINE FLMAD (DEN, T>SIGMA MBDFACRR»JJI»DsGTOT,
+ RMAX,LL UL

DIMENSION DEN (2,3205 » T¢320) »GTOT (155 » UL ¢15)
DIMENSION RR(320)

REAL MBDFAC (320

REAL KBsLL (15)

KB=1,3BE-23

PIE=3.14159

AME=9.1E-31

LL {1 =0.
LL (2)=0.0001
LL (35=0.001
LL (4 =0.002
LL (55 =0.005
LL ¢&65=0.01
LL {(7>=0.05
LL®& =0.1
LL (8=0.5
LL10S =1,
LL12>=0.07
DB 6 JJ=1,10
6 UL (JJs=LL (UJ+15
UL {105 =2.
c
GB@ 7O 908
C TO SEE HOW FAR T<{J» CHANGES
ITC=1
08 12 J=1,J44J
TOIF=ABS (T {J) -T{UJ+1)>
IF(TDIF.LT.1.) ITC=ITC+1
IFUITC.GT.6,JT=J
IFAITC.GT.B) GB@ TO 15
12 CONTINUE
15 CONTINUE
IFUT.LT.3 JT=3
909 CONTINUE
c
D@ 8001 J=1,JJJ
8001 RR{WH=0.0
Cc TA EVALUATE HEAT FLUXES

JMi=JJJ-1
DO 1 J=2,JM1
Q==SIGMAXK (T (J) KK2 .65 (T (J+1) =T {UJ-131 /{2.3%D)
AQ=MBDFAC (b Q@
AMAX1=SART (2. /PIE) #DEN (2 s J) *KKBXT ()
AMAX2=SART KBXT (J) /AME)
AMAX=AMAX1KGMAXZ

C MODIFIEDFREE STREAMING LIMIT 5 2 NOT 1.5
R=AAMAX
IF{R.GT.RMAXS RMAX=R
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LTYPE=11

DO 4 L=1,10

IF CCR.GELLL LYY LAND. (R.LE.UL (L35 LTYPE=L
4 CONTINUE

QTOT L TYPE) =QTOT (LTYPE) +AQ

RR (D =R
1 CONTINUE

00

RETURN
END
SUBROUTINE L IMTER (DEN,T»MBDFAC JJJsDsLOLMIN,
+ JMINsARTLIM
C TO EVALUATE FREE STREAMING REDUCTION TO CLASSICAL THERAL
cC CONDUCTIVITY ACCORDING TGO L/LAMBDAE BN THIS STEP FOR
c USE ON NEXT STEP

DIMENSION DEN(2,320) ,T(320) sRR (32D
REAL MADFAC (320) sLOL s LOLMIN,MFP
DO 83 J=1,JJ4J
893 MODFAC (J) =1,
ONL IM=3.6363/ARTL IM
JMi=JJdd-1
JMIN=250
LOLMIN=1.E48
SCALMIN=1.E+3
DG 5 J=1,JdM1
I=J+1
FDTDL= 1. E-B4+T(J ~-T(I3) /D
T1=T (U =T

ADTDL=ABS (T1) +10.

ADTDL=ADTDL /D
TAV=0.9XR (T +T (IS
DENAV=0.5K(DEN{(2,J) +DEN(2: I>)
SCAL=TAV ADTDL

C SCAL=TEMPERATURE GRADIENT SCALE LENGHT
MFP={2.276/ {1.16%X%2) ) K1 . E4+BXK (TAVIKKD) /DENAV
LOL=SCAL MFP
C LOL=LOCAL RATIO OF SCALE LENGTH OVER ELECTRON MEAN FREE PATH
IF{LOLMIN.GE.LOL> LOLMIN=LOL
IF{LOLMIN.GE.LOL) JMIN=J
IFLOL.GE.OGNLIMGO TO 12
IF{OBL.LT.0.0GB TO 12
MOBDFAC (J) = {LOL/ONL IM)
12 CONTINUE
5 CONTINUE
RETURN
END
FUNCTION PTIME(T)
C THIS FUNCTIGN FORMS A NORMAL ISED POWER
TRISE=1.E-9
TFALL =2.E-9
TEXT=4.2E-9
PPLAT=.1
TZERG=6.E-9
IF{T.GT.TRISE) GO TO 100
PTIME=T/TRISE

RETURN
100 IF(T.GT.TFALL) GO TO 200
PTIME=1.
RETURN
200 PTIME=1.—-<T-TFALL) /{TEXT-TFALL>

IF(PTIME.LT.PPLAT) PTIME=PPLAT
IF(T.GT.T2ER®> PTIME=0.
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000

o000 O

n

RETURN
END

SUBROUTINE RUBY (AWV s AlH » SUMV s SUMH)
DIMENSION AWV (26,1005 » ALWH (265 1005 » SUMH (263 » SUMV (263

CLEAR ARRAYS

DB 1 J=1,26
o2 1 I=1,100
AV (Jy I =ALH (Jy 1) =0.
SUMV {J) =SUMH (J) =0.
00 98 JJJ= 1,19
DELTA=FLOBART (JJJ~1) B0,
KN=11
KNZ=31
RKN=FLQBAT {(KN-1>
IRBIN IS SPATIAL RESBLUTIGBN IN MICROGMETRES

IRBIN=20
TW=414.
TH=255.
TZ=288.
DH=TH./RKN
DL=TW/RKN
DZ=TZ/RKN
DB 2 IX=1,KN
DB 2 IY=1sKN
DB 2 IZ2=1.KN2
FRGM 3X —1/E TO 3X +1/E
2=—(TZ2/2.00*%3.0 + (FLBAT{IZ) —-1.)*D2
Y SCANNED IN KN STEPS FRBM RHS BF BBX

Y=-TW/2.0 + FLBATIIY) —1.) DKW
X SCANNED IN KN STEPS FRGM BGTTOM BF BBX
=—TH/2.0 + (FLBATIX —1.5*DH
RADIUS FOBR VERTICAL DISPL.
RV=SERT ¢ ({R+Y)#K¥2) /2.3 + (DELTR=X KKQ)
RADIUS FBR HBRIZ. DISPLS.

RH=SERT (XKX + (DELTA —{2+Y) /1.4142) KK
RLR= (XKX + Z¥2 /{{TZ,2.0) K2}

ASSUME GRUSSIAN FALL BF FBR RUBY

JRV= IFIX{RV) /IRBIN +1
JRH=(IFIX{(RH) ) /IRBIN +1

INDEX BF ARRAY FBR THIS RADIUS
ALV (JJJ s JRVY =AWV (JJJ s JRV)  +EXP (-RLR)

AWM (JJJ» JRHY =AlH (JJJ» JRH)  +EXP (-RLRS
CONTINUE
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98

SUMH (JJJ) =SUMV (JJJ) =0.
DB B4 LL=1,100
SUMV (JJJ) =SUMV (JJJ) +AV (JJJs LL)
SUMH (JJJI =SUMH {(JJJ) +HAH (JJJsLL)
CONTINUE
RETURN
END

200.
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Computer Program used to look at the perturbed distribution functions of
Spitzer et a1.5

PRBGRAM FLUX{TAPES, INPUT,BUTPUT, TAPEG s TAPESS)
DIMENSION DTX{51) sFLUXE (51> ,FLUXT (51 ,SUMFLUX {51
+sDEBL1Y sDTB1) s TOTFLUXB1) s TNTFLUX51) sDSN (B
+DTNB1)Y LFACTL1(51) »DTAN(51) sANSS(51) sANST(B1) »ANSTR (K1)
+iDISTN{(51) s DISTR(B1) » TX102) » TFLUX(102) sANS ¢102) s DIST (1025
READ B 100 (DTX(IY »I=1,51)
10 FORMAT(F10.0)
READ (5, 11> (DE(I) s I=1:51>
11 FORMART(F10.00
READ 5,11y (DT »I=1:51

DO 28 KK=1,8
K=KK-1
T=2.X¥KFLBAT (K
B=.01%T
A=.3517%B
DO 13 I=1,51
FACT1 (I =EXP (= {DTX{IJ ) X2}
FACT2= ( (DTX(I) ) W55 KFACTL (I
FLUXE (I =B*0.3517kFACT2DE (I’
FLUXT (I) =B*FACT2KDT (D)
SUMFLUX (I =FLUXE(I> + FLUXTID
TOTFLUX(I) =FACT2 + SUMFLUXI)
TNTFLUX(I) =FACT2 — SUMFLUXKD
13 CONTINUE
AINT1=AINT2=AINT3=0.0
DSN (1> =DTN {1 =DTAN (13> =0.0
DO 14 I=2,51
DEN=(DTXI) -DTX(I-1)5 2.0
JJJ=1I
DSN {JJJy = (SUMFLUX () +SUMFLUX (I—-1) 5 **DEN
AINT1I=AINT1+DSN {JJD
DTN (JJID = ¢TOTFLUX (I +TOTFLUX (I-1) ) **DEN
AINT2=AINT2+DTN (JJJ>
S DTAN (JJJ) = CTNTFLUX I +TNTFLUX (I-1) ) **DEN
AINT3=AINT3+DTEN (JJJJ
14 CONTINUE
ANSS (13 =ANST (1) =ANSTR (15 =0.0
DB 15 I=2,51
SUMS=SUMT=SUMT@=0.0
JJ=1I
DB 16 J=2,JJ
SUMS=SUMS + DSMN (U
SUMT=SUMT + DTN (WD
SUMTR=SUMTQR + DTQN U
16 CONTINUE
ANSS (I) =SuUMS-1.
ANST (I =SUMT/1.
ANSTQ (I =SuUMTQ-1.
15 CONTINUE
DB 20 J=1,51
FACTP=1.4B83XDT {Ji +ADE (D>
DISTP (W =FACTPH¥FACT1 (U
FACTN=1.-BXDT (J) —A¥DE ([
20 DISTN (U =FACTNKFACTL ()
DB 30 I=1,51
KN=52-1I
TX (I =—DTXKN)
TFLUX I3 =TNTFLUX(KN)
ANS (I) =ANSTQ (KN
30 DISTI) =DISTN (KN)
D@ 31 I=1.51
KN=51 + I
TX KN =DTX (D)



31

29

TFLUX (KN =TRTFLUX (D

ANS (KN =ANST (I

DIST(KN) =DISTP (D

ID=KK

N=102

WRITE(88) IDsNs {TX(I) » TFLUXIID s I=19 N5

ID=ID+48

WRITE (B8) IDsNs (TX{I) sDISTI) s I=1sMND
CONTINUE

STBP

END

202.
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APPENDIX E

A PLASMA FOCUS DEVICE

1. INTRODUCTION

I constructed this device in the first year of my Ph.D. with a

view to obtaining a plasma of super-critical density for the CO2 laser

]9 cm"3) .

(i.e. ng > 10 Laser-plasma interactions at the critical

density were to be investigated. However, with similar work under way

89

at the Culham Laboratory ~ the project was terminated.

2. DESCRIPTION OF THE DEVICE

The focus was a co-axial Mather-type device90 with a 5cm.
diameter cathode and a 10cm. diameter outer electrode. Both electrodes
were 22cm. long and an insulator covered the first 5cm. of the inner

5

electrode. A base pressure of better than 5.10°° Torr was achieved.

A 2.5kJ, 10kV capacitor bank powered the device.

3. MEASUREMENTS

(1) Time integrated photographs

Fig. (E-1) shows two shots at 10kV in 100mT of hydrogen.
The restricted light emission over the centre electrode confirmed

that some pinching was taking place.

(i1)  Measurement of the rundown velocity

The current sheath moves down the electrodes under the

action of a JA B force and "snowploughs" the gas ahead of itself.
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Fig. (E-1)

91

Rosenbluth and Garwin™  have calculated this velocity as,

v = (c2E2/dn )% ams”] (E-1)
where EO and P, are, respectively, the applied electric field and initial
mass density (in cgs units). With ~ 5kV over 2.5 cm in 1 Torr of hvdrogen
this gives v_ ~ 1.1 107 cms™!,

This velocity was measured by drilling 3mm. diameter holes in the

outer electrode and observing the light emission from the passing sheath.

This is shown in Fig. (E-2).
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Fig. (E-2
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The start of the current pulse observed on a Rogowski coil was

used as time zero

reproducibility was good.

A number of shots were taken for each hole and

The results for 1 Torr hydrogen and 10kV

in the capacitor bank are shown in Fig. (E-3).

Distance
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plate
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159

104

-

— =
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wJ
Py

Fig. (E-3)
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6 1

The shown straight line gave a velocity of 7.1 10° eams '. For optimum

operation, the focus should be designed such that the rundown time
matches the LCR risetime of the device so that the pinch phase occurs

at maximum current. A velocity of 7.106 cms_] down 22cm. electrodes gave
a rundown time of 3.lus compared with a 3.8us current risetime. In part

(iv) with 4 Torr hydrogen the expected rundown time is ~ 4.4us from

equation E-1.

(iv)  Pinch phase

A Hadland image convertor camera was used in the framing mode
to observe the collapse and pinch phase at the end of the electrodes.
In all the pictures shown, each frame is exposed for 10ns with 50ns

between frames. The framing sequence is shown in Fig. (E-4).

etc. 6 4 2
7 5 3 I
Fig. (E-4

Fig. (E-5) shows the results. Fig. (E-5)(a) is a focus mode
picture. The black tape mask gives the scale for the inner electrode
(5cms.). Fig. (E-5)(b) shows a pinch phase in 4T of pure hydrogen lasting

50 to 100ns. Fig. (E-5)(c) shows a subsequent shot with 0.2% Ar doping.



207,

Here, the pinch lasts 150 to 200ns. Fig. (E-5)(d) shows a collapse
phase with 0.2% Ar doping. Measuring from the centre of the collapsing

sheath in each frame we get from frames 1, 2 and 3 an interpolated

6 1

collapse velocity of 6.8 + 0.2 10° cms ' and from frames 3 and 4 a

velocity of 1.1 % 0.2 107 ems™T,
Also visible in Figs. (E-5)(b) and (c) is the break-up of

the pinch phase due to the m = 0 instability.
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(a)
FOCUS MODE

(b)

4 Torr hydrogen

(c) :
4 Torr hydrogen with

0.2% argon

(d)
4 Torr hydrogen with

0.2% argon
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The thermal conductivity of a plasma of density 6 x 10'® cm™? is measured when it is
heated by a 300-MW, 3-ns CO, laser pulse. The data are best represented using a heat
flux which is limited to ~ 4% of the free-streaming limit. Low-frequency turbulence is
observed of sufficient intensity to cause this flux limit,

In this Letter we report definitive measure-
ments of the thermal conductivity of a laser-
heated plasma when the temperature gradient is
large and an ion-acoustic instability is excited.
The classical treatment of thermal conductivity®
has been by a first-order perturbation to a Max-
wellian, However, when X,/L (the ratio of the
electron mean free path to the temperature- .
gradient scale length) is greater than 0,02, sec-
ond-order terms dominate and there seems to
be no rigorous theory. Here we use

A, /L=2.292x108T,|VT,|n,InA, (1)

with T, in eV and r, in inverse cubic centimeters.

We have previously measured the thermal con-
ductivity? with 7,= T, and x, /L ~ 0.04 and found
a reduction by a factor of 2 from Spitzer’s value,
When T,>» T, the return current from the heat
flow can drive an ion-acoustic instability, which
would decrease the heat flux.** Here we have
increased A, /L to 0,5 (from Ref. 2) and with T,
~5T, have seen a very low thermal conductivity
accompanied by low-frequency turbulence,

As before, our measurement is based on ruby-
laser light scattering, We have extended this
technique to spatial and temporal resolutions of
200 ym and 1 ns. Other experiments on laser-
produced plasmas®~7 have used much less direct
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diagnostics to measure thermal conductivity,
Many other phenomena (magnetic-field genera-
tion, resonant absorption, atomic physics, fast-
electron transport) complicate these experiments,
In contrast, our experiment has to our knowledge
none of these extraneous phenomena,

The plasma used has been described previous-
ly.? It was a weak hydrogen Z pinch with initial
density and temperature of 6 X10' ¢cm™ and 4 eV,
respectively. The center of this plasma was
heated by a 300-MW, 3-ns CO, laser pulse, fo-
cused to a measured spot size of 35050 um.
Ruby-laser light scattering at 90° was performed
with the differential scattering vector (K,) both
parallel and perpendicular to VTe. The scatter-
ing parameter o was in the range 0,5 <a <1,5.
The electron density and temperature were ob-
tained by fitting shifted Salpeter curves for dif-
ferent a’s to the electron features, This method
is described by Kunze.® The error bars on den-
sity and temperatrue were determined by the
range of the values of & which would fit within
the experimental error bars, These values of n,
agreed with those obtained using a Rayleigh cali-
bration of the system. A fast photomultiplier
(RCA C31024A) gave a 1,2-ns time resolution,
Reproducibility was good enough to plot spectra

on a shot-to-shot basis. The spatial resolution
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FIG. 1. Examples of experimental data and simula-
tion results with s =1 and w= 1. For each simulation
the two solid lines indicate the band of temperature
possible within the + 100-ym alignment setting error.
At 6 =0, the best fit of f =0.03 is shown together with
f=1.0 and f=0.01, At 6=800 ym the band is for dis-
placements between 700 and 900 ym and simulation
results are only shown for f= 0,03,

(~200 pm) was defined by the spectrometer en-
trance-slit height and width, and the measured
ruby-laser focal-spot size. Data were taken for
different displacements (8) between the CO,~ and
ruby-laser foci.

On the length and time scale of the laser heat-
ing, the plasma was homogeneous, constant, and
unmagnetized, As the plasma was so underdense,
refraction and variation along the laser beam
were negligible, and the experiment could be
modeled by a one-dimensional, two-temperature
fluid code with symmetry about the CO, laser
axis,

In the simulation, the absorption coefficient K,
for CO, laser radiation was taken from Billman
and Stallcop®:

K, =wC2%, 2T, "1~ Cyn, 2% "¢, (2)

where w was an additional factor allowing for ar-
tificial variation of K;. The ponderomotive force
and the saturation of inverse bremsstrahlung
were included although their effect was small,
The electron heat flux ¢ was defined in the normal
way:

§=-s0T,*5VT,/InA, (3)

where s is a factor allowing for an artificial vari-
ation in the conductivity, When s =1 the conduc-
tivity corresponds to Spitzer’s value.! Addition-
ally, simulations were run in which 4, as defined
by Eq. (3), was constrained not to exceed some
fraction (f) of the free-streaming limit, ¢, .y
=nkT,(2kT,/mm,)"®. Experiments were per-
formed with CO,-laser-pulse durations of 3 and
20 ns. An example of the results for 5=0x 100
and 6=800+ 100 n.m is shown in Fig. 1. Results
were also obtained at 6=100+100 and 1200+ 100
pm, On the rising edge of the heating there are
large error bars due to the 1-ns instrumental
time resolution. Late in time the power of the
diagnostic laser is decreasing and the error bars
again become large., Simulation results with w=1
(classical absorption) and varying f are also
shown on Fig. 1. A good fit at both displace-
ments, where the band of simulation results fits
within all the experimental errors, is obtained
for £=0,03, but not for f=1 or f=0.01. Under no
conditions can f=1 fit the experimental data. If,
for example, the absorption coefficient is doubled
for f=1 the temperature at 6=0, ¢£=3.5 ns is only
14 eV compared with a measured 20.6+1 eV
(Fig. 1, top), and at 6=800+100 um, ¢=3.7 ns

it is 8+1 eV compared with 5.5x1 eV (Fig, 1,
bottom). Thus by requiring the simulations to

fit the experiment at all four positions, and also
for runs with the two different pulse lengths, both
absorption and thermal conductivity were deter-
mined. The accuracy of the measurements of
thermal conductivity and absorption is shown in
Fig, 2. The hatched area shows the only regions
of absorption/conductivity space where the simu-
lation fits all the data,

Computations were also carried out in (s,w, f=1)
space but the fits to the experimental data were
poor. (The nearest fit was actually with s=0,065,
w=1.4, and f=1), So the comparison of experi-
mental and simulation results for the high-inten-
gity experiment unambiguously show best agree-
ment for classical inverse bremsstrahlung ab-
sorption with thermal conduction modeled classi-
cally up to a (2-5)% flux limiter,

In constrast, the lower-power experiment? gave
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FIG, 2. Hatched area shows region of (f,w,s= 1)

space allowed by results, The factors w and f vary
the absorption and flux limit, respectively,

good agreement between experiment and simula-
tion for classical absorption and a heat flux of
0.4 times Spitzer’s value without using a flux
limiter (s=0.4, w=1, and f 20.05), Attempts to
use a model with classical (s =1) thermal conduc-
tion and a flux limiter gave much poorer fits, the
least bad being with s=1, w=1, and f=0.06,

The measured #, and T, defined a thermal lev-
el 8, for scattering in the ion feature,® At 6 =0,
where the scattered electron spectra were sym-
metric and thermal, the height of the observed
ion feature (S;) is enhanced to ~14S; ,, as shown
in Fig. 3. §,, was obtained from the measured
scattering in a 13-A-bandwidth channel centered
at the ruby wavelength, after the small stray-
light and the electron-feature contributions had
been subtracted,

The results of the two experiments are summa-
rized and compared with Spitzer's theory in Fig,
4, In the low-power experiment,? matching of ex-
perimental and computational results showed that,
for temperature gradients characterized by A, /L

S-ia 1
/
Sin
154
104
51 M~
1-
0 g 1 TIME(s)

FIG, 3. Enhancement above thermal of scattering
in the ion feature, The 3-ns CO,-laser pulse starts
at time zero,
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FIG, 4, Normalized heat flux vs normalized temper-
ature gradient showing strong heat-flux limitation,

= 0.04, the heat flux was best modeled by reduc-
ing the classical thermal conduction coefficient to
0.4+0.2 times Spitzer’s value., The discrepancy
is attributed to the failure of Spitzer’s first-order
perturbation theory for A,/L 20.02, The simula-
tion could not be made to fit the experiment well
for reduced thermal conduction based on a flux
limiter. No evidence of ion-acoustic turbulence
was observed or expected since the long (70-ns)
CO,-laser pulse allowed equilibration of 7, and T,
to within about 10%.

In the high-power experiment the temperature
gradient A, /L was increased from 0.04 to 0.5 but
the normalized heat flux ¢/q 5.« Was no higher
than in the low-power case., The experiment was
best modeled by the simulation using classical
thermal conduction up to A, /L =0,02, then a flux
limiter of 0.02 to 0.05 times the free-streaming
limit. Although a theory for large temperature
gradients does not exist, it would be reasonable
to expect that in the absence of turbulence ¢/qax
would increase as A, /L increases, The fact that
it did not we attribute to ion-acoustic turbulence
because we observe an enhanced ion feature
(Fig. 3).

Unfortunately, this observation was with &,
~2/xp (as @~%). From simulations of current-
driven ion-acoustic turbulence,!® the spectral
function S(k) peaks at 1/xpand is much smaller
at 2/Ap. Using our measurement at 2/Ap and the
shape of S(k) from simulations, a fluctuation lev-
el 6n/n of 9% was deduced. From Ref. 4 this
would severely limit the heat flux. It is interest-
ing that although ion-acoustic turbulence reduces
the thermal conductivity it does not increase the
absorption, This is in agreement with theory!!
and is because the density i8 so much below criti-
cal.

The turbulence is presumed to be driven by the
return current., We rule out Brillouin backscatter
as the source of the turbulence because no back-
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scattered light was observed at these densities
and the enhancement (Fig. 3) lasted for longer
than the CO,-laser pulse (Fig. 1). The threshold
for the heat-flux instability is A,/L=0.6 for T,
=573, which is close to our observed maximum,
A./L ~0,5, However the distribution functions!®
on which this theory is based are unphysical

" since they become negative on one side in the
region of velocity space where the net heat flux
occurs (1.5vn<v <3v,p) when A, /L >0,02.

In conclusion we have observed a (2-5)% flux
limit to heat flow when T,~5T;, which canbe
explained by the observed low-frequency turbu-
lence,
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