
' 

Page Line 

41 29 

46 10 

46 30 

64 22 

66 15 

72 8 

73 5 

73 18 

78 10 

83 1 

96 11 

97 14 

99 12 

119 3 

122 5 

125 14 

127 26 

127 27 

132 19 

138 1 

138 Fig.D.3 

140 7 

140 10 

147 17 

169 22 

178 2 

181 33 

184 11 

190 28 

198 6 

205 4 

209 3 

213 18 

216 4 

221 30 

224 4 

225 19 

231 7 

245 8 

282 11 

291 19 

For.... 	ERRATA 	Read 	 

the subscripts 	 and the subscripts 

Rand(1965)who introduced 	Rand(1965) introduced 

energy dissipation 	energy dissipator 

erogidc 	 ergodic 

satic 	 static 

unbaised 	 unbiased 

In array 	 An array 

digitsed 	 digitised 

autocorreēation 	autocorrelation 

Frequenty 1.r, 	 Frequently + «, 

F[y(t) 1= % [.. 	lit 	FLy(t) 1= 12-1 
  

f 	[ 	ldt 
2-~ - 

AT r 	 YT r 
2 J  	 2 1 	 

c(t)=E 	(t-nAt)=V(t,At) 	c(t)=E 	(5(t-ndt)=V(t,pt) 
n---, 	 n- 

_ 

+.0 	 +0.5 

f y2dy 	 f y2dy 
-0.5 

{D, (xt X)2ir1Et=1(yt Y)l
} 	

{LNEt=1(xt 
x)27CNEt=1 (yt 

y)7}12 

Considering a plane jet 	Consider a plane jet 

U, V and W 	 where U, V and W 

co-ordinate direction 	co-ordinate directions 

i f pU2)dy 	
'-lō 

(pU2) dy 
Ct 

Myer et al. (1963) 	Myers et al. (1963) 

Meyers et al. (1963) 	Myers et al. (1963) 

(Mayer et al. 1963) 	(Myers et al. 1963) 

Mayer et al. (1963) 	Myers at al. (1963) 

human erros 	 human errors 

for v ans w 	 for v and w 

differential hs the form 	differential has the form 

is the coefficient of kinematic 	is the kinematic 

pressrue 	 pressure 

wir 	 wire 

At=0.05 sec 	 At=0.005 sec 

Section 6.5.1 	 Section E.6.5.1 

horizonatal 	 horizontal 

Figs. F.7,F.13 and F.14 	Figs. F.7,F.14 and F.15 

sharpe parameter 	shape parameter 

of the coefficients 	of the coefficients of 

veloctily 	 velocity 

comparaison 	 comparison 

experiencied 	 experienced 

infered 	 inferred 

independnent 	 independent 

Trans. Engng. Instn. Canada 	Trans. Engnq. Inst. Canada 



IMPERIAL COLLEGE OF SCIENCE AND TECHNOLOGY 
Cl!PARIMIT or CIVIL azanizz ffio 

FAST WATER STREAMS DEFLECTED BY 
TRANSVERSE WALLS 

by 

A.R. BOKAIAN, Dip. Civ. Eng., D.E.A., M.Sc., D.I.C. 

Thesis submitted to the University of London 

for the Degree of Doctor of Philosopy in 

the Faculty of Engineering 

January 1980 



to my paxent6 and my bno.then 



SYNOPSIS 

Experimental work has been carried out to investigate the phenomena 

associated with a water jet of finite dimensions issuing from an overflow 

spillway when it is deflected by a smooth vertical transverse wall which 

is perpendicular to the initial flow direction. The state of development 

of the supercritical flow at the toe of the spillway was quasi-potential 

..n all tests. Three distinct regions of flow were identified. In region I, 

which began at the toe of the spillway,the water depth remained approximately 

constant apart from a region adjacent to the outlet where a degree of lateral 

discharge was observed. In region II, a hydraulic jump with a lateral dis-

charge was observed. In region III, the flow separated from the bed and 

impinged violently on the wall and became entirely parallel to it, resulting 

in a complex wave pattern at the wall. 

Wall and bed pressures, flow directions, velocities and the wave 

heights were measured by using tapping points, a yawmeter, a pitot-static 

tube and wave recording probes respectively. Redirection of the flow along 

the channel - centre line in both regions I and II was found to be negligible. 

In region I, the velocity profiles could be approximated by a power law 

curve whereas in region II, the mean flow characteristics were studied in 

a form relevant to a two-dimensional wall jet. The mean velocity of the 

forward flow was found to be self-similar when a velocity scale and a length 

scale were used. The streamwise development of these scales showed some 

departures from those observed in classical wall jets due to the adverse 

pressure gradient. A procedure was developed to predict the surface profile. 

The waves at the retaining wall had a pseudo-periodic behaviour with signifi-

cant frequencies of less than 3 Hz. A mathematicalrelationship, was developed 

to design the wall height by a probabilistic approach. 
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GLOSSARY OF SYMBOLS 

The notation used is not unique; the same symbol may be used 

to denote more than one quantity or variable, but the context will make 

it clear which applies in a particular section of the thesis. As far as 

practicable, a common notation has been used throughout, but if a special 

usage is confined to one chapter or appendix, this is indicated in the 

following listing: 

Symbol 	Definition 

A cross-sectional area of flow. 

area under the pulse, Eq. (C.89). 

a constant, Fig. C.6. 

A(t) 	 deterministic multiplication factor. 

A1.,A2 	 constants. 

a 	 amplitude of a sine wave, Eq. (C.62). 

regression constant, Eq. (III.4b). 

a constant. 
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a 

a 

a' 

a(t) 

a,...raN/2 

ac  

B 

gate opening, Fig. E.7. 

group of experiments, Section E.11. 

an arbitary constant, Eq. (C.102). 

a differentiable function of t. 

coefficients, Eqs. (C.116). 

coefficients in Fourier series. 

depth of flow at the vena contracta, Fig. E.7. 

a fluctuating characteristic of a turbulent flow. 

b 	 an arbitary constant. 

regression coefficient, Eqs. (III:4a) and (111.11) 

b 

b(t) 

channel width. 

impingement width. 

group. of experiments, Section E.11. 

a differentiable function of t. 



bo, ...
. N/2 

bo,...., n 

coefficients, Eqs. (C.116). 

coefficients in Fourier series. 

12 

Cd 	 coefficient of dispersion, Eq. (F.41). 

overall discharge coefficient, Eq. (E.8). 

Cf 	 coefficient of boundary shear stress, Eq. (F.5). 

C(f) 	 Fourier Transform of Dirac Comb. 

c 'calibration constant, Eq. (E.2$). 

a constant. 

c v  

D 

constants. 

Dirac comb along time axis. 

discharge coefficient, Eq. (E.6a). 

skin-friction coefficient, Eq. (D.40c). 

skin-friction coefficient, Eq. (D.52). 

correction coefficient, Eq. (E.7). 

external diameter of the pitot-static tube. 

C1  , C2 ,C3  

c (t) 

cd  

cf  

d 	 depth of flow in an open channel, Eq. (B.2) . 

thickness of the plane jet (or the slot height), 

Fig. D.1. 

d1  

d2  

m' ml dm2 

depth of flow before the hydraulic junp,Fig. B.2_ 

depth of flow after the hydraulic jump;Fig. B.2. 

depths of the supercritical water flow at the 

toe of the spillway along the channel centre 

line, Figs. E.21 and E.22. 

dt 	 tailwater depth. 

d 	 mean momentum depth. 

e 	 the exponential. 

total head of a cross - sectional area of flow 

(specific energy). 

Co 	 specific energy at the toe of the spillway. 

specific energies of flow before and after the 

hydraulic jump respectively, Fig. B.2. 

e 1'e2 
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ek 	 kinetic energy flux of a cross-sectional area 

of flow per unit time, Eq_ (B-8).  

cL 	 energy loss, Eq. (B.17b). 

et 	 total energy, Eq. (B.9). 

average total wave energy per unit surface 

area, Eq. (C.64). 

the exponential. 

a function of probe Reynolds number, Eq.(E.17). 

components of the body force in the x,y,z - 

directions respectively. 

F(t) 	 a function of parametEr t. 

Fr 	 Froude number. 

Fr1 	 Froude number of the flow preceding the hydraulic 

jug, Eq. (B.15). 

f,fo 	frequencies. 

f (to) 	function of to,Eq. (I.2) . 

f(t) 	function of variable t, Eqs. (C.69) and (C.7 7b) . 

fl(t),22(t) 	functions of variable t, Eq.(C.79). 

f (a) 	 function of S, Eq. (E.23) . 

f(n) 	function of n , Eqs. (D.12a) and (F.18a) . 

f(X2) 	function of the random variable x2, Eq.(II.1). 

f1 . fundemental frequency. 

fl,f2,...f 

f1 (M. ,p,x,V) 

f2  (M,P,x,v) 

f3  (M. ,P,x,v) 
1 

fl,.. ,f,  

f max  

fN  

f 
p 

frequencies, Eq. (C.12) . 

function of M.,P,x and v, Eq. (D.37a). 

function of M ,P,x and v, Eq. (D.37b) . 

function of N j,p, x and v, Eq. (D_ 37c) . 

frequencies, Eq. (C.133). 

maximum. frequency. 

Nyquist frequency_ 

frequency of the pth harmonic of the Fourier 

series. 

exp 

F (Rprobe")  

F1,F2,F3  
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GU) 	 power spectral density function defined for 

non-negative frequencies only. . 

estimated power spectral density function. 

G(f) 	 power spectrum of a continuous time series. 

G(f) 	 power spectrum of a discrete time series. 

q population skewness coefficient,Eq.(C.35). 

acceleration due to gravity. 

estimated skewness coefficient, Eq.(C.36). 

.function of f, Eqs. (C.14) and (C. 77a) . 

functions of variable f, Eq. (C.79) . 

functions of the nozzle Reynolds number, 

Eqs. (D.38a) , (D.38b) and (D.38c) . 

g(t) 	 a function of variable t. 

g (~) 

g(n) 

H (wn) 

H1 

a function of variable E, Eq.(C.78). 

function of n , Eq. (0.14) . 

water level over the spillway crest. 

function of wn, Eq.(C.74b). 

water depth, Fig. E.7. 

total upstream energy head over the spillway 

crest, Eq. (E. 6. a) . 

H1 (w) 	 function of w, Eq. (C.76b) . 

H2 	 height of the spillway crest above the channel 

bed. 

E
n 	

nth complex Fourier series coefficient. 

h height of the water surface above the datum, 

Fig. IV.1. 

static reading, Eq.(E.18b). 

h1 	 Pitot reading, Eq. (E18b) . 

{t 	 water depth. 

I 	 input (or the reading). 

I(f) 	 raw periodogram defined for non-negative 

frequencies only. 

interquartile range, Eq.(C.41). 

G• (f) 

g (f) 

gl (f) ,g2 (f) 

g1(Ri),g2(R. ), 3R;) 

I 
r 
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a counter. 

fluctuating part of the input I with respect 

to its average Ī. 

J(u) 	 function of u, Eq. (C.84) . 

J1  (f) 	 function of f, Eq. (C.112) . 

j 	 a counter. 

K 	 calibration factor. 

K1,K2 	constants, Eq.(E.19). 

k 	 shape factor, Eq.(F.4). 

a variable less than unity, Fig.(C.17). 

calibration factor, Eq. jE.25).  

a counter. 

L 	 length of the weir crest. 

L ,
j 	

length of the hydraulic jump, Fig.B.2. 

L. 	 longitudinal distance between the toe of the 

forced hydraulic jump and the retaining wail. 

an integer, Eq.(C.133). 

impingement length. 

M 	 integral magnitude, Eq.(C.72). 

an integer, Egs.(C:127) and (C.128). 

M. 	 jet momentum flux at the nozzle, Eq.(D.37). 

pressure force plus the momentum of a cross-

sectional area of flow per unit width. 

pressure force plus the momentum per unit width 

of the flow at the toe of the spillway. 

m 	 an integer. 

a counter. 

m* 	 an integer, Eq.(C.132). 

mr 	 rth central moment. 

y median. 

N number of data points or sample size, Eq.(C.32). 

N 	 integer ni,mher, Fig. C.10 

m• 



Q 

2 

q 

n 

n 

P 

Pco  

P(y) 

P 

sample size, Eqs. (C.31). 

total number of measurements. 

a counter. 

an integer. 

number of sample functions in an ensemble, 

Fig. (C.9). 

number of parameters in Buckingham zr theorem. 

co-ordinate direction, Fig. (IV.1)_ 

an exponent. 

probability of exceedance of the wave height 

above the retaining wall. 

bed pressure, Fig.(F.11). 

pressure at any point, Eq.(D.I). 

pressure outside of the jet, Eq.(D.9a). 

pressure outside of the jet, Eq. (D.7). 

average power of a process,Eq.(C.52). 

probability distribution function (cumulative 

probability distribution function) ,Eq. (C.27) 

pressure measured by static orifice. 

data point in millivolts, Eq. (E.25). 

an exponent, Eq. (D.13a) . 

static pressure. 

a counter. 

probability density function of the variable y. 

water depth yo  expressed in millivolts. 

pressure measured by pitot orifice. 

positions of the retaining wall with respect 

to the chute. 

discharge. 

discharge, Eq. (D.53). 

discharge per unit width. 

an exponent, (Eq.D.13b) . 

repeatability. 

nozzle Reynolds number, Eq.(D.39). 
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P(y) 

Po 

p1  

p1,p2,P3 

R 

R
i 



r_ 

A
m  
S 

s 

A 

s x  

R 	 amplitude of the pth harmonic, Eq. (C.118a). 
P 

Reynolds number based on the length along the 

flat plate. 
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Probe • 

R4  

Rf  

y(t1,T) 

R
( ) 
y(t,T),...,Ry(t,T,) 

1 	 n  

probe Reynolds number. 

Reynolds number based on the length along the 

spillway. 

Reynolds number of the water jet at the toe of 

the spilllway. 

ensemble autocorrelation, Egs.(C.18). 

autocorrelation function. 

sample au to correlations. 

Rxy(T) 	cross-correlation function between random 
 • 

variables x(t) and y(t) . 

R (T) 	estimated cross-correlation function between 
xy 

random variables x (t) and y (t) . 

r Pearson product - moment correlation coefficient. 

a counter. 

radius of curvature, Eqs. (IV.2) 

number of basic quantities in Buckinghamutheorem. 

pipe radius, Eq.(F.6). 

estimated autocorrelation coefficient. 

uncertāinity, Eq. (E.4) . 

output (or the quantity being measured). 

sample standard deviation. 

fluctuating part of the output S with respect 

to its average S_ 

a counter, Eq. (C.140) . 

an exponent, Eq. (D.32). 

co-ordinate direction. 

standard deviation of a set of n values of the 

independent variable x. 



T 
0  

t 

18 

standard deviation of a set of n values of the 
Y 

dependent variable y. 

standard deviation of a set of n measurements 

of a quantity y . 

standard deviation of the mean y. 

s' 	 relative standard deviation of a set of n 
y 	 measurements of a quantity y. 

s 2 	 sample variance. 

T 	 period in which the process repeats itself 

(wavelength) , Eq. (C.4) . 

observation time (length of the record or period 

of sampling) . 

averaging time. 

width of data window, 

total time, Fig. C.10. 

time variable. 

a distance, Fig. E.21. 

a variable. 

an exponent, Eq. (D.46). 

t 	 a variable, Eqs. (1.1). 
0  

t 	 starting time. 
1  

t1,t2,t3,t4 	
time variables. 

tl,t2 	distances, Fig. E.22. 

value of the mathematical Student tf function, 
c  

Table E.1. 

tk 	 (100k)th percentile. 

value of the mathematical Student t function, 
a,n 

Eq. (III.8d) . 

U turbulent time mean velocity in the x co-ordinate 

direction. 

velocity at vena contracta, Eq.(E.18a). 

velocity of the undisturbed stream, Eq.(E.17)_ 

velocity at a distance y above the bed or the 

flat plate. 



1  

U 

U*  

U m  

Uy  

* 
U 

ml,Um2  

Umab 

U max 

u 
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uniform velocity at the nozzle, Fig. D.1. 

mean velocity, Section E.6.5.1. 

velocity of the approaching flow to the flat 

plate, Fig. F.3. 

shear velocity. 

average flow velocity. 

velocity at a distance y  from the pipe wall, 

Eq. (F.6) . 

local main stream velocity component in the 

direction parallel to the plate. 

average velocities before and after the hydraulic 

jump, Eq. (B.14) . 

mean velocity in section ab, Eq. (IV.l) . 

maximum velocity at any section or velocity scale. 

turbulent fluctuating velocity in the x co-ordinate 

direction. 

a variable. 

u 0 	
paper speed. 

Cf."' 
	 instantaneous velocity vector. 

V 	 turbulent time mean velocity in the y co-ordinate 

direction. 

turbulent velocity vector. 

v 	 turbulent fluctuating velocity in. the .y co-ordinate 

vl , 	, N 

Vi ,..., n 

W 

W (f) 

W1(f) 

w 

direction. 	 - 

ranked array of a digitised sample record. 

variables, Eq. (E.5) . 

turbulent time mean velocity in the z co-ordinate 

direction. 

data window Fourier Transform multiplier. 

function of f, Eq. (C.108) . 

turbulent fluctuating velocity in the z co-ordinate 

direction. 

wave height, Eq.(E.31). 
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w 
0 

W, 

X 

x 

20 

wr 	 Henning window weighting function_ 

w (t) 	 data-window function in time domain_ 

w1' 	uncertainty intervals, Eq_(E.5). 

Wh 	 retaining wall height. 

Wh 	 combined uncertainty introduced by the non- 
0 

linearity of the potentiometers, resolution 

limitation and operational error. 

total uncertainty in wave height measurement,. 

Eq. (E.3I) . 

total 'uncertainty from the reading by the point 

gauge and from the application of. the least 

squares method associated with the water 

depth yo in the calibration well_ 

uncertainty in the function V 

a variable. 

longitudinal distance from the retaining wall 

in the upstream direction. 

co-ordinate direction (co-ordinate position)_ 

a variable. 

x 0 

1 	'"N 

1 , 	,..n 

x 
J 

x 
p 

x~ 

Y 

length of the potential core, Fig.D.i_ 

N values assumed by the variable x_ 

independent variables, Eqs. (III_1)- 

arithmetic mean of a set of n values of the 

independent variable x_ 

longitudinal distance from the efflux section, 

Fig .D.I . 

longitudinal distance from the toe of the forced 

hydraulic jump in a downstream direction along 

the channel centre line. 

co-ordinate position, Fig. F.3_ 

straight line length begining from an arbitrary 

point on the spillway crest, Fig. F.8. 

amplitude of sinusoidal function y(t), Eqs_ 

(C.2) and (C.85) . 



amplitudes'of cosine waves, Eqs. (C.85) and (C.97) . 

coefficients in Fourier series. 

vertical distance above the channel bed or the 

flat plate. 

axis in the direction of the height of the nozzle. 

co-ordinate direction (co-ordinate position). 

Y,Y1  

y
o' " ' Yn  

y 

y 

y 

y 

distance from the pipe wall, Eq.(F.6). 

vertical height above datum, Eq. (IV.2). 

a quantity subject to measurement, Section 

E.2.1.1. 

sample mean. 

arithmetic mean of a set of n values of the 

dependent variable y. 

arithmetic mean of the n measurements of the 

variable y, 

y1  (t) ,y2  (t) 

yl  (t) , ... ,y2(t) 

yl  (tl)' '2(2 ,y 3(3 ,y4 (4 

yo 

y1'y2 

y1,-",YN  

yl,-.-:yn  

f3 

1 a2  

continuous time dependent variables. 

time series of zero mean (fluctuating in water 

surface elevation about a zero mean) ,Eq. (C.59) . 

period functions with period T. 

sample functions. 

continuous time dependent variables, Fig.C.1. 

water depth in the calibration well, Eq.(E.26e). 

constants, Eq.(C.28). 

discrete time series of size N. 

dependent variables, Eq.(III.1b). 

water levels in the calibration well. 

measured quantities, Eq.(E.1) . 

co-ordinate direction (co-ordinate position). 

energy coefficient. 

100(1-a) is the confidence interval. 

momentum coefficient. 

a dimensionless coefficient, Eq. (E.22). 

momentum coefficients of flow before and after 

the hydraulic jump respectively, Eq. (8.14). 

ti 
Y (t) ,Y (t) 

yo (t) 

yl,...,yn  

z 

a 



ō 

1 
S2  

ad  

Sm  

SU 

n 

e 

8 (f) 

e 
0  
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y 	 population kurtosis coefficient, Eq. (C.37). 

estimated kurtosis coefficient, Eq. (C.38). 

y(T) 	 autocovariance function. 

Ad 	 depth interval in velocity measurements. 

Ah 	 difference in surface elevation,Figs.E.9.and IV.2. 

At 	 sampling interval (increment of time). 

At1,...,Atm 	time increments, Fig.C.10. 

Ax 	 longitudinal distance between the static and the 

pitot orifices, Fig.E.9. 

AX 	 digitisation interval. 

boundary layer thickness. 

length scale. 

depth of forward flow. 

displacement thickness. 

momentum thickness. 

total deviation from the mean velocity Um  

Eq. 03.4). 

small positive time increment, Fig.I.l. 

dimensionless co-ordinate,Ecs.(D.12b) and 

(F.18b) . 

a dimensionless coefficient, Eq.(B.7b). 

dimensionless co-ordinate, Table D.2 and 

Fig. F.17. 

a variable. 

angle between the spillway face and the 

horizontal. 

phase angle. 

a variable. 

function of frequency. 

initial phase angle with respect to time 

origin (phase angle) . 



To  

Tt 

0
2 

 

phase angles. 

phase angles. 

dynamic viscosity. 

population mean value. 

estimated mean value. 
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uy(t1) 
ensemble mean of the dependent variable y 

at time t1,, Eq. (C.//). 

 

	

, 	 ,11 	sample means, Eq. (C.15) . 

	

y1 	
yn 

coefficient of kinematic viscosity. 

number of degrees of freedom. 

constant equal to 3.1416.... . 

mass density of fluid. 

0(T) 	 estimated cross-correlation coefficient 
xY 	 between random variables x(t) and y (t) . 

A 
population autocorrelation coefficient. 

T 
summation sign. 

6 	 population standard deviation. 

c2 	 population variance. 

time lag (time displacement). 
T 

total shear stress. 

boundary shear stress (or wall shear stress). 

turbulent shear stress. 

redirection angle. 

phase of pth harmonic, Eq. (C.118b). 

a continuous function of x and t. 

root mean square value. 

a function, Eq. (E.5) . 

mean square value. 

angular frequencies. W,W 
0 



Nyquist angular frequency. 

 
n 	

angular frequency, Eq. (c.. 73a) . 

dummy variable. 

a dimensionless variable defined in Eq.(F.38). 

3 	 partial derivative. 

J 	 integral. 

SUBSCRIPTS 

	

1 	 section before the hydraulic jump. 

section close to the channel outlet. 

	

2 	 section after the hydraulic jump. 

channel centre line section. 

	

3 	 section close to the side wall. 

	

c 	 donotes emphasis on continuity. 

	

d 	 denotes emphasis on discrete function. 

	

i 	 subscript in tensor notation, Eq.(D.1) 

Unless otherwise defined in .text. 

	

j 	 subscript in tensor notation, Eq.(D.1) 

unless otherwise defined in text. 

	

k 	 subscript in tensor notation, Eq.(D.1) 

unless otherwise defined in text. 

	

m 	 average over cross section unless otherwise 

defined in text. 

max 	 maximum. 

min 	 minimum. 

( 	 mean time average of ( ) . 
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MAJOR ABBREVIATIONS  

Symbol 	 Definition 
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ac.f. 

acv. f. 

c. c. f. 

d.f. 

d. f. d. 

d. f.r. 

d. f . t. 

e. d. f. 

erf( ) 

E[ ] 

F.F.T. 

F[ ] 

L.D.A. 

l.s.m. 

m.s.d. 

m.s.r. 

Prob [ 

p.d.  

p.d.f. 

r.h.s. 

r.v. 
r.m.s. 

sec 

s.d.[ ] 

s.e. (a) 

s.e. (b) 

s.e. (y) 
P 

s.s.d. 

s.s.r. 

s.s.t. 

Var [ 

autocorrelation function. 

autocovariance function. 

cross correlation function. 

degrees of freedom. 

degrees of freedom of deviations about the 

regression. 

degrees of freedom attributable to the 

regression. 

total degrees of freedom. 

energy density function. 

error function of ( ). 

expected value of [ J. 
Fast Fourier Transform. 

Fourier Transform of [ ]. 

Laser Doppler Anemometer. 

least squares method. 

mean square of deviations about the regression. 

mean square attributable to the regression. 

probability that [ ]. 

probability distribution. 

probability density function. 

right - hand - side. 

random variable. 

root mean square value. 

second. 

standard deviation of [ ]. 

standard error of the regression constant. 

standard error of the regression coefficient. 

standard error of the predicted value for a 

given x. 

sum of squares of deviations about the regression. 

sum of squares attributable to the regression. 

total sum of squares. 

variance of j ]. ] 



C‘) 
(,) 
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Gamma function with argument v/2. 

increment. 

Dirac delta function of ( ). 

a chi-squared random variable with v degrees of 

freedom. 

Dirac comb with spacing equal to At. 

the first derivative of ( ) unless otherwise 

defined in text. 

the second derivative of ( ) unless otherwise 

defined in text. 

the mth derivative of ( ). 

absolute value of ( ) . 

an ensemble of sample functions unless otherwise 

defined in text. 

estimate of ( ) . 

denotes emphasis On continuity. 
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CHAPTER A 

INTRODUCTION 



The phenomena associated with a fast water stream deflected by 

a transverse wall are of considerable practical interest and occur in a 

number of engineering situations. Water jets issuing from hydraulic 

structures such as spillways or sluice gates which are deflected over a 

short distance by a transverse barrier are examples of such situations. 

This thesis describes an experimental and analytical study of the effect 

on a plane turbulent water jet of finite dimensions when it is deflected 

by a plane smooth vertical transverse wall which is perpendicular to the 

initial flow direction. Since the normal impingement of water jets on 

smooth walls is the simplest configuration, its study should be of 

importance in understanding of more complicated situations. 

The work which instigated the present research was undertaken 

at Imperial College in 1976 by Chiari when he was trying to obtain an 

insight into the pool-ladder stilling pond scheme. In the early experi-

ments, only the gross characteristics of the problem were studied with 

very little attention being given to the detailed flow processes. A 

better understanding of these gross characteristics should result in a 

more rational and economical design procedure for this type of hydraulic 

phenomenon. 

Plates I,II and III show a supercritical water flow issuing 

from an overflow spillway onto a smooth horizontal channel of the same 

width, with the flow being deflected by a plane smooth vertical transverse 

wall which is perpendicular to the flow direction. Observation of the 

flow indicated that as the water came down from the spillway, the free 

surface converged steadily until it attained a minimum depth at a section 

situated close to the toe of the spillway. At this section the free 

surface became horizontal. From this section to the retaining wall, three 

reasonably distinct regions of flow could be identified. In region I, 

the water depth remained approximately constant with the exception of a 

region adjacent to the outlet where a degree of lateral discharge was 

observed. In region II a hydraulic jump with a lateral discharge was 

observed. In region III the flow impinged violently on the retaining wall 

and became absolutely parallel to the wall, resulting in a complex wave 

pattern adjacent to the retaining wall. It is appropriate therefore to 

refer to region III as the 'impingement region'. In regions I and II, in 

a section parallel to the retaining wall,the water'surface profile decreased 
considerably near the channel.outlet due to the lateral discharge. 
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PLATE I 	A SUPERCRITICAL WATER FLOW DEFLECTED 

BY A TRANSVERSE BARRIER 



PLAN VIEW PLATE II 

• 

Īr%l  • 	F •" 	•I'  

PLATE III 	SIDE VIEW 

1 

 

A FAST WATER STREAM DEFLECTED BY A TRANSVERSE WALL 
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The fast water stream in region I which contained a large amount 

of kinetic energy was complicated by the development of secondary flows 

and the presence of cross waves. However, there was very little redirection 

of the supercritical flow along the channel centre line in this region. 

In region II, the water surface began to rise abruptly from the toe of the 

hydraulic jump, which oscillated about a mean position. Since this hydraulic 

jump was formed due to the presence of a barrier, it is appropriate to 

refer to it as a 'forced' hydraulic j17mp. The distinctive feature of region • 

II was the presence of a violent roller in the upper part of the flow; this 

roller started at the toe of the hydraulic jump and ended before it reached 

the retaining wall. Due to the surface breaking, a considerable amount 

of air was entrained in the forced hydraulic jump. The velocity of the 

flow in region II varied considerably in both magnitude and direction, and 

even underwent full reversal in the roller. The flow in the roller of the 

forced hydraulic jump, which is opposed to the main stream, is known as the 

backward flow or return flow. The behaviour of the roller, however, was 

found to be very complicated. The roller influenced the production of 

turbulent energy from the mean flow and also its dissipation. The forward 

flow in region II underwent a deflection from the channel centre line larger 

than that in region I. Finally, the forward flow of region II became 

separated from the bed, impinged violently on the retaining wall and became 

parallel-to it. Due to the impingement, most of the remaining kinetic energy 

of the flow was converted into potential energy. The violent impingement 

of the flow on the retaining wall generated waves which were irregular 

both in height and period at the retaining wall. 

Observation of the flow indicated that with the retaining wall 

at a fixed position with respect to the spillway, an increase in the dis-

charge of the incoming flow from the spillway caused the wave height at the 

retaining wall and the jump length (the distance between the toe of the 

jump and the retaining wall) in any section parallel to the channel centre 

line to increase. It was observed that if the discharge was high enough, 

the toe of the hydraulic jump would reach the toe of the spillway. Further-

more, it was found that with a constant discharge of incoming flow, the wave 

heights at the retaining wall and the jump. length were not changed appreciably 

by changing the position of the retaining wall with respect to the spillway. 
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Due to the existence of three different regions of flow with 

different characteristics, the presence of a free surface, the turbulent 

nature and non-uniform flow condition, the behaviour of the flow was not 

suitable for a completely theoretical analysis. In view of this, 

experimental methods had to be used to investigate the problem on a reduced 

scale model; model studies being a cheap and relatively reliable way of 

solving what might otherwise be intractable problems. 

The main objective of studying regions I and II was to determine 

the velocity and pressure fields. Investigation of the velocity field, 

especially in region II, was of considerable importance, since it was 

thought that high velocity jet might travel along the bed without much 

retardation to considerable distances, thereby causing scour-Flow explora-

tion in these two regions was restricted to the turbulent mean motion of 

the phenomenon. The waves associated with the impingement of the flow on 

the retaining wall were of a fluctuating nature. The difficulties caused 

by the waves were mainly due to their excessive height. The overtopping 

of water on the retaining wall could jeopardize the structure. On the 

other hand a very conservative wall height could increase the cost of the 

work. It was the object of this research to investigate the behaviour of 

the waves at the retaining wall through their periods and heights by 

obtaining their complete time history records. Due to the separation of 

the flow, the strong curvature of the streamlines and the existence of 

complex waves in the impingement region, the pressure at the wall was 

non-hydrostatic. A further insight into the flow characteristics in the 

impingement region was gained by studying the pressure distribution on 

the retaining wall. 



CHAPTER B 

BACKGROUND  



B.1 GENERAL 

The rapid transition from supercritical flow to subcritical 

flow is known as a hydraulic jump and has great significance in many 

branches of science and technology. The hydraulic jump which is an 

area of considerable energy dissipation is an important field of 

study for civil, chemical and mechanical engineers as well as for those 

working in fluid mechanics. For this reason the existing literature 

on different types of hydraulic jump is large and continues to grow 

rapidly every year. In order that review of literature on different 

kinds of hydraulic jump would not become too large, it was felt neces-

sary to select from this array of publications those which most closely 

applied to the particular area of study in question. However, before 

discussing any literature, some basic principles of dimensional analysis 

and similarity must be defined. 
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B.2 DIMENSIONAL ANALYSIS AND SIMILARITY 

The theory of dimensional analysis has two major fields of 

application, firstly the tidying up of arguments involving a large 

number of physical parameters, and the development of criteria govern-

ing dynamic similarity between two flow situations which are geometri-

cally similar but of different size. A necessary condition for employ-

ing dimensional analysis is that the variables involved in the physical 

phenomenon should be known; the relationships between the variables only 

are being sought. By a dimensional analysis procedure, the phenomenon 

may be formulated as a relation between a set of dimensionless groups 

of the variables. 

The basis of the theory is the 'Buckingham it theorem', which is 

given here without proof. It states the 'the number of independent 

dimensionless groups that may be employed to describe a phenomenon. known 

to involve, fl, variables is equal to the number (n-4), where, k, is 
usually the number of basic dimensions needed to express the variables 

dimensionally'. Dimensional analysis must be used cautiously in the 

pseudo-science of engineering fluid mechanics, where the main object is 

to produce formulae accurate enough for quantitative engineering design. 

Such formulae can be broadly classified as being (Blench, 1969): 

(a) Borrowed from rigorous hydrodynamics and true for fluids and 

conditions idealised from reality and is sometimes quite unrealistic. 

(b) Obtained by a speculative hypothesis as to the mechanism of 

a partially understood process, and then by applying more or less 

rigorous dynamics to the speculative premises. The results are only 

as good as the speculations made and may be misleading,sometimes contain-

ing dynamical impossibilities. 

(.c) Obtained by the fitting of mathematical curves to plotted data 

without any bias towards a particular speculative hypothesis. This 

approach is unlikely, except in simple cases, to deal with. all factors 

physically relevant to even the observed situation; the experimenter or 

observer may even be ignorant of the existence of some factors. 
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B.3 THE ENERGY AND MOMENTUM COEFFICIENTS 

Ie open channels, due to the presence of a free water surface 

and the friction.along the solid boundary, the velocities in the channel 

are not uniformly. distributed over the channel cross-section. In fact 

Fig. B.1 Curves of equal velocity in a channel section 

viscous effects make the velocities lower near to the solid boundaries 

than at a distance from them. The average flow velocity can be calcu-

lated from the following relationship 

U = Q Um 	A (B_ 1) 

where Q is the discharge and A is the cross-sectional area of the 

channel and subscript m represents the average over the cross-section. 

B.3.1 Energy Coefficient  

Due to the non-uniform velocity distribution (Fig. B.1), the 

true mean velocity head across the channel section, (U2)m/2g, where g 

is acceleration due to gravity,will not necessarily be equal to Um2/2g. 

The value of the total head of a cross-sectional area of flow (specific 

energy) is therefore given by 

U2 
e = d + a2~ 

g 
(B.2) 

where d is the water depth and a is the correction coefficient to be 

applied to the velocity head as calculated from the mean velocity. The 

coefficient a which is also known as the Coriolis coefficient, energy 

coefficient or velocity distribution coefficient can be mathematically 

expressed in the following form 
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a - 2 	r 	dA _ 	1 3 	r U3d 

	

QUm JA 	AUm 
A 

dA (B-3) 

However, in this context, it should be noted that Um is not a directly 

measurable quantity but a derived one (Eq. B.1). 



Just as in solid mechanics, any area A = f dA has first and 
A 

second moments in x and y co-ordinates defined as 	jA x dA and f x2dAr 
A 

so there is in fluid mechanics a first moment defining the mean 

velocity Um  = (1/A)JUdA, with higher moments fU2dA and fU'dA depending 
A 	 A 	A 

on the velocity distribution across the section A. The velocity at 

any point is U = Um  + SU where SU is the total deviation from the mean 

velocity Um. Equation (B.3) expands to 

AU 3 a = jU 3  dA + 3 jU 2  SUdA + 3 jU (du) 2  dA + f(6U) 3 dA m 	
A m 	A m 	A m 	A 

By definition of a mean value, fSUdA = 0, leading to 
A 

AUm3  a = U 3  jdA + 3Um  f ((R) 2  dA + f  c6u) 3 dA 
A 	A 	 A 

or 

a = 1 + AU 2 j(SU) 2 dA + 
AU 3 j(SU)3dA 

	

m A 	m A 

If SU is small, j(SU)3 dA is negligible compared to j(SU)2dA and 
A 	 A 

Eq. (B.6) may be written as 

(B.4) 

(B.3) 

(B.6) 
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where 

a = 1 + AU  2 j (aU) 2  d_A = 1 + 3n 	 (a) 
m A 

n= AU 2 j 1 	 (6u)2aA  
m A 

(b) 

(B.7) 

If the velocity distribution across section A is uniform,SU = 0,and a=1. 

If Su r  0, then n  > 0 and from Eq. (B.7a), a > 1. The velocity distri-

bution coef£icient,a, always exceeds unity. It should be remembered 

that e is the average energy line level for the whole flow. The 
kinetic energy flux past a channel section per unit time is expressed 
as 

= apgQUm2  /2g 	 (B.8) 

where pg is the specific weight of fluid. The total energy can be 

written as 

et = pgQ CaUm2  /2g + d) 	 (8.9) 



An examination of current hydraulics text books where open channel 

flow is detailed shows that there are large variations in the suggested 

values for a and O. For straight prismatic channels with steady turbulent 

flow a- values approximately range between 1.03 and 1.10 and seldom exceed 

1.15, and it is doubtful whether the precision attainable with channel 

calculations warrants their inclusion, particularly as the experimental 

data on values of a are rather sparse and not always consistent (Henderson, 

1966).. Low values of a apply to wide deep streams and high values to 

small sections (Selin, 1969). For complex cross-sections, or close to 

constrictions such as bridge piers and weirs, the values of a may be 

much higher. In some cases the velocity head makes up only a minor 

part of the total energy head and a = 1 can then be used for practical 

purposes. 

B.3.2 Momentum Coefficient (Boussinesq Coefficient)  

The momentum coefficient S represents the effect of the non-

uniform velocity distribution at a cross-section on the momentum flux 

of the flow. The rate of transfer of momentum through an element 

of area dA is equal to pUdQ; hence by an argument similar to that preced-

ing it can be deduced that the momentum correction Coefficient is 

lUm2 dA 	f 
um2 dA 

a _ A 	_ A 
U' A 	Um   M 

(B.10) 

The mean value of the pressure force plus the momentum of a cross-sectional 

area (Fig. B.1) of flow per unit width is therefore given by 

m = Ilpgd2 + paQUm 	 (B.11) 

The coefficients a and B are never less than 1; they are both 

equal to unity when the velocity is uniform across the section, and the 

further the velocity departs from uniform the larger the coefficients 

become. The form of Eqs. (B.3) and (B.10) makes it clear that a is 

more sensitive to velocity variation than B, so that for a given channel 

section, a > s. 
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B.4 FROUDE NUMBER 

In open channel flow the ratio of a typical velocity head to a 

typical linear dimension of the flow is a measure of the extent to which 

gravitational action influences the flow phenomenon - the larger its magni-

tude then the smaller the relative effect of gravity, and vice versa. A 

flow parameter of this type often used is called the 'Froude number', and 
the simplest and the most pertinent of its several alternative forms is 

the following (Farrison, 1965 and White, Perkins, Harrison and Ackers, 

1978) 

U 
Fr = 	

m 	 (B.12) 

g 

Eq. (8.12) could be written as 

Fr = /2 (aUm:  /2g) /d 	 (B.13) 

indicating that the Froude number is the square root of twice the ratio 

of velocity head to depth. 
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B.5 HYDRAULIC JUMPS  

The hydraulic jump is one of the most interesting phenomena 

occurring in. the field of hydraulic engineering. It has been a matter 

of interest and research for almost five centuries since it was first 

described by Leonardo da Vinci (Rouse and Ince, 1957). In general a • 

hydraulic jump constitutes. the rapid transition from supercritical 

to subcritical flow. 

In civil engineering practice, it is common to form a jump 

downstream of a hydraulic structure, such as a spillway or sluice gate 

where -•elocities are high and it is necessary to dissipate some of the - 

kinetic energy of the flow. The turbulent characteristics of the jump 

can be used either to mix chemicals or to aerate the water used in city 

water supplies or recovered in sewage plant treatment. The hydraulic 

jump is not only an effective means of reducing t.ie mean flow energy, but 

also a very efficient mechanism for restoring uniform conditions to the 

flow. The characteristics of the hydraulic jump (conjugate depth ratio 

and energy dissipation), its geometry (length and shape of the surface 

roller), and location have been the subject of much experimental Work. 

B.5.1 Classical Hydraulic Jump  

The hydraulic jump formed in a smooth, wide, and horizontal 

rectangular channel is known as the classical jump. In the classical 

jump the water surface begins to rise quite abruptly at the beginning, 

or toe, of the jump, which oscillates about a mean position, and con-

tinues to rise up until it reaches a section beyond which it is essen-

tially level. This section denotes the end of the jump. Chow (1959) 

gives a very good summary of the results of some of the most important 

investigations. Rouse, Siao and Nagaratnam (1959) investigated the 

turbulence characteristics of the hydraulic jump in an air-flow model 

using a hot-wire anemometer. They found that, except for Froude 

nnmhers well below 2, the hydraulic jump presents a 'breaking front' 

(the roller) which is responsible for air entrainment in the jump and 

formation of turbulence and hence the dissipation of energy. At the 

juncture between the oncoming stream and the return flow of the roller 

of the jump there is a pronounced velocity gradient, and the resulting 
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Fig. B.2 Definition sketch of hydraulic jump 

shear gives rise to a rapid generation of turbulence (Flores, 1954 

and Rouse et al., 1959). For Froude numbers below 2 an 'undular hydraulic 

jump' occurs,characterised by a succession of water surface undulations 

(a train of unbroken standing waves) involving a negligible loss of- 

energy in the jump (Chow, 1959 and Rouse et al., 1959). 

The classical jump, in spite of its complex appearance which 

can be accompanied by violent turbulence, eddying, surface undulations, 

and air entrainment with consequential head loss, may be successfully 

analysed by application of the impulse-momentum principle. The analysis 

of a two-dimensional classical hydraulic jump in a horizontal smooth 

channel is usually achieved by making the assumption that all boundary 

friction losses are negligible and that the turbulent velocity fluctua-

tions at the beginning and end are negligible. Also it is assumed that 

the pressure distributions immediately before and after the jump are 

hydrostatic. With these assumptions and by the application of the one- 

dimensional momentum principle in conjunction with the continuity equa-

tion, it may be written that 

pgd12/2 - Pgd22/2  = Pq(s2Um2-0 Uml) (B .14) 

depth of flow before the jump 

depth of flow after the jump 

mass density 

acceleration due to gravity 

discharge per unit width 

S1 	
momentum coefficient of flow before the jump 

132 = momentum coefficient of flow after the jump 

Uml  = velocity of flow before. the jump 

Um2  = velocity of flow after the jump 

the subscripts 1 and 2 refer to the sections before and after the jump 
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where 

dl  

d2  = 

p = 

g = 

q = 



respectively (F:;_ g. B.2) . However, if the velocity distribution at the 

toe of the jump is assumed to be similar to that at the.end, a single 

value of 5 can be used for both sections. In this case, if the Froude 

number of the flow preceding the jump (supercritical Froude number) is 

defined as 

Fr1. = Umi/ gd1 	 (8.15) 

Eq. (B.14) can be written in the following form 

d2/d1. = 1/2[(1 + 8 RFri) ~ - 1 ] (B.16) 

The two depths d1 and d2 are known as conjugate depths. When the velocity 

distribution is assumed to be uniform i.e. a = 1, Eq. (B.16) reduces to 
the form given in the standard hydraulic text books and is known as the 

Belanger momentum equation. 

Since the hydraulic jump is a steady phenomenon (of course, 

in the mean), the flow outside the roller must supply energy to the 

roller at precisely the same rate at which the energy in the roller is 

decaying. It is assumed that the roller accounts for all the loss of 

energy in the jump, and this is approximately the case (Rouse et al.. 

1959), the rate at which energy is decaying in the roller must be precisely 

the difference in energy fluxes of the upstream and downstream flows. 

Several definitions of the jump length have been proposed; two of the most 

commonly used are, the distance from the toe of the jump to the end of 

the roller, and the distance from the toe of the jump to the point where 

the tail-water depth is reached. 

B.5.1.1 Position Sensitivity of a Classical Hydraulic Jump  

The location of the hydraulic jump is known to be sensitive to 

changes in tailwater elevation. This fact diminishes from the value of 

the jump as an energy dissipatdr.. 	Early significant research into this 

problem was undertaken by Bradley and Peterka (1957) who investigated the 

effect of a tailwater change on the position of the toe in the stilling 

basins designed by using the standard US Bureau of Reclamation specifica-

tions. Wilson (1965) defined a property of the flow through a hydraulic 

jump and called it the 'position sensitivity'. It was defined as the 

rate of displacement of the toe of the jump along the channel with respect 

to changes in tailwater elevation. 
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On the basis of this definition further work has been carried 

out by Wilson (1967) and subsequently by Wilson and Turner (1972) to 

show how the sensitivity is dependent upon the Froude number, boundary 

. roughness and the channel bed slope. It has been established that the 

jump becomes less.sensitive to tailwater change if the Froude n»m?ler is 

increased and if the channel bed slope is increased. For obvious prac-

tical reasons, a low value of jump sensitivity is desirable. In order 

to achieve this state, the Froude number should be as large as is possible. 

B.5.1.2 Energy Loss in a Classical Hydraulic Jump 

The loss of energy in a jump is equal to the difference in the 

specific energies before and after the jump. If the energy coefficient, 

a ,and the momentum coefficient, 8 , are assumed to be unity, the theoreti-

cal loss in the hydraulic jump, eL, given by (Fig. B.2) 

in which e1  is the specific energy of the flow before the jump. 

Equation (B.17a), which is the ratio of the energy dissipated in the 

jump to the total energy at the beginning of the jump, is known as the 

'efficiency' of the hydraulic jump. The depth ratio d2/di, is con-

sidered to be a measure of the 'strength' of the jump (Henderson, 1966); 

by Eq. (B.17a), Frit  is also a measure of this property. The cubic 

term in Eq. (B.17b) shows that the energy loss increases very sharply as 

the strength of the jump increases. From Eq. (B.17a) it can be found 

that for a supercritical number Fri  of 20 the energy loss is 0.86e. 

The velocity distribution downstream of a hydraulic jump is 

generally quite non-uniform and the high velocity filaments are concen-

trated near the bed of the channel. As such, the energy and the momen-

tum coefficients are far from unity and hence the actual energy loss is 

smaller than the theoretical energy loss eL  expressed by Eq. (B.17b) 

(Hartung and Csallner, 1967) . Garg and Sharma (1971) have shown that 

the energy loss for a jump having Fr less than 4 was significantly smaller 

than the theoretical value obtained from Eq. (B.17b) . They found that 

the percentage deviation increased with a decrease in the Froude number. 
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An efficient method of controlling the formation of a jump is 

to use either two-dimensional baffles known as 'sills' (baffle walls) 

repelled 
hydraulic jump FrZ 

B.5.1.3 Classification of Classical Hydraulic Jumps  

For a supercritical stream discharging from a slot, if a 'normal 

hydraulic jump' (also known as the free hydraulic jump) is to be formed 
at the efflux section where the depth is d1  and the Froude number is Frl, 

(the energy coefficient a and the momentum coefficient 8 are assumed to. 

be unity at the efflux section) , the tailwater depth dt  should be equal 
to the subcritical sequent depth d2  given by Eq. (B.16) . If dt  is less 

than d2,  the jump is swept downstream and is known as a 'repelled jump'. 

If, however, dt  is greater than d2, the jump becomes submerged or drowned. 

This is known as a 'submerged hydraulic jump', or drowned jump -or simply 

the submerged jump. 

B.5.2 Forced Hydraulic Jumps  

The control of a hydraulic jump so that supercritical flow does 

not occur outside the limits of a stilling basin and thereby scour the 

natural channel floor is extremely important. Effective control of a 

hydraulic jump may be achieved by a submerged cross-jet (Kao, 1971) , a 
gradual (Arbhabhirama and Abella, 1971) or an abrupt expansion in the 

channel cross-section (Rajaratnam and Subrpmmnya, 1968). 
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or three-dimensional baffles (baffle blocks, baffle piers salso known as 

friction blocks) on the apron or simply by depressing or abrupt rising 

of the apron itself (with or without a subcritical tailwater) .' Such a 

jump which is forcibly formed is defined as the forced hydraulic jump. 

The forced hydraulic jump, which is a basic design element of the well-

known hydraulic jump-type stilling basins has characteristics quite 

different from those of a classical free hydraulic jump. 

(a) Jump formation at abrupt drop 

(b) Jump formation at baffle wall 

(c) Jump formation at an abrupt rise 

Fig. B.4 

The control of hydraulic jump by sills is useful if the down-

stream depth is smaller than the sequent depth for a normal jump. If 

the downstream depth is larger than the sequent depth for a normal jump, 

a drop in the channel floor must be used in order to ensure that a jump 

occurs. It is generally known that an abrupt drop in the bed of a 

rectangular channel stabilizes a hydraulic jump in the vicinity of the 

drop for a wide range of the tailwater depth (Rajaratnam and Ortiz, 1977). 
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A large amount of experimental information exists on forced 

hydraulic jumps, but the first attempt to study them appears to have 

been made by Forster and Skrinde (1950). They studied the. forced jump 

created by a sharp-crested baffle wall and also that created by an abrupt 

rise in the floor of the channel. Interesting experiments (Weaver, 1950) 

have shown that the force exerted on a baffle wall in the jump decreases 

as the wall is moved away from the toe, reaching a minimal value when it 

is near the end of the roller; it then increases to assume a constant value 

for any further movement of the baffle. This study was followed by those 

of Harleman (1955) and Bradley and Peterka (1957). Rand(1965) who introduced an 

interesting method of analysis with a view to generalizing the stilling 

basin design. Rouse, Bhoota and Hsu (1951) and later Moore and Morgan 

(1959) studied the formation of a jump at an abrupt drop. Careful 

studies were also made by McCorquodal and Regts (1968). The next 

attempts were made by Rajaratnam (1964) and subsequently by Rajaratnam and 

Murahari (1971) who expressed the force exerted on the baffle piers or 

blocks by application of the well-known drag equation. By introducing 

this drag equation into the momentum equation, they established a general 

method of analysis for a number of cases. Supercritical flow over a 

square section sill without any tailwater was investigated experimentally 

by Karki (1976) and very recently Tyagi, Prande and Mittal (1978) reported 

interesting results from experiments on baffle walls in a hydraulic jump. 

B.5.3 Submerged Hydraulic Jump  

If the tail-water depth is greater than the subcritical sequent 

depth d2  given by the Eq. (B.1.6), then the tailwater advances over the 

jump, and a submerged jump is formed. Submerged jumps occur most commonly 

below barrages, weirs, canal head sluices and, in some cases when the tail-

water depths are very large, below spillways and river outlets. It has 

not been conclusively established whether it is more desirable to have 

the submerged jump as an energy dissipation. It is generally believed 

that as the submergence increases the high velocity stream or jet may not 

mix as intensively as in the case of the free hydraulic jump and, as such, 

the energy dissipation might be comparatively less (Rajaratnam and Rao, 
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1963). Furthermore, it is feared that the high velocity jet may travel 

along the bed, without much retardation over considerable distances, there-

by causing scour (Rajaratnam, 1965). Therefore, the submerged jump should 

not ordinarily be preferred to the free jump for energy dissipation pur-

poses. Liu (1949) and Henry (1950) studied extensively the backward 

flow in the case of a submerged hydraulic jump. Submerged jumps below 

spillways were studied extensively by Stepanov (1958) . 

B.5.4 Spatial Hydraulic Jump  

A hydraulic jump occurs under spatial conditions when a super-

critical stream, confined by parallel boundaries, encounters a wider and 

deeper tail-water level. Examples of spatial jumps occur when the water 

flow is only part of the weir crest or is only through one of the many 

adjoining gate openings. At the outlet of a culvert or bottom outlet 

of a dam leading to wider water, the characteristic side rollers (Fig. B.5) 

d2 	dt 
di  

PROFILE  

     

-0110. 

     

       

C 

PLAN 

Fig. B.5 Hydraulic jump in an expansion 

are visible and require a three-dimensional consideration. Also when 

the given tail-water depth is so small that a classical hydraulic jump, 

even aided by appartenances, is no longer able to form, then a good way 

of guaranteeing the necessary energy dissipation is by means of a spatial 

hydraulic jump. Such jumps, which are strongly influenced by the forma-

tion of side eddies, were studied by Unny (1961) and Herbrand (1973) . 

Both of these researchers found that a jump in the region of a lateral 

expansion requires a shallower stilling basin that the classical hydraulic 

jump with the same inflow conditions. 



CHAPTER C 

THEORETICAL ANALYSIS 

OF RANDOM WAVES 
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C.1 GENERAL 

Spectral analysis is basically a very useful and convenient 

tool which aids the design of structures which are subjected to time 

dependent stochastic loads such as those exerted by wind-generated 

water surface waves, or random waves existing near a retaining wall which 

has been discussed earlier. It is very important to be able to predict 

accurately wave conditions in order to achieve a successful retaining wall 

design. 

From the work done before 1939 by scientists such as Munk and 

Sverdrup (1947), the well-known significant wave method was developed. 
This method is still used by many practical engineers at the moment and 

consists of describii.g a complex wave pattern using simple terms such as 

significant wave height and wave period. However this procedure was 

soon found to be unsatisfactory. The description of complex wave con-

ditions by two parameters and the extrapolation of simplified wave model 

test results to field situations was gradually disfavoured and the need 
for new and more sophisticated approaches was felt. 

By the early 1960`s, a movement to look at waves in more detail 

was underway. Studies such as those by Blackman and Tuckey (1958), 

Funke (1960), Kinsman (1965) and Wiegel (1964) established new techniques 

to deal with complex waves of random nature by looking at the structure 

of the waves e.g. wave energy spectrum etc. 

The variation in water surface elevation at three different 

positions along.a retaining wall was recorded simultaneously. - The time 

series records were analysed using the new techniques of Fast Fourier 
Transform and smoothing rather than the costly traditional methods such 
as the one based on autocovariance method. Appropriate recommendations 

and guides are given for duration of wave sampling, wave sampling rate 

and digitisation procedure of the wave record. The relationships as they 

are presented in this chapter and in the implemented computer programme 

are given a general form and can be used not only for waves adjacent to 

the retaining wall in this research but also for analysis of any similar 

random data. 

F.F.T. permits the calculation of the Fourier Transform of a 

long series of data in a reasonably short computing time. In addition to a 

review of Fourier Transforms, a number of detailed points arising out of the 

application of F.F.T. are discussed in this chapter. However, before 

deriving the theory, some basic properties of the data must be considered. 
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C.2 BASIC DESCRIPTIONS OF PHYSICAL DATA  

Any observed data representing a physical phenomenon can be 

broadly classified as being either deterministic or nondeterministic. 
Deterministic data is that data that can be described by an explicit 

mathematical relationship. There are many physical phenomena in prac-

tice which generate data that can be represented reasonably accurately 

by explicit mathematical relationships. For example, the motion of a 

satellite which is in orbit about the Earth, the temperature of water as 

heat is applied, the motion of a rigid body which is suspended from a 

fixed foundation by a linear spring, are all basically deterministic. 

However, there are many other physical phenomena which produce data that 

is not deterministic. For example, the height of waves in a confused 

sea represents data which cannot be described by an explicit mathematical 

relationship. There is no way of predicting an exact value at some 

future instant of time. 	This data is random (stochastic) in character 
and must be described in terms of probability statements and statistical 

averages rather than by explicit equations. 

The classification of physical data as being either determinis-

tic or random is debatable in many cases. For example, it may be argued 

that there is no physical data in actual practice that can be truly deter-

ministic since there is always a possibility that some unforeseen event 

in the future might influence the phenomenon producing data in a manner 

which was not originally considered. Conversely, it may be argued that 

there is no physical data encountered in practice that is truly random 

since exact mathematical descriptions may be possible if there was suffi-

cient knowledge of the basic mechanisms of the phenomenon producing the 

data. In practical terms, the decision as to whether or not physical 

data is deterministic or random is usually based upon the ability to 

reproduce the data by controlled experiments.. If an experiment producing 

specific data of interest can be repeated many tunes and with identical 

results (within the limits of experimental error), then the data can 

generally be considered deterministic. If an experiment cannot be 

designed which will produce identical results when the experiment is 

repeated, then the data must usually be considered random in nature. 

It is easy to see that the deterministic process may be con-

sidered an offshoot of stochastic processes. This can be explained most 

easily by a diagram, Fig. C.1. All four processes may be considered 

stochastic, but the degree of randomness in yl(ti) far outweighs the 

deterministic element of the process, whereas in Y4(t4) the degree of 

randomness (random element) of the process is zero, Y4(t4) is therefore 

deterministic. 
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Fig.C.1 Stochastic processes* 

* The above illustration could be assumed as 4 simultaneous time history 
records taken from a process 
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A great deal of argument has taken place about the nomenclature 

in stochastic processes. In this thesis the terms stochastic, random 

and probabilistic will mean the same (mathematically correct). Therefore 

a stochastic(random or probabilistic)process will be considered to be 

a process which has both deterministic and random (stochastic or probabi-

listic) elements. The two limiting cases, will be called completely 

random and deterministic. 

C.2.1 	Classifications of Deterministic Data 

Data representing deterministic processes can be categorized 

as being either periodic or non-periodic. Periodic means that there is 

a nnm!)er T, called the period of the function such that 

y(t) = y(t + T) 	 (C.1) 

for all t. The function between t and (t+T) can be of any shape. If 

two functions yl (t) and Y2 (t), both have a period T, then the function 

ayl(t) + bY2(t) (a and b are constants) is also periodic with T. Periodic 

data can be further categorized as being either sinusoidal or non-sinusoidal 

(complex periodic). Non-periodic data can be further categorized as being 

either 'almost periodic' or transient. These various classifications 

for deterministic data are schematically illustrated in Fig. C.2. Of 

course, any combination of these forms.  may also occur. For the purposes 

of this review, each of these types of deterministic data along with 

physical examples will be briefly discussed. 
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C.2.1.1 	Sinusoidal Periodic Data 

Sinusoidal data is that type of periodic data which can be 

defined mathematically by a time-varying function of the form 

y(t) = Ysin (wot . + Ao) 
	

(C.2) 

where 

y(t) = instantaneous value of the dependent variable at time t 

Y 	= amplitude 

wo  = angular frequency 
t 	= independent variable 

eo  = initial phase angle with respect to time origin. 

The sinusoidal time history described by Ea. (C.2) is usually referred 

to as a 'sine wave'. 	Equation (C.2) with a suitable choice of time 

origin may be rewritten as 

y(t) = Ys in (wot) 	 (C.3) 

Equation (C.3) can be described by a time history plot or by an amplitude-

frequency plot as illustrated in Fig. C.3. 

 

Amplitude 

  

     

Time 

 

Frequency 

 

Fig. C.3 Time history and amplitude-frequency diagram for a 

sinusoidal data 

The time interval required for one complete fluctuation in a cycle of 

sinusoidal data is called the period T or wavelength. The frequency fo, 

defined as fo  = wo/2w and period T are related by T = 1/fo, since 

y(t) = Ysin[2irfo(t+T)] = Ysin[2rfo(t+--)]   
0  

y(t) = Ysin (2nfot) 

Purely sinusoidal motion is very difficult to find in nature. 

Examples that are close to sinusoidal motion are a weigth vibrating on 

a spring and a wave generator driven by an eccentric crank. 

(C .4) 



C.2.1.2 Complex Periodic Data  

Complex data is that type of periodic data which can be defined 

mathematically by a time-varying function whose waveform repeats itself 

at regular intervals such that 

y (t) = y (t±nT) 	 (C.5) 

n-1,2,3, ... 

where T is the period in which the pattern repeats itself. The number 

of cycles per unit time is called the fundamental frequency fl; a special 
case for complex periodic data is clearly sinusoidal data where fl = fo. 

The mathematical expression describing complex periodic phenomena 

is 
y(t) = Yo  + Ylsin_(2irflt+ 01) + Y2sin(4rrflt+ 02) + ... 	(C.6) 

or 	
CO 

y(t) =Yo  + G 
Ynsin (2rnf1 t + n) 	

(C.7) 
n=1 

Except in a few cases, complex periodic data may be expanded 

into a Fourier series according to the following formula 

a 
y(t) = 

2 
+ 	[ancos (2 īnflt) + bnsin(21rnflt) ] 
n=1 

where 	fl 

an  = 

_ 1 
T 

(C.8) 

T 

2 f y (t) cos (27nf 1 t) dt 
0 n = 0,1,2, ... 

C.9) 

2 r 
bn  = 	f y (t) sin (2rrnfl t) dt 

0 n = 1,2,3, .. 
(C.10)  

From Eq. (C.7) it may be seen that 

Y = ao 	 b 
Y = (a2  + b2) 	0 = tan 1 

n 
0 2 n n n 	n 	—

an  
(C.11)  

In words, Eq. (C.7) states that complex periodic data consists of a 

static component, Yo, and an infinite number of sinusoidal components, 

called harmonics, which have amplitudes Ynand phasesen_The frecuencies of 
the harmonic components are all integral multiples of fl. 



Frecuer_cy 

When analyzing periodic data in practice, the phase angles On  

are often ignored. The spectrum is called 'discrete' since the amplitudes 

are present only at discrete corresponding values of frequency. 
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Fig. C.4 Amplitude-frequency diagram for a complex periodic data 

Physical phenomena which produce complex periodic data are far 

more common than those which produce simple sinusoidal data since few 

phenomena in nature are purely sinusoidal with no harmonics. Thus any 

data that is often considered sinusoidal is complex periodic in that 

higher harmonics are present (Fig. C.1). 	A.C. current, for instance, 

often considered sinusoidal, contains higher harmonics. 

C.2.1.3 Almost-Periodic Data  

In the previous section, it was noted that periodic data can 

generally be reduced to a series of sine waves with commensurately related 

frequencies. Conversely, the data formed by summing two or more commen-

surately related sine waves will be periodic. However, the data formed 

by slimming two or more since waves with arbitrary frequencies will generally 

not be periodic. 

Almost periodic data differ from complex periodic data in that 

the frequencies of the various components of the data are not integral 

multiples of each other. This means that the period in which the record 

repeats itself is infinite. 

Based upon these discussions, almost-periodic data is that type 

of non-periodic data which can be defined mathematically by a time-varying 

function of the form 

CO 

Y(t) = 	L Ynsin(27rfnt + en) 
n=1 

where f 
n 
/f

m 
rational number in all cases. 

(C.12 ) 

fl 



An important property of almost-periodic data is the following, 

if the phase angles 0n  are ignored, Eq. (C.12) can be characterized by 

a discrete amplitude frequency spectrum similar to that for complex 

periodic data. The only difference is that the frequencies of the com-

ponents are not related by rational numbers, as illustrated in Fig. C.S. 

Amplitude 

O. 

Y 1  

Y2 

Y3 

Y4 lYS TYG 

• > Freauency f1 	f• 	
f3 	

f4 	f5 	f6  

Fig. C.5 	Amplitude-frequency diagram for an almost-periodic data 

Any motion that is the result of a number of independent, 

unrelated periodic vibrations is almost periodic. Thus the motion of 

a weight suspended by 6 springs of arbitrary size and stiffness could be 

represented by an amplitude-frequency as illustrated in Fig. C.S. The 

vibration of a bridge subjected to vehicular traffic of all types is 

another example. 

C.2.1.4 Transient Non-periodic Data 

This category includes all deterministic data not yet discussed; 

that is phenomena which are transient between one stationary state and 

another and can be described by some suitable time-varying function. 

Three simple examples of transient data are shown in Fig. C.6. 

Examples of physical phenomena which produce transient data are 

numerous and diverse. For example, the data in Fig. C.6(a) could repre-

sent temperature of water in a kettle (relative to room temperature) after 

the flame is turned off. The data.in Fig. C.6(b) might represent the 

free vibration of a damped mechanical system after an excitation force 

is ceased. The data in Fig. C.6(c) could represent the sudden closure 

of a valve or a switch at time t = c. 
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Fig. C.6 Illustrations of some transient data and their corresponding 

amplitude - frequency plots 



It is obvious that in these transient data there are no discrete 

frequencies present and therefore the amplitude-frequency diagram will 

not be discrete but continuous, throughout all values of f. In parallel 

to the Fourier series analysis performed on the complex periodic data, 

it is possible to use a Fourier integral (Fourier integral will be dis-

cussed in detail in Section C.4) to arrive at an amplitude frequency dia-

gram for transient conditions 

+m -i 2irf t 
g (f) = f y (t) e 	dt 

-03 

(C.13)  

The Fourier spectrum g(f) is generally a complex n»mher which can be 

expressed in complex polar notation as 

g (f) = 	Ig (f) le-i8 (f) (C.14)  

Here, Ig (f) I is the magnitude of g(f) and 8(f) is the argument. The 

amplitude-frequency plot for the three transient time histories are 

presented in Fig. C.6 (in terms of the magnitude `g (f) I) . 

C.2.2 Classifications of Random (Stochastic or Probabilistic) Data 

As discussed earlier, data which represents random physical 

phenomenon cannot be described by an explicit mathematical relationship 

because each observation of the phenomenon will be unique. In other 

words, any given observation will represent only one of many possible 

results which might have occurred. An example is when the output voltage 

from a thermal noise generator is recorded as a function of time. A 

specific voltage-time history record will be obtained, as shown in Fig. C.I. 

However, if a second thermal. noise generator, of identical construction 

and assembly, is operated simultaneously a different voltage-time history 

record will result. In fact every thermal noise generator which might 

be constructed would produce a different voltage-time history record, as 

illustrated in Fig. C.7. Hence the voltage-time history for any generator 

is merely one example of an infinitely large number of time histories 

which might have occurred. 
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classifications 

of non-stationarity 

Fig. C.7 Sample records of thermal noise generator outputs 

A single time history representing a random phenomenon is 

called a sample function (or a sample record when observed over a finite 

time interval). The collection of all possible sample functions which 

the random phenomenon might have produced is called a random process or a 

stochastic process. Hence a sample record of data for a random physical 

phenomenon may be thought of as one physical realization of a random pro-

cess. The total collection of the records of a process is called an 

ensemble. 
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Fig. C.8 Classifications of random data 
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A random process may be categorized as being either stationary 

or non-stationary. Stationary random processes may be further categorized 

as being either ergodic or non-ergodic. Non-stationary random processes 

may be further categorized in terms of specific types of non-stationary 

properties. These various classifications for random processes are 

schematically illustrated in Fig. C.8. The meaning and physical signifi-

cance of these various types of random processes will now be discussed 

in broad terms. 

Considering the collection of sample functions (the ensemble) 

which forms the random process illustrated in Fig. C.9. The following 

terms are commonly used in connection with stochastic processes. 

C.2.2.1 	Sample Mean  

The mean value of the dependent variable over the sample func-

tion is defined as 

u
yk = E [yk  (t) ] 

T 
lim T 1 yk  (t) dt 
T4-03 0 k = 1,2,3, ..., n 

Equation (C.15) gives the sample mean of y(t) over the kth sample. E[ I 
is the short form for 'expected value' or mean value. 

C.2.2.2 Sample Autocorrelation  

The correlation of the dependent variable at a point t with the 

same variable at another point some time T later is defined as 

Ryk(t,T) = E[yk(t) .yk(t+T)] 

C.16) 
T 

Ryk  (t, T) = liim ,1I, 	yk (t) .yk  (t+T) dt 
T 	o 	k = 1,2, ..., 

Eq. (C.16) expresses the autocorrelation (correlation of a record to 

itself) of the kth sample for a particular time lag T. 

C.2.2.3 Ensemble Mean 

The mean value (first moment) of the random process at some 

time t1 can be computed by taking the instantaneous value of each'sample 

function of the ensemble at time tl, summing the values, and dividing by 

the number of sample functions. That is, for the random process {y(t)}, 

where the symbol{ }is used to denote an ensemble of sample functions, 

the mean value p (tl) is given by 



0 t 0 tl  t1+T 

O 

0 

t 

t 
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Fig. C.9 Ensemble of Yt sample functions of a stochastic process 



1 
u (ti) = E[Y(ti)] = lim — G yk(ti) 

k=1 
(C.17) 
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C.2.2.4 Ensemble Autocorrelation  

In a similar manner, the autocorrelation function (often 
abbreviated as ac.f.) between the values of the random process at two 

different times can be computed by taking the ensemble average of the 

product of instantaneous values twice at ti and (ti+T). That is, the 

autocorrelation function R(ti,T) 

Ry(ti,T) = E[yk (ti ) .yk (ti+T)] 	 (a) 

R (ti  , T) = lim 1 
	c 

G Yk  (ti) .yt, (ti-tT) 	(b) 

where the final summation assumes each sample function is equally likely. 

C.2.2.5 Stationary Random Processes 

For the general case where u(ti) and R gy(ti,T) defined in Eqs 

(C.17) and (C.18) vary as time t1 varies, the random process {y(t)} is 

said to be non-stationary. 	For the case where u(ti) and R(ti,T) do 

not vary with time, the random process {y(t)} is said to be weakly stationary 
or stationary in the wide sense. For weakly stationary random processes, 

the mean value is a constant and the autocorrelation function is dependent 

only upon the time displacement T. 	That is, p(ti) = p and R(t1,T) 

= R (T). 
Y 

An infinite collection of higher-order moments and joint moments 

for the random process {y(t)} could also be computed. For the special 

case where all possible moments and joint moments are time invariant, 

the random process {y(t)} is said to be strongly stationary or stationary 
in the strict sense. However, in practice, verification of weak stationa-

rity will justify an assumption of strong stationarity. 

A time wave record from the sea, where there is neither the 

effect of wind acceleration nor the presence of tide (or tide effect has 

been artificially removed), is assumed to be stationary. If a tidal 

fluctuation is left in the record, the ensemble mean and autocorrelation 

would change as t changes and the record would therefore be non-stationary. 

V ! (C.18) 

Y 	n -4 	k=1 



C.2.2.6 Ergodic Random Processes  

In the previous section the properties of a random process and 

how they can be determined by computing ensemble averages at specific 

instants of time was discussed. 	In most cases, however, it is also possible 

to describe the properties of a stationary random process by computing 

time-averages over specific sample functions in the ensemble. For example, 

considering the kth sample function for the random process illustrated 

in Fig. C.9, the mean value uyk and the autocorrelation function Ryk(t,T) 

for the kth sample function are given by 

T 

uyk = urn 
1

f yk (t) dt 	 (a) 
T-K0 	o 

T 	 (C.19) 

yk( t,t) = lim T f yk(t)yk (t+T)dt 	 (b) 
T-* o 

If the random process {y(t)} is stationary, and 
uyk 

and Ryk(t,t) defined 

in Eq. (C.19) do not differ when computed over different sample functions, 

the random process is said to be ergodic. For ergodic random processes, 

the time-averaged mean value and autocorrelation function. (as well as all 

other time-averaged properties) are equal to the corresponding ensemble 

averaged value. 	That is,uy~
' 

= uy and P. (t,T) = R ~ (T). 	It is 
k 

important to note that only stationary random processes can be ergodic. 

Ergodic random processes are clearly an important class of ran-

dom processes since all properties of ergodic random processes can be 

determined by performing time-averages over a single sample function, in 

this way it can be seen that this is a very strict condition. It means 

that if a wave recorder is positioned at a certain point in a lake 

then the mean of its record and the autocorrelations must be the same 

as those for all other similar wave records taken in all other similar 

lakes at similar points and under similar conditions, before the process 

can be called ergodic. Fortunately this is approximately true in nature 

and therefore all wave records are assumed to be part of ergodic proces-

ses and in most cases each wave characteristic can be measured properly, 

from a single observed time history record, although ergodicity cannot 

be proven. 
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C.2.2.7 Non-stationary Random Processes  

Non-stationary random processes include all random processes 

which do not meet the requirement for stationarity defined in Section 

C.2.2.5. Unless further restrictions are imposed, the properties of 

a non-stationary random process are generally time-varying functions 

which can only be determined by performing instantaneous averages over 

the ensemble of sample functions forming the process. In actual prac-

tice, it is often not feasible to obtain a sufficient number of sample 

records to permit the accurate measurement of properties by ensemble 

averaging. This fact has tended to impede the development of practi-

cal techniques for measuring and analyzing non-stationary random data. 

In many cases, the non-stationary random data produced by 

actual physical phenomena can be classified into special categories of 

non-stationarity which simplify the measurement and analysis problem. 

For example, some types of random data might be described by a non-

stationary random process {y(t)} where each sample function is given by 

y(t) = A(t)Q(t). 	Here, Q(t) is a sample function from a stationary 

random process {Q(t)} and A(t) is a deterministic multiplication factor. 

If non-stationary random data fit a specific model of this type, ensemble 

averaging is not needed to describe satisfactorily the data. The various 

desired properties can be estimated from a single sample record, as is 

true for erogidc stationary data. 

C.2.2.8. Self-stationary Random Processes 

The concept of stationarity as defined in Section 2.2.5, relates 

to the ensemble averaged properties of a random process. However, in 

actual practice, data in the form of individual time history records 

for a random phenomenon are frequently referred to as being stationary 

or non-stationary. A slightly different concept of stationarity is 

involved here. When a single time history record is referred to as 

being stationary, it generally means that. the properties computed over 

short time intervals do not vary 'significantly' from one interval to 
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the next. The word significantly is used here to denote that observed 

variations are greater than would be expected, owing to normal statisti-

cal sampling variations. Hence the single sample record is stationary 

within itself. This concept of stationarity is sometimes called self- -

stationarity to avoid confusion with the classical definition. 

To clarify the idea of self-stationarity, a single sample 

record yk(t) obtained from she kth sample function (Fig. C.9) of a random 

process {y(t)} is considered where a mean value and autocorrelation 

function are obtained by time averaging over a short interval T with a 

starting time of t1 as follows 

1 t1+T 
i~yk = T I yk (t) dt 	 (a) 

ti 
1 t

o
+T 	 (C-20) 

Yk (t, t) 	_ ,1, t 	yk (t)yk (t+T) dt 	 (b) 
1 

For the general case where the sample properties defined in Eq. (C.20) 

vary significantly as the starting time t1 varies, the individual sample 

record is said to be self-nonstationary. For the special case where 

the sample properties defined in Eq. (C.20) do not vary significantly 

as the starting time t1 varies, the sample record is said to be weakly 

self-stationary. If this requirement is met for all higher order moments 

and joint moments, the sample record is said to be strongly self-stationary. 

It is important to note here that a sample record obtained from an 

ergodic random process will be self-stationary. 
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C_3 BASIC DESCRIPTIVE PROPERTIES OF RANDOM DATA  

Various descriptive properties for stationary random data will 
now be defined. It is assumed that the data is ergodic, so that the 

properties of the data can be determined from time-averages of individual 

sample records. 

C.3.1 Mean Square Values (Mean Values and Variances)  

The general intensity of any set of random data may be described 

in rudimentary terms by a mean-square value, which is simply the average 

of the squared values of the time history. In equation form, the mean 

square value i  2  for a sample time history record y(t) is given by 

T 

	

y2  = u rn 	 f y2  (t)dt 

	

T-0 	o 
(C.21)  

The positive square root of the mean square value is called the root mean 

square (often abbreviated as r . m . s .) . 

It is often desirable to think of physical data in terms of 

a combination of a satic or time-invariant component and a dynamic or 

fluctuating component. The static component may be described by a mean 

value which is simply the average of all values. In equation form, the 

mean value 1 , is given by 

T 
Ky  = lim T f y(t)dt T-0 

(C.22)  

The dynamic component may be described by a variance which is simply the 

mean square value about the mean. In equation form, the variance a2  
is given by 

 = lim 	f
T [y (t) - 1y] Zdt 

T-- T  o 
(C.23)  

The positive square root of the variance is called the standard deviation. 

C.3.2 Probability Density Functions  

The -probability density function (often abbreviated as p.d.f.)pro-

vides information concerning the proper ties of the data in the amplitude domain . 

For a continuous random data,the probability density function describes the 
probability that the data will assume a value within some defined range 

at any instant of time. Considering the sample time-history record y(t) 



fp(y)dy = 1 
0 

(b) probability 
density function 

P (y) 
A 

as illustrated in Fig. C.10. The probability that y(t) assumes a value 

between y and (y+Ly) may be obtained by taking the ratio To/T, where 

T = 	At and is the total length of time for which y(t) falls inside 

the range (y, y+Ay) during an observation time T. This ratio will 

approach an exact probability description as T approaches infinity. In 

equation form 

T
o 

	

Prob [y < y(t) < y + At] = lim 	 = lim 

	

T±00 	T-~ 

For small Ay, an approximation to the probability density function is 
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N
C 
G A tn n=1  

T (C. 24) 

v+Ly 
y 

Prob [y < y (t) 	y + Ay] = p (y) Gy 

y(t) 

A 
-►j , 6t1 -i k At2 _,H, A t3„...R.,_,a, ti, 

I I 	I 1 	II 	II 
I I 	I • 	1I 	ii 

1 	I 
I 

N 
= Gt n 

n=1 

(a) Probability measurement 

Fig. C.10 

(C.25) 

Thus NC 
Atn 

Prob [y<y 	(t) <y+Dy) 	1 n=1  
p(y) = lim 	

Ay 	lim lim T 
Ay40 	y 	~y-}0 T }O° 	AY 

(C.26) 

The probability density function p(y) is always a real-valued, non-

negative function. 

The probability that an instantaneous value of y(t) is less 

than or equal to some value of y is defined by P(y), which is in turn 

equal to the integral of the probability density function from minus 

infinity to y. This function P(y) is known as the probability 

distribution function, or cumulative probability distribution function, 

and should not be confused with the probability 

Specifically 
7 

P(y) = Prob[y(t) : y] = f p (E) dE 
-00 

density function p(y) 

(C.27) 



The distribution function P(y) is bounded by zero and one, since the 

probability of y(t) being less than -co is clearly zero while the proba-

bility of y(t) being less than +co is unity (a certainty). The proba-

bility that y(t) falls inside any range (Y1,Y2) is given by 

P (Y2) - P (Y1) 
Y2. 

Prob [y]..  < y(t) 	Y2] = f P (Y) dY (C.28)  
y1 

In terms of the probability density function p(y), the mean.. 

value of y(t) is given by 

+.. 
uy  = r YP(Y)dY (C.29)  

In words, the mean value is a weighted linear sum of y(t) over all values 

of y. Similarly, .the mean square value is given by 

+co 
1Py2  = f y2p (Y) dY 

-o  
(C.30)  

Hence the mean square value is a weighted linear sum of y2(t) over all 

values of y. 

C.3.2.1 	Illustrations  

To help clarify the practical significance of probability 

density functions, it is convenient to consider seven examples of 

time history records which might occur in practice: (a) constant 

(b) square wave, (c) sawtooth wave, (d) sine wave, (e) sine wave plus 

random noise, (f) narrow-band random noise, and (g) wide-band random 

noise. Typical time history records for each of these examples are 

presented in Fig. C.11. In all cases, the mean value is assumed to 

equal zero (14,7 = 0) for convenience. 

It is important to note here that a sine wave is usually 

thought of as being deterministic since it can be described in detail 

by the equation y(t) = Y sin(2Trfot+8) . However, a sine wave may also 

be thought of as a sample function from a random process {y(t)} = • 

{Ysin(2rfot+8k)}, where the initial phase angle 8k  for each sample 

function yk(t) is a random variable. Such an interpretation is made 

here to justify describing a sine wave in probabilistic terms. 

A typical plot of a probability density function versus 

instantaneous value [p(y) versus y] for each of the last six illus-

trations of Fig. C.11 is presented in Fig. C.12. The last four examples 

in this figure illustrate a definite trend with the probability density 

plot changing pattern from the sine wave case to the wide-band random 

noise case. 
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(a) Constant 

(b) Square wave 
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(c) Narrow-band random noise 

(d) Sawtooth wave 

(a) Sine wave 

(e) Sine wave plus random noise 
y (t) 

(f) Wide-band random noise 

Fig. C.11 Seven special time histories 
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(a) Probability density function plot of a square wave 
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infinite spike or Dirac delta 
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(b) Probability density function plot of sawtooth wave 
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(c) Disch-shaped probability density function plot of a 
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(d) Probability density function plot of a sine wave plus 

random noise 
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(e) Bell-shaped probability density function plot of a 
narrow-band random noise 

0 
(f) Bell-shaped probability density function plot of a 

wide-band random noise 
Fig. C.12 Probability density functions 
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C.3.2.2 Applications  

The principal application for a probability density function 

measurement of ppysi.cal data is to establish a probabilistic descrip-
tion for the instantaneous values of the data. However, from Fig. C.12, 

it is seen that the probability density function could also be used to 

distinguish between sinusoidal and random data. 

C.3.3 Sampling Theory  

Sampling theory is a study of the relationships between a 

population and samples drawn from that population. It has great value 

when used in many connections. For example it is useful in the 

estimation of unknown population quantities (such as population mean, 
variance, etc.); often called population parameters or more briefly 
parameters, from a knowledge of corresponding sample quantities (such 

as sample mean, variance, etc.); often called sample statistics or 

more briefly statistics. 

C.3.3.1 	Unbiased Estimates  

One desirable property for an estimator is that of unbiased- 
ness. 	If the mean of the sampling distribution of a statistic eouals 

the corresponding population parameter, the statistic is called an 

unbiased estimator of the parameter. In this thesis it is convenient 
to denote the unknown parameter by g and the estimator by g. g is an 

unbiased estimator of µ if E(µ) = g, otherwise it is known as a 

biased estimator. The corresponding values of such statistics are called 
unbiased and biased estimates respectively. 
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p.d.f. 

u 

Fig. C.13 Types of estimators 



C.3.3.2 Consistent Estimates 

A further desirable property of a good estimator is con-

sistency; roughly speaking, this signifies that the larger the sample 

size n the closer the statistic will be to the true value. An 

estimator, j.i, is said to be consistent if 

	

E (µ) -} µ 	as n -} co 	 (a) 

(C.31) 

	

Var (µ) -} 0 	as n -> 	 (b) 

property (C.:1a) holds for unbaised estimates, 

C.3.4 Digitising of Continuous Data  

The process of digitising consists of converting data into 

discrete numbers. Among the various types of sampling, the most 

important one is the equispaced sampling which will be considered in 

this context. In order to digitise a continuous record, a positive 

quantity At called the sampling interval,. is required. The constant 

quantity At is the time interval between sampled values of y(t).  The 

number of values sampled per unit time is called the sampling rate 

and is equal to 1/At. 

y(t) 

	

1 	I 	I. 

i 	i 	1 	i 	1 1111 1 111 	1 	I 	I 
i 	I 	I 	l 	I 	l 	I 	I 	I 	I 	I 	I 	i 	I 	I 	I 

	

11 1 1111 	111111~1:! i l  

Fig. C.14 Equispace sampling of a continuous record 

An illustration of equispaced sampling of continuous data is shown in 

Fig. C.14. The continuous function y(t) is replaced, by the discrete 

time series 
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e i 
j~ 1 t.' 

1 I 

0 t 

yi = ypi-1)At]i=1,2,3,...,N 
f 
C.32) 

The number of the data N is normally known as the sample size. 
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C.3.4.1 	Raw Data 

When a continuous record is digitised, the collected data is 

not arranged numerically and as such is called raw data. 

C.3.4.2 Ordered Array (Ranked Array)  

In array is an arrangement of raw data in ascending or descend-

ing order of magnitude. Such ranking enables a reader to perceive 

several aspects of the data at a glance, such as the smallest number, 

the largest number, the range, i.e.the difference between the largest and 
the smallest number. 

C.3.5 Calculation of the Mean Value  

For a digitised time series of size N, the sample mean value 

is given by 

_  1 cNc 
y 	N G yi 

i=1 
(C .33) 

where N is the number of data samples and yi  are the data values. The 

quantity y calculated here is an unbiased estimate of the true mean 

value µ . 
y 

C.3.6 Calculation of the Standard Deviation  

The sample standard deviation for a digitsed time series of 

size N is given by 

1 NCC S = L(N-1Liyi - 	31/2  (C .34) 

The quantities s and s2  calculated here are unbiased estimates of the 

true standard deviation and variance, 6 and v 2 , respectively. 

C.3.7 Coefficient of Dispersion  

The standard deviation is expressed in the same units as the 

mean, however it is more useful to measure the spread in relative terms 

by dividing the sample standard deviation by the sample mean. This dimen-

sionless ratio is known as the coefficient of dispersion. If every 

observation in a set of data is multiplied by the same constant, the dis-

persion coefficient is unaffected. 



P (Y 

0 Y 
(a) Skewed to the right 

u 
(b) Symmetrical or 

bell-shaped 
(c) Skewed to the left 

g 	(N-i)(N-2) 	s3 	
N>2 	(C.36) 

N  
(Yī Y)

_
3 /N 

N2 	i=1 
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C.3.8 Skewness 

Skewness is the degree of asymmetry of a probability density 

function. If the probability density function of a distribution has a 

longer 'tail' to the right of the central maxim= than to the left, the. 

distribution is said to be skewed to the right or to have positive skewness. 

If the reverse is true it is said to be skewed to the left or to have 

negative skewness. The population skewness coefficient is defined as the 

dimensionless ratio of the third central moment* to the second central moment 

on the power 3/2, or 
+co 
f (Y-g ) 3  p (y) dY 

g 

 

(C.35) 
6 3 
Y 

where p(y), µy, ay  are respectively the probability density function, the 

population mean and the population standard deviation. A distribution 

is symmetrical (bell-shaped) about its mean if g is zero. 

Fig. C.15 

For a digitised time series of size N, the unbiased estimate 

of the skewness coefficient is 

where s2  is the sample variance. 

If every observation in a set of data is multiplied by the 

same constant or a constant is added, the skewness coefficient is 

unaffected. 
*If xl,x2,...xn  are the n values assumed by the variable x, the quantity 

mr  = L (x.-x)%N where;; is the arithmetic mean is called the rth centralmoment. 
j=1 



p(y) 
A +. 

jp(v)dy = 1 'p (v) dv = 1 

(N-1) (N-2) (N-3) Y = 
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C.3.9 	Kurtosis 

Kurtosis is the degree of peakedness of a probability density 
function and is usually taken relative to a normal distribution. The 

population kurtosis coefficient is 

+0° 
f (y-µ) 4p (y) dy 

4 	 3 	 (C.37) 
6 
Y 

A probability density function having a relatively high peak such as the 

curve of Fig. C.16 for which y > 0 is called leptokurtic. Those for 

which y < 0 are called platykurtic and will be flat-topped. The normal 
distribution, (y = 0), which is not peaked or flat-topped is called 

rnesokurtic. 

(a) Leptokurtic (b) Platykurtic 

Fig. C.16 

(c) Mesokurtic 

For a digitised time series of size N, the estimate of the 

c
N _ 

(Y  • 
 

N' 	i=1 	3 	(C.38) 
s4  

kurtosis coefficient is 



P (Y) 

A 	ro. 

p(y)dy= 1 

t 	tk  
(b) (100k)th percentile for 

a random variable y(t) 

area k 

y(t) 

(a) A continuous random variable 

Fig. C.17 
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C.3.10 	Percentile  

Assuming y (t) is a continuous random variable with a probability 
density function of p(y), the value tk  is defined to be (100k)th 

percentile for y(t) if the area under p(y) to the right of tk  is k, where 

0 < k < 1; that is; the (100k)th percentile has the property that 

Prob[y 3  tk] = k (C.39) 

Figure C.17 shows a graphical representation of tk  for a general 

probability density function. The way in which the area changes 

as tk  moves depends on the particular probability density function 

assumed for y(t). The commonly used values for 100k are the 

integers between0 and 100 (hence the reason for the name) . Median 

m is introduced as a measure of the middle of the distribution and 
Y 
splits the area under the probability density function into two equal 

parts; in particular, then, since the area to the left of m must be 

0.5, the median is identical with the 50th percentile 

m 
	t0.5 

(C.40.) 

Percentiles can be used to measure any desired aspect of the 

distribution of a random variable. The most frequently used measure of 

variability is based on the percentiles in the interguartile range Ir  

(Fig. C.18), defined to be the difference between the 75th and the 25th 

percentiles 

(C.41)- Ir t0.75 t0.25  



t 	t 
0.25 	C.75 

P (Y) 
+a 

Ī p(y)dy= 1 

Fig_ C.18 Interquartile range 

Ir, then, gives the length of an interval, centred about the median my, 

which includes 50% of the total probability. Thus, as Ir  increases, it 

is necessary to take a larger interval about m to include 50% of the 

probability. 

C.3.10.1 Percentile for a Dicistised Time History Record  

Given a continuous time history record y(t) is digitised and 

then arranged in descending order of magnitude. The quantities, 

vl, v2, ... vk, ... vN  form a ranked array, and are referred to as the 

order statistics of the digitised sample record. It can be shown (Larson, 

1975) that an average, over repeated samples, the proportion of popula-

tion values greater than or equal to vi  is 1/(N+1). This is true whatever 

the form of the continuous probability density function in the population; 

similarly the proportion of population values greater than v2  is 2/(N+1), 

the proportion greater than v3  is 3/(N-f-1), up to the proportion greater 

than vn  is N/(N+1). In short, the expected proportion of population 

values greater than vj  is j/(N+1) for j = 1,2, _.., N, hence v. is the 

1100j/(N+1)]th percentile of the data set. 

C.3.11 Autocorrelation Functions  

The autocorrelation function provides information concerning 

the properties of the data in the time domain. For random data auto-

correlation function describes the general dependence of the values of 

the data at one time on the values at another time. Considering the 

sample time history record y(t) illustrated in Fig. C.19. An estimate 

of the autocorrelation between the values of y(t) at times t and (t+T ) 
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can be obtained by taking the product of two values and averaging over 

the observation time T. The resulting average product will approach an 

exact autocorrelation function as T approaches infinity. In equation 
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form 
T  

R 	
1 
 (T) = lim — fy(t)y(t+T)dt 

T40D T  o 
(C.42) 

The quantity R(T) is always a real-valued even function with a maximum 

at T = 0, and may be either positive or negative. In equation form 

Fig. C.19 Autocorrelation measurement 

R(-T) = R(T) 

R (0) > JR(T) I 	for all 

(C.43)  

(C.44)  

In terms of the autocorrleation function, the mean value of 

y(t) is given (excluding such special cases as sine waves) by 

11. (C.45)  

In words, the mean value of y(t) is equal to the positive square root 

of the autocorrelation as the time displacement becomes very long. 

Similarly, the mean square value of y(t) is given by 

i2 = R  (0 ) (C.46)  

That is, the mean square value is equal to the autocorrelation at zero 

time displacement. 



C.3.12 Autocovariance Functions 

The autocovariance function (often abbreviated as acv.f.) 

is the autocorrelation function after the mean of the record has been 

subs t_racted 

T 
(T) = lim 1  f (y (t) - t) (y (t+T) - µ ) dt 

Y 	T 	T o  

For a record where µ = 0 

y7(T) = Y(T) 

(C.47)  

(C.48)  

Also as T 	Yy  (T) ÷ 0 

C.3.13 Autocorrelation Coefficients  

Given a time series, y(t), with the population mean µy, the 

autocorrelation coefficient is defined by the expression 

✓E[y(t) - gyp 	E[y(t+t)-py]2  

in which . p expresses the correlation which exists between all pairs of 

observations y(t) and y (t+T) as a function of their spacing T. 

For a finite data sample, estimates of the population values 

of pare given by the serial correlation coefficients, r. Given a 

series of N observations, yt, with a mean, y, two over-lapping sequences 

each containing (N-T) items of data, y1'y2,y3 " - yN-T' 
and  yT+1' 

37T+2' y
T+3' " .' yN are selected and their coefficient of correlation,rT, 

computed for T=1,2,3,...,Tmax,where Tmax should not exceed 0.25 N(Matalas, 

1967). When Tmax  is small compared with N, the following expression 

given by Kendall and Stuart (1968) is known to be both adequate and 

economical in computer time 

 

1  N- 
-T  

N-T L (yt y) t+T Y) 
t=1 (C.50) r 

- T 	1  
I (y - N 	 t t=1  
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E[ (y (t) - µy). 	(y (t+T) - µy) ] 
o =  	(C.49) 
' T 
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C.3.13.1 	Correlograms  

A plot of rT  as the ordinate against the lag,T , as the abscissa, 

in which adjacent points are joined by straight lines, is referred to as 

a correlogram_ 

C.3.13.1.1 Illustrations 

Typical correlograms for four time histories of the Fig. C.11 

	

are presented in Fig. C.20. 	If y(t) is a sine wave, i.e. y(t) = 

acos(2Trfot), where a is a constant, then it can easily be shown that 

	

- cos (2rrfō ) 
	 (C.51) 

The important feature of this correlogram is that it persists periodically 

over all lags with the same period as the underlying sine wave, but the 

phase angle information is lost. 

The sharply peaked correlogram which diminished rapidly to 

zero (for large N, rT  = 0 for all non-zero values of T), as illustrated 

in Fig. C.20(d), is typical of wide-band random data. For the limiting 

case of hypothetical white noise (random data with energy distributed 

uniformly over all frequencies), the correlogram is a Dirac delta 

function (see Appendix I) at zero time displacement (T = 0). 

The correlogram for the sine wave plus random noise is simply 

the sum of the correlograms for the sine wave and random noise separately, 

as illustrated in Fig. C.20(b). Alternatively, the correlogram for the 

narrow-band random noise in Fig. C.20(c) appears to be a decaying version 

of a sine wave correlogram. An important feature, however, is that this 

correlogram will diminish to zero for large time displacements. The 

four examples in Fig. C.20 illustrate a definite trend in the correlogram 

changing pattern from the sine wave case to the wide-band random noise 

case, just as was true for the probability density function. 

C.3.13.1.2 Applications  

The principal application of an autocorrelation function in 

the measurement of physical data is to establish the influence of values 

at any time over values at a future time. The correlogram, which 

forms the basis of an autocorrelation analysis, reflects the structure 

of the time series, taking a wide variety of forms depending upon the 

dominance of the deterministic and stochastic components within the 

observed data. If the time series is completely random, the (population) 



rT  

A 1.0 

Correlogram plot of a narrow-brand random noise 
r T 

1 

Correlogram plot of a wide-band random noise 

Fig. C.20 

(a) Correlogram plot of a sine wave 

(b) Correlogram plot of a sine wave plus random noise 



autocorrelation function is zero for all lags other than zero lag, and 

the (sample) correlogram will only deviate by small amounts from zero 

because of sampling effects. As the length of the series increases, 

these sampling effects decrease. In contrast, a 	wave, or any 

other deterministic data, will have a correlogram which persists over 

all time displacements. If the series is composed of both deterministic 

and stochastic components, regular peaks in the correlogram provide a 

strong indication of the presence of a cyclic component. A correlogram 

provides a powerful tool for detecting deterministic data which might 

be masked if presented in a random background. There are other less 

obvious applications for correlograms, but these are generally better 

interpreted from the Fourier Transform, the power spectral density 
function, which is discussed in the next section. 

C.3.14 Power Spectral Density Functions  

The power spectral density function is a natural tool for 

considering the frequency properties of a time series. Inference 

regarding the power spectral density function is called an analysis in 

the frequency domain. 

The power spectral density function has been defined as the 

'average power' of the process, expressed as a function of frequency. 

if the average power of a process y(t) is defined as 

T 
Py lim T f y2  (t) dt = y 2  

T-' 	0  

then the power contribution between frequencies f and (f+Af) is 

T 
y 	 , (f,f+Af) = I,y2 (f,f+Af) = lim 

T

Jy2  (t,f,Af)dt `Y 	
T- 	o 

(C.52) 

(C .53) 

where y(t,f,Af) is the portion of y(t) in the frequency range from 

f to f+Af. For small Af, a power spectral density function Gy(f) can 

be defined such that 

Therefore 

Py(f,f+Af) = 1py2  (f,f+Af) = Gy(f)Af 

2  (f, f+Af) 	1  
Gy(f) = lim 	Af 	

- lim lim (Af)T 1 y2  (t,f,Af)dt 
Af-30 	Af40 T+0° 	o 

(C.54)  

(C.55)  
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The quantity Gy(f) is always a real-valued, non-negative function. 
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Freguenty, for simplicity, the engineer eliminates the 

negative values of f, and for f 0 the one-sided power spectral 

density function is given by 

CO 

f Gy  (f) df = 1py2  

Normally, the mean uy  is subtracted from the time series. 

the above relationship may be written as 

1 Gy  (f) df = 

(C.56)  

In this case 

(C.57)  

C_3.14.1 Normal Power Spectral Density Functions  

It is sometimes necessary to compare time series which have 

different scales of measurement, and in these circumstances it is useful 

to normalize G(f) by dividing by the variance a  2 and plot G(f)/oy2  

versus frequency f, the result is called the normal power spectral density 

function. 

C-3.14.2 Illustrations of Some Power Spectral Density Functions  

Typical. power spectral density functions(Gy(f) versus f)for five 

time histories of Fig. C.11 are shown in Fig. C.21. These plots are 

called power spectra. It may be of interest to point out that power 

spectral density analysis has to be used with extreme care for periodic 

functions_ The power spectral density function for a sine wave (Fig. 

C.3), as ill.istrated in Fig. C.21(b), is defined by 

Y2  
G (f) = 	S (f-f) (C.58)  

where 6(f- f) denotes a Dirac delta function at f = fo.  In words, the 

power spectral density function for a sine wave is infinitely large at 

the frequency of the sine wave and is zero at all other frequencies. 

However, the integral of the power spectral density function over any 

frequency range that includes the sinusoidal frequency has a finite 

value equal to the mean square value Y2/2 of the sine wave. The spike 

spectrum for a sinusoidal process only results if the spectrum analysis 

is performed over an integer number of periods of the function. If it 

is performed over any length of the process, the resulting power spectral 

density function will not be a single infinite spike but a finite spectrum 

extending on both sides of the spike and having a negative power (dashed 



(b) Power spectral 

G (f) 

density function plot of a sine wave 

(c)  a sine wave plus random 
-o 

Power spectral density function plot of 
noise 

Om- f 
of a constant function plot Power spectral density (a) 

G(f) 

A 

A infinite spike 
(Dirac delta function) 

infinite spike (Dirac delta 

function) 
(dashed line results from 
improper analysis) 

G (f ) 

A 

0  
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G (f ) 

(d) Power spectral density function plot of a narrow-band random noise 

(e) Power spectral density function plot of a wide-band random, noise 

Fig. C.21 Power spectral density function plots 

	 f 



line). This is not the true power spectral density function (this 

problem will be discussed in detail in Section C.4) and therefore care 

must be taken to ensure that the analysis is synchronized with the 

process if periodic functions are present. 

The relatively smooth and broad power spectrum illustrated in 

Fig. C.21(e) gives rise to the descriptive term 'wide-band' for this type 

of random data. For the hypothetical case of white noise, by definition, 

this spectrum is uniform over all frequencies. The power spectrum for 

the sine wave plus random noise is simply the sum of the power spectra 

for the sine wave and random noise separately, as illustrated in Fig. 

C.21(c). On the other hand, the power spectrum for the narrow-band 

noise in Fig. C.21(e) is sharply peaked as for a sine wave (hence the 

term 'narrow-band'), but still smoothly continuous as for random noise. 

Once again, the last four examples in Fig. C.21 illustrate a definite 

trend in the power spectrum changing pattern from the sine wave case to 

the wide-band noise case. 

The adjective 'power', which is often prefixed to 'spectral 

density function' derives from the engineer's use of the word in 

connection with the passage of an electric current through a resistance. 

For a sinusoidal input, the power is directly proportional to the square 

of the amplitude of the oscillation. For a more general input, the 

power spectral density function describes how the power is distributed 

with respect to frequency. There are a number of other popular defini-
tions of power spectra; power spectrum,spectrum energy spectrum, energy 

density spectrum and energy density function (Often abbreviated as e.d.f.) 

are all used as synonymous terms, and when one of these terms is con-

sidered, a careful check must be made to understand the meaning of this 

term, because strictly speaking, mathematically, they may have a 

different meaning. 

C.3.14.3 Application of Power Spectral Density Functions to Water Waves  

C.3.14.3.1 Average Power of the Process  

The average power of any process is defined by Eq. (C.52) and 

is the mean square value of the process. If the water surface elevation 

is denoted by y(t) and the still water surface by g , then it is customary 

to call the deviation from the still water surface y (t), where 
O 

yo  (t) = y (t) - KY  
(C.59) 
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ew = pg Y = pga 2  
0 

e 
w a  2* 

Y Pg 

Therefore y (t) is the fluctuation in water surface elevation about a 

zero mean. From Eq. (C.52) it can be concluded that 

_ 	 T 
Py  = lim 

T I y 2 (t)dt = E[y 2  (t) ] 
T405. 

(C.60)  

where T refers to the length of the record. Further from Eqs. (C.21) 

and (C.23) , it follows that 

= d 2  
Y 	y 
0 

(C.61)  

C.3.14.3.2 	Sinusoidal Waves  

The sinusoidal wave process may be described by the following 

equation 

y (t) = a sin (2rfjt) 	 (C.62) 
0 

where a is the amplitude of the water surface fluctuation. From Eqs. 

(C.60) and (C.61), it is concluded that 

P 	= a 2  = a2/2 	 (C.63) 
Y 	y 
0 

Using small amplitude wave theory, the expression for average total wave 

energy (kinetic plus potential) per unit surface area may be described 

as 

ew = pga2/2 	 (C.64) 

Therefore, for sinusoidal waves 
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of the wave ew/pg = ay
2 = f Gy (f)df. 

Hence the function G (f) is called the energy spectrum. More correctly, 
Gv(f) is the energy density function of the waves since it gives informa-
tion on the density of energy at different frequencies. The variance 
may be regarded as the total energy. 

*It has been shown (Thompson andGilberd, 1971) that for complex waves of 
a random nature (e.g. sea w+vv-es) , the variance is equal to the energy 



0.3.14.3.3 Almost Periodic Waves  

The mathematical expression for wave motion which is almost 

periodic is 

CO 

	

y (t) = 	an  sin (2Trfnt + Bn) 
o ri=1 

and from Eqs. (C.60) and (C.61) , it follows that 

T = 
P = a2 = l im ,lj—, J ( G an  sin (2irfnt + 8n) ] 2  dt 

	

yo yo 	T— o n=1 

CO 

an2 /2 
Yo 	n=1 

(C.66) 

Thus the total average power is the sum of the powers contributed by 

each individual wave component. The corresponding discrete power 

spectrum is shown in Fig. C.22. 

P 
yo  

a12 /2 

a42 /2 

a22 /2 
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a32  /2 

	

.  J 	 • 
-1 	f2 f 3 	f 4  

a52 /2 	
a62  /2 

• 	 f 
f 5 	f 6  

Fig. C.22 Discrete power spectral density function of an almost 

periodic wave 

C.3.14.3.4 Ergodic Random Waves  

From the previous section, it can be concluded that 

00 

Y 
= a2 = 1 G(f)df 	f30 	 (C.68) 

o ° 



The average power of the recorded process is equal to the area under 

the power spectral density function. If the assumption is made that 

the total process can be described by a number of linearly superimposed 

sinusoidal waves, Egs.(C.65) applies and therefore the average power 

calculated from the recorded process can be related to the average 

wave energy. 

This is where the confusion between 'Power Density Spectrum' and 

'Energy Density Spectrum' originated. It is the power density spectrum 

of the recorded process yo(t) (the distribution of power with frequency) 

that is computed. This power spectrum can only be related to the wave 

energy density if the above assumption is made. 

C_3-14.4 Importance of Energy Density Functions  

The energy density function may be used to detect oscillations or 

cycles in the time series. Its advantage over correlogram is its 

ability to detect cycles of noncommensurable periods. The curve of 

energy density function specifies the allocatiōn of energy (or power) 

among all the frequencies present.Peaks in the energy density function 

correspond to frequencies which account for a large percentage of the 

total energy (Fig. C.23) . The inverses of these frequencies then 

give the periods of significant cycles in the time series, the signi-

ficance being judged by the amount that a particular cycle contributes.  

towards the variance of the whole time series. 
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C.4 SPECTRAL ANALYSIS USING FOURIER TRANSFORM TECHNIQUES 

The techniques of spectral analysis were greatly influenced by an 

important development made by Cooley and Tukey (1965) who perfected a 

numerical method called the Fast Fourier Transform. The employment of 

modern digital computers to facilitate these numerical treatments has 

made the Fast Fourier Transform particularly important. 

The author felt that it was necessary to start from the simplest 

concepts and from these to develop a coherent presentation of the subject. 

Firstly a brief review is presented of Fourier series and of Fourier 

Transforms and their application to spectral analysis. Areas of par-

ticular difficulty when using Fourier Transforms are discussed in 

some detail. 

C.4.1 Representation of a Periodic Function by a Fourier Series  

A function f(t) can be represented by a Fourier series if it is 

continuous over some interval T. The following identity applies 

where 

00 
f(t) = 

Heiwr_t 

n=-oo 
(C.69) 

= 27F/T = 27f 	 (C.70) 
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and 

En  

T/2 	_ 
1 f f (t) e inWtdt 
1  -T/2  

(C.71) 

In this thesis, for convenience, the angular frequency, w, will be used 

in mathematical formulae for conciseness, but the frequency f is often 

used for interpretation. 

C.4.2 The Fourier Integral and Transform  

The Fourier integral theorem follows from (C.69) and (C.71) if 

the interval integration in (C.71) is extended to T -} co. Assuming 

f(t) satisfies the Dirichlet conditions* over any interval the following 

integral 

M = f If(t) Idt (C.72) 

  

* If f(t) is a bounded periodic function which in any one period has at 
most a finite number of local maxima and minima and a finite number of 
points of discontinuity, then the Fourier series of f(t) converges to 
f(t) at all points where f(t) is continuous, and converges to the average 
of the right-and-left-hand limits of f(t) at each point where f(t) is 
discontinuous 



exists. By introducing a new variable w
n 
 defined as 

27n 
w n  = `' - 27nf = nw 	n = 0,1,2,3, ... . (a) 

=  27rn 	27(n-1)  _ 27r  

n 	
= 2-rf 	(b) T 	T 	T  

C.73) 

Eq. (C.69) can be rewritten as 

where 

f(t) = 	G H( w ) ei nt 

w 	n 
n 

T/2 
H (wn) = 1 j f (t) ē iwntdt 

_T/2 

As T, Awn-4-0 and Eq. (C.74a) degenerates into a double integral. 

Removing the subscript n, Eq. (C.74a) can be written as 

m 
f(t) = 	f qT.17 e.wt J f (t) e

-iwt
dt] dw (C .75) 

This is known as the Fourier integral. From this it is possible to 

define 

+00 
f (t) - 	1 j H1  (w) elwtdw 

and 
	

(C.76) 

+m 
H1  (w) - 	1 	jf (t) e-iwtdt  

-0 

Eqs. (C.76a) and (C.76b) are called a Fourier Transform pair. If 

Eq. (C.76b)is considered to be the forward transform, then Eq. (C.76a), 

which recovers the original function f(t) from its transform, can be 

called the inverse transform. 	The scale factor 1/v is chosen 

arbitrarily so that the transform in either direction has the same 

scale factor. If another factor is chosen for the forward transform 

then that for the inverse must be adjusted accordingly, i.e., if 1/27 

is chosen for Eq. (C.76a) then 1 must be taken for Eq. (C.76b) . In 

terms of the frequency f, the Eqs. (C.76a) and (C.76b) representing the 

Fourier transform pair can be written as (choosing the scale factors 

equal to 1 and ār/2 respectively) 
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(a)  
-co 

(b)  



+m 

g(f) = F [f (t) ] = J f (t) e-2;rift dt 
_m 

+m 	
. 

f(t) = f g(f)e
27rift

at 

(a)  

(b)  
(C. 77) 

where F[ ] is the short form for Fourier Transform. 

C.4.2.1 	Convolution Integral  

The convolution or Falung integral is defined as 

t
r 
1 f (t E) g (E) ds 

0 

and is frequently denoted simply by f (t) *g (t) . 

(C.7E) 

C.4.2.2 Fourier Transform of Products of Two Functions  

The Fourier transform of f/(t)f2(t) is 

+m 	+aO 

F [fl (t) f2 (t) ] = f gl () g2 (f-E) d5 = f gl (f-) g2 (C) d~ 

(C.79) 

g1 (f) *g2-(f) 

where g1 (f) and g2(f) are,respectively,the Fourier Transforms of fl (t) 

and f2 (t) 

C.4.3 Application of Fourier Transforms in Spectral Analysis  

An important property of the power spectral function lies in 

its relationship to the autocovariance function. Specifically, for 

stationary data, the two functions are related by a Fourier transform 

(Jenkins and Watts, 1968) as follows 

+m 

Y 

(f) = f 
Yy 

(T) e-i27rfTdi 

_m 

The reverse Fourier transform is 

+m 
y (T) = f Gy (f) ei2;rfrdf 

_m 

(C.80)  

(C.81)  
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C.4.4 Windows 

Any experimental measurement is limited to a finite time-span. 

The record of data under consideration is obtained by looking at the 

signal for a period of T in Fig. C.24(a) and neglecting anything that 

happened before and after that period . Limiting the record length to 

a certain period T can be expressed mathematically by multiplying the 

infinite continuous record in Fig. C.24(b) by a data window as des-

cribed by the relation 

w(t) = 1, 	ItI T/2 	 (a) 

(C.82)  
w(t) = 0, 	t > T/2 	 (b) 

The finite sample y(t)w(t)  is equivalent to looking at the 

infinite record through a window w (t) which ensures that the record is zero 
everywhere outside the sample. This window itself has a Fourier 

transform W(f) 

T/2_ 2~ri ft 	T/ 2 
w(f)= f e 	dt= f [cos(27rft) - isin(27ft)]dt 

-T/2 	-T/2 

(C.83)  

= sin (;rfT) / (zrf) = T sin (IrTT) - T J (zrfT) 
(7fT) 

where J (u) is defined as 

sin u 
u 

(C.84)  

The function J(u) is plotted in Fig. C.25. 

C.4.5 Fourier Transform of a Sine Wave  

It is important to fully appreciate the role played by the 

data window when a Fourier Transform is applied to the resultant record 

(Bergland, 1969). In order to demonstrate these effects, it is instruc-

tive to retrace the mathematical developments of a wave of infinite 

duration and also that of a wave of finite duration. The analysis in 

each of the two cases demonstrates the use of window functions. 
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Fig. C.25 



C.4.S.1 Tne Infinite Continuous Record 

Given a cosine wave of amplitude Y and frequency f defined 
o 

for all values of time t by 

y (t) = Yeos (2'ITf t) 
o 

(C.8S) 

Viewed through a \-,indow of infinite extent its Fourier Transforr:l is 

given by 

F[y (t)] = jy(t)e-21Tiftdt 
(a) ! -to 

(C.86) 

jYCOS(2nfot)e-2niftdt F[Y (t)] = (b) 
-to 

vIi th the Euler rela ti onship*, the trigonanetric function can be replaced 

by the sum of the t"'~o cO!!lplex exponential terms. Thus 

+CIO 
F[y(t)] = ~ [e2oit(fo-f) + e-2nit(fo+f)]dt 

(C.87) 
-co 

Using the relationships presented in Appendix I, the above equation can 

be written as 

F [y (t)] = ~y {o (f- f ) + 0 (f+ f )} o 0 
g (f) (C.88) 

Tnis 'I::lapping' of a cosine vlave from the time domain in to freql.lenC"'j' space 

is illustrated in Fig. C.26. 

yet) 

+y 

-y 

9 ef) 
! 

--~------~--------~~--~f 
o f 

o 

Fig. c.26 A cosine wave and its Fourier Transform 

It must be emphasised that the ordinate of the Dirae pulses 

is indefinite. Tne area under each pulse, however, has a finite value, 

thus 

A 

+<:0 
v I 2[0 (f-fo ) + o {f+fo)]df = Y 

-co 

(C.89) 

is * Euler relationship is defined as e = eosS+isin6, and its obvious 
canpanion is e-i e =eosS-isinS. 
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C.4.5.2 	The Finite Continuous Record 

Now confining attention to the case where y (t) = Ycos (27rfot) 

is viewed through.a finite window w(t), where 

w(t) = 1, 	Itl T/2 	 (a) 

(C.90)  
w(t) = 0, 	otherwise 	 (b) 

Seeing the function y (t) through a window w (t) is expressed mathematically 

by forming the product of these two functions. The Fourier Transform 

of this product can be evaluated most readily by calling on the 

Convolution integral as defined by Eqs. (C.78) and (C.79) . The Fourier 

Transform of w(t) is found from Eo. (C.83) as 

W (f) = T sin[ (T/2) 21Tf]  
(T/2) 2;,f (C.91)  

Using the relationship (C.79), it can be written that 

F [y(t)] = G (f) *W (f) 

	

 
+cc  

	+ 6R -   (f+f} ] } sin (T /2)r  d 

	

o (T/2)27r 	 ~
AT I {°[ -(f-fo)]2 p  

(C.92)  

where G(f) is the Fourier Transform of the infinite cosine wave. Now, 

.using the so called 'shifting property' of the Dirac delta function 

(Appendix I), it follows that 

G(f) * w(f)-YT {sin[27T(f-fo)/21 + sin[27rT(f+fo)/2] } 	(C.93) 
2 27T (f-fo) /2 	27rT (f+fo) /2 

Using the relationship (C.91) , the Convolution G (f) *W(f) becomes 

G(f)*w(f)=g(f) = 2T {J[7T(f-f0)] + J[7rT(f+f0)]} 	 (C.94) 

The 'mapping' of this finite portion of a cosine wave is indicated in 

Fig. C.27. ^she ordinates in the frequency space are now finite every-

where and the maximum is (YT/2) [1 + sin (27rfō ) / (2 M+fo ) ] . 

It is of interest to examine the area under the curve defined 

by Eq. (C.94) and to compare it to that given by Eq. (C.89). Here, it 

can be written 

YT 
1

{s in[2;T(f-fo)/2] + sin[27rT(f+fo)/2] }df 2 	27T (f-fo) / 2 	 27rT (f+fo) /2 

This integral* reduces to the following after some mathematical mani-

pulation 

A = Y 
CD 

(C.96) 

  

A (C.95) 

r sin mu * It should be noted that sinu/u is an even function and J0  
0, or - 7r/2, as m is positive, 0, or negative (Dwight,l 61).11 

du = 7r/2, 
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Fig. C.27 Truncated cosine-wave and its Fourier Transform 

This means, that the area under the transformed function remains the 

same, whether a finite or an infinite record is used. The only diffe-

rence lies in how this area is distributed over the frequency-axis. 

Since the Fourier Transform is a linear operator it is apparent 

from Eq. (C.94), that if several frequencies are present in a signal the 

transforms are superimposed in the frequency domain. Thus the ordinate 

at f = fo  would be, for several frequencies including fo, the sum of the 

maximum due to the fo  frequency and the contributions from all other 

frequencies present. The magnitude of these contributions depends on 

the amplitude Y1  and the frequency difference (fo-f1) , where Yl  and fl  

are the amplitude and frequency of some second signal. For two different 

cosine waves Eq. (C.94) becomes 

F[y (t) 3= g (f) = G (f)'FW (f) 

- YT{ sin[27T(f-fo) /2]+  
2 	2nT (f-f0) /2 

Y1T sin[27T (f-f1) /2] 

+ 2 { 211T(f-f1)/2 

sin[2iTT(f+fo)/2] } 
2rT (f+fo) /2 

sin[27TT(f+f1)/2] 

+ 27T(f+f1)/2 	} 

(C.97) 

where 

y(t) = Ycos (27rfot) + Y1  cos (27rElt) 	(C.98) 



C.4.5.3 The Finite Record with Discrete Values Only  

When the data is only available in digital form, this can be 

thought of as passing the signal through a window consisting of a 

'Dirac comb', as ,illustrated in Fig. C.28. Since the finite record 

length is specified by the width T of the continuous window w(t), the 

Dirac comb itself can be considered infinite in extent. 
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Fig. C.28 The Dirac comb and its Fourier Transform 
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To obtain the Fourier transform of the finite and discrete 

data, it is necessary to employ the Convolution integral again. To 

achieve this it is first necessary to derive the Fourier transform of 

the Dirac comb. 

The Dirac comb can be expressed analytically as 

CO 

c (t) _ 	(t-nat) _ . 0 (t,tt) 	 (C.99) 
n=-00 

Using Eq. (77a) the Fourier transform of (C.99) can be written as 

+00 n=+co 	
-2zrift C(f) = f 	X S (t-ntt) e 	dt 

-~ n=-0. 
(C.100) 

The order of integration and summation can be interchanged. Then,if 

the identity (I.2) is applied to each element of the summation and the 

substitution n = -m is made, the final expression for C(f) becomes 

C(f) = 	e2'rifm6t 
(C_101) 



In fact Lighthill (1961) has shown that 

CO 	 CO = _ 2~rimsZ a 
(C.102)  

Letting At = 1/a', the Fourier series to the right of Eq. (C.101) becomes 

co 	co 
c e2 rifmAt = 1 L 
G 	6 (f- m) Gt 	at m=„, m= 

(C.103)  

Hence the Fourier Transform of a Dirac comb leads to another Dirac comb, 

so that 

03 

c(f) _ ~ 	= au - ~) _ ~t 0.(f,1/At) (C.104)  

The introduction of the Dirac comb modifies the transform of the original 

cosine function (taken as an example) further. The resultant trans-

formation is obtained by employing the transforms represented by 

Eqs. (C.94) and (C.104) . 

In other words, the product y(t) .w (t) . c (t) in the time domain 

corresponds to, in the frequency domain, the convolution of the respective 

Fourier Transforms G (f) *W (f) *C (f) 

g (f ) =G(f)*W(f)*c(f) =f YT {sin[27T(C-fr,)/2]+sin[2TT(E+fo)/2J} 
2 	27 g-fo) /2 	27T (E+fo) /2 -00 

(C.105)  
CO 

x at 	6(f- -t - )dE 
m=-°° 

Integrating and making use of the shifting property of the Dirac 

delta function, the final result is 

YT cW 1 sin [2irT (f- m/2t) -fo 
] sin [27T 

(f- m/~t)+fo ] 
g(f)= 

2 L At { 	(f- m/At) - f 	+ 	 } 
m=-03 	27T 	° 	27T 

(f- m/dt) + fo  
2 	2 

(C.106)  

2  Cm 
L Lt {J['TT(f - Lt - fo)] + J[7rT(f - At + fo)]} 

_ co 

Equation (C.106) represents a continuous rather than a discrete function 

of frequency in the frequency domain. It consists of a sum of damped 

sine curves, and has the appearance shown in Fig. C.29. 

i V v 
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Fig. C.29 Digitised truncated cosine function and its Fourier Transform 

C.4.6 Leakage  

A rectangular data window of width T defined in the time 

domain by Eqs. (C.82) and illustrated in Fig. C.24(c) was shown to have 

a Fourier Transform represented by Eq. (C.83). Referring to Fig. C.25, 

this frequency window consists of a series of damped sinusoidal oscilla-

tions or lobes. It has a value of unity where u = 0 and decays to zero 

±~. The amplitude maxima of the function J(u) - sin u occur at at u  

u = 0, 37/2, 57/2, 77/2, 97/2 etc. and the successive magnitudes of the 

function are 1.0, -0.212, 0.127, -0.091, 0.071 etc. 	The first zeroes 

of the function on either side of the peak occur at u = ±7r or 7rfT = ±7r or 

f = ±1/T, i.e. the larger T the narrower the major lobe of the function. 
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The effect of the finite sample of the cosine wave can now be 

seen by comparing the infinite and finite duration results(Eqs. (C.88) 

and (C.94)) . The infinite duration case has two spikes at f = tf 0 

whereas in the finite duration case the spikes have become two principal 

lobes (compare Fig. C.26 with Fig. C.27) about f = ±f0  with finite heights 

and widths. These widths get smaller as the sample length increases, 

i.e. the lobes become more like a spike as the sample length approaches 

infinity. Thus the window has the effect of spreading or smearing the 

result in the frequency domain. 

The presence of side lobes introduces certain distortions in 

the frequency domain. The energy associated with a frequency fo  can 

contribute to that registered by adjacent frequencies. This phenomenon 

is usually referred to as leakage. Indeed if the window is rectangular, 

the side lobes in the frequency domain (Fig. C.25) are unacceptably 

large. The most common method of combating this difficulty involves 

modifying the shape of the data window by reducing the abrupt termination 

of w(t) in Fig. C.24 (c) at t =±T/2. 	Among the best known modified data 

windows are 'Henning' or 'Hamming' windows. Their principal aim is to 

suppress, to some extent, the unwanted side lobes, thereby curtailing 

energy leakage into adjacent frequency ranges. 

C.4.6.1 Banning Window  

The Banning window (cosine-hump window) has the form 

w (t) = 0.5 [1 + cos (iTt/T) ] , 	- T 	t 	T 	(a) 

(C.107)  

w (t) = 0, 	otherwise 	(b) 

For T = 20, the function is illustrated in Fig. C.30(a). 	Its Fourier 

Transform W, (f) may be calculated as 

+co 
W1  (f) = F [w (t) ] = f w (t) e-2Triftdt 

-o 

(C.108)  

With the Euler relationship, the trigonometric function can be replaced 

by the sum of the two complex exponential terms. . Thus 

T 

W1 (f) = 	f [i + 1.2 (eTrit/T + e-7rit/T) ]ē 27rift
dt  (C.109)  

-T 
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After some manipulation this integral reduces to 

~, (f) = 	
sin(2rfT)  

1 	2Trf (1-4f2T2 ) 
(C.110) 
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or 

P]1 (f) = TJ1 (f) (C.111) 

where J1(f) is defined as 

J1(f) 
 = 	sin(27rfT)  

 2TrfT (1-4f2 T2 ) 
(C.112)  

The above function is plotted in Fig. C.30(b). It has a value of unity 

where f = 0 and decays to zero at f = ±o. From Eq. (C.112), it follows 

that 

f = 0 

J1 (f)= 1 

13 
f = 2T 	

) f _ 4T 

j1 0.5 J i ( f) = 
8 

1 	 5 
T 	9 

f 
(C.113)  

(f) = 0 	( ) = 	
8 
105 

The spectral side lobe magnitudes of this window represent only a few 
percent of the main lobe magnitude hence virtually all the leakage is 

held within the main lobe. 



C.5 POWER SPECTRUM OF DIGITISED DATA 

It is understood that power spectral density function is the 

name given to the.methods of estimating the spectrum of a time series. 

This thesis is mainly concerned with purely indeterministic processes, 

which have a continuous spectrum, but the techniques can also be used 

for deterministic processes to identify components in the presence of 

noise. 

C.5.1 Fourier Series Representation (Harmonic Analysis)  

In this section an attempt is made to modify the generalized 

form of the Fourier series discussed in Section C.4 so as to make it 

suitable for stochastic rather than deterministic functions of time. 

The common periodic functions are sine and cosine and Fourier analysis 

is basically concerned with approximating a function by a sum.of sine 

and cosine terms, called the Fourier series representation. 

Early attempts at discovering hidden periodicities in a con-

tinuous signal of duration T consisted of making the time series dis-

crete by sampling the values of the signal at a spacing of At, then 

approximating by a sum of sine and cosine terms. This produces 

N = T/At sample values yr, where 

y = y (rAt) 
r = 1,2, ..., N 

For convenience it is assumed that N is even. It should be noted-that 

periodic functions which pass through the sample values may be chosen in 

an infinite number of ways. For example, the finite Fourier series con-

taining N terms may be written as 

(N/2 -1) 
y (t) _ [aocos (0).+.bosin (0) ] + L [apcos (N~t t) + bp(N~t t)]  

p=1 

wt 	 Trt + [aN/2 cos (fit) + (0) sin (ā) ] 
(C.115) 

Equation (C.115) contains N constants, ap and bp, which can be determined 
•

so that the discrete and continuous values coincide at the points 

t = rAt, that is, y(t) = yr. It follows that the function y(t) provides 

an approximation to the original continuous function y(t) in the interval. 

0 < t < T. 
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On substituting t = rat in Eq. (C.115) and setting y(rat) = y , 
r 

a set of N equations for the N unknown constants is obtained. The final 

expressions for the coefficients are 

__ 1 cN 	
- 

ao N G yr = y 	(mean value of yr) 
r=1 

N 
ap  = 

2 
 G yr  sin (-- r) 
r=1 

P = 
N 

bp  = N 	yr  sin(2Np  r) 
r=1 

1,2, ..., (2 -1) C.116) 

N 
aN/2 	G  (-1)ryr  

r=1 

The Fourier series representation (C.115) has N parameters to 

describe N observations and so can be made to fit the data exactly*. The 

overall effect of the Fourier analysis is to partition the variability 

of the series into components at frequencies Nat 'I4at ' 
	tat • 

This is illustrated in Fig. C.31. 

As it has already been defined, the frequency fl  - A'
1
t is the 

fundamental frequency of the record and corresponds to a period equal to 

the length of the record. The dimension of f1  is cycles per second (Hz) 

when t is measured in seconds (sec). The highest frequency present is 

1/2at (Hz), which corresponds to a period of two sampling intervals, 

the component at frequency f = p/Nat is called the pth harmonic. For 

p N/2, it is often useful to write the pth harmonic in the equivalent 

form 

where 

apcos (2NAt) + bpsin (2NŌt)  = Pcos 'NAtt + 4) (C.117) 

  

R = amplitude of the pth harmonic = aP + by 

(I) 	phase of pth harmonic = tan-1(-by/ap) 
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* Just as a polynomial of degree (N-1) involving N parameters can be 
found which goes exactly through N observations in a polynomial regression. 
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C.5.1.1 	Parseval's Theorem 

It is known'that'the mean square value of the record is 

(C.119) 

Parseval's theorem states that for p N/2, the contribution of the pth 

harmonic to the total sum of the squares is given as NR2/2 = N(aP + b2)/2. 

Bence 

(N/2 -1) 	1 N 
Rō + 	R2/2 

+aN 2 = 	yr 
p=1 	/ 	r=1 

(C.120) 

It must be emphasised here that ao (which is the mean or average value 

of 	is is equal to Ro. The above relationship can be written as 

1 	(N/2 -1) 
if - - R0)2 = 	R2/2 + a~T/2 	(C.121) 

r=1 	 p=1 

The left-hand side of Eq. (C.121) is effectively the variance of the 

observations although the divisor is N rather than the more usual (N-1). 

Thus R2/2 is the contribution of the pth harmonic to the variance, and 

Eq. (C.121) shows how the total variance is partitioned. 

C.5.2 Transformation of Data to Zero Mean Value 

In order that subsequent formulae and calculations may be 

simplified, it is desirable at this time to transform the data so that it 

has a zero mean value. If a new time history record is defined as 

yo (rat) = y(rat) - y, then; (rat) 'ias data values given by 

residual = yo (rat) = y(rat) - y 	
(C.122) 

r = 1,2, ..., N 

It should be noted that yo (rat) = 0. The reason* for representing the 
original data values by , (rat) instead of y(rat) is to have the y (rat) 

notation indicating a zero sample mean value. Subsequent formulae 

will now be stated in terms of the transformed data values y(rat). 

* In wave studies yo(rat) is the 'wave height' or fluctuation in water 
surface about a zero mean. 



C.5.3 Fourier Line Spectrum-Raw Periodogram  

If R2 /2 is plotted against fp = p/nst, a discrete or Fourier 

line spectrum will be obtained. Because the energy is concentrated 

around particular frequencies and not spread throughout all frequencies, 

it is inappropriate to plot a line spectrum. However, R2
P
/2 can be 

regarded as the contribution to variance in 'she range p ±  1 , and a 
Nit 2NAt 

histogram can be plotted whose height in the range NLt ± 2
N~t 

is such that 

R2/2 = area of histogram rectangle 

height of histogra x  2  mi  
2Nit 

= I (fp) x Npt 

Therefore 

I (0) = 

(C.124)  

I (fp) = Nit 
Rp 

p = 1,2,3, ..., (U/2 -1) 

As usual, (C.124) does not apply fcr p = N/2;1a /2 may be regarded as 

the contribution to variance in the range [ (2 it 2Nit) ' 2~tJ so that 

I(2at) = 2NLt • aN/2 (C.125)  

The plot of I (f) against f(Fig. C.32) is usually called raw periodogram. 

(f ) 
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Fig. C.32 A raw periodogram 



The total area under the raw periodogram is equal to the variance of the 

time series. Expression 	(C.124) may readily be calculated directly 

from the data by combining Egs.(C.116), (C.118a) and (C.124) 

I (f P) = (2ft/N) { [ I yrcos (2yp r) ]2 + [ 	yr sin (2N r) ] 2} (C.126) 
r=1 	r=1 

From Fig. C.32, it can be seen that 1/(Npt) is the lowest frequency and 

1/(2Lt) is the highest frequency which can be detected from the periodo-

gram of data sampled at At (hence the signal y(t) is said to be band 

limited) . The frequency f N = 2~t (Hz) or N = 'r/At (radians per sec) 

is called Nyquist folding frequency, cutoff frequency or simply Nyquist 

frequency. 

The periodogram appears to be a natural way of estimating the 

power spectral density function, however it will be explained that for a 

process with a 'continuous' spectrum it provides a poor estimate and 

needs to be modified. 

C.5.4 Henning Window for aDigitised Time Series  

For a digitised record of size N, the Henning window weighting 

function wr 
takes the form 

nTr 
w 

(n+1) = 0.5 [1 - cos ( M ) ] 
C.127) 

= 0.5{1 + cos[ (
M n) 
M 	

] } 

n = 0,1,2, ..., (M-i) 

for the first M values of the data and the form 

wn = 0-5{1.- cos[ - ]} 	 (C.128) 

n = (N-M+1) , ... , N 

for the last M values, before spectral estimation. 

The ratio M/N is between 1/20 and 1/3. For example if 

100 < N < 200, a value of M of about N/6 may be appropriate, while if 

1000 < N < 2000 a value of M less than N/10 may be appropriate 

(Chatfield, 1975). 
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C_5.5 Properties of the Raw Periodogram  

The raw periodogram derived from the Fourier coefficients of 

any time series, e.g. a wave record, is highly erratic unless it is 

given special treatment. This holds true no matter how long a sample 

is taken from the signal or how high a sampling rate is used. 

In order to understand this behaviour, it must be remembered 

that the estimated raw periodogram exhibits a certain deviation from the 

1true_energy density function. This is evident since one data sample is 

only a finite record (in time) of an infinite number of possible infinitely 

long realizations of the process. Clearly, the averaging of the raw 

periodogram calculated from many data samples should give a result closer 

to the true energy density function. 

Tucker (1957) gave an insight into the problem of the variability 

of the periodōgram for the case of a gaussian random sea. He showed 

that the elements of the periodogram calculated from a sequence of 

statistically independent data values having a gaussian distribution are 

independently distributed as a 4 (Appendix II); i.e. the I(f) calculated 

from repeated data samples of the same process has a chi-squared distri-

bution with 2 degrees of freedom. 

From Appendix II, it immediately follows that the coefficient 

of dispersion of the raw periodogram is 100%. In effect, a raw periodo-

gram is a very poor estimate of the true continuous spectrum G(f) of the 

process_ Although 

E[I(f)] 	G(f) 	 (C.129) 
N. 

i.e. the periodogram is asymptotically unbiased, Chatfield (1975) has 

proved that the estimator I(f) is not a consistent estimator of G(f). 

A well-behaved estimator has the property that its variance decreases 

with increased record length (or sample size), yet the variance of I(f) 

does not decrease as N increases 

Var[Ī (f) 7=>0 	as N - m 	 (C .130) 

From the above discussion, it can be concluded that the raw 

periodogram is highly unstable. The change that is required to make the 

raw periodogram part of a consistent estimating procedure involves apply-

ing a smoothing procedure to the raw periodogram ordinates. 



C.5.6 Smoothing  

This approach smooths the periodogram by simply grouping the 

periodogram ordinates in sets of size m and then the average value of 

each group is found. In this case 

1 (m+n-1) r. 
G(f) = n 	I (f .) 

3 =n 
n is an integer 	(C.131) 

where f. = j/NLt and j varies over m consecutive integers so that f j 
3 

is symmetrical about f. In order to estimate G(f) at f = 0, the relation- 

ship (C.131) has to be modified in an obvious way, treating the raw 

periodogram as being symmetrical about 0. Only at this point is m 

assumed to be odd (obviously if m is an even number, one unit should be 

added to it), with in = (m-1)/2, G(0) may be written as 

.. 	m* A 
G(0) = 2 	I (f ,) /m 

j=1 J 

The other ordinates are obtained by the following relation 

(f) = 	m* G 	Ī (f j)/m 	f}c 	=(m*+km + 2 ) / (NL1t) 

j=[m*+(k-1)m+1] 	k = 1, 2, ..., t 

where ! is an integer 

less or equal to 

(N/2 -m*) /m 

(C.132) 

C.133) 

If (m* + £m) N/2, [N/2 - (m* + .em)] is the number of remaining raw 

periodogram ordinates (which is less than m), assuming the raw periodo-

gram to be symmetrical about fN/2 = 1/2pt, if (m* + .em + 1) < N/2 then 

(N/2 -1) 
G(~t) 	

[I(2pt) + 2 	I (f .)] /(N-2m*-2.Pm-1) 
j=m*+.Qm+1 	3 

But if (m* + tm + 1) = N/2 then 

G 
(20t) 

	I (2~t) (C.135) 

0.5.6.1 Properties of the Smoothed Periodogram  

Whereas the raw periodogram is an asymptotically unbiased but 

inconsistent estimate of the true spectrum, smoothing changes the proper-

ties of the estimator. Jenkins and Watts (1968) showed that the smoothed 

periodogram is such that X = VG(f)/G(f) is approximately distributed as 

X2 where v = 2m. This means that the random variable X has got 2m vi 
degrees of freedom. From Appendix II, it immediately.follows that 
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(C.134) 
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Var [vG (f) /G (f) ] = v2  Var [G (f) /G (f) ] = 2v 

Var[Gif)/G(f)] = 2/v = 1/m 
	 (C.136) 

The coefficient of dispersion of [G (f) /G (f) ] = i/►Ā 

The above relationships immediately lead to the conclusion that a smaller 

sample variance and hence a more stable estimate of the smoothed periodo-

gram can only be achieved for a large ni,mher  of degrees Of freedom or m. 

C.5.6.2 Recommendation for the Value of m 

There seems to be relatively little advice in the literature 

on the choice of m. It seems advisable to try several values in the 

region of N/40. A high value should give an idea where the large peaks 

occur in the spectrum G(f), but the curve is likely to be too smooth. 

A low value of m will produce a curve with a large number of peaks, some 

of which may be spurious. 

Care should be taken in the choice of m, the effects of 

'variance'and'frequenoy resolution' are in opposite directions. The 

larger the value of m the smaller the variance of the resulting estimate 

is but if m is too large then interesting features of G(f), such as peaks, 

may be smoothed out and hence pass unnoticed. Any gain in stability 

through an increase in m is accompanied by a loss in frequency resolution, 

a compromise must usually be found between these two conflicting objects. 

If a smooth and continuous spectrum is expected, as would be the case 

for a turbulent flow signal, emphasis should be placed on obtaining a 

stable spectral estimate by increasing m to the detriment of frequency-

resolution. If, however, the process under study exhibits one or more 

energy peaks along the frequency axis which must be identified, then the 

value of m must be limited to a minimum. Thus the loss of information 

caused by the smoothing process is reduced. 



C.5.6.3 Confidence Limits for the Smoothed Periodogram  

Since [vG (f) /G (t) ] is approximately distributed as Xv where 

v = 2m, it follows that (Fig. II.1). 

Prob[X{1- a/2),"9vG(f)/G(f) < Xā/21v] = 1-a 

so that the 100(1-a)% confidence interval for G(f) is given by 

(C.137) 

the upper confidence limit = vG(f) 
	(a) 

X(1- a/2) 'v 
(C.138) 

vG(f)  

Thus the true spectrum G(f) is said to fall between the upper and lower 

confidence limits and to have a 100(1-a) percent confidence. 

C.5.7 3 Point Smoothing  

This method is based on smoothing the raw periodogram using 

the weights (1/4, 1/2, 1/4) to give the estimates 

a(0) = 0.5 £(0) + 0.5 I (N~t) 
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2 the lower confidence limit - 	(b) 
4/2,v 

= 0.25 I[ 	(Not' 
] + 0.5 I (Not) + 0.25 I[ 	(NAt) ] 

k = 1,2,3, ... (N/2 -1) 

= 0.5 Ī (21 1) + 0.5I (
it) 

C .139) 

Eq. (C.139) is implemented easily on a binary digital computer when com-

pared to the previous smoothing procedure. 

C.5.8 Aliasing  

When a continuous function is sampled at constant time inter-

vals equal to Lt sec, values between sampled data points are discarded. 

In general an analogue signal of a wave can be thought of as a sum of a 

great number of sinusoidal functions of varying amplitude and frequency. 

If the sampling rate is too slow in relation to the highest frequencies 

present, too much information is discarded. As is illustrated in 



Fig. C.33 through sampling, the high frequency components are indistingui-

shable from lower frequency elements. It should be noted that for the 

given sampling interval it is impossible to tell which of the two 

harmonics is being observed. Thus, the power attributed to the more 

slowly varying harmonic will be, in some senses, the combined power 

y(t) 

Fig. C.33 Illustration of two sinusoids made indistinguishable by 

sampling at intervals of length Lt. 

of all harmonics which are made indistinguishable from it (i.e., are 

aliased with it) by sampling. This effect is commonly called aliasing. 

C.5.8.1 Theorem 

A continuous time series, with spectrum Gc(f) for 0 < f < co, is 

sampled at equal intervals of length At. The resulting discrete time 

series has spectrum Gd(f) defined over 0 < f < 1/2Lt. Then G 
c
(f) and 

Gd(f) are related 

Gd(f) = 	Gc  (f + Ōt) + 	G (-f + 
At .d=0 	b=1 • 

(C.140) 

The implications of this theorem are now considered. Firstly, 

it is noted that if the continuous series contains no variation at 

frequencies above the Nyquist frequency, so that Gc(f) = 0 for f > 1/2Lt, 

then Gd(f) = Gc(f). In this case no information is lost by sampling. 
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G (f) 

fN 
(b) Aliased spectra 

Fig. C.34 Aliased power spectra due to folding 

i(f) 

fN  
(a) True spectra 

But more generally, the effect of sampling will be that variation at 

frequencies above the Nyquist frequency 1/2At will be 'folded back' and 

produce an effect over the 'visible' frequency 0 < f fN  = 1/2At in 

Gd (f) 

For any frequency f in the range 0 f fN, the higher frequencies which 

are aliased with f are defined by 

(2fN±f),  (4fN±f), .... , (2nfN±f), 	(C.141) 

Variation at all these frequencies in the continuous series will.appear 

as variation at frequency f in the sampled series. 

C.5.9 Fast Fourier Transform  

Until recently the energy density functions of the stationary 

time series have been calculated indirectly through autocovariance 

functions. Many authors such as Chatfield (1975) have pointed out that 

an algorithm developed around the basic Eqs. (C.116) requires a number of 

operations proportional to N2  for a series of N data. For large data 

series this leads to prohibitive running times even when modern computers 

are employed. The advent of the F.F.T. algorithm makes the calculations 

of the energy density function much faster than the classical procedure 

via autocovariance function. 
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A history of the F.F.T. is described by Cooley, Lewis and Welch 

(1967), the ideas going back to the early 1900's. 	But it was the work of 

Cooley and Tukey (1965) which first stimulated the application of the 

:.echnicue to time series analysis. The  details of this technique is 

riven by Otnes and Enochson (1972), Bingham, Godfrey and Tukery (1967) 

and Bendat and Piersol (1971). 

The F.F.T. technique substantially reduces the time required 

to perform a Fourier analysis on a computer, and is also more accurate. 

Much bigger reductions in computing can be made when N is highly cm- 

. posite (i.e. has many factors) . In particular if N is of the form 2n  

(e.g. N = 256, 512, 1024 etc.), then the number of operations will be of 

the order Nlog2N instead of N2 . Singleton (1969) gives a general computer 

programme. 

C.5.10 Recommendation for Sampling Rate and Length of the Record  

Two basic parameters are needed for the analysis of a time vary-

ing stationary random process.. The first is the length T of the record 

and the second is the time interval At(or the sampling rate 1/At) at which 

the record is sampled to give the N data values for analysis. The selec-

tion of the sampling rate is determined by the desire to avoid aliasing. 

Thus it is necessary to have a prior. knowledge of the highest 

frequencies containing appreciable energy that are present in the sampled 
record. Givan such an estimate of the highest frequency f which may 

max 
be derived from results of previous experiments at similar conditions, 

the sampling rate is specified (Thompson and Gilberd, 1971) by 

1 
Gt 1  4f ma x 

Gt 1/4fmax 

(a)  
(C.142) 

(b)  

It is evident that T = Nat =gnat. 
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C.6 QUANTIZATION ERROR  

Analysis of random data is usually done by using a digital 

computer. This implies that the continuous or analog signal will have 

to be sampled in the manner of C.3.4 and the sampled values converted 

to digital form. No matter how fine the scale, a choice between two 

consecutive values is required. This matter is illustrated on Fig. C.35. 

scale units 

actual data 

a+ 2 

a+1 

a 

Time 
At 2At 3At 	k t 

Fig. C.35 	Quantization error 

In this figure one would choose a+1 as the closest numerical value to 

the data at time ktt. 

If it is assumed that the quantization errors follow a 'uniform 

probability distribution' over 'one scale unit', then these errors will 

have a mean value of zero and a standard deviation of approximately 0.29 

scale unit. This is easily shown as follows. 

Let p(y) be the quantization error probability density function 

defined by 

p(y) = 1, 

= 0, 

-0.50 y 0.50 

otherwise 
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Then, the mean value ay  is clearly zero since p(y) is symmetric about 

y = 0, and the variance 

c  2 = f (y-11  )2p(y)dy = iœY2 dy = 1/12 

The standard deviation 

(C.144) 

= /1/12 = 0.29 scale unit 	(C.145) 

This is the root mean square value of the quantization error, 'which may 

be considered as a root mean square noise on desired signals. 

To apply this result, if the full range of a signal is quan-

tized at 256 scale units, the root mean square noise-to-signal ratio is 

0.29/256 = 0.001. This illustrates that, for most practical problems,-

quantization errors should be negligible when signals are quantized 

at 256 or more scale units. 
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C.7 JOINT PROPERTIES OF RANDOM DATA  

Thus far, the attention has been confined to the analysis of 

a single record. The statistical functions in Section C.3 are useful 

to describe the properties of data from individual random processes. 

It is often desirable to describe certain common or joint properties of 

different data from two or more random processes. For example, it may 

be of interest to study the height of waves at various points on the 

surface of the sea. The average properties of the wave height at each 

point could be described using the statistical functions discussed 

in Section C.3. However, there may be additional important information 

in similar joint statistical functions which can be computed for the wave 

heights at two points on the sea. 

One of the main types of statistical function used to describe 

the joint properties of sample records from two random processes is the 

cross-correlation function. It is effectively an extension of the basic 

formulations used to describe the properties of individual sample records 

which produces information concerning joint properties in time domain. 

This joint descriptive property for two sets of stationary random 

data will now be defined in broad terms. Once again, the discussions will 

assume ergodicity so that the joint time-averaged properties of single 

.pairs of sample time history records can be considered. 

C.7.1 Cross-Correlation Functions  

The cross-correlation function for two sets of random data 

describes the general dependence of the values of one set of data on the 

other. Given the pair of time history records x (t) and y (t) illustrated 

in Fig. C.36. An estimate for the cross-correlation function. of the values 

of x(t) at time t and y(t) at time (t+T) may be obtained by taking the 

average' product for the two values over the observation time T, as is done 

for autocorrelation functions in Section C.3. The resulting average product 

will approach an exact cross-correlation function as T approaches infinity. 

That is, 

Rxy(T) = lim T fx(t)y(t+T)dt 
T403 	o 

(C.146) 

The function R{y(T) is always a real-valued function which may 

be either positive or negative. Furthermore, R (T) does not necessarily 
xy 

have a maximum at T = 0 as was true for autocorrelation functions, nor 

is R (T) an even function as was true for autocorrelation functions. xy 
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tLl{  (Yt Y) [x(t+T) - x ] 1 

T = 0,1,2,.., 

N-T 

L { (Yt Y) [x (t+T) 
t=1-T 

(T)= yx 

1 
N-T 

1 
N-T - x l} 

(c)  

in 

(d)  

x (t) 
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t 

Fig. C.36 Cross-correlation measurement 

However, Rxy(ī) does display symmetry about the ordinate when x and 

are interchanged, that is 

Y 

R (T) = R (-T) xy 	yx 

When R (T) = 0, x(t) and y(t) are said to be uncorrelated. 
xy 

(C.147) 

C.7.2 Estimation of the Cross-Correlation Functions  

For two digitised time series of size N, the unbiased estimates 
for the sample cross-correlation functions* are defined by 

1  N-T 

N-T t 	
{ (xt x) [Y (t+T) 	} 	(a)  

RXy  (T) = 	 T = 0,1,2,.., m 

=1-T 

N _ _ 
{ (xt-x) (Y (t+T) - y 11 
	

(b) 

T = -1,-2,.., -m 

C.148) 
N-T 

T = -1,-2,.., -m 
* They may also be called cross-covariance functions after the mean of 

each record has been removed. 



It should be noted that the two cross-correlation functions Rxy(T) and 

R (T) differ by the interchange of x and yt  data values. 
Yx  

The sample cross-correlation function Rxy(T) may be normalized 

to have values between +1 and -1 by dividing by 

fa (x - )] [N G (Yt Y) ] } • 
t=1 	 t=1 

This defines a sample cross-correlation coefficient 

(C.149) 

^ 	Rxv (T)  
p(r) - xy 	N 	N 

{ [ N 	(x -3702    ] [N ( _ ) 2 ] }1  

t=1 	t=1 

T = 0,1, 2, 

(C.150) 

which theoretically should satisfy -1 pxy(T) . 1. A similar formula 

exists for pyx  (T) . 

C.7.3 Cross-Correlogram  

A plot of pxy(T) as the ordinate against the lag, T, as the 

abscissa, in which adjacent points are jointed by straight lines, is 

referred to as a cross-correlogram. 

pxy  (T) 

Fig. C.37 Typical cross-correlogram plot 
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It should be noted that the plot will sometimes display sharp peaks which 

indicate the existence of correlation between x(t) and y(t) for specific 

time displacements. 

C.7.3.1 Ap lications  

Cross-correlograms have many important applications including 

the following. 

It may be of interest to determine the time required for a 

signal to pass through a given system. Assuming the system is linear, 

a cross-correlogram measurement between the input and output may yield 

such time delay information directly. As the output from the system is 

displaced in time relative to the input, the cross-correlogram plot will 

peak at that time displacement equal to the time required for the signal 

to pass through the system (Jenkins and Watts, 1968). 
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CHAPTER D 

WALL JETS 
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D.1 PLANE TURBULENT WALL JETS  

The term 'wall jet' was introduced by Glauert (1956) to des-

cribe the flow that develops when a jet, consisting of a fluid similar 

to that of its surroundings, impinges tangentially (or at an angle) to a 

plane surface and spreads out over the surface (the surrounding fluid is 

assumed to be stationary). He studied such a flow in two and three 

dimensions, and pointed out that it has features common to both the 

free jet and the ordinary boundary layer. Thus, the spreading fluid is 

retarded by the frictional resistance of the wall and the inner part of 

the flow (Fig. D.1) may be expected to have a strructural similarity to a 
boundary layer, whereas entrainment of still fluid occurs near the outer 

edge of the flow which is therefore likely to resemble a free jet in 

character. 

Considering a plane jet of thickness d and with a uniform 

velocity U 
o 
issuing from a nozzle tangentially to a smooth flat surface 

which is submerged in a semi-finite expanse of the same fluid as shown 

in Fig. D.1. 	This is known as 'classical wall jet'. 	In this figure, 

x denotes the longitudinal distance from the efflux section. If experi-
mental observations of the distribution of the U velocity in the y-direction 

at different x stations were made, it would be seen that at any x station, 

the magnitude of U increases from zero at the wall to a maximum value of 

Ums  at y =S, it then decreases to zero at some large value of y. The 
region from the wall to the maximum velocity level is known as the 'inner 

layer' or wall region or 'boundary layer' and the region above this is 
generally known as the 'outer layer' or the 'free-mixing'region. These 

two regions overlap at the point of maximum velocity. 

From the profile of the velocity distribution curve (Fig. D.1) 

it is evident that this type of flow is a class of shear flow because of the 

spatial variation of the velocity in the direction normal to bed. Turbulent 

motion in shear flows is self-sustaining, in the sense that turbulence 

arises as a consequence of shear and shear persists as a consequence of 

turbulent fluctuations. 

Extensive investigation on wall jets has shown that the flow in 

such a jet has a self-preserving form. This means that the variation of 

any mean flow quantity over any plane could be expressed non-dimensionally 
through scales of velocity and length. For a classical wail jet, Lhe 
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smooth 
boundary 

1 
outer layer (free mixinv 

region) 
. Ums /2 

U 	 d inne=layer 	~. 
max 

	
(boundary layer) ~f 

XŌ
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fully developed .region
... r................_ix 

	►x 
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nozzle 

Fig. D.1 Definition sketch of plane turbulent wall jets 

maximum velocity at each section U is taken as the 'velocity scale' and 
max 

the normal depth from the bed to the point where the velocity is half of 

maximum velocity 61(Fig. D.1) is taken as the length scale. For a wall 

jet, the principal mean flow quantities of interest are the maximum 

velocity U ,the length scale 61, the inner layer 6, the total thickness 
max 

62 in addition to the wall shear to. The existence of similarity reduces 

the difficulty of treating the wall jet problem and a mathematical treatment 

can be applied in terms of a characteristic velocity scale Umax and a length 

scale 61, which are functions of x only. 

D.1.1 Equation of Motion  

In tensor notation, the equation of motion for momentum transfer 

under steady-flow conditions is written as 

P 

au. 	au 

 + PUj axi 	ax. + ax. (µ axi) + a x ( P u. u.) + F 	(D.1) 

	

7 	1 	] 	j 	3 



where 

i,j,k = 

x = 

t = 

U = 

subscripts in tensor notation 

co-ordinate position 

time variable 

turbulent mean velocity 

u ' = turbulent fluctuating velocity 

mass density of fluid 

dynamic viscosity 

body force 

p = pressure at any point 

The nine products puiuj are referred to as the Reynolds stresses and the 

terms a/axj(p uiuj)are the partial derivatives of these products. The 

subscripts indicate which component of a quantity is considered, and the 

repetition of a subscript in a term indicates a summation to be carried 

out over the possible components. For the case under consideration, if - 

the x-axis is taken as the axial direction of the jet, the y-axis normal 

to the x-axis and in the direction of the height of the nozzle and the 

z-axis as the third axis of the co-ordinate system orthogonal to the 

other two axes; Eq. (D.1) . can be written as 

aU aU 	au 	aU 	1 OP 	ō2 U 	a2 U 	aZ U + U —'+ V + w 	= p ax 
- — 	+ V ( 	+ 	+ 3t ax ay az 	 ox~ ay2 az~ 

	

ōu2 	auv 8 u 	F1 
(OX + ay 	az + p 

av 	av 	av 	av 	1 ap 	a2v 	a2 v 	a2 v 
a z 	 V8y + W az = — p ay + v (axe + —ay 2 + az2 ) 

(auv av. avw)  
F2 

ax  ay  az 

(D.2)  

(D.3)  

awaw 	aw 	tia aw = _ 1 ap 	a 2 Za 	azw + 	 aZw 

at 	ax + ay 	āz 	P a z  
	
( ax } ay 	az 21 

D.4) 

auw avw 1 awZ + 
F3 

( ax + ay 	az
) 
	P 

U,V and W and u,v and w are the turbulent mean and fluctuating velocities 

in the x,y and z co-ordinate direction and v is the kinematic viscosity. 

The continuity equation is written as 
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p = 

g = 

F = 



Du by DW = 
ax  By az 0 	 (D.5) 
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To apply Eqs. (D.2) , (D.3) , (D.4) and (D.5) when analysing the 

flow described in Fig. D.1, the following assumptions must be made. 

(a) The mean flow velocity in the direction transverse to the main 

flow is very small compared with the main flow velocity. 

(b) Changes in the quantities in the direction of main flow are 

correspondingly slow with respect to those in the transverse 

direction. 

(c) The body force effects are negligible. 

Since the mean flow is two-dimensional, W = 0,a/az of any mean 

quantity is zero; uw = 0; vw = 0 and since the mean flow is steady 

au/ōt = 0 and av/at = 0. Further, since the transverse extent of the flow 

is small, U is generally much larger than V over a large portion of the' 

jet and the velocity and stress gradients in the y-direction are much 

larger than those in the x-direction. With these considerations, the 

equations of motion can be shown to reduce to the form 

au 	au 	1 	ōp 	v  B2 1.7 	BUY. au2 

	

u ox+ v By - - P 	OX 	ay2  - By — ax 

1 BP 	aL,2 
P ay 	By 

BU av 
aX + By Y 

Integrating (D.6b) with respect to y from y to a point located outside the 

jet, it can be concluded that 

p = P. - Pv2  (D.7) 

where pc  is the pressure outside the jet. Differentiating the above 

equation and substituting in (D.6a), it can be written that 

U au V  au = _ 1 dPP, v a2u _ aii  a u2 	2 ) 
ax 

} 
ay 	p d x 	137.2 	ay 	ox( 	- v2) 

(a) 

D.6) 



The last term in the above equation is smaller than the other terms and 

could be neglected. The reduced equations_ of motion are 
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1 	a2U 
x 	3y . 	p 	y U BU + V au = - — dP +v 	ouv 	

(a) a 	a 	dx 	3  o z 	ay 

OU + aV = ax ay 	 (b) 

(D.9) 

where P. is simply written as p for convenience. In Eq. (D.9a), the 

last term can be rewritten as 

— auy _ + 	
p  

1 a (— uv) 	
1 8 t  

8Y' 	p aY 	p cy 
(D.10) 

where Tt  stands for the turbulent shear stress, which is quite large 

compared to the mean viscous shear stress (Schlichting, 1960). Further, 

because in a large number of practical prcblems the pressure gradient in 

the axial direction is negligibly small and also to study the jet under 

relatively si.mplerconditions,it is assumed that dP/dx = 0. The equations 

of motion of the plane turbulent wall jet with a zero pressure gradient 

in the axial direction will reduce to the following form 

	

U
aU +V  aU 	1 dP + va2U+  1 aTt 
ax 	ay 	p dx 	8y2 	p ōy 

au + 2V = 0 
Y 

D.1.2 Similarity Analysis of Ecuations of Motion  

The investigations of Forthmann (1936), Glauert (1956) and 

Eichebrenner and Dumargue (1962) have shown that, strictly speaking, the 

velocity profiles in the fully-developed region of a plane turbulent 

wall jet cannot be similar; but, if a small region near the boundary is 

neglected, the velocity distribution is indeed similar. This means that 

a curve f(n) defined as 



where 

f (n) = U/Umax 

n — Y/S1 
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exists whose co-ordinates are constant and independent of the history of 

the flow. Umax  and Si are normally assumed to be of the following simple 

form 

Based on experimental observations and also from a dimensional consideration 

z /PU2  = g(n) t max 
(D.14) 

Based on the above assumptions, the individual terms of Eq. (D.11) can be 

evaluated as follows 

UU 	(n ) max   

By differentiating Eq. (D.15), it can be concluded that 

ōU _ ō 	1  
(U f) = f dmax} 	df ān  d  

āx 	ax .max 	dx 	max dn a61 dx 

a U 	fU' -U V -_ ō ' "Ox 	max max 612 i  = fU' - U f' n  s' 
max max 01 1  

where 	f' = df/dn;61' = d6i/dx; U' = dU /dx. Hence 
max max 

(D.15) 

U 
au =U U 	max max  i  t  ax 	wax maxz 	Si 	

riff' 	 (D.17) 

In order to evaluate the second term in relationship (D.11a), an expression 

for V can be obtained by integrating the continuity equation 



V = y av d 	y 
2U 

dY f 	y = ay 	
- J 

ax  
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(o.18) 

y U 61' 

f 

	

(max 	 rI f ' - max
) dy 

1 

v 
=U ō1 ' f- nf* dy - u ' f fdy max 	61 	max 0 

n 

°Umax~i' J 
{ri n

f 'd n - U '61 f fdn 
max 

	

0 	0 

ri 
=U 	

6. ` (rif - f fdn)- U 	6 1 f nfdr~ 
o 	max 

The partial derivative of U with respect to y is 

au 	a (U f) = U f' 
2n _ Max 

3y  - ay max 	max oy - 61 

Hence 

au 	m 1' 

	

ax 	n 	nfd V — = 	 (riff' - f' f fdn)-u u `ft f 	n 
aY 	61 	0 	max  

(0.19) 

(D.20) 

The third term on the right-hand side of Ea. (D.11a) can be written as 

1 aTt 	1 a 	2 	dg an 
= 

max ax~ 

P 	ay 	P ay (P
ur g) 
	max dn ay 	61 

(D.21)  

where g' = dg/dn. The second term on the right-hand side of (D.11a) may 

be written as 

a 2 U - 	a (Umf ') _ 	max f„ 
3y2 	ay 61 	612 (D.22)  

where f" = d2 f/dn2 . 	Subs tituting (D.17) , (0.20) , (D.21) and (D.22) in 

(D.11a) leads to the following relationshir 

g` 
61u 'f2 	n 	v f„ 

= 	max 	S 1 ' f' f fdn 
U 	 61U 
max 	o 	max 

(D.23) 



u 	
+ v aU = - 1 dP + 1 a (1.1 —aU  T ) 

a x 	BY 	p dx p ay 	ay 	t 

u ax + v ay = 

or 
_ 1dl' + 1aT 

p dx p ay 

For most of the wall jet problems of practical interest,U 61/ v is max 
large and hence the last term in Eq. (D.23) can be neglected. From the 

assumptions made in (D.13), it follows that 

dlmax q-1 
" x 
	 (a) 

max 

(D.24) 
61' xq-1 

(b) 

and in this case, the Eq. (D.23) will result in q = 1. 

D.1.3 Integral Momentum Equation  

The equation of motion may be written in the following form 
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where T is the total stress which is the sum of the viscous stress and 

the apparent stress. Multiplying Eq. (D.25b) by p and integrating with 

respect to y from y = 0 to y = co leads to 

p  f U aU dy + p f V a—u dy = j a T ay = f T = —T 	(D.26) 
ax 	āy 	By  

0 	 0 	 0 	 0 

where T
o 
is the wall shear stress. The individual terms of the above 

equation are elvaluated here. Using the Liebnitz rule*(Wylie, 1966), 

the first term can be written as 

CO 

p f U 8x dy = 	1 ax (pUZ) dy = 
0 	 0 

f 
pUZ dy (D.27) 

Using the continuity equation, the second term may be written as 
b(t) 

* According to the Leibnitz rule, if F(t) = f ¢ (x, t) dx, where a and b 

are differentiable functions of t and where op(x,t) and a (xāt) are con- 

tinuous in x and t, then 

b ft) dF 	
acP (x, t) 	 db (t) 	da (t)  

dt = 	J 	at 	dx + ~[b(t) ,t] 	at 	~[a(t) ,t] 	dt a (t) 



dx J puf 2 (n) didn = -r° 	 (a) 
0 	

(D.30)     or 
d r 

Co 

f 2  (q)d[ - dx pU2  J = -To 	 (b 
0 
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03 	 CO 
 aV 

	

P V 2y dy = P(UVI
C

-  IU 8 	dy) 
0 	 o 0 

co aU . = P f U x  dy = 	d x f PU-,   dy 
0 0 

(D.28) 

Hence Eq. (D.26) can be written in the following form 

CO 

d
dx— f pU2 dY + d—dx I pU2  dy = dx f pU2 dy = - TO 	(D.29) 

0 	 0 	 0 

However if U = U ,f (n) and dy= 31 d n as before, the above relationship 
max 

may be written as 

03 

From the assumptions of (D.13) , it can be concluded that 

U2  ō a  x 
max 	

(2p+q) 
1 

dx maxi) cc x2p+q-1 

If it is assumed that 

(D .32) 

Then, from Eq. (D.30b) it follows that 

2p + q-1 = d 	 (D-33) 

With q being equal to 1, the above relationship will reduce to 

2p = 4 	 (D.34) 

However most experimental workers such as Narasimha, Narayan and Parthasarathy 

(1973) correlate U and x by the use of a power law expression of the 
max 

form 



CC 1 x 

U = 1/A7 
max 

S 

To  ¢ 1/x 

Uax- Al  (x/c) p  
0  

(D.35) 
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Values quoted for the constants in Eq. (D.35) often vary widely, p ranges 

from -0.49 to -0.62, and Al  from about 3 to 7. However, if p is assumed 

to be -0.5, then from relationship (D.34), it immediately follows that 

= -1. This means that To  decreases inversely with x. Thus for the 

classical plane turbulent wall jet, it follows that 

D.1.4 Dimensional Considerations 

In presenting experimental results on turbulent wall jets most 

researchers such as Bradshaw and Gee (1962) and Kohan (1969) have demon-

strated their results by using the slot height d and jet exit velocity U0  

as well as the jet momentum flux Mj  from the nozzle. If the momentum 

flux Mj  which is approximately preserved (Rajaratnam, 1976) is accepted 

as the main parameter in this problem, for a fully-developed wall jet the 

following relationships can be written 

	

fl (Mj, p, x,v) 	 (a)  Umax=   

	

d1 = f2  (Mj, P, x, v) 	 (b) (D.37) 

	

To  = f3  (M j, p, x,v) 	 (c) 

Application of the Buckingham n theorem gives the following results 

U
ma x 

M 	= gl  (R j) 

61/x = g2(Rj) 

To/ (M j/x) = g3  (R j) 



where gi,g2  and g3  are functions of the nozzle Reynolds number (Reynolds 

nubmer of the jet) defined as 

R. = Uod/v 	 (D.39) 

Experimental results have generally indicated that if R. is greater than 

104  , the variation of g1(R1), g2(R') and g3(Rf) with R. is small and in 

this case the above relationships reduce to the following simpler forms 
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U /U = C /471411 
max o 	1 

61 = 

c f  = To/ (P 02 /2) = C3/ (x/d) 

where cf  is called a skin- friction coefficient. 

C2x 

D.1.5 Experimental Results  

The first experimental study of a plane turbulent wall jet 

appears to have been made by Forthmann (1936). His observations on 

the velocity distributions indicated that the flow becomes fully established 

for x greater than about 15d. Further experiments on the plane wall jets 

have been performed by gerbe and Selna (1946), Sigalla (1958), Schwarz and 

Cosart (1961) and Myers, Schauer and Eustis (1963) . For wall jets, in 

general, the velocity distribution in the inner layer is better described 

by a power law of the form 

U 	(y/a) 
max 

(D.41) 

where n, like 5 and U ,is a function of 
max 

Forthmann (1936) found that the velocity 

follows the one-seventh power law (n=1/7) 

experimental observations of Schwarz and 

(1963) have shown that with the Reynolds 

105, the value of the exponent is closer 

(1963) found that the logarithmic law is 

x. For the classical wall jet, 

distribution in the boundary layer 

, as in the Blasius law. However, 

Cosart (1961) and Myers et al. 

number, Rj, in the range 104  to 

to 1/14. Further Myers et al. 

valid in the form 



I( f i i l l [ 7 1 1 1 1 , 
00 02 0.4 Ob OS 1.0 	 n  

n = Y /al 

J 	U2 	U.4 	Ub 	Ub 	1JJ 	12 	1.4 	16 	1.1 

r 

U 	=1 .48n1/7 [ 1 _ erf (0.68n)] 
Umax 0.2 

1.0 

0.8 

0.6 

0.4 
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U/U*  = 5.6 log(yU*/v) + 4.9 	 (D.42) 

with U t  =T p, whereas Mathieu and Thailland (1963) have reported diffe-

rent values for the coefficients in Eq. (D.42) (4.45 instead of 5.6, and 

10.3 instead of 4.9). 

The velocity distribution of the entire wall jet has been found 

to be similar by Sigalla (1968) , Schwarz and Cosart (1961) and Myers et al. • 

(1963), thereby confirming the earlier observations of FOrthmann (1936). 

The co-ordinates of the similarity curve based on the available experimental 

Fig. D.2 

data given in Table D.1. Verhoff (1963) derived an empirical relationship 

to describe the similarity curve which he gave as 

Ū = 

 

1.48n1/7[1 _ erf (0.68n) ] 
max 

where erf is the 'error function' defined by 

n 

erf (n) = ? 	e-t2  dt 
o 

(D.43)  

(D.44)  

The portion of the curve in Fig. D.2, in which f(n) increases from zero 

to unity , resembles the inner layer. 



f<r,) 

0.00 0.000 

0.02 0.790 

0.05 0.900 

0.08 0.950 

0.10 0.980 

0.10 0.980 

0.16 i.non 
0.20 0.995 

0.30 0.950 

0.40 0.890 

0.50 0.825 

0.60 0.760 

0.70 0.690 

0.80 0.625 

0.90 0.560 

1.00 0.500 

1.10 0.450 
1.20 0.405 

1.30 0.360 

1.40 0.310 

1.50 0.260 
1.60 0.220 

1.70 0.170 

1.80 0.125 

2.00 0.055 
2.10 0.030 

2.20 0.005 

2.25 0.000 

Table D.1 Coordinates for the velocity-distribution curve of the 

classical plane tuthulent wall jet 

As has already been described, the velocity profile of a wall jet 

is divided into two regions of inner and outer layers, separated by the 

position at which the correlation uv = 0. The investigations of Eskinazi 

and Yeh (1956) showed that for asymmetrical velocity profiles, the posi-

tions of the zero value of the fluctuating correlation uv is not at the 

point of maximum velocity. For the wall jet, this phenomenon was indica-

ted by Mathieu (1959). However, since the determination of this position 

is impractical for mean flow considerations, the location of the maximum 

velocity is normally chosen as the dividing point. 

137 



1.0 

00.8 

X 0.6 

D E  o.4 

0.2 

• 

The experimental results of Myer et al. (1963), which are available 

in tabular form, are shown T1 ofitpd in  Fig. D.3 as (U /U )2  versus x/d, 
r 	 0 max 

where x is measured from a virtual origin not generally coincident with 

the position of the slot. Rajaratnam (1965) reported that the virtual 

4 	20 40 60 60 100 .120 140 160 180 200 

12 	 12 
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Fig. D.3 Variation of the velocity scale for plane wall jets 

origin is located roughly 10d behind the nozzle. From the Fig. D.3 

it can be seen that most of the points are well described by straight 

lines passing through the (centre of the) nozzle. Most of the 

available observations on the decay of the velocity scale are reproduced 

in Fig. D.4 from Rajaratnam and Subramanya (1967) and the average 

curve is well described by the equation 

U /U = 3.5/v'7x 	 (D.45) 
max 0  

1.2 10 20 30 40 50 60 70 80 90 100 110 120 130 1402  

  

c Myers et al.(1963) 
• Sigalla (1958) 	-1.0 
• Rajaratnam(1965) 	- 

- 0.8 • Gartshore&Newman (1969)-
;-_ _ :Schwartz &Cosart (1961):0.6  

• -02 

0.0
0 10 20 

   

	 GO 
60 70 80 90 100 110 120 130 1 

x/d 

30 40 50 

Fig. D.4 Correlation of the velocity scale for plane wall jets 

for x/d at least up to 100. The Reynolds number of the jet has not been 

found to influence the above relationship to any appreciable extent. 



Some of the results regarding the length scale are shown in 

Fig. D.5. Most experimental workers such as Kohan (1969) correlate 

61 and x by the use of a power law expression of the form 

61 

ā = 
A2 (x/d) t (D.46) 

In Eq. (D.46) x is measured from a virtual origin (it is normally assumed 

that the virtual origin is located 10d behind the nozzle). Most 

investigators have assumed t to be ectal to 1 and A2 to be equal to 0.068. 

In this case, the length scale can be presented by the following simple 

relationship 

139 

or 

61 = 0.068x 

61/d = 0.68 + 0.068 x/d 

0 10 20 30 40 50 60 70 60 90 100 110 120 130 1401 
141 	 z 	1 	•1 	 • 	• 
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,010 	1'yers et a1.(1963)--1 	~t0 
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6 	 A 	16 

<~ 	Sigalla (1958)-4 

-2 

0 10 20 30 40 50 60 70 60 90 100 110 120 130 140 

Tc-/d 

Fig. D.5 Growth of the length scale for plane wall jets 

The coefficient in Eq. (D.47a) has been found to have slightly different 

values by other investigators. Rajaratnam (1965) expressed a view that 

the Reynolds number of the jet would not significantly influence the 

relationship (D.46). However a subsequent investigation by Kohn (1969) 

led to the following expression for A2 

A2 = (-4.05 .a. 0.61)10-7R. + 0.08 	(D.48) 

12 



It has been found (Narasimha, Narayan and Parthasarathy, 1973), that 

d = 0.16(51 	 (D.49) 

and that the upper boundary of the jet (Fig. D.1) is fixed approximately at 

d2 = 2.2581 	 (D.50) 

Dimensional and analytical considerations predicted that To  1/x. 

The variation of the skin-friction coefficient c f  defined as (D.40c) could 

be expressed by the equation (Mayer et al. 1963) 

_ 	To 	0.20  cf _
P 
ō2/2 	(x/d)(Ud/v) 1/12 (D.51)  

The results of Sigalla (1958) on To,  obtained with the Preston tube, are 

known to be about 15% less than the results of Mayer et al.(1963). 

However, Sigalla recommended the empirical equation 

_ To _ 0.0565  
cf _ PU 

2/2 
/2 	(U  8/v) 

1/4 
max 	max 

(D.52)  

If Q is the forward flow per unit width of the wall jet, the 

following can be written 

= f Udy (D.53)  

By using relationships (D.12a) and (D.12b) , the above equation may be 

written as 

Q = U dif fdn 	 (D.54) 
max o 

Using the relationships developed for the velocity and length scales, and 

the curve for the velocity distribution, the value of Q can be calculated 

at any point. 
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D.2 PLAN TURBULENT FREE JET AND WALL JET  

• The aim of this section is to compare the plane turbulent free 

jet diffusing in an infinite stagnant ambient environment with the corres-

ponding plane turbulent wall jet on a smooth boundary with regard to the 

three important characteristics, namely the velocity distribution and the 

variation of the velocity and length scales, in the region of developed 

flow. 

WALL JET 
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Fig. D.6 The plane free jet and wall jet 
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D.2.1 	The Free Jet  

Figure D.6 shows a free jet of thickness 2d with an almost 

uniform velocity Uo diffusing in an infinite stagnant surrounding. It 

has been found (Yevdjevich, 1966) that the length of the potential core 

is about 11.8 to 13.2d. If x is the longitudinal distance from the nozzle, 

for x/d greater than approximately 12, the transverse mean velocity distri-

bution is similar and is satisfactorily described by the theoretical 

solutions of Tolimien (1933) and Gortler (1942). The velocity scale for 

the similarity profile is the maximum velocity u at the section and the 
max 

length scale is the transverse distance 61 between the planes where the 

mean velocities are respectively equal to U and U /2 . 
max 	max  

0.D 	 0.0 
00 	0.5 	t0 	1.5 	2.0 	25 

(ABSCISSA FOR CURVES 1,2,3)Y/61 

Fig. D.7 

The velocity distributions given by Tollmien (1933) and Gortler 

(1942) are shown in Fig. D.7, where the dimensionless abscissa is y/61, y 

being the normal distance from the axis of the jet. 
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D.2.2 The Wall Jet  

Considering a jet, consisting of a fluid similar to that of its 

surroundings, impinges tangentially to a plane surface and spreads over 

the surface (the surrounding fluid is assumed to be stationary) . As has 

already been defined, the mean velocity distribution is essentially similar. 

From Fig_ D_7, it can be seen that, except in the boundary layer region 

(i.e. y < 6) and a very small portion of the outer free mixing region 

(i.e. y .> 6), the wall jet profile agrees well with that of the free jet, 

especially with the curve of Tollmien. 

It is interesting to compare the free jet curve with the free mixing 

region portion of the wall jet. The abscissa of the free mixing region 

curve of the wall jet is(y-6)/(61-6) and the ordinate is U/ max. Knowing that 

6 = 0.1661 and by using Table D.1, the co-ordinates of the free mixing 

region curve of the plane wall jet can easily be obtained (Table D.2). 

This curve is plotted in Fig. D.7, and it can be seen that it is slightly 

different from the others, however for practical purposes, this difference 

could possibly be neglected. 

The variations in the length scale as given by Sigalla (1958), 

Schwarz and Cosart (1961), Myers et al. (1963) are plotted in Fig. D.8. 

It can be seen that the curve of Schwarz and Cosart (1961) is a good 

average for the wall jet data. Based on this, it can be seen that the 

length scale 61 of the wall jet grows at 0.7 times the rate of that of 

the free jet_ 
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-6  f(n) n1 	61-6  
6 	= 0.1651 

0.000 1.000 

0.048 0.995 

0.167 0.950 

0.286 0.890 

0.405 0.825 

0.524 0.760 

0.643 0.690 

0.762 0.625 

0.881 0.560 

1.000  0.500 

1.119 0.450 

1.238 0.405 

1.357 0.360 

1.476 0.310 

1.595 0.260 

1.714 0.220 

1.833 0.170 

1.952 0.125 

2.071 0.085 

2.190 0.053 

2.309 0.030 

2.429 0.005 

2.488 0.00 

Table D.2 Co-ordinates for the velocity-distribution of the free 

mixing region of the wall jet 
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CHAPTER E 

EXPERIMENTAL SET-UP  

AND MEASURING TECHNIQUES  
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E.1 GENERAL 

The experimental work that was undertaken in the study of a 

supercritical water flow deflected by a plane, smooth, vertical transverse 

wall is described in this chapter. The apparatus and the procedure 

used for producing the fast flow is described in detail first. The methods 

used to measure the water flow rate, mean pressure field, mean flow 

direction and the mean velocity profile and to record the complicated wave 

patterns occurring at the retaining wall is also described. Finally, the 

facilities for and the procedure used in the analysis of the experimental 

measurements, together with an outline of the experimental programme per-

formed are given in this chapter. However., before describing the details 

of the experimental apparatus and the different measuring techniques, some 

basic uncertainties in the measurements must be defined. 
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E:2 TOLERANCE ON MEASUREMENT  

All physical measurements are inaccurate to some degree and it 

is therefore essential that every measurement should be accompanied by an 

assessment of the uncertainty involved. 

E.2.1 	Uncertainty  

Uncertainty applies to a measurement rather than an instrument. 
The total uncertainty of a measurement is defined as the range in which 

the true value is likely to lie, at a stated level of probability. Thus, . 

the uncertainty of a measurement is not a fixed value but a function of 

the le"el of confidence with which the uncertainty of the measurement is 

quoted, i.e. the higher the confidence level, the greater the uncertainty. 

The level most often used in industry is 95 percent and this figure has 

been adopted in this investigation. 

E.2.1.1 	Categories of Uncertainties 

Basically there are three types of uncertainty which must be 

considered. 

(a) Spurious uncertainties (human erros and instrument malfunctions) 

(b) Random uncertainties (experimental and reading uncertainties) 

(c) Systematic uncertainties (which may be either constant or 

variable). 

Spurious uncertainties are uncertainties which can invalidate 

a measurement. Such uncertainties cannot be incorporated into a statis-

tical analysis and the suspect measurement must be discared. During 

experiments steps should be taken to avoid such uncertainties or to 

recognize them and discard the results. 

Random uncertainties are uncertainties that affect the ability 

to reproduce measurements. The propagation of uncertainties is based 

upon the standard deviation of the uncertainties. The standard deviation 

of a set of n measurements of a quantity y under steady conditions may be 
estimated from the following equation 

n 

1"  (y -M 2 	22 

S __ i=1  

Y 	(n-1) (E.1) 
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Fig. E.1 A simple example of random and systematic effects 

where 

= arithmetic mean of the n measurements of the variable y 

yi = value obtained by the ith measurement of the variable y 

n = total number of measurements of y. 

The relative standard deviation s' equals sy divided by the observed mean. 

Hence 
n _ 

2 12 
_ 1 i=1  

y - _ [ (n-1) (E .2) 

The mean value will also be subject to a random uncertainty. The 

standard deviation of the mean sy is given by 

sy = s/$n- (E.3) 

For practical purposes, it can be assumed that the distribution of the 

uncertainties in a set of measurements under steady conditions can be 

adequately approximated by a normal distribution. In this case, the 
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uncertainty of the mean is twice sy at the 95% confidence level (assuming 

that n is a fairly large number). However, more correctly, the uncertainty 

is a function of both the number of readings, n, and the confidence level, 

the uncertainty of the mean can be expressed (Hayward, 1977) as 

~r. = t s /~ 
m 	cy (E.4) 

where t is the value of the mathematical function known as Student -t 

which is dependent on both the confidence level and the number of readings. 

For the 95% confidence level, some typical values for-tc are given in 

Table E.1. 

n 4 8 10 12 20 co 

c 
3.148 2.36 2.26 2.20 2.09 1.96 

tc/q 1.074 0.834 0.715 0.635 0.467 0 

Table E.1 Values of c for a 95% confidence level 

It can be seen from the above table that the value of -tc increases quite 

rapidly when n is small. If an infinite number of readings are taken, 

the random uncertainty of the mean becomes zero. 

Systematic uncertainties are uncertainties which cannot be 

reduced by increasing the number of measurements whilst the equipment and 

experimental conditions remain unchanged. Whenever there is evidence of 

a systematic uncertainty of known sign, the mean uncertainty should be 

added to (or subtracted from) the measurement results. In deciding whether 

an uncertainty is to be regarded as random or systematic, the true 

criterion should be whether the values assigned to the uncertainty were 

derived from a statistical analysis of a number of measurements or whether 

it was only possible to estimate limiting values on a non-statistical basis. 

Following on from this the random and systematic uncertainties should be 

treated separately and the overall uncertainty of measurements should have 

a random and systematic component. 

E.2.2 Repeatability  

Repeatability, unlike uncertainty, which is a property of a measure -
ment,is a property of an instrument. Its British Standard definition (B.S.I., 

1975), is "the ability of a measuring instrument to give identical indi-

cations, or responses, for repeated applications of the same value of 
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the measured quantity under stated conditions of use". This means that 

if a typical reading of the instrument stands at 95% of being within ±R 

of the mean of an infinite number ofrepeatedreadings, then the repeatability 

of the instrument is R. 

E.2.3 Combination of Uncertainties  

The overall uncertainty arises from several contributary uncer-

tainties, which may themselves be composite uncertainties. The total 

uncertainty is the square root of the sum of squares or 'root-sum-squaring' 

of the separate percentage uncertainties. 

When the uncertainty in a result 0 is desired, where 

0(vi,v2, 	a), then a very good approximation is given by 

11) _ 

W 	= 	[ ( aV W ) 2 + (a~ WU ) 2 + ( aL w ) 2 + .... + ( a 	W )2]
1/2 

8vi 1 	8v2 2 	ōv3 3 	avn n 

(E .5) 

where Wi,W2, ... Wn are the uncertainty intervals in vi,v2, ..., n, 
respectively and W, is the uncertainty of the result 0 . The above 

procedure for estimating uncertainties was proposed by Kline and 

McClintock (1953) and is known as the 'second power equation'. 

E.2.4 Accuracy  

The overall uncertainty of a measurement arises from the com-

bined effect of several separate sources of uncertainty. The accuracy 

of a measurement is taken as the square root of the sum of the squares of 

repeatability and other uncertainties. 

E.2.5 Method of Least Squares  

The least squares method (often abbreviated as l.s.m.) states 

that the most probable value of any observed quantity is such that the 

sum of the squares of the deviations of the observations from this value 

is minimum. 	Further details of this are given in Appendix III. 



E.3 THE LABORATORY ARRANGEMENT  

E.3.1 General Layout  

The general layout of the laboratory equipment is shown in 

Plate I.V. The main features of the equipment used in this experimental 

work were a smooth-steep chute. of 180 mm width, a smooth horizontal 

channel and a smooth retaining wall. The geometry of the chute approach 

was improved on the sides by fitting streamlined plates upstream of the 

leading edges of the chute (Fig. E.2). The channel was made of perspex 

of 16 mm thickness and 180 mm width.. The retaining wall was made of a 

steel plate of 5 mm thickness. The side wall waF made of 3 mm aluminium 

sheet (in order to provide a smooth surface). The pointgauge (Plate IV) 

was supported on a carriage such that a depth reading could be taken at 

any point in the channel. 

E.3.2 Supply and Disposal of Water  

The main supply of water in the hydraulics laboratory consists 

of a self-contained circuit in which the water from the sump is pumped 

into several constant head tanks and'then distributed to the models, 

flumes and equipment of the laboratory. The.water was supplied to the 

reservoir from one of the medium head tanks of the laboratory which main-

tained a water surface level of approximately 13 m above the reservoir. 

The reservoir measured 2.3 m long by 1.2m width and was 0.9 m 

in height. A 100 mm durapipe supplied water to the reservoir and distri-

buted through a manifold. A butterfly control valve was fitted 2 m 

upstream of the pipe outlet in the reservoir. A honeycomb baffle 

(Fig. E.2) as well as wire grids were positioned across the reservoir 

near the pipe outlet to help dissipate disturbances in the flow after it 

leaves the pipe outlet. Flow out of the model was directed through a 

drain channel to an underground sump. 

E.3.3 Control of Flow to the Chute 

When undertaking experimental work, a researcher should be 

able to reproduce a particular experiment to sufficient accuracy. To 
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PLATE IV 	GENERAL VIEW OF MODEL 
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achieve this, the water levels in the reservoir were controlled and 

measured by means of several point gauges which were fixed vertically to 

the interior face of the reservoir, close to butterfly valve (Fig. E.2). 

Each point gauge corresponded to a certain water level in the reservoir 

and hence  to a certain experiment. The reservoir area was relatively 

large so as to dissipate to some extent any disturbances caused by the 

opening and shutting of the other valves. However, during the initial 

stages of the investigation, it was noticed that controlling the water 

level in the tank by means of the butterfly valve was tedious and time-

consuming; it was also noticed that during lengthy experiments, the 

water level in the reservoir unexpectedly dropped or increased slightly. 

To combat this difficulty,, fine adjustment of the water level in the 

reservoir was made possible by connecting 5 gate valves to the vertical 

side of the reservoir, near the butterfly valve (Plate V). As will be 

explained in the next sections, it was sometimes necessary to stop the 

water flow over the chute instantaneously ; this was not possible by merely 

closing the valve of the water supply. To provide for this, gate valves 

A, B and C were fixed at the lowest part of the reservoir. By opening all. 

the gate valves, the water flow over the chute could be stopped in a very 

short time. 

E.3.4. Water Flow Rate Measurements 

The discharge from the model was measured volumetrically over 

a measured time interval with the water being collected in an underfloor 

volumetric tank, the plan area of which. was 41.52 m2. With the aid of the 

two air operated butterfly valves which opened and closed simultaneously, 

water flow was cut off from the underfloor tank and discharged into the 

laboratory sump. The water levels in the underfloor tank were measured 

by a metered rod provided with electric cells. A signal indicated the 

water level in the tank. This signal was only activated when a direct 

current electric circuit was closed by the point gauge tip touching the 

water surface. The device was mounted on a tripod and could read water 

level changes within ±0.1 mm. 

The water outflow from the model generated irregular waves on the 

water surface in the underfloor tank. A smooth vertical plastic pipe 

1.8 m long, of 8 mm thickness and 153 mm internal diameter enclosed the 

point gauge and suppressed the irregular disturbances. Water in the 
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underfloor tank entered the pipe via a 20 mm gap at its lower end. 

The time of the discharge was measured by a stop-watch with. the measure-

ment having an uncertainty of ±0.1 seconds. For a given discharge, the 

discharge measurement was repeated at least three times and the arith-

metic mean of the three measurements was considered the reliable value. 

The total uncertainty in discharge measurement was within #1%. 

E.3.4.1 Calibration of the Spillway Crest  

Many experimental formulae for the discharge of an overflow 

spillway have been developed. Most of the formulae can be expressed in 

the following general form 

cd 
=3 ~g

LH3/2 

or 	 E.6) 

Q = 3 2 cd L H13/2 (b) 

in which Q is the discharge over the spillway, cd is the discharge coef-

ficient, Lis the length of the weir crest (normal to the flow direction), 

g is the gravitational acceleration and H is the total upstream energy head 

over the chute crest, including the velocity head in the approach channel. 

Often it is not possible to measure the energy head H1 directly and it is 

therefore a common practice to relate the discharge to the upstream water 

level over the crest, H. In this case, Eq. (E.6b) can be written as 

Q = cd cv 3 2g LH3/2 (E.7)  

where cv is a correction coefficient which allows for neglecting the 

velocity head. If an overall discharge coefficient Cd is substituted 

for the product cd cv L, Eq. (E.7) may be written in terms of the 

head over the spillway crest as 

Q 
= Cd 

H1.5 

The measured values of Q and H are given in Table E.2. 
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Q 
(a) 

(E.8)  



H 

mm 

Q 

ce /sec 

115.0 13269 

90.0 8956 

58.0 4471 

46.5 3169 

36.5 2189 

88.5 8760 

76.0 6898 

66.6 5575 

54.0 4014 

125.2 15300 

105.0 1150.7 

12.3 405 

23.7 1123 

Table E.2 

A simple linear regression with no constant and with dependent 

variable Q and independent variable H1.5  gave Cd  =10.65 (0 in ce/sec 

and H in mm), while the standard error of Cd  was 0.07 with the Pearson 

product-moment correlation coefficient r = 0.999 (Fig. E.3). 

157 



0 
Q) 
Cl) 

C") .......... 
E 
8 
..... 
m 
er: 
ca: 
::c 

stD 
10 

.. 
10 

1 

u 
en 
C; 

3 
10 

2 
10 

- A 
',/-

1 
10 

/ 
./ 

./ 
/' 

./ 

~' 

A ~-

A 
V 

V 

Av 

~ 
~ 

2 
10 

AV 
1&$10 

,V 

2 
10 

/ 

HEAD OVER THE CREST (mm) 

Fig. E.3 Calibration curve for the spillway crest 

.1 

I 
J 

, 

3 
10 6 

f-

10 

.. 
10 

3 
10 

2 
10 

3 
10 

..... 
lJ1 
CD 



E_4 MEASUREMENT OFtraAN FLOW PROPERTIES  

In dealing with the fluctuating quantities of turbulent flows, 

it becomes necessary to employ a type of statistical approach. The 

mean time average of a quantity B is defined as 

1  
= T 1 	Bdt 

t 

(E.9) 

where T is the- interval over which the average is carried out and is large 

enough. to render the quantity B independent of time. Thus, the mean time 

average represents the well-ordered part of the flow. 

However, when attempting to measure mean-flow quantities in a 

fluctuating flow, the measuring systems (pressure transducers, liquid-

filled manometers, etc.) may not indicate the true mean value. When con-

sidering the causes of uncertainty, it is necessary to consider the system 

as a whole and take into account the measuring system qualities such as 

frequency response .Zaruitations, departures from linearity etc. 

E.4.1 The Effect of Fluctuations  

The instruments used to measure mean values in turbulent flows 

are often those developed for essentially steady situations such as strain 

gauges, manometers, pitot tubes etc. The response of these instruments 

is slow enough to provide steady readings, independent of the continual 

fluctuations_ In using such instruments for turbulent. flows, it is 

assumed, often tacitly, that the effect of the fluctuations on the indi-

cated mean value is negligible, either because the fluctuations are small, 

or because their effects are averaged correctly by the instrument. 

Considering an intrument for which the relationship between the output (or 

the quantity being measured), S, and the input (or the reading), I, can 

be expressed in the form 

S = K I 	 (E.10) 

where K is the calibration factor, which is very nearly constant (the 
operation of the instrument can be made simpler by treating K as if it 

were a constant). The instrument response to an input of (.I + ) in 

which £ is the fluctuating part will be S -i- .6.  From Eq. (E.10), it 
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follows that 

= K I 	 . CE.111 

Such an instrument will record a simple time average, and calibration can 

be accomplished using static tests. 

In the above relationships, it has been assumed, for convenience 

that K is a constant for all values of the input I. However, there is a 

disadvantage, since, at those points where the true value of K differs 

from the assumed (constant) value, an error will be introduced.. Such an 

error is termed a non-linearity error. When the response is non-linear, 

the average value registered will contain a contribution from fluctuations. 

If the relationship between the input and the output is assumed to be of 

the following form 

S = K In (E.12)  

in which K and n are constant, then the relationship between the fluctua-

ting input and the output will be 

S + 4 = K(I +,L)n = K--fn 
 (1 + Vi n. 

I 
(E.13)  

or 
n 	C 	n(n-1) 	,(, z 
Ī 

n(n-1) (n-2) 	' S+4 = K 	I1 + n Ī + 	2 	(Ī + 	2 x 3 	~Ī 	+ ••.] 
(E.14)  

On averaging the above relationship and using the fact that i = 0 and 

«1, Eq. (E.14) can be written as 

_ 	 2 

K 	+ 12n(n-1)==--]  z 
I 

(E.15)  

Here, if very high precision is sought in determination of the mean flow 

quantity, the static calibration is insufficient. In this case, either 

a dynamic calibration or a theoretical correction is required (Reynolds, 

1974). 
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E. 5 MANONE TERS 

In most practical circumstances for incompressible flow, and 

very often for compressible flow, the velocity, static and total pressures 

are measured with manometers, in which. the pressure is balanced by the 

weight of a column of liquid of known density. 

E.5.1 Calibration of Manometers  

Manometers using gauging fluid of known density such. as water 

do not require calibration when operated with the tubes held vertical, 

their accuracy being dependent mainly on the precision with which the 

liquid heights can be read. In this investigation, the manometers were 

not calibrated. 

E.5.2 Lag in Leads  

When making pressure-probe measurements in flow conditions which 

are essentially steady, one of the main considerations in choosing compo-

nents for the manometer system is that of lag in obtaining steady readings 

after the changes in flow conditions or the location or attitude of the 

pressure probe. After any change, a finite time lapses before the new 

value is registered by the indicating or recording system. In general, 

in the case of water-filled manometers, water must flow in or out of the 

probe orifices. It is, therefore, usually an advantage to keep the liquid 

volume of the system as small as possible in order to minimise the time 

taken for these processes to be completed. 

E.5.3 System Response  

In general, water manometers having an internal diameter of 

approximately 10 mm can only respond to frequencies which are less than 

2 Hz and are seldom non-linear to a significant extent. 

The influence of stream turbulence on the performance of pressure 

probes is of great importance. In this case, it is also necessary to 

examine the response of the system to fluctuating pressures and to con-

sider whether a true mean pressure is registered by the manometer. If a 

length of tubing having a restricted inlet at the pressure-sensing end and 
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at the other end a manometer is considered, it can be said that a fluc-

tuating external pressure at the inlet will cause a flow in and out of the 

inlet tube and a fluctuating pressure will also occur within the system. 

If the relationships which govern the exchange of energy from pressure to 

kinetic energy and then back to pressure are completely linear, then the 

mean level of pressure detected by the pressure-measuring device would 

equal that at the inlet to the system. Actual systems may not behave in 

this way for the following reasons 

(a) At the change of section, the geometry of the section imposes 

a rectification of the pressure pulse. This effect may occur at any 

change of section throughout the system. 

(b) The transfar of water along the entrance tube is only a linear 

function of the pressure difference across it when the flow in the tube is 

laminar. Non-linearities occur when it is turbulent or quickly changing, 

and further non-linearities are introduced for all conditions if the tube 

is short when it acts in some ways like an orifice. 

(c) Non-linear elastic properties of the flexible tubing introduce a 

rectification of the pressure pulse. 

(d) If a liquid manometer is used, there is the additional possibility of 

error being generated by the behaviour of the manometer itself. The water 

column of a manometer, which has an internal diameter of approximately 

10 mm, responds to pressure fluctuations as a damped oscillatory system 

with a single degree of freedom, its natural frequency usually being about 

1 Hz. 	If large amplitude oscillations of the liquid column are excited, 

large displacement of liquid throughout the system will result in the 

aggravation of errors arising from (a), (b) and (c) above; in addition, 

parts of the liquid system itself may cause rectification of the oscillating 

liquid flow. If a pressure transducer is used, its linearity and that of 

the associated electrical system are important. 

In spite of all the possibilities listed above, satisfactory 

accuracies can usually be obtained from pressure probes when measuring mean 

flow quantities in most fluctuating flows, provided that the probe proper-

ties, such as sensitivity to flow direction, are taken into account. In 

most situations,the turbulent intensities are not greater than 20 per cent, 

which. means that the effects of (b) and (c) can usually be ignored (Bryer 

and Pankhurst, 1971). 	In addition, the effects of (a) and (d) can be 
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largely overcome.by introducing a length of narrow-bore capillary tubing 

at a position as close to the probe-sensing orifice as. possible. The 

damping produced by the capillary tube should then be large enough to 

ensure that any rectification effect is small compared with the resistance 

of the tube to flow. 

E.5.4 Manometer Boards  

Thirty individual glass manometers of 10 mm internal diameter 

were made (Plate VI), as it was desirable for simplicity and to save 

time to be able to measure a large number of pressures simultaneously. 

Flexible plastic tubing, 2.5 m long was used to connect the pressure-sensing 

probes with the manometers. The plastic tubing was of 3 mm bore and trans-

parent, so that air blockages could be readily seen. 

An elaborate flushing arrangement was made for each manometer. 

It consisted of a T-piece, with each end connected to soft transparent 

plastic tube 100 mm in length. Each soft tube had a clip; the clips 

were used for different purposes such as filling the manometer with 

water, filling the connecting tube to the pressure-sensing probe with 

water, disconnecting the manometer system from the flushing water and for 

removing air whenever it interfered with the pressure measurement.. The ends 

(c) of all the manometers (Fig. E.4) were connected to a common pipe 

with a valve containing the flushing water which could be supplied at a 

strong pressure (Plate VII). 

In the initial stage of experimentation, it was noticed that 

the plastic tubes containing water of the hydraulic laboratory went 

dark after a day or two unless the water was emptied after the experi-

ment. To combat this problem, after working with the manometers,' the 

water inside the system was discharged by means of an inflator which 

was used as a pump. 



PLATE VI 	FRONT VIEW OF THE MANOMETER BOARD 
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Fig. E.4 Schematic representation of a manometer with the flushing 

arrangement 
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PLATE VII 	REAR VIEW OF THE MANOMETER BOARD 



E . 6 MEAN VELOCITY FIELD MEASUREMENTS 

All the velocity profile measurements were made by means of 

a Pitot-static tube with the static openings also being used to measure 

the pressure field. It is known that the Pitot-static tube only gives 

the mean velocity. It can be used in water with some difficulty, to 

measure speeds as small as 30 mm sec-1 (Preston, 1972). However, the 

pitot-static tube is a slow-responding instrument, and this is a big 

disadvantage in its use. 

E.6.1 Design of the Pitot-Static Tube  

The pitot-static tube used in this investigation was of 3 mm 
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external diameter and had a hemispherical nose (head) supported by a 

vertical stem at the downstream end. In order to make correct measure-

ments, the pitot-static tube had to be aligned with the local flow direc-

tion; this was achieved by using a perspex cube and a protractor (Fig. E.5). 

The tip of the pitot-static tube was so positioned that it was directly 

below the pivot axis (axis of rotation) and was independent of the align-

ment chosen. Normal laboratory water manometers were used that could be 

read to -11-0.5 mm. The velocities to be measured.  were generally large 

enough to in.:uce an adequate velocity head which thereby insured sufficient 

accuracy in the manometer readings. Two lengths of 2 m flexible plastic 

tubing were used for connecting the pitot-static tube to the manometers. . 

The plastic tubing was of the same material as that described in :'ection 

E.5.4. Also, an elaborate flushing arrangement similar to that explained 

earlier was made for the pitot-static tube to remove air whenever it 

interfered with_the velocity measurement. 

In contrast to the pitot tube, the static pressure, as measured 

by the manometers, is influenced appreciably by the position of the stem 

relative to the pressure holes and by the distance that the holes are down-

stream of the nose. The effect of the nose is to increase the velocity 

over the pressure holes and thus to depress the measured pressure below 

the true static value (Johansen and Ower, 1932), whereas the presence of the 

stem produces a 'damming' effect which tends to produce an error of oppo-

site sign to that of the nose. Ower and Pankhurst (1966) have recommended 

that the static orifices should be 5 tube-diameters back from the base of 

the nose. Their results also showed that if the stem was then 8 diameters 

behind the static holes, the pressure at these holes would then be the 

stream static pressure. These recommendations were adhered to as far as 

possible in the design of the pitot-static probe. 

E.6.2 The Effect of Misalignment  

In general, errors will arise if a pitot-static probe is not 

accurately aligned with the direction of flow, but before discussing this 

matter, the following terms must be defined. 

(a) Yaw 

Yaw is used to signify rotation about an axis passing through (or 

parallel to) the stem of the instrument. 
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(b) Pitch 

Pitch is the angular deviation in  the plane containina both 

head and stem. The angle of pitch is also referred to as an angle of 

incidence. As yawing the tube is much simpler than pitching it, most 

experimental results relate to angles of yaw rather than to angles of 

incidence. Pitch gives slightly different results for corresponding 

deviations about the axis of the stem. The investigation of Bryer and 

Pankhurst (1971) shows that if the direction of flow is uncertain by 

as much as 250  or 300, the hemispherical nose is much to be preferred. 

The maximum error that would be incurred due to misalignment within the 

angular range would be about 2% 

E.6.3 Theoretical Investigation of the Turbulence Effect  

on Flow Measurement by Pitot-Static Tube  

In general, turbulent flow can be regarded as having a steady 

velocity on which is superimposed a random turbulent velocity .i which 

has a finite value at any instant but an average value of zero taken over 

a sufficiently long time interval. The turbulent velocity ū can be 

resolved into components u , v and w parallel to the axes of a three-

dimensional Cartesian system of co-ordinates with the x-axis aligned 

with the direction of mean flow. At any instant, the velocity component 

in the x-direction is U t u f u may be positive or negative, but its 

Fig.E.6 Pitot-static tube in a turbulent flow 

average value is zero; and similarly for v ans w . The associated pres-

sure changes, however, depend on the squares of the velocities, and the 
mean value of these are not zero. 
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The turbulent velocity components affect the readings of both 

the pitot and the static tube. Goldstein (1936) investigated these 

effects theoretically, neglecting the possible effects of factors such as 

frequency, damping, resonance, and lag in leads. Since pitot tubes are 

almost insensitive to yaw up to about ±15 degrees, he showed with fair 

confidence that the mean pressure recorded by a pitot orifice in incom-

pressible flow is not (F+1/20T2  ) but IF +ZpŪ2 + ½p(u2  + v=  + w2  )] , 

where u2 etc. are the mean squares of the turbulent components u etc. 

However, it should be noted that the argument on which this conclusion 

is based only takes account of the turbulence intensity, and not of its 

scale. If the turbulence scale is large compared with the diameter of 

the pitot tube, the probe responds as if the flow-direction were continually 

varying in a random manner. This effect tends to reduce the recorded stag-

nation pressure (Bryer and Pankhurst, 1971). The relatively large insen-

sitivity of the pitot tube to misalignment with the flow, however, suggests 

that this effect remains negligible unless the intensity of the transverse 

fluctuations are large. 

The effect of stream turbulence on the reading of a static tube 

is known to be uncertain. Early work (Goldstein, 1936) suggested that the 

reading of static pressure exceeded the stream static pressure by ;P(v2  +w2  ). 

A subsequent analysis took into account the effects of turbulence scale, 

and concluded that the reading exceeded the stream static by twice this 

amount, i.e. by 12p(v2  + w2  ), when the turbulence scale is small compared 

with the diameter of the probe. But when the turbulence scale is very 

large, the tube was shown to read low by 12p(v2  +w2  ). The values'of the 

correction between these two limits are not known quantitatively. The 

effects of turbulence scale on the readings of static probes of different 

sizes were examined by Bradshaw, Goodman and Dorothy (1968). Their experi-

ments confirmed the above conclusion and showed that the readings of probes 

of a common size are closer to the static pressure than to the extreme 

theoretical predictions. Although these effects are often negligible 

in practice (Bryer and Parkhurst, 1971). 

E.6.4 The Turbulence Effect on Flow Measurements by Pitot-Static Tube  

The turbulent velocity components affect the readings of both the 

pitot and the static tube. This manifests itself as fluctuations on the 
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manometers. An effective method of reducing the resulting unsteadiness 

of the manometer readings in such conditions depends, in principle, on . 

the fact that a tube of given dimensions exerts a certain amount of 

damping on the motion of a pressure pulse along its length. The damping 

due to the total-head tube will obviously be less than that of the static 

tube on account of the larger resistance of the small static orifices. 

Hence, even if thesame pulse'acts simultaneously both at the mouth of 

the total-head tube and at the static holes, the fluctuations will not 

be damped to the same extent, by the time the pressures reach the 

manometers, unless some resistance is introduced in the total-head 

connecting tube. Such extra resistance may be provided by using a longer 

length of plastic (or rubber) tubing on the total-head side, but a more 

convenient and economical method is to insert a piece of capillary tube 

into the total-head connecting tube. The amount of capillary inserted 

can be altered until a sufficiently steady manometer reading is obtained 

(Ower and Pankhurst 1966). 

Insertion of the viscous damping into the pressure leads would 

reduce the fluctuations of pressure to a negligible amount, so that the 

mean pressures transmitted would be the true time averages of the pressures 

at the pick up points (Ower and Pankhurst, 1966). Viscous damping may 

be used with success, for example, in the form of capillary tubing. The 

viscous element should offer the same resistance to motion in either 

direction,.hence, if capillary tubing is used it should be at least 100 

diameters long to reduce possible errors due to dissimilarity between its 

two ends. In this investigation, it had been found that approximately 

50 mm of capillary tubing of 0.5 mm bore was sufficient to result in a 

greatly improved steadiness on the manometer. 

However, it should be noticed that a system balanced in the 

manner mentioned above will not necessarily always give entirely steady 

readings even if the viscous damping is increased considerably. This is 

due to some non-stationarity in the turbulence pattern of the flow (Karki, 

1976): In this investigation a very slight variability of the water 

surfaces in the manometers showed that in order to establish a reliable value 

for the mean readings,the manometer readings had to be repeated (Powell and 

Posey, 1959) sometimes as many as twenty times. At a fixed location, the 

readings of manometers normally took 20 minutes which meant that the process 

was tedious and time-consuming. 



E.6.5 The Calibration Factor for the Pitot-Static Tube  

The calibration factor for a pitot-static probe is defined by 

p1 - p 	= KIIPU2 	 (E.16) 

where p1  denotes the pressure -measured by the pitot orifice and p that 

of the static side of the instrument. Tests have revealed that the 

calibration factor K, in incompressible flow, is a function of the probe 

Reynolds number, i.e. 

_ UD 
K  = F  ( R  probe) = F ( ) (E.17) 

where 

F = some function of the Reynolds number of the pitot-static 

tube 

D = external diameter of the tube 

U = velocity of the undisturbed stream 

= coefficient of kinematic viscosity. 

Viscous effects become significant when the Reynolds number is less than 

about 100. For most practical purposes the influence of the Reynolds 

number on a pitot-static probe is negligible except for specially made 

miniature instruments, or at very low water velocities. 

E.6.5.1 Calibration of the Pitot-Static Tube  

The simple 'well-known flow system' procedure where the probe 

is introduced into a known velocity profile was adopted for the calibra-

tion of the pitot-static tube. 

The calibration was conducted in a horizontal flume which had a 

nominal width. of 100 mm and a length of 2.8 m, a smooth aluminium bed 

and vertical glass side walls. The inflow to the flume could be maintained 

at a constant head by using an overflow pipe in the inlet box. The maximum 

depth of water possible in the flume was 310 mm. Water entered the flume 

under a full-width adjustable sluice gate which was made of a brass place 

with_a knife lower edge. Figure E.7 is a diagram of the equipment in 

which 'a' is the gate opening, H1  is the depth of the approaching flow 
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Fig. E.7 Layout and some details of experimental arrangement made for 

the calibration of the pitot-static tube 

measured by a precision point gauge with. the reading uncertainty being 

i0.1 mm. The discharges were measured volumetrically over a measured 

time interval in a tank having an area of 0.912 m2. 
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As the water emerged from the sluice gate, the free surface 

contracted to a minimum section known as the vena contracta (Plate VIII); this 

occurred at a distance from the gate approximately equal to 'a'. Neglecting the 
viscous effects, the velocity distribution across the vena contracta 

section could be assumed to be uniform and parallel to the flume bottom 

and sides. The static and total pressures p and p1  were measured by 

means of two manometers with an uncertainty of 0.5 mm in the head reading; 

for low heads two inclined-tube manometers were used. The pitot-static 

tube was inserted in the vena contracta and was aligned with the flow 

direction. By changing the flow conditions different velocities at the 

vena contracta were achieved. 

Calling on Eq. (E.16) 

or 
p1 - p 
 = 102 U 2  

2 

h1  -h = K2g 

where g is the acceleration due to gravity and (h1-h ) is the difference 

of head between the dynamic and the static openings, i.e., the manometer 

head. The results of the experiment are tabulated in Table E.3. 

Performing a simple linear regression with no constant with dependent 

variable U2  and independent variable (h1-h ) gave K = 1.032,while the 

standard error of K was 0.009 with the Pearson product-moment correlation 

coefficient r = 0.998 (Fig. E.8). 

E.6.6 Correction of Turbulent Flow  

Pitot-Static Tube Measurements 

When the flow is steady and the probe installed properly, the 

flow velocity can be calculated, with an uncertainty of ±0.25 per cent 

(Reynolds, 1974). If the flow is turbulent (Fig. E.6), the pressures at the 

sensing points will fluctuate as the local flow direction and velocity wary. 

However, if the damping in the pressure lines are high enough, the recorded 

pressures will still be nearly steady. It is not possible to predict the 

instantaneous pressures just inside the sensing holes for a specified 

structure of ambient turbulence, but a plausible assessment.of the effect 



PLATE VIII 	CALIBRATION OF THE PITOT-STATIC TUBE 

IN THE NOMINAL 10 CM FLUME 

PLATE IX 	ASSEMBLY OF DIFFERENT MEMBERS OF THE 

2-HOLE TRANSVERSE-CYLINDER YAWMETER 

IN THE NOMINAL 10 CM FLUME 
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H1  

mm 

a 

mm 

ac 

mm 

(h1 	- h 	) 	1 

mm 

Q 
flow rate 
cn3  j sei 

U 

-m/sec 

309.8 20.8 13.9 196.4 3373 233.3 

290.8 20.8 13.3 275.0 3230 234.6 

268.9 20.8 13.3 253.0 3072 221.3 

245.3 20.8 13.6 230.0 2959 208.8 

220.9 20.8 13.7 205.5 2797 196.3 

199.5 20.8 13.8 182.5 2629 183.4 

172.4 20.8 13.6 157.1 2403 169.3 

151.0 20.8 13.7 136.1 2319 162.9 

121.3 20.8 13.5 116.1 2092 148.5 

92.2 20.8 13.2 80.0 175E 127.9 

60.8 20.8 14.3 49.5 1417 95.0 

• 

36.9 20.8 14.7 27.5 1083 71.0 

28.1 20.8 14.6 20.5 956 62.8 
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Table E.3 Calibration of the pitot-static tube 
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of the fluctuations can be obtained'by assuming that the fluctuating 

pressure differential hs the form 

p -p 	= p
1  -p = K1/2p r Ū ` + K1  u2  + K2(1/4  + Dr2 ).] 

with the constants K1  and K2  modified to account for distortions intro-

duced within the pressure lines. 

E.6.7 	Piet-Static Tubes in Pressure Gradient Flows 

It is known that when a pitot-static tube is used in uniform 

flows, and if h = (hl-h ) is the difference of head between the dynamic 

and the static openings, i.e., the manometer head, then the velocity U is 

given satisfactorily by Eq. (E.18b) which can be written in the following 

form 

U = V 2gh/K 	 (E.20) 

where, as already defined, g is the acceleration due to gravity and K is 

liquid surface 

flow direction 

<  > 

.......................................................................... ........................................................................... 
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Fig. E.9 Pitot-static tube in adverse pressure gradient flow 



(E.21) 

(e) 

the calibration factor. If now the same tube is placed in a flow with a 

longitudinal pressure gradient .(assumed to be adverse) of dpfdx, and if 

Ax is the longitudinal distance between two sets of holes, the difference 

of static pressure is (,gyp/Lx)ax = Lip = P g.h, where Pg is the specific 

weight of the.fluid. In this case, if p1 denotes the pressure given by 

the pitot orifice and p that of the static side of the instrument, the 

following relationships can be written 
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p1 -p = K1/2PU2 

P1 P 	UZ 
-- — = K 
Pg pg 	2g 

U2 h1 - (h. - nh) =K2g 

h1-h + ~h = K 2g 

h 

U = 	2g (h+Ah) = J 2gh (1 +
.6h) ~ _ V 2gh f,0) K 	 K 	h 	K 

where 

6 = !hih 	 (E.22) 

The f(a) can be expanded as 

	

2 	3 
f( 6) =1-1- 	' $6 Z - 8 	- 564 3505 2105 3307 42905  

128 
+ 1280 	1024 2048 + 32768 + 

(E.23) 

The expression for f (a) converges rapidly for 0 < 1 and the first five 

terms were found to give sufficient accuracy. The function F(0) is shown 

plotted in Fig. E.10, it can be seen that when 0 is close to unity,f(0) 

could be as high as 1.40. 
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Fig. E.10 Correction for picot-static tubes in adverse pressure gradient flows 
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E.7 DETERMINATION OF THE MEAN FLOW DIRECTION 

Pressure probes used as direction indicators have distinct 

advantages over alternative devices such as tufts, whose indication of 

direction cannot easily be related to any one point and whose introduc-

tion can produce more disturbance to the flow. Pressure probes also 

avoid certain errors associated with the inertial and gravitational 

forces affecting mechanical indicators. 

There are two common methods by which flow direction can be 

measured with pressure-type yawmeters (in this thesis, the term 

'yawmeter' is only used to describe those probes which are designed 

specifically as direction-sensing instruments). In either case the 

probes are similar and have a symmetrical arrangement of sensing holes. 

In the first case, known as the alignment or null-reading or equibalanced 

method, use is made of the equality of pressure at symmetrically opposite 

points on a symmetrical probe. The probe is orientated to a positicn at 

which the same pressure is recorded at each hole. The flow direction can 

then be related to the geometry of the probe. In the second method, no 

attempt is made to align the probe accurately, instead, the probe is kept 

stationary and the pressure differences between symmetrically opposite 

holes are measured and the flow direction is deduced from a prior calibra-

tion in which the probe is orientated in a steady known flow. 

The types of instrument which are used without rotation, although 

of similar geometry to the null-reading types, should be designed for con-

venience so that the pressure differences are linearly related to the 

angles made by the probe axis to the flow direction; this enables the 

more convenient use of constant calibrations over at least part of the 

angle range for which the probe is designed. Pressure-type yawmeters 

possessing two or more sensing holes are more reliable than other types 

of direction-sensing instruments. Winternitz (1956) has investigated the 

sensitivity and the effects of changes in the probe Reynolds number(the 

Reynolds number is defined as R 	
_ UD 

p'Yobe e 	 probe 	
, where U is the speed 

of the undisturbed flow, D is the external diameter of the probe and v 

is the coefficient of kinematic viscosity). When all these points of 

view are taken into account, the null-reading method is to be preferred. 

The first of these methods is recommended where possible because 

it is a relatively simple matter to design probes which will give a high 

value for pressure difference per unit change in flow direction (high 

sensitivity). A further advantage lies in the comparatively short time 

required to obtain a steady manometer reading of nearly equal pressures 
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as against different pressures requiring a displacement of air and gauging 

fluid through the differential pressure manometer system. The method is 

especially suitable for two-dimensional flow measurements in which a single 

rotation is sufficient (about an axis perpendicular to the plane of two-

dimensionality). 

E_7_1 Design of the Pressure-Type Yawmeter 

A transverse-cylinder yawmeter of 5 mm external diameter was 

made for precise flow direction measurement (Fig. E.11). The body 

cro-
tract 

17 
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supporting rod of 
pi tot-static tube 

	perspex glass cube 

body (cylindrical stem) 

axis of rotation 

pressure-sensing holes 

PROFILE 

zero, degree 
reference  line 

V  

   

PLAN 

   

Fig. E_11 Schematic representation of the 2-hole transverse-cylinder 

yawmeter 
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(the cylindrical stem) and the two tubes inside were made of stainless 

steel. Two 0.5 mm diameter holes were drilled normal to the cylinder 

axis and 4.5 mm from the probe end. The directions of the sensing 

holes relative to each other were orthogonal. As the probe diameter was 

small, a cur.-cylinder section was used at its lower end rather than a hemi-

spherical section, due to difficulty in the manufacture of the latter 

type. 

In order to assemble the different parts of the yawmeter, 

the probe and supporting rod were first inserted into a perspex cube. 

Then a protractor was positioned on the upper surface of the perspex 

cube, so that its centre was aligned with the vertical axis of the yaw-

meter stem. The direction of the line joining the centres of the 

cylindrical stem and the supporting rod was regarded as the zero degree 

reference line. Two 2 m lengths of flexible plastic tubing were used 

for connection to the tubes and the differential pressure manometer 

(water-air). In addition an elaborate flushing arrangement similar to 

that described in Section E.5.4 were made for the yawmeter probe to remove 

air whenever it interfered with flow-direction measurement. 

In order to fix the position of the protractor relative to the 

yawmeter probe, the same arrangement as was made for the calibration of 

the pitot-static tube was used. The probe was placed in the vena contracta 

(Plate IX) of the incoming flow issuing from the sluice gate and was 

subsequently rotated until the readings on the differential pressure 

manometer were the same. Then the protractor and the yawmeter stem were 

glued together with the zero degree direction on the protractor aligned 

with. the reference line mentioned above. 

Designs with only one pair of off-centre pressure holes such, as 

the one described above are normally difficult to manufacture but are 

basically more reliable and have a better all-round performance whilst 

generally offering less disturbance to the flow than any other type. 

They are convenient for two-dimensional flow investigation when used 

with. rotation to give a null-reading alignment. 

E.7.2 Woollen Tufts 

The direction of flow was observed also by means of woollen 

tufts approximately 20 mm in length tied to a 3.2 mm diameter rod. 

These woollen tufts were also used for visualizing and locating the 

separation points. 
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E.8 MEASUREMENT OF TEE, MEAN WALL PRESSURE  

The mean retaining wall pressure was measured by providing a 

large number of pressure tapping points (Fig. E.13). This method had the 

advantage cf measuring the pressure distribution on the wall. The pres-

sure holes were 0.5 mm in diameter. • This is virtually the smallest dia-

meter which can be used when a large number of pressure taps are dealt 

with. However, during the initial stages of this investigation, it was 

noticed that air from the water flow lodged just inside the pressure holes 
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connecting tube 
to manometer 

retaining 
wall 

Fig. E.12 

(Fig. E.12). At first, measuring the wall pressure by means of pressure 

taps seemed to be an impossible task. Subsequently, the reason for the 

formation of a large air bubble in the pressrue holes and a means of com-

batting this difficulty was discovered.  

Previous investigation of static pressure taps has shown that in 

general the absence of a solid boundary over the area of the hole changes 

the local flow conditions. As shown theoretically by Thom and Apelt (1958) 

and observed by Ray (1956) , fluid flow is deflected into the hole (Fig. E.14) . 

Stream turbulence would make this situation worse. If a length of tubing 

having a restricted inlet at the pressure tapping point end and a manometer 

at the other end is considered, it can be said that a fluctuating external 

pressure at the inlet will cause a flow in and out of the pressure hole. 
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Fig. E. 13 The arrangement of the pressure taps on the retaining wall 
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Fig. E.14 Flow behaviour at the static pressure hole 

In the case of the pressure holes of the retaining wall when, due 

to the effects mentioned above, water enters the pressure taps, it is 

accompanied-by air bubbles which are of limited size, 0.5 mm diameter. 

However, when there is a flow out of the pressure holes, unlike water, tiny 

air bubbles cannot descend and follow the internal conical geometry of the 

pressure taps, instead they accumulate and a large air bubble may occur 

inside each pressure hole. 

To overcome this problem, another tube of 2 mm internal diameter 

was fixed at the back of the pressure tap (Fig. E.15). 	In this case, no 
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Fig. E.16 The rear view of the arrangement of the pressure taps on the 
retaining walls 
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visible air bubble was observed in the small tube or the connecting tube 

to the manometer. Perhaps, in this case, minute bubbles of air rise. 

from the small tube and burst. A pressure hole having a sharp angle with 

Fig. E.17 

respect to the wall, instead of the conventional 90°, such as the one 

illustrated in Fig. E.17, might solve the problem; however, manufacturing 

and employing this type of pressure tap is extremely difficult. 
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E.9 MEASUREMENT OF THE MEAN BED PRESSURE  

The mean pressure on the channel bed was measured by providing 

a large number of small diameter piezometric tapping points. The channel 
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480mm 

Fig. E.18 The arrangement of the static pressure taps on the channel bed 

was divided into three sections of equal width and a row of 0.5 mm dia-

meter pressure taps were located at the centre of each section (Fig. E.18). 



E_10 THE MEASUREMENT AND ANALYSIS OF WAVE'HEIGHT  

The complicated wave patterns occurring at the retaining wall 

were studied by employing a capacitance-wire gauge technique. This 

essentially simple method makes use of the fact that water is an efficient 

conductor of high frequency alternating currents. If a high frequency 

voltage is applied to a wire which has a non-conducting coating, then, 

when it is partially immersed in water, the wire acts as one plate of a 

capacitor, the coating as the dielectric and the surrounding water as the 

other plate. 

In order to investigate the wave conditions occurring at the 

retaining wall, it was initially intended that three conventional labora-

tory wave gauge probes be fixed adjacent to the wall. However, the 

supporting rods of the probes would have interfered with the flow pattern. 

Instead, the retaining wall was divided into three equal vertical sections 

with a capacitance-wire gauge fixed in the middle of each section. The 

wire gauges were perpendicular to the channel bottom and partly immersed 

in the water flow. Each gauge consisted of a double length of coated wire 

of 0.4 mm diameter kept taut between a perspex tube fixed at the top of 

the wall and a non-conducting semi-circular disc at the bottom and fixed 

to the wall (Plate X). The three semi-circular discs were fixed to the 

bottom by means of screws, which were left uncoated in order to be conduc-

tive. Three screened low-noise cables were each connected to the retaining 

wall, the coated wires at one end and to the remainder of the wave height 

recording apparatus at the other end. A high frequency signal from an' 

oscillator was applied between each wire and the painted metallic wall 

which conducted it to the water surrounding the wire (through the uncoated 

screw attached to each non-conducting semi-circular disc). As a wave 

passed nach gauge, the immersed length of the wir changed, thus changing 

its capacitance and inducing an effect on the applied signal. The only 

source of error was that produced by surface tension which caused a slight 

damping of the readings. 

High frequency fluctuating signals are unsuitable for use with 

recording instruments, and if they are used, it is first necessary to con-

vert them to direct voltage outputs. In the experiment, this was done 

by three transducers, which used the fluctuations in capacitance of the 

gauges to produce corresponding frequency modulations of the applied 

carrier signals. Each modulated signal was then fed into a unit containing 
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PLATE X 	VIEW OF RETAINING WALL INCORPORATING 

WAVE RECORDING APPARATUS 
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a frequency-discriminating circuit which converted the frequency change to 

a proportional change in the direct output voltage. The simultaneous 

water level signals belonging to three different points along the retain-

ing wall were translated into curve-traces on photographic paper via an 

ultra-violet recorder (Type 1185). 

The ultra-violet recorder is a machine similar in principle to 

a moving-paper/moving-pen recorder, but instead of the use of a pen, the 

record is produced by a thin beam of ultra-violet light. It is a general 

purpose instrument which can receive up to thirty-six channels of infor-

mation to be recorded simultaneously. However, in this investigation, 

only three were required for recording wave heights. The thin beams of 

ultra-violet lights are focussed onto a roll of light-sensitive paper, 

305 mm in width, and moving at a predetermined constant speed. The move-

ment of each beam is controlled by a mirror mounted on a small galvanometer 

coil which responds in proportion to the direct voltage applied to it.. 

Before taking a record, it was necessary to adjust each galvanometer 

alignment by rotating the galvanometer (using the adjusting tool) until 

the light image appeared at its correct position on the paper. Several 

paper speeds were available, anyone of which could be selected during 

running by means of a switch on the front panel. The paper speeds pro- 

vided were 762, 508, 254, 152.4, 101.6, 50.8 and 38.1 mm/sec. 	The record- 

ing process was entirely electronic and had the advantages of high frequency 

response and very little lag. 

E.10.1 	Calibration of the Wave Recorder Probes 

The calibration of the wave gauges/transducers/recorder com-

bination was a critical factor in the measurement of wave heights. It is 

known that the calibration varies with ambient temperature so the cali-

bration procedure had to be accomplised in as short a time as possible to 
minimise temperature effects. It is also known that the calibration varies 

if the position of the connecting wires between wave gauges, transducers 

and the recording apparatus change. To prevent this source of error 

occurring, extreme care was taken that the connecting wires did not change 

position. 

After the variable water level recordings were made, the water 

flow was stopped very quickly by opening all the gate valves connected 
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to the reservoirs. Still water.levels produced by means of a calibration 

well (Plate XI) were measured, relative to the channel bottom, by a preci-

sion point gauge. The static calibration was achieved by relating still 

water levels, to the corresponding recordings made on the photographic 

paper. After the fixing lug of the calibration well was connected to that 

of the retaining wall by means. of a plastic nut and bolt, the sides and 

botten of the calibration well were efficiently sealed with Plasticine 

at the bevelled edges. Water was allowed into the calibration well and after 

it had filled the well and became completely still, the point gauge in the 

stilling well was read. The corresponding water level in the stilling 

well was recorded on the photographic paper from the signal obtained from 

the wire recorder. The tap incorporated at the bottom of the calibration 

well was used to drain the water inside the well and in this way a new 

water level could easily be obtained. This step was repeated for 30 

different depths in the stilling well during each run. Thus, knowing 

the reading of the point gauge and the corresponding signal shown on the 

photographic paper, the scale of the recording on the photographic paper 

could be determined. 

The important requirement was that the calibration of each wave 

recording probe should be linear over the full range needed for wave measure-

ment. This was found to be the case provided that the bottom part of the 

gauges, where the wires pass around the non-conducting discs, were kept well 

below the water-surface. Because a linear calibration depends on the wire 

insulation being uniform, care was taken when handling the wall holding 

the wire gauges at all times so that the coatings would not be damaged. 

As it was necessary in each run to adjust the three galvanometer alignments 

by rotating them using the adjusting tool in order that the three light 

images did not go beyond the width of the light-sensitive paper, the cali-

bration process had to be repeated for each run. 

E.10.2. 	The Analyser  

The water level records made on photographic paper were continuous 

traces of water levels against time. To transform these records into 

digital records, suitable for computer analysis, coordinates were read 

from the traces on to computer punched cards using an X-Y plotter. 

The X-Y digital data reader equipment was supplied by P.C.D. 
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PLATE XI 	VIEW OF CALIBRATION WELL 
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(Farnborough)and was operated together with a 'Dynamco voltmeter'. Plate 

XII shows the analyser used and its different components. The reader, 

which was housed in a stressed-skin metal structure, contained three 

highly linear potentiometers associated with the X-Y outputs. Accurate 

readings were obtained through the use of the anti-parallax double ring 

magnifying reading sight with a magnification of 1:1.3. 	A 'carriage' (A), 

which carried the sight, moved horizontally across the unit and its posi-

tion determined the X output. Facilities were also provided to move the 

carriage along the X axis by fixed increments of 2.5, 5, 10, 25 or 50 mm 

as selected, in this case, a 'selector switch' (B) permitted readings at 

regular intervals. The eyepiece was moved up and down the carriage 

manually to follow the plot being measured with its position specifying 

the Y output. Extreme freedom of movement of the sight helped to follow 

any curve whilst positive locking of the carriage in any X position permit-

ted the multi-channel record to be read at a common X line. Up to six 

channels were available, each with individual scale and zero adjustments. 

The plotter was adjusted to read water levels along the Y axis, at fixed 
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PLATE XII 	GENERAL VIEW OF X-Y DIGITAL DATA READER 
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increments of time, along the X axis. Spools were provided to hold the 

continuous water level recording paper with magnetic strips to hold the 

edges of the paper to the reading area. The chart reader was electroni-

cally coupled to an IBM-026 card punch machine and the data displayed on 

the chart reader panel (C) was automatically punched Onto cards. 

However, as equispaced sampling was adopted in this investiga-

tion, only three channels out of six were required for recording the three 

vertical distances of the traces on the paper. The scale length for the 

vertical axis varied from 0, which corresponded to the point(a) chosen 

(Fig. E.19) very close to the lower edge of the paper, to 6000 which corres-

ponded to the point (b) very close to the upper edge of the paper. 

E.10.3 Selection of Paper Speed and Digitisation Interval 

The choice of paper speed was closely related to the time incre-

ment to be used in digitising the wave records, the physical limits of 

the recording and to the digitising equipment being used, once these 

limits were known. 

In Section C.5.3, it was explained that fN  = 1/2At, called the 

Nyquist frequency, is the highest frequency which can be detected from 

the periodogram of data sampled at At. Table E_4 gives the Nyquist 

frequency corresponding to a given paper speed and a given digitisation 

interval. 

pX 	per  speed 
digi- 	mm/sec 
tisation 	uo 
interval mm 

762 508 254 152.4 101.6 50.8 38.1 

2.5 152.4 101.6 50.8 30.5 20.3 10.2 

5 76.2 50.8 25.4 15.2 10.2 5.1 co
 

t  
fr

eg
i  

(H
z)

  

7.5 50.8 33.9 16.9 10.2 6.8 3.4 

Table E.4 The Nyquist frequency fN  for a given paper speed and a given 

digitisation interval 
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In the initial stages of this investigation, since very little 

was known of the maximum frequency f of the complicated wave patterns near 
max 

the retaining wall , a very fast paper speed of 508 mm/sec was chosen to 

analyse the first water level recordings. Using the digitisation interval 

of 2.5 mm, the digitising time interval will be 

At = 0.05 sec 	 (E.24) 

and the corresponding Nyquist frequency will be 101 Hz (Table 4). While 

in itself this appeared unrealistic, it allowed an examination of the 

spectra over a wide range of frequencies in order to find a more realistic 

cutoff frequency. This action was taken in the absence of any knowledge 

of the highest frequency response of the wave recording probes, the limit 

of which was probably caused by the surface tension drag of the water on 

the probe wires. However, in the initial stages of the investigation, 

the ordinates of the spectra were all found to be very small for frequen-

cies higher than approximately 10 Hz. 

The smallest digitisation interval (2.5 mm) was adopted for 

digitisation of all the records. Since it was known that the maximum 

frequency was fm  10 Hz, from Eq. (C.142), it was concluded that At= 0.025. 

By referring to Table E.4, it followed that the appropriate paper speed 

was 101.6 mm/sec; this was adopted for all the experiments. The paper 

speed of 101 mm/sec and digitisation interval of 2.5 mm resulted in sampl-

ing interval of At = 0.025 sec and a Nyquist frequency of fn  = 20.3 Hz. 

The frequencies close to the cut off frequency of 20.3 Hz contribute little 

or nothing to the total variance, and aliasing would be unlikely to occur. 

E.10.4 Number of Data Points and Length of Recording Paper  

With the variable At fixed, it was possible to look at the spectra 

produced by varying N. In the initial stages of investigation, according 

to the recommendation given in Section C.5.9, three values of N were con-

sidered - 1024, 512 and 256. With N = 1024, the best estimates were 

obtained, hence 1024 was chosen for all the experiments. In this case, 

for each experiment, the total length of approximately 4.5 m of light-

sensitive paper was necessary; 2.6•m of this was for wave recordings and 

the remainder for calibration of the probes. 



E.10.5 Calibration Lines of the Wave Recording Probes  

In this investigation, the digitised water levels obtained from 

the X-Y plotter had units of millivolts rather than of length as was 

desired. To transform the records to the correct units, the calibration 

lines were also assigned coordinates in millivolts. Thus conversions 

into correct units, based on calibrations in the laboratory, were applied 

as the data were entered. For each wave recording probe, this involved 

application of simple linear equation of the form 

y = kp + c 	 (E.25) 

to, n(n around 30) , pairs of measurements, 
(y1'p1)' ..., (yn'pn) using 

weighted least squares method, where 

P _ 

y = 
k,c = 

data point in millivolts 

corrected data point in mm 

calibration constants 

Typical calibration lines are illustrated in Fig. E.20, the lines were 

found by linear regression of p versus y (p as dependent variable and y 

as independent variable). Subscript 1 corresponds to a measurement from 

the wave gauge probe which is close to the channel outlet; subscript 2 

represents a measurement from the wave gauge probe which is in the middle 

of the retaining wall and subscript 3 belongs to the wave gauge probe 

which is close to the side wall. The adjustment, in this case three 

simple linear equations, was applied within the computer programme as 

the data were entered in for analysis. 

It should be noted here that one restriction imposed by employing 

the least squares method (Appendix III) is that the independent variable 

should not have any degree of uncertainty while in this case, there is 

uncertainty in both variables y and p. However, in the initial stages of 

the investigation, it was found that the linear regression of p versus y 

would generally result in a lower sum. of squares of deviations about the 

regression (s.s.d) than that of y against p. For this reason, the linear 

regression where p was considered as a dependent variable and y as an 
independent variable was adopted for each probe in all experiments. 
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E.10.6 Estimation of Uncertainty in Wave Height Measurement  

There are several sources of uncertainty in the procedure used 

to measure and analyse the wave patterns near the retaining wall. The 

overall uncertainty in the measurement of wave heights is not a single 

value but varies with the magnitude of the measured wave height. It is 

necessary, therefore, to assess the total uncertainty for the worst cases. 

The contributary uncertainties can be srnmarized as follows: 

(a) Uncertainty in reading of the water level by the point gauge in 
the calibration stilling well was ±0.1 mm. 

(b) Linearity of the deflection cn the recording paper produced 

by the galvanometer beam when compared with the deflecting current is 

another source of uncertainty. Non-linearity would increase as the 

beam gets further from the mean position. This effect manifests itself 

as a scatter of the experimental points around the line drawn by the 

weighted least squares method (Fig. E.20). From Appendix III, it follows 

that the uncertainty in the estimated value obtained by using least squares 

method is not a single value but varies with the number of data points, 

the confidence level used and also the value of the independent variable. 

(c) The analyser resolution limitation was given by the manufacturer 

to be ±0.13 mm. 

(d) The linearity of the potentiometers was given by the manufacturer 
to be better than ±0.1%. 

(e) The operational uncertainty is the random uncertainty of a 
typical measurement made with the X-Y plotter. Its average value should 
be found by the operator. 

The estimation of the total uncertainty was carried out for 

run a36p1 and wave recording probe 2. For the calibration of the wave 

recording probes, the water depth in the calibration well was varied 

between approximately 50 and 280 mm. For the estimation of total uncer-

tainty, the worst case for the probe 2 (see Fig. E.20), where the water 

depth in the stilling well was yo  = 100 mm and the corresponding signal 
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appeared to be at 100 mm from the point 'a' (Fig. E.19) on the photographic 

paper was considered. The uncertainty due to the application of least 

squares method at a 95% confidence level could be calculated from Eq.(III.8d) . 
In this case (see Fig. E.20) , it follows that 

n = 26 	 (a) 

a = 0.05 	 (b) 

m.s.d. = 114.53 (millivolts)2 	 (c) (E.26) 

y = 188.9 mm 	 (d) 

yo  = 100 mm 	 (e) 

The value of X0.025,24 is given by Chatfield (1975a)to be 2.064. Using 

the equation of calibration 

p = -2670 + 24.61 y 	 (E.27) 

for yo  = 100 mm, the corresponding millivolts will be po  = -209 millivolts 

and hence the uncertainty will be 

1 	
(y0 

- 
Y)2 

{m.s.d. [1 + — + 	])12  
aj2,(n-2) 	n n _ 

(yi-y ) 2 
i=1 (E.28) 

= 24 millivolts 

The corresponding uncertainty in the water depth is ±0.97 mm. Using the 

root square method, the total uncertainty from the reading by the point 

gauge and from the application of the least squares method is 
1/2 wyo  = (0.972  -!- 0.12) = 1 mm. 

To evaluate the average operational uncertainty, a simple test 

was made. An accurate 0.3 m ruler was positioned by magnetic strips to 

the reading area and along the Y axis. The zero mark of the ruler corres-

ponded to the point (a) (Fig. E.19) where the number displayed on the 

chart reader panel was zero. The 30 cm mark was read 20 times. However, 

due to operational error and also due to the uncertainties mentioned in 



f [( 100)2 + (100)2] 

W
1/2 [ 

ū 

o) 2 	(Q~X) 2 ] 
0 

= 2.2% 
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(c) and (d), the readings were evidently different. 	Using Eqs (E.1) and 

(E.4) , the relative uncertainty was found to be 0.025. The total uncer-

tainty in length was 300x0.025 = 7.5 mm. The combined uncertainty due to 

the non-linearity and resolution limitation in a 300 mm length of the 

ruler was [ (300x0.001) 2+ (0.13) 2 ] 1 = 0.33 mm and hence the relative opera-

tional uncertainty was [(7.5)2-(0.33)2]/300 = 2.5%. 

As the trace corresponding to 100 mm water depth in the stilling 

well appeared to be at approximately 100 mm from the point 'a' on the photo-

graphic paper (Fig. E.19), the combined uncertainty introduced by the non-

linearity of the potentiometers, resolution limitation and operational 

error is 

	

who = (0.132 + 0.12 + 2.52 0 = 2.5 mm 	(E .29) 

The total uncertainty in the wave height measurement is of the order of 

WihT = [ 

Who 
) 2 + 

(-
y
o 

2 ] "2 
o 	yo (E.30) 

ww 	[(100)2 	2.7% + (100)2]  

E.10.7 Estimation of Uncertainty in Frequency  

A signal generator was used to determine the uncertainty 

in the speed of ultra-violet recorder. īt was found that at a speed 

of 101 mm/sec the uncertainty was of the order of 2%. The X-Y plotter 

was found to have a reading uncertainty of ±1% along the X axis. Hence 

the total uncertainty in the frequency is of the order of 
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E.11 EXPERIMENTAL PROGRAMME 

The experimental study described here was mainly designed to 

provide information about the motion and the behaviour of a plane turbulent 

water jet of finite dimensions when deflected by a transverse wall. 

Fig. E.21 shows a schematic representation of a supercritical 

water flow issuing from an overflow spillway onto a smooth horizontal 

channel of the same width, with the flow being deflected by a plane smooth 

vertical transverse wall which is perpendicular to the initial flow direction. 

Observation of the flow indicated that as the water came down from the 

spillway, the free surface converged steadily until it attained a minimum 

depth at section S-S, situated close to the toe of the spillway and also 

became aligned parallel to the channel bed at this section. In Fig. E.21 

H2 is the height of the spillway crest above the channel bed, H is the water 

level over the spillway crest, dm is the depth of the flow at section S-S 

and t denotes the distance of section S-S from point 0 where the channel bed 

and the face of the spillway intersect. 

With regard to the variables dm,t,H and H2, it was discovered that 

by varying the elevation of the channel bed with respect to the elevation 

of the spillway crest, the same depth of flow dm at section S-S would be 

located at the same distance t from the point 0 (where the channel bed and 

the face of the spillway intersect), irrespective of the different velocities 

arising at the toe of the spillway (Fig. E.21). Furthermore, it was 

observed that with the retaining wall at a fixed position with respect to 

the spillway, an increase in the discharge of the incoming flow from the 
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spillway caused the distance t to increase (i.e. the section S-S got closer 

to the retaining wall). This situation was very similar to a free.flow 

under a sharp-edged sluice gate located in a horizontal rectangular channel 

of the same width; as was explained in Section 6.5.1. For the case of.the 

sluice gate, as the water emerged from the sluice gate, the free surface 

contracted to a minimum section which is well known as the vena contracta. 

This normally occurred at a distance from the gate which was approximately 

equal to the gate opening and was independent of the water head Upstream 

of the sluice gate (or alternatively the velocity of the water at the vena 

:contracta). 

ti 

Fig. E.22 The flow under a sharp edged sluice gate and the flow from a 

spillway into a horizontal channel 



The principal variables which governed the present experimental 

work were: 

a) the height of the spillway crest with respect to the channel 

bed H2. 

b) the depth of the flow at the toe of the spillway dm  (or the 

water level over the spillway crest H). 

c) the position of the retaining wall with respect to the 

spillway p. 

The angle between the spillway face and the horizontal was kept constant 

at 62.5°  throughout all the experiments. Based on the three aforementioned 

variables,the experiments performed during this investigation can be classified 

into two principal groups a and b.In group a, the vertical distance between 

the horizontal channel bed and the spillway crest was 219mm and for group 

b, this-distance was increased to 519mm. However, for both groups, the 

distance of the retaining wall from the point 0 (where the channel bed and_ 

the face of the spillway intersect) was changed from p1=480mm to p2 =360mm 

and then to p3=240mm (where p refers to the position of the retaining wall 

with respect to the spillway). In this thesis each experiment is characte-

rised by six figures. In the first instance a letter denotes the group 

which the experiment belongs to; then the second and third numbers give the 

depth of the flow at section S-S in mm to the nearest round number and the 

fourth and the fifth figures refer to the distance of the retaining wall . 

from the spillway. For example, run a36p1 represents the experiment 

belonging to the group a (where the vertical distance between the channel 

bed and the spillway crest was 219mm) and the depth of the flow at the'toe 

of the spillway was 36mm and the distance of the retaining wall from the 

point 0 was 480mm. 

A total of 21 experiments were undertaken. The important details 

of these experiments are given in Table'E_5, in which, 

H2  = vertical distance between the spillway crest and the channel 

bed. Only two values (219mm and 519mm) were taken for H2. 

H = the water level above the spillway crest (varied between 

36.4mm and 116.9mm). 

Q = discharge over the spillway (varied between 2342c1/sec and 

13464cm/sec). 

b = the impingement width which was kept constant at 180mm 

throughout all the experiments. The impingement width was 

equal to the spillway width. 

206 



Run 

H2  

mm 

H 

mm 

Q 

Cm/sec 

b 

mm 

dm 

mm 

.e 

mm 

m 

/ s e  

Fr 

- 
Ri am  

t 

dm 

b 

am 

a08p1 219 36.4 2342 180 8 464 163 6.46 11370 58 22.5 

al1p1 219 48.2 3568 180 11 461 180 5.92 17320 41.9 16.4 
* 

a14p1 219 58.2 4734 180 14 456 188 5.37 22970 32.6 12.9 

* 

a25p1 219 92 9398 180 25.1 433 208 4.32 45600 17.2 7.2 
x 

a36n1 219 .116.9 13464 180 36.4 425 206 3.55 65330 11.7 4.9 

a08p2 219 36.4 2342 180 8 344 163 6.46 11370 43 22.5 

a11p2 219 48.2 3568 180 11 341 180 5.92 17320 31 16.4 

* 
a14p2 219 58.2 4734 180 14 336. 188 5.37 22970 24 12.9 

* 
a25p2 219 92 9398 180 25.1. 313 208 4.32 45600 12.5 7.2 

a36p2 219 116.9 13464 180 36.4 305 206 3.55 65330 8.4 4.9 

a08p3 219 36.4 2342 180 8 224 163 6.46 11370 28 22.5 

a11p3 219 48.2 3568 180 11 221 180 5.92 17320 20.1 16.4 
x 

a14p3 219 58.2 4734 180 14 216 188 	5.37 22970 15.5 12.9 

* 
a25p3 219 92 9398 180 25.1 193 208 	4.32 45600 7.7 7.2 

* 
a36n3 219 116.9 13464 180 36.4 185 206 	3.55 65330 5.1 4.9 

* 
b08p1 519 51 3874 180 8.1 464 266 10.31 18800 58 22.2 

* 
bilpi 519 65 5578 180 11.2 461 277 	8.95 27070 41.9 16.1 

* 
b14n1 519 76.4 7114 180 13.9 456 284 	8.12 34520 32.6 12.9 

* 

b17p1 519 87 8646 180 17.1 453 281 	7.18 41960 26.6 10.5 

* 
b14p2 519 76.4 7114 180 13.9 336 284 	8.12 34520 24 12.9 

* 
b14p3 519 76.4 7114 180 13.9 216 282 	8.12 34520 15.5 12.9 

* the wave height records were digitised on these runs. 

Table E.5 Details of the experiments 
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= impingement length which can be defined as the distance 

between the section S-S (Fig. E.21) and the retaining wall. 

If the impingement length is equal to or less than impingement 

width, the deflection of the water jet by the transverse wall 

can be called 'square impingement' or 'short impingement'. 

The values of the impingement length were varied between 

185mm and 464mm were greater than the impingement width. 

dm  = the depth of the supercritical water flow as measured 

at section S-S along the channel centre line. The value 

of dm  varied between 8mm and 36.4mm. 

Lim = average velocity of the supercritical water flow measured 

at section S-S. The average velocity was calculated from 

the following relationship 

(E .31) 

The value of Um  varied between 163Cm/sec and 284Cm/sec. 

Fr = the Froude number associated with the shooting flow at 

section S-S. The Froude number was calculated from the 

following relationship 

(E.32) 

in which g is the acceleration due to gravity and a is the 

energy coefficient of the incoming supercritical water flow 

at section S-S. The procedure which was adopted to measure 

the coefficient of energy is described in Chapter F. The 

Froudē number varied between 3.55 and 10.31. 

R:  = the Reynolds number of the supercritical water flow at section 

S-S which was calculated from the following relationship 

Um  dm  

 

(E.33) v 

where v is the kinematic viscosity of water. The Reynolds 

number varied between 11.4x103  and 65.3x103. 

b a = aspect ratio of the plane turbulent water jet which varied 

between 4.9 and 22.5. 

dtm 
= dimensionless impingement length which varied between 5.1 and 58. 
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It must be noted that observation of the flow indicated that with 

a constant discharge from the spillway, the flow depth dm and the positieu 

of the section where the free surface became horizonatal (distance t in 

Fig. E.21) were unaffected by changing the retaining wall position with 

respect to the spillway. The Froude number Fr and the coefficient of 

energy a of the supercritical water flow were also unaffected. This fact 

was extended for the case, when with a constant discharge from the spill-

way, the retaining wall was fixed close enough to the spillway (or alter-

natively when with the retaining wall at a fixed position with respect to 

the spillway, the discharge was high enough) such that the toe of the 

forced hydraulic jump was oscillating around the toe of the spillway. In 

the latter case, it could be assumed (Stepanov, 1958) that the Froude 

number and the nominal values of the flow depth dm, the distance t and the 

velocity Um at the toe of the spillway were the same as the corresponding 

values where the retaining wall was further away. 

E.11.1 Critical Point for the Flow Over the Spillway  

With regard to the flow over the spillway, a few general obser-

vations concerning the air entrainment on the face of the spillway must be 

made. 

frictionless turbulent 
fluid above 	boundary ayer 

boundary aver critical •oint 

Fig. E.23 Definition sketch for a section of flow down a long 

steep spillway. 
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As shown in Fig. E.23, the flow domain over the long spillways 

can be divided into two regions, from the spillway bed to the boundary 

layer edge and from the boundary layer edge to the free surface.The latter 

region may be considered as a frictionless converging layer of water. It 

has been reasonably well established by several observers such as Bauer(1954) 

that for flow over the spillways incipient aeration does not occur on the 

slope until a point (or region) is reached at which the boundary layer 

thickness is equal to the flow depth. The point where the spillway face - 

induced boundary layer meets the free water surface is called the critical 

point. Examination of flows beyond the critical point have indicated that 

the upper boundary of the flow is violently agitated and hence is rather 
ill - defined. It consists of a zone which appears to be white due to the 
high degree of entrained air, while above this zone a spray of water droplets 
occurs which move more or less parallel to the flow and below which there 
is a region of discrete air bubbles suspended in the fluid. The reasoning 

behind this is that the emergence of the boundary layer is associated with 

velocity fluctuations normal to the surface which become strong enough to 

induce elements of fluid to be thrown clear of the parent motion. These 

elements return to the mainstream, carrying air which is then distributed 

throughout the flow by turbulence. As atmospheric air is drawn into and • 

mixed with the flow to create the appearance of white water, the mixture 

increases in volume or bulks. This increase in volume implies that 

aerated flows require higher side walls than non-aerated flows. 

It is known that by increasing the flow discharge and thus the 
flow depth, the points at which the surface roughening and the white water 

occur move downstream together with the critical point. Thus, in the design 

of spillways, for the design (maximum) discharge, uniform aerated flow 

will not necessarily occur unless the spillway is exceptionally long or 

the design discharge is relativley small. Furthermore, it is also known 

that the results from model studies which have been obtained in self-aerated 

flows in spillways cannot be reliably extrapolated to the prototype through 

the several orders of magnitude required to obtain full scale spillway 
quantities. 

Several empirical methods such as those by Bauer (1954), 

Gangadariah, Lakshmana Rao and Seetharamiah(1970), Campbell, Cox and Boyd (1970) 

have been proposed for the prediction of the rate of boundary layer growth 

and the position of the critical point. In this investigation, for each 

experiment, a careful flow observation in addition to a check using Bauer's 

method were made to ensure that the boundary layer thickness was less than 

the flow depth before the flow entered the horizontal channel bed. 



CHAPTER F 

211 

EXPERIMENTAL RESULTS AND DISCUSSION 



toe of the forced 
hydraulic jump 

regi on II region I 

channel centre line 
fi 

1 
an axis parallel to 	 
the channel centre 

212 

F.1 	FLOW DIRECTION 

Woollen tufts were used to observe the flow direction. The 

2-hole transverse - cylinder yawmeter was employed for the measurement 

of the flow direction in region I and in the forward flow portion of 

region II. When the yawmeter was being used in region II, it was feared 

that air entrainment in the forced hydraulic jump might interfere with the 

flow direction measurement. For this reason, the flushing arrangement of the 

yawmeter was kept flushed except in the interval when the observations 

were being made. It was found that the air bubbles present in the forced 

hydraulic jump seldom presented difficulties. 

side wall 

Fig. F.1 Flow direction 

With regard to flow direction, it was assumed that the flow 

in region I and in the forward flow portion of region II was two-dimensional, 

with the velocity vectors parallel to the channel bed and the velocity 

plane at an angle ¢ to the channel centre line. This means that in both 

regions I and II for all points on an axis such as y1y1  perpendicular to 
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the channel bed (Fig. F.1), the velocity vectors were parallel to the channel 

bed and lay in a vertical plane at an angle ¢ with the channel centre line. 

This assumption only introduced an appreciable error in the zone close to 
the top of the forward flow of region II where the velocity vectors were 

considerably inclined with respect to the channel bed and in the backward 

flow of region II. During this investigation, no measurements of flow 

direction were made in the backward flow of region II and in region III. 

Using the yawmeter, the assumption that the flow was two-dimensional, 

as explained above, was tested for several runs and was found to be 

approximately true. It was observed that in any plane perpendicular to the 

channel bed and parallel to the channel centre (longitudinal section), the 

magnitude of redirection ¢ increased as the flow approached the retaining 

side wall 

Fig.F.2 Redirection of the Flow 

wall. Moreover, for any plane perpendicular to the bed and parallel to the 

retaining wall (transverse - cross section), the angle ¢ increased from 

the side wall towards the outflow. Also, it was found that with the 

retaining wall at a fixed position with respect to the spillway, an increase 

in the discharge from the spillway caused the magnitude of ¢ at any given la 

point in both regions I and II to increase. Figs. F.7,F.13 and F.14 show 

the magnitude of the redirection ¢ at different points along the channel 

centre line for several runs. In these figures, x denotes the longitudinal 

distance from the retaining wall in the upstream direction. It can be seen 

that the amount of redirection along the channel centre line was small, 

being limited to 10  in region I and 12°  in region II. 



turbulent boundary 
layer edge 

F.2 FLOW CHARACTERISTICS OF REGION I  

F.2.1 Theory of the Boundary Layer 

When viscosity is significant in a problem, for example in the 

present investigation, the expedient of separting the flow into two domains 

can be used, as suggested by L. Prandtl (1904) in his original statement 

of the boundary layer concept. Prandtl considered that in many flow situations 

particularly those involving fluids of low viscosity, of which water is a 

good example, the viscous effects are confined to a relatively narrow zone 

which is adjacent to the boundary; the major part of the flow therefore 

behaves as if the fluid were non-viscous. Prandtl then proposed that these • 

two domains be treated separately. The domain where viscous effects are 

large is called the boundary layer; the domain of negligible viscous effects 

is termed the zone of near-potential flow, indicating that the flow is only 

different from the potential flow of the non-viscous fluid. On the spillway 

studied here, for example, both domains exist contiguously-the near-potential 

flow region being dominant at the upstream end of the spillway with the 

boundary layer increasing in thickness in the direction of flow. The flow 

within the boundary layer is complicated by the presence of rotational flow 

and the internal shear stress, which reaches a maximum at the spillway bed. 

However, in order to achieve a better understanding of the boundary layer 

development in the present investigation, it is necessary to briefly review 

the analytical background to the boundary layer development along smooth 

flat plates. 

F.2.1.1 Parameters of Turbulent Boundary Layers  

The boundary layer which is simplest to study is that formed 

by the flow along one side of a thin flat plate parallel to the direction 

of the oncoming fluid. The fluid, originally having a velocity U in the 

U m 
U* 

main stream 

Fig. F.3 Boundary layer on a flat plate. 
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direction of the plate, is retarded in the neighbourhood of the surface and 

the boundary layer begins at the leading edge of the plate. As a greater 

proportion of the fluid slows down the thickness of the layer increases. 

This means that as the boundary layer becomes thicker, more fluid decelerates 

from its original undisturbed velocity, so that the momentum of the fluid 

in the direction parallel to the solid surface steadily decreases. 

Since the velōcity within the boundary layer increases to the 

velocity of the main stream asymptotically, an arbitrary convention must 

be adopted to define the thickness of the layer. One possible definition 

of the thickness is that distance from the solid surface in which the 
* 

velocity reaches 99% of the local main-stream velocity component U . The 

two Other parameters which are used to describe the boundary layer are the 

displacement thickness and the momentum thickness. The displacement thick-

ress.Sd, is the distance by which the near-potential flow has been dis-

placed'from the surface due to the presence of the boundary layer and is 

defined as 

a 
ad  J (1- 2*) dy 

0 
(F.1)  

in which U is the velocity at a distance y above the plate and S denotes 

the boundary layer thickness. The momentum thickness ō , is a similar 

length parameter associated with the momentum defect suffered by the fluid 

because of friction and is defined by 

m = j -(1- -  )dy 
0 

(F.2)  

	

F.2.1.2 	Von Kalman Momentum Equation  

The development of a turbulent boundary layer is governed by the 

so-called Von Kalman integral - momentum equation. It is a differential 

equation derived from the equation of motion or by making use of the 

momentum principle 

	

-d - To  = 	(J( PU2dy) - U* (f o pUdy) 	 (F.3)dk  
p 	P 	p 



gradient  the shame 

dd  

m 

parameter of the velocity profile defined by 

k =ā (F.4) 

To 	dxm + (1+k/2) an12 
 dx

*2 

p 	U* p 
Cf  = 

U*
2 

P 

(F. 5) 
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in which P is thepres sure, T
o represents the intensity of boundary shear 

stress, p is the mass density of the fluid and x denotes the distance in 

the direction of flow . It is known that for flows having a small pressure 

remains approximately constant. In this case, Eq. (F.3) can be simplified 

by using the definitions of dd  and dm  in the following form 

in which 
Cf 
 is the local coefficient of boundary shear stress. However, 

the above relationship does not provide any details of the velocity distrib-

ution within the boundary layer. 

Prandtl suggested that much of the experimental information 

available on turbulent flows in circular pipes could be used in the study 

of turbulent boundary layers on flat plates on the grounds that the 

boundary layers in the two cases are not significantly different. He 

assumed that the fully-developed flow within the pipe may be regarded as 

a boundary layer on a flat plate which has been wrapped round an axis 

at a distance d from the plate which is equal to the radius h of the pipe, 

and the maximum velocity (along the axis) Ums, corresponds to the velocity 

U* of the main stream past a flat plate. The universal velocity distrib-

ution law for smooth pipes is 

y 	n v 	=( y ) 
max 

(F.6)  

in which U0  is the velocity at a distance y from the pipe wall and n is 

an exponent. Prandtl applied the above relationship to the flat plate 

case and proposed the following convenient description for the velocity 

distribution in turbulent boundary layers acting under zero pressure gradient 

Ū*=( ā ) YL (F.7)  

which is a straight line when plotted logarithmically. The value of ib 

is approximately 1/7  for moderate Reynolds numbers (R
P 
 =U*xp/U<1o7  on a 

flat plate) . 
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F.2.2 	Velocity Profiles in Region I 

Earlier in this thesis it was explained that as the water came 

down from the spillway, the free surface converged steadily until it attained 

a minimum depth at section S-S (Fig.E.21), situated at the toe of the spill-

way and also became aligned parallel to the channel bed at this section. 

Due to the boundary layer development on the spillway, the velocity distrib-

ution at section S-S was non-uniform. Hence, the kinetic energy flux and the 

momentum flux of the flow atthis section had to be corrected by the coefficients 

of energy and momentum respectively. The calculation of the energy coefficient 

was also necessary for the evaluation of the Froude number. 

To find the coefficients of energy a and momentum S of the super-

critical water flow at the toe of the spillway, the channel width along section 

S-S was divided into three equal parts and the calibrated pitot-static tube was 

used to investigate the velocity profile at the centre of each part. The 

velocity measurements in the three sections at the toe of the spillway 

were usually made at a depth interval Ad equal to o.5mm. The observed 

nanometer readings were found to remain constant as long as the pitot-static 

tube was located within the near-potential zone outside the boundary layer. 

Some variability in the manometer readings was observed over long time intervals 

when the pitot-static tube was moved to the boundary layer. The straight 

line portion of the logarithmic plot of the velocity profiles at the toe of 

the spillway in Figs. F.4,F.5, and F.6 was determined on the basis of the 

pressence or absence of any variation in the manometer readings over long 

time intervals. In these figures, section 1 represents the section which 

was close to the channel outlet, section 2 corresponds the channel centre 

line section and section 3 denotes the section which was close to the side 

wall. It must be noted that the velocity measurements at the foot of the 

spillway were all made with the retaining wall at position pl and in all 

cases the toe of the forced hydraulic jump was at a good distance downstream 

of the measuring section. 

The secondary motions(Henderson,1966)in region I affected the 
distribution of velocities and as a result the boundary layer thickness and 

the velocity profiles at the three sections 1,2 and 3 at the toe of the 

spillway were not equal. The velocity profiles indicated that'for all runs 

the boundary layer occupied a fraction of the full depth of the flow at the 

toe of the spillway. This means that in all runs, the state of development 

of the fast water stream at the toe of the spillway was quasi-potential. 
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The coefficients of energy a and momentum S can be calculated from 

Eqs. (B.3) and (B.10). For the flow at the foot of the spillway, these 

equations can be written in the following form 

a- 

a = 

1A U2dA ( - 
2 G UAd)1 2 + 	( G UGa)2 + 	( 2 L UAd)3. 

ti 

(a)  

(b)  

(F.8) 
U 2A 

1A U3dA ( G U3ad) 1 

3U 2d m 	m 

+ 	( L U3Ad)2 + 	( G U3Ad)3 

U 3A 
m 

-  
3Um 

3 
d~ 

where 

U 	 =velocity of the flow at a distance y from the _ channel bed 

Um 	
=average velocity of the flow over full cross-section 

A 	=cross-sectional area of the flow 

dm 	= depth of the flow on the channel centre line 

Ad 	= depth interval of velocity measurement which was 

usually 0.5 mm and occasionally 0.7 or 1 mm. 

subscript 1=represents the section which was close to the channel cutlet 

subscript 2=denotes the channel centre line section 

subscript 3=represents the section which was close to the side wall 

It should be noted, however, that the side walls of the spillway 

produced small cross waves which were superimposed on the general downstream 

motion. This was manifested as small pulsations of the water surface in 

region I. Due to this effect, velocity measurements at the points very 

close to the water surface in region I were not possible. However, to 

obtain the average water depth at each section of 1,2 and 3 at the toe of 

the spillway, which was necessary for the evaluation of the coefficients 

energy a and momentum $, the depth measurement at each section was repeated 

at least three times and the arithmetic mean of the measurements was considered 

as the reliable value for that section. For the calculation of a and S, 

the velocity profile of each section 1,2 and 3 at the toe of the spillway 

was extrapolated to the average depth of flow at that section. The values 

of a and S associated with the supercritical water flows at the toe of the 

spillway are tabulated in Table F.1. In this table, it can be seen that in 

each group of experiments a and b, the magnitudes of the coefficients a and 

S at the foot of the spillway decreased as the discharge increased (or alter- 

natively the depth of the flow at the toe of the spillway increased). 



TO (.a_) = (icnlyYl-1 ) 

y=o 	y=o 
(F.10) = o 

Run a08p1 a11p1 a14p1 a25p1 a36p1 b08p1 b11p1 b14p1 b17p1 

0 1.09 - 1.06 1.05 1.03 1.02 1.07 1.05 1.04 1.04 

a 1.24 1.16 1.12 1.07 1.06 1.19 1.14 1.11 1.09 

Table F.-1 Coefficients of energy and momentum 

F.2.2.1 Power Law Applied to the Velocity Profiles in Region I  

The experimental data in Figs. F.4,F.5 and F.6 indicate that the 

shape of the velocity profile in the turbulent boundary layer in region I can 

be approximated satisfactorily by a power law of the form 

U=cyY1 (F.9) 

where U is the velocity at a distance yabove the channel bed,nis an exponent 

and c is a constant. However, the experimental points that occur in the 

proximity of the channel bed clearly show some deviation from this power 

law. The reasoning behind this is that the power law cannot be applied to 

the. region immediately adjacent to the channel bed. It is especially true 

at the channel bed where, for examrle, the shear stress T
o.c

alculated on the 

basis of the power law becomes 
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where p is coefficient of viscosity. Furthermore, immediately adjacent to 

the bed is the laminar sub-layer and it is usual to assume that since the 

laminar sub-layer is so thin, its velocity profile can be taken as linear 

and tangential to the power law profile at the point where the 1pn  nar sub-

layer merges with the turbulent part of the boundary layer. 

For a given flow depth at the toe of the spillway, the velocity 

profiles of the group of experiments b show, in most cases, lower values 

for fl than the corresponding flow depth belonging to group a. 

n decreases gradually as the Reynolds number R4  (based on the 

the spillway) increases, varying approximately from a minimum 

maximum of 5. The average fl for the experiments is 
6.8 

 which 

the average behaviour of the boundary layer is in quite close 

37 power law. 

In most cases, 

length along 

ofi to a 

indicates that 

agreement with 
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It is difficult, however, to explain the deviation of the velocity 

profiles from the one-seventh power law although the pressure gradient was 

negligible and the Reynolds number R4  for all runs remained less than 107. 

The boundary layer development in region I was more complicated and in many 

respects was different from that of the classical flat plate in an uncon-

fined fluid under zero pressure gradient. In the former case, first, the 

depth of the supercritical water flow is a finite quantity as opposed to the 

somewhat vague parameter assumed for the flat plate case. Secondly, there 

is no infinite stream above the boundary layer to maintain the motion or 

secondary motions to affect the distribution of velocities and the boundary 

layer thickness. Thirdly, due to the existence of a free surface, the gravity 

forces are important. Furthermore, a new condition must be satisfied, namely, 

that the discharge per unit width in the downstream direction along the channel 

centre line in region I must remain constant (the loss of discharge due to 

the redirection of the flow can be assumed to be negligible). The constancy 

of discharge may be combined with the boundary layer displacement thickness. 

That is 

r ft 	h 
q= 1 a dy=lo  (U-U*) dy+U*h (F.11) 

where q is the discharge per unit width, U is the velocity ata distance y 

above the channel bed, h represents the flow depth and U* denotes the velocity 

at the edge of the boundary layer. By virtue of the definition of the 

displacement thickness 

or 

q=U* (h-sd  ) 

ad  41— v—* 

This means that in region I, the displacement thickness had a larger effect 

on the outside flow because it acted on a finite depth of water, whereas in 

an infinite flow, the effect of the displacement thickness is negligible as 

far as the change in the potential flow pattern is concerned. It is these 

aspects that make the boundary layer development in region I different 

from that along a flat plate in an unconfined fluid under zero gradient. 
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As the boundary layer moves along the channel bed, the continual 

action of the shear stress tends to cause the thickness of the boundary 

layer to increase from the toe of the spillway in the downstream direction. 

Fig. F.7 shows the time mean veloctiy distributions along the channel centre 

line, at the toe of the spillway and at a section very close to the toe of 

the forced hydraulic jump; in addition there are some experimental velocity 

points at the toe of the forced hydraulic jump itself. In this figure x 

denotes the longitudinal distance from the retaining wall in the upstream 

direction. Due to the negligible pressure gradient in the downstream direction 

in region I, the boundary layer growth in this region is slow with the flow 

having an accelerative characteristic in the boundary layer. The flow outside 

the boundary layer introduced momentum into the layer. The velocity gradient 

in the outside boundary layer of the section close to the forced hydraulic 

jump was much more than that of the boundary layer. This could also be due 

to the proximity of the section to the forced hydraulic jump. At the end of 

the region I (toe of the forced hydraulic jump) the flow decelerated due to 

the existence of the adverse pressure gradient and the expansion of the fast 

water stream. 

2 3
6 

7 E 9 V
im 

12 13 14 
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Fig. F.7 Velocity profiles in region I 
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F.2.3 Nominal Boundary Layer Thickness at the Toe of the Spillway 

The formulae which nave been developed for the computation of the 

boundary layer growth on the spillways are all very approximate. Application 

of these formulae in model studies could lead to serious error in the calc-

ulation of the boundary layer thickness as the supercritical flow depths in 

• laboratory channels are usually small. Bauer (1954), for example, presented 

the following empirical formula for the variation of the boundary layer 

thickness on spillways 

-0.097 
= 0.039 R6 	 (F.13) 

where å is the nominal thickness of the boundary layer, x4  is a straight. 

line length beginning from an arbitrary point upstream from the spillway 

crest and R6  represents the Reynolds number based on the length along the 

spillway. 

However, Bauer's formula is very approximate; and this can be seen 

by the large scatter of the experimental points around the Bauer's curve in 

his published work on spillways. Moreover, Bauer's formula has been questioned 

by many authors (Campbell, Cox and Boyd, 1965) because of the lack of an exact 

definition for the origin of x6, i.e., where the turbulent boundary layer 

actually starts. However, just for the sake of comparaison between the obser-

ved turbulent boundary thickness and the predicted value using Bauer's method, 

a detailed calculation of the nominal boundary layer thickness at the foot  

of the spillway for run bl4p1 is described here 

Fig. F.8 Boundary layer development on the spillway. 
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Fig. F.8 is the schematic representation of the boundary layer 

development on the spillway. As the distance from the spillway crest increased, 

the thickness of the boundary layer increased, while the near-potential layer 

was reduced in thickness. It was assumed that the origin of x4  lies along 

the intersection of the spillway face with the horizontal line tangent to the 

spillway crest and that the turbulent boundary started from this origin. 

Furthermore, it was assumed that the flow depth and the boundary layer thick-

ness at the section S-S situated at the toe of the spillway was equal to the 

corresponding depth and boundary layer at section g-š on the spillway face, 

where S-S and S-S were equidistant from the intersection of the channel bed 

and the spillway face. The main flow outside the boundary layer was governed 

by the Bernoulli equation 

H+x.6  sine = Zg 4-dm 
 cos8 

or 

U*=/ 2g(xdsinO+H-dmcos8) 

where g is the acceleration due to gravity, dm  is the depth of the super-

critical water flow at the toe of spillway along the channel centre line, 

H is the head above the spillway crest, 8 is the angle between the spillway 

face and the horizontal, U* is the velocity in the main potential region and 
x is the longitudinal distance along the spillway from the origin 0 (Fig. 

F.8). In run bl4p1, the values of the parameters of Eq.(F.14b) are as follows 

H = 76.4mm 	 (a) 

dm  = 13.9mm 	 (b) 

8 = 62.5° 	 (c) 

x = [519-(480-456)Sin62.5]/sin62.5=561mm 	(d) 

From Eq. (F. 14b) , it follows that 

(F.15) 

U*=334cm/sec 

Hence 

R
4 
 =U*x

.6 
 /v=163 6450 

and from Eq.(F.13), it is concluded that 

6=5.5mm (F. 17) 

In many cases, including the aforementioned run, the difference 

between the boundary layer thickness based on Bauer's method and the observed 

value (based on the presence or absence of any variation in manometer readings 

over the long time interval) was found to be approximately equal to the 

diameter of the pitot-static tube. It must be mentioned, however, that the 

boundary layer thickness was unimportant as far as the calculation of 

coefficients of energy and momentum was concerned. 



r7N 

30 

N 	00 	110 	MO 	100 	Ja 	JO/ Lo.elruollµ DIIMICI IVA INII 1114I11N NALL IN ryII U►ITIgAN DIIICTION (TT '0 
UpNA e 

10 	Ile 	110 	I 	~ lop 	110 	1M LONII1OOINAt 
DIIT44fI nat TIA 4I1AA14 WALL IN INC uIstAIAn eILIItTIO/ OTR1 

I4poV 

10- 

404 

110 
1754 

110 
IQ. 

too 

10 

Run a25p1 
e 1.1 'roam,. 

section 1) • 
..rr.r. ,..4u. 

( I'~ = 222 mm 
(4A..,....... 

s.ctiOn 2 • ...r a. ,..n,. 
(Lj= 237 mm 
e 11.14 ,..form 

i.ctson 3 * *what ,..nl. 

Lj = 245 mm 

227 

F.3 FLOW CHARACTERISTICS OF REGIONS II AND III  

F.3.1 Bed Pressure Field in Regions II and III 

The pressure on the bed was measured by means of the piezometric 

tapping points provided on the channel bed. Fig.F.9 shows a typical bed 

pressure field in regions II and III. In this figure, section 1 corresponds 

to the row of the pressure taps which was close to the channel outlet, section 

2 represents the row of pressure taps which was positioned along the channel 

centre line, section 3 denotes the row of the pressure taps which was close 

to the side wall and j represents the jump length (the distance between 

the toe of the forced hydraulic jump and the retaining wall). Fig.F.9 clearly 

indicates that the pressure on the channel bed was adverse in the downstream 

• tp 	 J~ 	ili tole lruaitE Dlenitt IAM TNI IIt.INIro Wµ1 h wait II►/t1[In OILlcwIUW QTII• 
NCr.1I 

Fig. F.9 Bed pressure and surface profiles in region II and III 
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direction. Furthermore, apart from a region very close to the retaining wall, 

in a transverse cross-section (section parallel to the retaining wall), the 

bed pressure along section 1 was considerably lower than that along sections 

2 and 3. In the impingement region, however, the bed pressure on the channel 

centre line was greater than those of the two other sections. This is 

because at the middle of the retaining wall, the forward flow along the channel 

centre line (which had a negligible redirection) interacted with the flow 

that was redirected from the area adjacent to the side wall. 

The surface profiles in regions II and III along the three sections 

1,2 and 3 were measured by means of the point gauge. However, because of 

the fluctuation of the water surface, the surface measurement at any location 

was repeated at least three times and the arithmetic mean of the three measu-

rements was considered as the reliable value. It can be seen from Fig.F.9 

that apart from a region close to the retaining wall, the observed surface 

profiles lie somewhat above the bed pressure profiles. 

F.3.2 Pressure Field 

In this investigation, it was assumed that the pressure distribution 

in region II was hydrostatic. However, it appeared difficult to accept this 

assumption in view of the flow curvature and the air entrainment in the forced 

hydraulic jump. To resolve this doubt, a detailed study was made of the 

static pressure field for run bO8p1. The pressure at various points was 

measured by the use of the static openings of the pitot-static tube which was 

used for the velocity measurements. 

With regard to the pressure field measurements by the pitot-static 

tube, it is known that the static reading is somewhat sensitive to the angle 

of yaw if this angle is greater than approximately 12°. In region II, the 

angle of attack to the horizontal pitot-static tube could only be in excess 

of this value in a region far away from the channel bed and mainly near the 

top of the forward flow where the velocity vectors were considerably inclined 

with respect to the channel bed. Fig.F.10 shows a typical pressure field in 

region II. In this figure x denotes the longitudinal distance from the 

retaining wall in the upstream direction. However, although the measurements 

shown in this figure cannot be regarded as very accurate because of turbulence, 

they are accurate enough to indicate that the pressure distribution was not 

precisely hydrostatic at all points in the forced hydraulic jump.At the toe of 

the forced hydraulic jump,thepressure distribution washydrostatic because the 
velocity vectors in region I were allparallelto the channel bed.However,the static 
pressure distribution in region II may be represented by a curve as shown in Fig. F.11 
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In this figure y is the vertical distance above t..'1e channel bed, p is the 

corresponding static pressure, h is the water depth and p denotes the corres

ponding bed pressure. The lower part of the static pressure distribution 

is the normal hydrostatic relationship. Rouse et al. (1959), in their 

detailed investigation of air hydraulic jumps simulating water counterparts, 

concluded that the pressure distribution in the hydraulic jump could reason

ably be assumed to be hydrostatic and that the quantity of air in suspension 

was actually insufficient to change appreciably the density. The hydrostatic 

pressure distribution assumption has been made by many investigators in their 

studies on different types of hydraulic jumps (McCorquodal and Regts,1968). 

surface 
profile 

piezometric pressure 
on the bed 

p 

Fig.F.ll Pressure field in region II 
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F.3.3 	Velocity Distributions in Region II  

An extensive investigation of the time mean velocity distribution 
X 

in region II was performed with the aid of the calibrated Pitot-static tube. 

With regard to the velocity measurements by the pitct-static tube, first the 

pitot reading was quite insensitive to the angle of attack. The pitot-static 

tube gave the resultant velocity at any point and was assumed to be horizont-

al in this work. This assumption should only be appreciably in error in 

the region close to the top of the forward flow where the velocity vectors 

were considerably inclined with respect to the channel bed, and in the back-

ward flow on top. In this investigation, no measurements were made in the 

backward flow of region II. Secondly, due to the presence of an adverse 

pressure gradient in region II, a pressure gradient correction, as was defined 

in Section E.6_5_2, had to be made to the velocity measurements. Thirdly, 

it was possible that air entrainment in the forced hydraulic jump might inter-

fere with the velocity measurement. For this reason, the flushing arrange-

ment of the pitot-static tube was used except during the time when the obser-

vations were being made. It was found that the air bubbles present in the 

forced hydraulic jump seldom presented difficulties. 

line of 
demarcation 

Fig.F.12 Flow in region II 

Considering all these aspects, it should be noted that the measured 

velocities in the region of the line of demarcation (between the forward 

flow and backward flow Fig.F.12) should be in error because of the pronounced 

angularity' of the flow and the high level of turbulence(average intensity of 

turbulence in the surface roller is greaterthan 15% (Resch and Leutheusser,1971)) . 

* Laser Doppler Anemometry (L.D.A.) systems are the best available 
method for.  measurement of flow velocities without creating any disturbances 
within the flow. Unfortunately the cost of a complete system was beyond the 
scope of this research. Attempts at measuring the flow characteristics of a 
hydraulic jump by means of a hot-film anemometer have not proved to be 
successful, chiefly because of the presence of air bubbles which form fluid 
discontiuuties. 
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outer layer 
(free nixing region) 

inner layer 
(boundary layer) 

Fig.F.13 Velocity profile in the forward flow of region II. 

Figs.F.14 and F. 15 show typical velocity profiles in region II. 

In these figures, x denotes the longitudinal distance from the retaining 

wall in the upstream direction. In region II, due to the energy loss and 

the presence of the adverse pressure gradient in the downstream direction, 

the flow had a decelerative characteristic over a major part of the forward 

flow. The maximum velocity of each section, which was an important charac-

teristic of the flow in region II, experiencied the decelerative nature of 

this region and decreased from the toe of the forced hydraulic jump as it 
approached the retaining wall. The acceleration in the upper part of the 

velocity profile was probably due to the behaviour of the surface roller. 

A careful study of the time mean velocity profiles in the forward 

flow of region II revealed that the magnitude of the mean velocity U 

increased from zero at the channel bed to a maximum velocity 
Umax 

 at y=d, 

where y is the vertical distance above the channel bed, it then decreased 

as y increased becoming zero at some large value of y (Fig.F.13). The 

region from the bed to the maximum velocity level can be called the inner 

layer or boundary layer since it appears to have a structural similarity to 

a boundary layer. The region above the boundary layer can be called the 

outer layer (free-mixing region). These two regions overlap at the point 

of maximum velocity. 

F.3.3.1 	Universal Similarity Curves of the Velocity  

Distributions in the Forward Flow of Region II  

The concept of similarity is of great assistance in synthesizing 

a large n»mber of mean velocity measurements. For this reason, an attempt 

was made to discover whether the mean velocity distribution in the forward 
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flow of region II is self-similar. This was done by replotting the velocity 

distribution data in a dimensionless form with UJU versus 	 max  

is the maximum velocity at any section; 61  is the value of y in which 

U = aax'and a l is negative (Fig.F.16) . Generally, Uax and 61  can be named as 
2 	ay 

the velocity scale and length scale respectively. It was found that the 

experimental points dictate a well-defined single curve. This implies that 

the velocity profiles in forward flow are geometrically similar despite the 

redirection of the forward flow, differing Froude nun'lers, different states of 

development... etc at the toe of the spillway. Mathematically, this means 

that a curve f(n) defined as 

where 

f(n)= U  max 

n= s 

exists whose co-ordinates are constant and independent of the history of the 

flow. The curve of the plane turbulent wall jet issuing into the same stat-

ionary fluid of semi-infinite extent on a smooth boundary under zero pressure 

gradient, known as the classical wall jet, is also plotted in Fig.F.16. It 

can be seen that the similarity curve in region II is slightly different from 

that of the classical wall jet up to n=1, beyond which it falls off more 

quickly than the classical wall jet and lies somewhat below this curve, 

.reducing f(n) to zero at n=1.5. 

The velocity profiles in the outer-layer region were tested for 

similarity by plotting U/Ums  against n- ō 	along with the corresponding 
1-  

curve of the classical wall jet (Fig.F.17). It can be seen that the mean 

velocity profiles in the region external to the inner layer are geometrically 

similar despite the redirection of the forward flow, differing Froude nimbers, 

different states of development...etc. at the toe of the spillway and that 

the data agree reasonably well with the corresponding curve of the classical 

wall jet. 

It is at first sight surprising that the universal similarity curve 

of the velocity profiles in the forward flow of region īI showed a slight 

difference from the corresponding curve of the classical wall jet whereas the 

universal similarity curve of the outer layers showed a reasonably good agree-

ment with that of the classical wall jet. This is probably due to the effect 



0.0 0.1 
1 .1 

0.4 

. 

. 

0.2 0.3 0.4 0.5 0.8 0.1 0.8 0.9 1.0 1 .1 1.5 1.6 2.1 2.2 2.3 

___ ~I __ ~I~'~i __ ~ll ___ ~-II ____ l __ ~'I __ ~'i~~'i~ 1.1 

~ + x=226 DID 

)X x=170.6 mm 

Run b08Pl}~X=135 mm 

~ + x=- 68 mm 

o 
41=2 , .. ., ............. ,." 
41=30 

t-I- 1.0 
~ 

41=3.50 

_I _I 

t->-O.9 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2 2.3 
VALUE OF n = y / 0 1 

Fig. F.16 Velocity distributions in the forward flow of region II 

I\.) 

W 
lJ1 



I-
0.9 I-

I--~ 

o.a 
I-~ 

1---

1--1-

I-

1---

1--1-

0.0.0.1'0.2 0.3 0.4 0.5 0.6 0.1 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.1 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5 
VALUE OF III = (y-cS) / (cS l -cS) 

Fig. F.17 Velocity distributions in the outer layer 

0.9 

0.8 

0.1 

0.6 

0.5 

0.4 

0.3 

0.2 



of the adverse pressure gracii~nt in Lilt:: ~uwnstream directic~ i:1 r~;io!1 II. 

The reason is that the adverse pressure gradient decreased the momentum in 

the boundary layer. This means that although the pressure gradient had 

practically the same value through the cross section of the flow, its most 

significant effect was on the water flow close to the channel bed (inner 

layer). This is because the water flow close to the channel bed had less 

momentum than the water flow further out. 

In the inner layer the mean velocity distribution was approximated 

to a functional form by Prandtl 

u 
U 
max 

(F .19) 

in which n is an exponent which varies in the streamwise direction due to 

the pressure gradient (Narayanan, 1975). A reanalysis of the velocity 

distribution data of all runs in the boundary layer is shown in Fig.F.18, 
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with U/U versus y/o in conjunction with one-seventh power law curve. It 
max 

can be seen that for all runs n is less than 1/7. In fact, in the inner 

layer, the experimental points U/U versus y/o appear to fall into a very 
max 

thick band which is confined by two power law curves having the exponents 

equal to approximately 1/8 and 1/14 (Fig.F.19). 
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F.3.3.2 Variation of ~~e Velocity 

Scale and the Length Scale 

Earlier in this thesis it was concluded that redirection of the 

forward flew along the channel centre line in region 1.1 '"as a minor feature 

of the flow. Hence, for practical purposes, it could be assumed that the 

forward flow per unit width along the channel centre line remained parallel 

to the channel centre line. 

The maximum velocity U at any section was an important charac
max 

teristic of the flow in region II. The variation of U /U with x./d 
max m j m 

is shown in Fig. F.20, in which U is the average velocity of supercritical 
m 

water flow at the toe of the spillway, x. is the longitudinal distance from 
j 

the toe of the forced hydraulic jump in a downstream direction along the 

channel centre line and d is the depth of the supercritical water flow at 
m 

the toe of the spillway along the channel centre line. The corresponding 
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.1 

.1 

.1 

curve for the classical wall jet is also plotted on this graph. It can be 

seen that the rate of decay of the maximum velocity in region II is faster 

than that of ~lote classical wall jet. This indicates the efficiency of energy 

dissipation in the forced hydraulic jump. 

The variation of the dimensionless length scale 0lJ~ with x./~ 
j 

together with the corresponding curve for the classical wall jet is 'Shown 

in Fig.F.21. From this figure, it ca~ be seen that, due to the presence of 

an adverse pressure gradient, 0l/dm increases faster than in the case of the 

classical wall jet. Tnis means that the maximum velocity in region II, which 

already decayed at a faster rate than the corresponding rate for the classical 
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wall jet, was also located at a height above the bed which was greater than 

the corresponding height for the classical wall jet. This point is of great 

significance in the reduction of bed scour. 

F.3.3.3 Prediction of the Surface and Energy Profiles 

The procedure required to predict the surface profile and energy 

profile of region II along the channel centre line is based upon the follow

ing assumptions 

a) the friction at the channel bed is negligible. 

b) the momentum and energy associated with the backward flow 

of the surface roller is negligible when compared with corres

ponding quanti ties for the forward flow. This assumption has 

been found to be approximately true for a submerged hydraulic 

jump. (Lieu, 1949) • 

c) despite the observations shown in Fig.F.ll, the pressure dis

tribution is assumed to be hydrostatic over all the forced 

hydraulic jump. 

d) the loss of momentum and energy per unit width of the channel 

in the downstream direction along the channel centre line due 

to the redirection of the flow is negligible. This is because 

the redirection of the flow in region I and in the forward flow 

of region II along the channel centre line·was negligible. 



or 

m=m 	 ( a) 
o (F.24) 

~ gd2 + SP U2 d = 	h2 + 0.71 U2 6 	(b) P m 	m m 	Pg 	0.71p max 1 

240 

At the toe of the spillway, the pressure force plus the momentum 

per unit width mo, and the specific energy co can be written as 

ō =1Pg dm +is P um 
m 	 (n) 

co =dm +a Um /2g 	
(b) (F.20) 

where U m ,dm ,S and a are the average velocity, the average depth along the 

channel centre line, the momentum coefficient and the energy coefficient 

respectively of the supercritical flow at the toe of the spillway, p denotes 

the mass density and g represents the acceleration due to gravity. Eq.(F.20b) 

can be rewritten in a simpler form 

c = d (1+0.5 Fr) 
o m 

(F.21) 

where Fr is the Froude number of the incoming supercritical water flow. At 

a section located on the channel centre line and at a distance xi from the 

beginning of the forced hydraulic jump in the downstream direction, the 

pressure force plus the momentum per unit width m and the specific energy 

c can be written as 

m 	 )) = 1 pg h2+ 1
a
2PU2 dy 	 (a)) 

o (F.22) 

e = h+ 
U ā 

f62 U3dy 	 (b)S 

m m o 	2g 

where h is the water depth at this section, 62 is the corresponding thickness 
of the forward flow and U is the magnitude of the velocity at a distance 

y above the channel bed at this section. Using the velocity scale U and 
max 

the length scale di, the above relationships can be rewritten in the following 

forms 

2 	1.5 
2 m = 12 Pgh .+PUU

2 
dl f 	f (n) dn 	(a) max 0 

U3 IS 	 (F.23) 

c = h+ max 1 ~1.5 f
3 (n) do 	 (b) 

2gUm m 

The integrals in the above relationships were calculated by the 

use of the trapezoidal rule from the similarity curve in Fig.F.16. The 

magnitude of the integral of Eq.(23a) was approximately 0.71 and that of 

Eq.(23b) was 0.6. However based on the aforementioned assumptions, it can 

be written that 



7 

6 

0 

The expression for the specific energy can be written in a dimensionless 

form as follows 

U3  S,  
h+0.6322 2g 

 ūxUmam 
eo m(1+0.5 Fr) 

(F.25) 

Relationships (F.24b) and (F.25) can be reduced to the following forms 

2 	U 	d 

	

(ā )2=1+2 ar [13-0.71(Ū 	)2(ā1  )] 
m 	 m 	m  
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(a) 

2 3  

d + 
0, 3 

 
Fr 
2r 
 13āl 

e m 	 m m 

0 	1 + 0.5Fr 

F.26) 

(b) 

The above relationships clearly indicate that the surface and 

energy profiles in region II along the channel centre line are functions 

of the Froude number. In Section F.4.1.1, a mathematical relationship 

(Eq.F.40) is presented to aid the prediction of the wave height in the 

amplitude domain at the middle of the retaining wall. The calculated 

surface profile at any point from Eq.(F.26a)should be less than the average 

wave height at the middle of the retaining wall. The above relationships were 

evaluated for run a25p1 and are plotted in Figs.F.22 and F.23. The observed 

surface profile is also plotted in Fig.F.22. It can be seen that for values 

of J / m up to approximately 3.5, the predicted points lie slightly above 
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Fig. F.23 Predicted energy profile. 

the observed surface profile; beyond this value of x1  /d the calculated 
m 

points occur at considerably lower positions than the corresponding observed 

surface profile points. The deviation of the predicted surface profile from 

the observed surface is due to the inherent errors in the four basic assum-

ptions made in this procedure. 

The shortcomings of the above method are; firstly, it does not 

allow for the effect of the changing position of the retaining wall with 

respect to the spillway in the prediction of the surface and energy profiles 

of region II, as the friction at the channel bed was assumed to be negligible. 

Secondly, the above procedure does not give the location of the toe of the 

forced hydraulic jump,i.e., where the surface profile actually starts.Further-

more, the predicted points of the surface profile close to the end of the 

region II occur at considerably lower positions than the corresponding 

observed surface profile points. For practical purposes, however, it can be 

assumed that the surface profile along the channel centre line from the toe 

of the forced hydraulic jump to the retaining wall can be approximated by the 

following dimensionless equation 

x hd 
 m- Al  ( dJ ) 2  +AZ  ( 

df 
) 	 (F.27) 

m 	m  

where Al and A2  are dimensionless coefficients. These coefficients can be 

evaluated by using the first two predicted points of the surface profile 

(Eq.F.26a) corresponding to x;/dam  = 1 and x./d = 2. For run a25p1 the 
coefficients of Al  and A2 were found to be equal to 0.043 and 0.47 respectively. 

Using Eq. (F.40), the average wave height at the middle of the retaining wall 

was found to be equal to 176mm. The value of xJ  from Eq.(F.27) corresponding 

to h=176mm was 256mm. The measured distance of the toe of the forced 

hydraulic jump from the retaining wall was L. = 237mm. 
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It must be mentioned that the description of the surface profile 

along the channel centre line from the to of the forced hydraulic jump 

to the retaining wall by Eq.(F.27) was purely based on observation of the 

surface profiles for different test runs. Furthermore, the calculation of 

the energy profile by Eq_(F_26b) is only valid for region II. In region III, 

the flow suffers from separation and some energy is dissipated by separation. 

F.3.4 Governing Equations of Motion inthe Forward Flow  

of Region II and the Mathematical Condition for Separation  

The applicable equations for an analytical description of the 

forward flow per unit width in region II along the channel centre line are 

the steady state Reynolds equations and the corresponding continuity equation. 

Herein the region is considered as an essentially two-dimensional phenomenon 

in the x.-y co-ordinate system where x. is the longitudinal distance from the 

toe of the forced hydraulic jump in a downstream direction along the channel 

centre line and y is the vertical distance above the channel bed. If U and 

V are the turbulent time mean velocities in the x.and y direction respectively, 

and u and v are the corresponding fluctuations, then the Reynolds equations 

can be written as 

	

au au 1 aP 	 a 2 U a2 U D112  auv U 
ax + V  ay - - P ax. 	+ v ( 

ax: + ay2  ) ( ax
1  
. + ay ) 	(a) 

1 	i 	1  
(F.28)  

	

U ax. +v ab 	Pay
+  

1 	
ay 

	

32  V 	32  V 	auy av2  

	

v(  axe. 	+ ay2 )  (ax . +ay ) 	(b) 

	

i 	1  

in which v is the kinematic viscosity and p is the mean pressure at any point. 

The time-averaged continuity equation is 

317 	3V 
= 0 (F.29)  

With regard to the nature of the forward flow in region II, it 

can be assumed that, firstly, over a major portion of the forward flow 

U » V. Secondly, the gradientsof the quantities in the y direction are 

generally much larger than the gradients of the corresponding quantities in 

the x• direction, for example DU » 

 
au 

' Furthermore, it is assumed that the 1 	 ay ax• 
pressure distribution is hydrostatic over all the forced hydraulic jump. 
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Using these assumptions, the equations of the motion can be reduced 

to the form 

U ā
x 

• + V 
au 

= p ax 
j 	Y  

+ V a 2 u 	auv 	au' 
372 ay ax1 

(a) 

0 _ 1 aP _ av= 
- 	P aY 	aY 	 (b) 

By combining the above equations 

U au + V DU = _ 1 dP + V a~ U — auv - 	 a (u — v : 	z ) 
ax. 	 ay 	p dxJ 	ay2 	ay 	ax; 

F.30) 

(F.31) 

The last term in the above equation is smaller than the other terms and 

could be neglected. The fifth term of Eq. (F.31) can be rewritten as 

auv 
ay 

1
a (— puv) — 1 art  

p aY 	p ay (F:32) 

where rt stands for the turbulent shear stress. With hydrostatic pressure 

distribution assumption, the equations of motion reduce to the following 

form 

U au + au __ dh 	32u + art 
āxj 	ay 	g dx, + ay~ ay 

3 
au 	av 
	 F.33) 

(b) 

where h is the flow depth. 

F.3.4.1 Mathematical Condition for Separation  

The adverse pressure gradient in region II decreased the momentum 

in the boundary layer. The low-velocity water close to the channel bed in 

the boundary layer had less momentum than that farther away. Towards the 

end of region II (near the retaining wall), the development of the boundary 

layer produced a thicker layer due to the steep adverse pressure gradient. 

Consequently, in this region, there was more low-velocity water close to the 

channel bed. This was more sensitive to the opposing pressure force and 

so when its momentum was reduced still more by the net pressure force, the 

water near the channel bed was soon brought to a standstill. The water 

was no longer able to follow the channel bed and therefore broke away from 

it. This breakway which is usually termed separation first occurred at the 

(a) 



infle 
ction 
point 

point of 
separation 

245 

point where the variation of the velocity in the direction perpendicular to 

the channel bed was zero. This condition can be expressed mathematically by 

U  
( 	

_ 0 
By y=0 

(F.34)  

At the separation point on the channel bed, U=V=0, and the equation of 

motion (F_13a) will be reduced to the following form 

ah_ v 32U 
dxj g( ay2)y=0 (F.35)  

The above relationship represents the mathematical condition for 

. the separation of the forward flow from the bed. It can be infered from 

Eq.(F.35) that- the curvature of the velocity profile at the onset of separation 

bed towards the boundary layer edge, 
By 

decreases at a continuously lesser 

on the channel bed must be positive (since 
c
4.>0). However, from the channel 

rate. This means that 
ā 
D <0 near the edge of the inner layer. Hence, at 
Y 

z 

Fig. • F.24 Point of separation 

the onset of separation, there must be an inflection point on the velocity 

profile in the boundary layer. 

The boundary layer separation of the forward flow of region II 

occurred very close to the retaining wall. As a result of the reversed 

flow in the separated zone, large irregular eddies were formed in which a 

great deal of energy was dissipated. The separated boundary laver tended 

to curl up in the reversed flow. Finally, the flow impinged violently on 

the retaining wall and became parallel to it;' resulting in a complex flow 

pattern at the wall. 
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F.3.5 	Pressure Distribution on the Retaining Wall 

The mean retaining wall pressure was measured by means of the 

pressure tapping points provided on the retaining wall. Figs.F.25,F.26 

and F.27 show the pressure distribution on the retaining wall for several 

test runs. It must be noted that the pressures measured by the tapping 

points which were subjected to the fluctuating waves at the retaining wall 

are appreciably in error. This is because the pressure fluctuations in this 

region were as large as the mean. This fact is probably responsible for 

the increase in the pressures indicated by the upper tapping points. 

Due to the complex behaviour of the flow in the impingement region, 

the interpretation of the pressure distribution on the retaining wall is 

difficult. However, Figs. F.25, F.26 and F.27 indicate that the maximum 

pressure on the retaining wall was concentrated around the middle of the 

retaining wall. This is because of the interaction of the forward flow along 

the channel centre line (which had a negligible redirection) with the flow 

that was redirected from the area adjacent to the side wall. It can be seen 

from these figures that the pressures near the outlet drop considerably. 

This is due to the considerable redirection of the flow near the channel outlet. 

Furthermore it can be seen that with a constant discharge of incoming flow, 

the maximum pressure on the retaining wall was not changed appreciably by 

changing the position of the retaining wall with respect to the spillway 

(although the pressure distribution on the retaining wall was changed). 
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F.4 WAVES AT THE RETAINīNG WALL 

During the initial stages of this investigation, several wave height 

records, measured with respect to the channel bed, were taken at a fixed 

location along the retaining wall and under identical flow conditions which 

yielded different water level records. The process had a random element in 

its structure and could therefore be described as a stochastic process. At 

a fixed location along the retaining wall and at any time t ,a number of different 

values of the water level y(t) above the channel bed were possible. This 

indicated that a wave height record obtained at a point along the retaining 

wall was basically one example of an infinitely large number of water level 

records which might have occurred. The variation of the wave height records 

at a given point along the retaining wall could have been described by a 

random process ;y(t)}, where { } denotes an ensemble of sample functions and 

of which y(t) was one possible realisation. Mathematically the stochastic 

process could have been defined as a collection of random variables{y(t),tET},. 

where T is the time over which the process was defined. 

The study of a stochastic process is not a study of a simple 

realisation but of the collection of realisations in the form of the random 

variable {y(t)}. In this investigation, it was assumed that the wave height 

at a given point along the retaining wall was ergodic. This means that the 

sample means and autocorrelations were equal for all possible realisations, 

the samples being taken in time. In this case, the statistical properties 

could be derived from only one realisation of the process, y(t). Plates 

XIII, XIV and XV show some typical simultaneous continuous records of fluc-

tuating wave heights at three different locations along the retaining wall 

made by the ultra-violet recorder. on photographic paper. In these plates, 

as was described in Chapter E, wave recording probe 1 corresponds to the 

probe which was close to the channel outlet, wave recording probe 2 repre-

sents the probe which was positioned in the middle of the retaining wall and 

wave recording probe 3 denotes the probe which was close to the side wall. 

The wave height records made in this investigation were continuous 

traces of water level. To study their characteristics, the records were 

digitised in the same manner as was detailed in Chapter E, i.e. by reading 

off the values of the traces at each discrete time interval At. 
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F.4.1 Analysis of the Waves in Amplitude Domain  

For a digitised wave height record yi  of size N, the expected 

proportion of population values greater than yi  is equal to the ratio of the 

descending ranked order ofy,
i
divided by one more than the total number of data 

points, no matter what form of the continuous probability density function 

in the population. The sample size N for all wave height records was 1024 

with the sampling interval At=0.025 sec. The percentage P of wave heights 

with elevations greater than or equal to a specified value, was calculated 

and then plotted as an ordinate with the retaining wall height wh  (the wave 

heights) as the abscissa. Figs. F.28, F.29, F.30, F.31, F.32, and F.33 show 

the statistical variation of the wave heights in the amplitude domain with 

each curve having its own distinct S-shape, The probability of exceedance 
of the wave height above the retaining wall associated with the maximum wall 

1 	 1024 height was 1025 = 0.0976% and with the minimum wall height was 1025 
-99.9%.  

It must be noted, however, that due to the sampling error, the uncertainty 

of the experimental points at the upper and lower ends of the S- curves 

(maximum and minimum wall height) was greater than the other points of the 

S- curves. 

A number of conclusions can be made by examining the statistical 

variation of the wave heights in the amplitude domain for different test runs. 

In the first instance, the fluctuating water level at the middle of. the 

retaining wall was generally higher than at other locations along the retaining 

wall. As was concluded earlier, this is because at the middle of the retaining 

wall, the forward flow along the channel centre line (which had a negligible 

redirection) interacted with the flow that was redirected from the area 

adjacent to the side wall. Secondly, with the retaining wall at a fixed 

position with respect to the spillway, an increase in the discharge of the 

incoming flow caused the wave heights at the retaining wall to increase 

(Fig.F.28(a)). Thirdly, with a constant discharge of incoming flow, when 

the retaining wall was fixed in a position closer to the spillway, the wave 

heights at the retaining wall increased due to the friction to the flow being 

less. However, this increase in the wave heights was found to be quite small. 

For example, Fig.F32(a) reveals that by reducing the impingement length by 

28% and 55%, the wave heights in the middle of the retaining wall increased, 

on average, only by 4% and 7% respectively. 
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Fig. F.30 Wave heights distribution in the amplitude domain 
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OA 	11U 	110 	SOU 	10A 	1.7U 	17A 	2 UU 	CLIO 	C U 	L10 	CCU 	&CO 	Gall 	GJO 	C+0 	C+J 	Gov 	Guy 	L60 

IBM 0 Run a36p1 

_ 	 h i.Ullty R•IA+ et ta. ..w 1■1Mt 1.-iAM, aIVJ.-.1 tr r.t.l.w ..Il (.... 1.nfll.t M... r/ 	 91 

	

e Run a36p2 	 181 

	

11151 • Run a36p3 	 71 

III 61 

iiULIIIhhh1*51 

.~~...■.■. 41 

IIWIIUIRIUII., 

UULIIMIUIUIU., 

li•Li UUUUU,1 
• 

60.63.1.11.1 

65 170 175 180 185 190 195 200 205 210 215 220 225 230 235 240 245 250 255 260 

3 1 
99.99 

190 

• 
`80 

Y 70 

. 60 
3 

> 50 
11 
Y 
1'40 

130 
M ' 
7520 

E 

0.09 
1 

263 

9.99 

09 

99-95 

190 a 

;eo 

170 

1 
T60 
• 

rso 

130 

1520 

310 

0.09 
1 

RETAINING NALL NEIRNT CMG 

(a) 

145 150 155 160 165 170 175 180 185 190 195 200 205 210 215 220 225 230 235 240 245 250 255 260 265 

• _ 	 Probability graphs of the rare balpbt at W retaining wallT 

o Run a36p1 

e Run a36p2 

e Run a36p3 	 -r7 

-E 

— 	 Avant rtcordioy probe 3) 	 +5 

• 

. 	 6 
• 

t 4 
EE
E 

E 3 

• .2 

50255260265 45- 150.155-160'165.170 1.75-1'80' .1.85790 195 200 205 210 215 220 225 230 235 240 245 250. 255.260-A50 
RETAINING NALL NEIANT WW1 

(b) 

Fig. F.33 Wave heights distribution in the amplitude domain 

0 

9.99 

0 

0 

0 

0 

0 

0 

0 

09 



F.4_1.1 Universal Similarity Curve for the Distribution of 

the Wave Height at the Middle of the Retaining Wall 

The significant variables influencing the behaviour of a plane 

turbulent water jet of finite dimensions deflected by a transverse wall are 

dm, the depth of the supercritical water flow at the toe of the 

spillway along the channel centre line. 

Um, the average velocity of the supercritical water flow at the 

toe of the spillway, 

, the impingement length, 

b , the impingement width, 

R , the mass density of water, 

g , the acceleration due to gravity, 

v , the kinematic viscosity of water, 

13 and a, the momentum and energy coefficients respectively.of the 

incoming supercritical water flow at the toe of the spillway. 

According to Buckingham 7r theorem, the aforementioned variables 

can be replaced by six dimensionless groups, namely, the Froude number, 

the Reynolds number, the coefficients of energy and momentum(all pertaining 

to the incoming supercritical water flow) and two geometrical ratios as 

follows 

Fr 	Um 	, R  j  =  n'dm 
 r a,P ā r ā 	 (F.36) 

g 	 m 	in  

where dm is the aspect ratio of the water jet and dm  is the dimensionless 
impingement length. The Reynolds number R1  in all test runs was greater 

than 104  and hence its effect on the characteristics of the flow could be 
assumed to be negligible(Delleur,1954). Hence, the governing flow parameters 

can be replaced by five dimensionless groups as follows 

U 
Fr = 	m 	, a II-11 d r 	 (F.37) 

g 	m m 

An attempt was made to discover whether the probability graphs 

in the middle of the retaining wall were similar. This was achieved by 

replotting the probability graphs data in a dimensionless form with the 
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probability of exceedance of the wave height above the retaining wall P, 

against , where $ is defined.as 

1  

~
i1(ā ) 11.5 (b ) 0.15 
W m 

(F.38) 

In the above relationship, Wh is the retaining wall height and dW is the mean 

momentum depth associated with the water jet at the toe of the spillway which 

was calculated from the following relationship 

ō = pg 	POUm m 
- Rgd2 

W 

or (F.39) 

/ 1+25/a Fr (b) 

The left hand side of the relationship (F.39a) is basically the pressure 

force plus the momentum per unit width of the Water jet at the toe of the 

spillway. As was mentioned earlier, the loss of momentum per unit width 

in the downstream direction along the channel centre line in regions I and 

II due to the redirection of the flow was negligible: This is because the 

redirection of the flow along the channel centre line was a negligible 

feature of the flow. Furthermore, with a constant discharge from the spill-

way,the magnitude of the mean momentum depth associated with the water jet 

at the toe of the spillway remained approximately the same when changing the 

retaining wall position with respect to the spillway. Fig.F.34 shows that 

all the experimental data condensed into a single curve described mathematically 

by 

P = e 
- (0.888e)14.975 (F.40) 

in which P is expressed as a percentage. From Fig.F.34, it can be seen that 

the lower end of the above curve approaches the P=0 axis asymptotically.This 

means that for a condition in which the wave heights never overtop the 

retaining wall, the magnitude of the retaining wall height must be Wh = p. 

Also, for P = 100%, Eq.(F.40) yields Wh = 0(mathematically,no retaining wall). 
The average wave height at the retaining wall corresponds to P = 50%. 
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F.4.1.2 Coefficients of Dispersion of the Wave Heights 

The coefficient of dispersion associated with a digitised wave 

height record yi  of size N and mean y may be written as 
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Cd  = 

{[E (yi-  y)2]/(N-1)}12  
i=1 (F.41) 

y 

 

It can be seen from the above relationship that the coefficient of dispersion 

of .a wave height record indicates the average wave height measured with respect 

to the mean water level divided by the mean water level; the mean water level 

y and yi  being measured with respect to the channel bed. Table F.2 shows 
that the coefficients of dispersion of the wave heights at the retaining wall 

varied between 5.6% and 10.7%. 

Run 

Wave 
Recording 

Probe Z 

Wave 
Recording 

Probe 2 

Wave 
Recording 

Probe 3 

a14p1 0.088 0.083 0.099 

a25p1 0.076 0.073 0.077 

a36p1 0.066 0.056 0.070 

a14p2 0.094 0.080 0.087 

a25p2 0.078 0.075 0.074 

a36p2 0.063 0.056 0.061 

a14p3 0.095 0.077 0.077 

a25p3 0.072 0.0702 0.069 

a36p3 0.062 0.054 0.060 

b08p1 0.091 0.092 0.101 

b11p1 0.091 0.096 0.107 

b14p1 0.089 0.1 0.092 

b17p1 0.091 0.076 0.095 

b14p2 0.097 0.09 0.094 

b14p3 0.084 0.092 0.091 

Table F.2 Coefficients of Dispersion of the wave heights. 



F.4.2 Analysis of the Wave Heights in Time Domain  

The correlogram was the most useful tool to provide information 

concerning the properties of the wave height records in time domain. For a 

wave height record, the actual times ti associated with the observations 

were unimportant; only the difference tī t. known as the lag was significant. 

The coefficient of correlation rt associated with the lag T of a digitised 

wave height record y
i of size N and mean y was calculated according to the 

Eq. (C.50) as 

265 

rT - 

N--T 
1 	c 	— 	- 

G (yi-- y) (71 	y ) N-T i=1 
(F.42) 

1 N 	_ z 

N i~1 
(yi y ) 

Figs.F.35, F.36, and F.37 show the correlograms of the wave height 

records of size N=1024 at three different positions along the retaining wall 

for several test runs. In these figures, the autocorrelation coefficient 

r was plotted as the ordinate and the lag T as the abscissa. As was explained 

earlier, each of the three simultaneous records of fluctuating wave heights 

measured at three different locations along the retaining wall may be con-

sidered to be a sample from a population time series consisting of an infinite 

number of observations. Therefore r was an estimate of p , the nopulaticn 
T 	 T 

Tth order serial correlation. The estimated correlograms were all subject 

to sampling errors, particularly for the estimated values of rT where the lag 

T was large. This means that for a fixed value of N (during this investiga-

tion, N was always equal to 1024), the variance of rT increased as T increased, 

since the number of pairs of observations used to determine rT decreased. The 

value of r for T>10 = 102 time intervals (each time interval was equal to 

0.025sec) were not determined. The 103 correlogram ordinates were calculated 

for each wave height record and the adjacent points were connected by straight 

lines. 

A close study of the shares of the correlograms of the wave heights 

measured at three different points along the retaining wall shows that the 

correlogram ordinate for the lag zero was equal to one for all test runs. 

This is because the correlation of a set of observations with itself was unity. 

However, this property holds true for any time series. The values of rT for 
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T 4 0 reflect to some extent the structure of the wave heights. All the 

correlograms show a rapid decay of the autocorrelation coefficient from r =1 T=O 
after only a few time steps. Such a trend is characteristic of stationary 

random wave heights having a wide band of frequencies. The regularity of 

peaks and troughs in the correlograms reflects the pseudo-periodic behaviour 

of the wave heights. The correlograms approach their first zero value around 

the T=8 time interval. They remain negative for a considerable duration of 

the lag time. This implies that macropulsations of strong intensity were 

present in the wave heights at the retaining wall. 

F.4.3 Analysis of the Wave Heights in Frequency Domain 

Power spectral density function was the best available method for 

considering the frequency properties of wave height records. In this investi-

gation the spectrum was used essentially to detect non-random components in 

a wave height record. A property of a power spectrum, as was described in 

Chapter C, is that if there are periodicities in the water level record y(t), 

they appear as spikes in the spectrum. The amplitude of each spike is pro-

Portional to the contribution of the periodic component to the variance of 

the wave height record. A peak in the spectrum signifies the presence of a 

cyclic component. The underlying theoretical background for the calculation 

of power spectral density functions was discussed in Chapter C. In summary, 

for, each wave height record, first, a Hanning window was applied to the first 

and the last 12.5% of the digitised wave height record. Secondly, since the 

sample size of all wave height records was N=1024=210, the Fast Fourier 

Transform could be applied to the tapered wave height record to achieve the 

raw periodogram ordinates. Thirdly, the raw periodogram was smoothed using 

the weights1/4, 1/2, 1/4 (3 point smoothing procedure) to estimate the power 

spectral density function G(f) of the wave height record. Each power spectral 

density function was then normalized by dividing its ordinates by the variance 

of the digitised wave height record. 

The Nyquist frequency for all wave height records was equal to 

fN 
2It 

 20.3Hz  . An examination of all the power spectra made in this inves-

tigation in the range f=0 to f=20.3Hz showed that the ordinates of the power 

spectra beyond the frequency approximately equal to f=6Hz were very small. 

This means that the ordinates of power spectra near the Nyquist frequency 

contributed very little or nothing to the total variance and aliasing never 

occurred. 
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Figs. F.38, F.39, and F.40 show the normal power spectral density 

functions of the wave height records of size N=1024 at three different locations 

along the retaining wall for several test runs. In these figures G(f)/s
2 
 was 

plotted as ordinate and the frequency f as abscissa, where s2  is the variance 

of the wave height record. There was one feature which dominated all normal 

spectral density functions of the wave height records at the retaining wall, 

namely, they all had many peaks and troughs in a wide band of frequencies 

(less than 6Hz). The ordinates of all the power spectra between the frequency 

f=6Hz and f=fN  were very small. All these aspects implied that the waves 

associated with the impingement of the flow on the'retaining wall were not 

entirely random. In each spectrum, significant ordinates were spread over 

a range of frequencies; the variance was thus not concentrated at a single 

frequency as would be expected for a truly periodic process.A pseudo-periodic 

behaviour of the wave heights was detected in their correlograms. This was 

in fact observed in the water level records itself (see Plates XIII, XIV and 

XV) and was verified by their power spectra. However, in all spectra, a 

large proportion of the variance was accounted for by frequencies f less than 

approximately 3Hz. 

The estimate of the spectrum from a sample size record ecual to 

1024 was merely one from an infinite numbers of possible samples of the same 

or of different sizes. However, because each estimated spectrum was one of 

many possible estimates, there was a certain amount of sampling error assoc-

iated with the estimate. In the initial stage of the investigation, some 

tests were made to examine the variability of the power spectra at the re-

taining wall. A wave height record of size 1024 was divided into two equal 

parts of 512 points and the power spectra of the smaller records were com-

pared with that of size 1024. It was observed that while all three spectra 

showed the same range of significant frequencies, there was a good deal of 

variation in the magnitude and location of the peaks. This test was repeated 

and confirmed for some other wave height records at the retaining wall. The 

conjecture as to whether these differences were inherent entirely in the waves 

themselves (eg. caused by an unstable process) or are a result of sampling 

error could only be ascertained by analysing spectra from larger samples. It 

is emphasized, however, that although the number and magnitude of the peaks 

of a power spectrum were affected by sampling error, the range of significant 

frequencies was bounded by fairly definite limits, which could be estimated 

quite accurately using a sample of 512 points or more. 
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F.5 SUMMARY OF CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 

F.5.1 Summary of Conclusions  

The phenomena associated with a water jet of finite dimensions 

issuing from an overflow spillway when it is deflected by a smooth vertical 

transverse wall which is perpendicular to the initial flow direction was 

investigated both experimentally and analytically. The entire flow was 

divided into three different regions. In region I, which began at the toe 

of the spillway, the water depth remained approximately constant apart from 

a region adjacent to the outlet where a degree of lateral discharge was 

observed. The state of development of the supercritical water flow at the 

toe of the spillway was quasi-potential in all tests. In region II a forced 

hydraulic jump with a lateral discharge was observed. In region III the flow 

impinged violently on the retaining wall and became entirely parallel to it, 

resulting in a complex wave pattern at the wall. There was a surface and 

bed pressure gradient in a transverse cross-section (in a plane parallel to 

the retaining wall) in both regions II and III.In regionll,near the channel 

outlet, the bed pressure and the surface profile fell considerably. 

In region I and in the forward flow of region II,the flow remained 

two-dimensional with the velocity plane perpendicular to the channel bed and 

at an angle to the channel centre line. The redirection of the flow along 

the channel centre line in both regions I and II was found to be small enough 

such that for practical purposes it could be assumed that the flow per unit 

width along the channel centre line in region I and in the forward flow portion 

of region II remained parallel to the channel centre line. The secondary 

motions in region I affected the distribution of velocites and as a result 

the boundary layer thickness and the velocity profiles were not indentical at 

any one cross-section. The velocity profiles in the turbulent boundary layer 

in region I could be approximated by a power law, where the power varied 

approximately from a minimum of it to a maximum of 
5 

. The average power n 

for the experiments was 618 which indicated that the average behaviour of the 

The mean velocity characteristics in the forward portion of region 

II along the channel centre was investigated in a form relevant to a two-

dimensional plane turbulent wall jet. The mean velocity in the forward flow was 

found to be self-similar when a velocity scale and a length scale were used. 

The similarity curve showed some deviation from the corresponding curve of 

the classical wall jet. With increasing distance from the toe of the forced 
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boundary layer was in quite close agreement with ~ power law. 
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hydraulic jump in a downstream direction along the channel centre line, the 

length scale increased, while the maximum velocity decayed. The stream wise 

development of these scales showed some departures from those observed in 

classical wall jets. The mean velocity profiles in the outer layers were 

found to be self-similar and the similarity curve agreed reasonably well with 

the corresponding curve of the classical wall jet. In the inner layers, the 

velocity distributions were approximated by a power law and it was found 

that the power varied between approximately 8 and  1 	In conclusion, 

it can be said that the mean motion of the forward flow in region II behaved 

in a manner that was a typical of a plane turbulent wall jet. A procedure 

was developed to predict the surface profile along the channel centre line. 

Finally, the forward flow of region II became separated from the bed and 

impinged violently on the retaining wall. A mathematical condition for the 

separation of the forward flow was developed. The maximum pressure on the 

retaining wall was concentrated around the middle of the retaining wall. 

However, the pressure near the outlet dropped considerably. 

The impingement of jet on the retaining wall produced a continuous 

disturbed periodic change in water level at the retaining wall with the 

frequency remaining less than approximately 3Hz. The fluctuating water level 

at the middle of the retaining wall was generally higher than that at other 

locations along the retaining wall. Using the governing dimensionless para-

meters, a mathematical relationship was developed to predict the wave distri-

bution in amplitude domain at the middle of the retaining wall by a probabi-

listic approach. The ratio of the average wave height measured-in respect 

of the mean water level to the mean water level at the retaining wall varied 

between 5.6% and 10.7. Some variability was observed in the magnitude and 

location of the peaks in the normal power spectral density functions of the 

wave height records at the retaining wall.In fact,the power spectra obtained 

were only approximations to the true power spectra.However, while the range 

of significant frequencies existing in the wave height at a given location 

along the retaining wall and for given flow parameters could easily be obtained 

from a sample spectrum, the details of the spectrum, beyond the relative 

variance contributions, were subject to a considerable sampling error.Incre-

asingly accurate estimates of the power spectra could be made by increasingly 

large samples of data. 



F.5.2 Recommendations for Further Research 

There is still a need for investigation into the general problem of 

a supercritical water flow deflected by a transverse wall. Suggestions for 

further research which was not possible in the present investigation are 

a) The generality of the results presented could be checked in a 

similar investigation but under different geometry and scale conditions, and 

extended to encompass a wider range of Froude numbers, aspect ratios and the • 

ratios of impingement length to impingement width. It would be especially 

interesting to extend the present investigation to a short or a square 

impingement where the impingement length is less or equal to the impingement 

width. 

b) The pressure fluctuations on the channel bed in the impinge-

ment region may cause severe loading conditions on the channel bed resulting 

in damage through the mechanism of fatigue or structural resonance etc. The 

stochastic character of the pressure field on the channel bed in the impinge-

ment region could also be studied. It would be instructive to compare the 

power spectra of the fluctuating pressures with those of the wave heights 

at the retaining wall. 

c) The pressure on the retaining wall was of a fluctuating nature. 

A detailed study of the stochastic behaviour of the pressure field on the 

retaining wall might improve its design. A spectral analysis of the various 

fluctuating pressures on the retaining wall subjected to the impinging jet flow 

together with an exploration of the fluctuating pressure field on the portion 

of the side wall which is adjacent to the retaining wall may give a further 

insight into the.  complex behaviour of the flow in the impingement region. 

d) An exploration of the mean velocity characteristics in the 

forward flow of region II in a transverse direction(parallel to the retaining 

wall) has still to be attempted. It would be especially interesting to check 

the generality of the results obtained along the channel centre line in region 

II for the section close to the channel outlet. 

e) The internal structure of the flow can become clearer by mea-

surements of the quantities such as Reynolds stresses,boundary shear stresses, 

turbulent intensities etc, especially in the impingement region. Sophis-

ticated instrumentation such as a Laser-Doppler Anemometer system would be 

required to obtain accurate and reliable measurements of these quantities. 
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APPENDIX I 

THE DIRAC DELTA FUNCTION  

Given the function shown in Fig. I.1, which consists of a 

suddenly applied excitation of constant magnitude acting for a certain 

period of time which then suddenly ceases, the product of duration and 

magnitude being unity. If c, the period of application, is small, the 

magnitude of the excitation 1/c is very great. It is sometimes convenient 

to pursue this idea to the limit and imagine a forcing function of 

arbitrarily large magnitude acting for an infinitesimal time, the product 

of duration and intensity remaining unity as c-> 0. The resulting 

f(t) 
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t 

 

Fig. I.1 Plot suggesting the nature of a unit impulse 

'funtion' is usually referred to as the unit impulse, the delta function 
S(t) or Dirac delta function. 

In somewhat different terms, the d function S(t-to) may be 

described by the following definition 

such that 

0, 
S (t-t) = 

+03  

f 6 (t-t ) dt = 1 

t/ to  

t = to  



But while this definition is intuitively helpful, it is mathematically 

meaningless. 

One interesting and important property of the Dirac function 

is its ability to isolate or reproduce a particular value of a function 

f(t) (continuous at t = to) according to the following formula 

i-m 

J f (t)S (t-to) dt = f (t) 
-m 

(I.2)  

Because of this property, it is sometimes called the spotting function 

since it picks out one particular value of f(t). In a similar manner, 

it is possible to define the mth derivative of a delta function, namely 

S (m) (t). 	This can be used to select the mth derivative of a function 

at a given point. 	This leads to a generalization of Eq. (I.2), namely 

+00 ē (m) (t-to)f(t)dt = (-1)mf(m) (to) (I.3)  

Using Eq. (I.3) , the first moment of 6'(t) is 

Ī ē ' (t) tdt = -1 	 (I.4) 
-m 

It is important to realize that 6(t-to) is not a function, 

rather it is a generalized function, or distribution, which maps a func-

tion into the real line. It can be handled as if it were an ordinary 

function with particular interest in the values of integrals involving 

6(t-to) rather than the value of 6(t-to) by itself. 

The delta function has the following Fourier Transform pair 

! 6 (f) e2aiftdf = 1 	 (a) 
-m 

(I.5) 
.~m 

e-2rift
dt = 6(f) 	 (b) I  
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f (x 2 ) 

the area under this curve is 1 ///1-- 

a/2% 

APPENDIX II  

'..L :' CHI-SQUARED DISTRIBUTION 

Becuase the chi-squared distribution occupies a central 
position in the approximation to the distribution of smoothed estimators 

of the energy density function, an outline of this distribution is given 

below. 

A random variable x2(X2 is used rather than just X to emphasize 

that the statistic cannot be negative) having probability density function 

given by 

2) 
 _ 	1 	

X 	e f (X 	
(v-2) -X2'2 = 

2" /2  r (v/2) 

where r(v/2) = f e-tt(v/2)-1dt for v >0 is the Gamma function with 
argument v/2, is °said to be a chi-squared or x2  distribution with 

v degrees of freedom. The distribution is always skewed to the right 
and has a mean value equal to the number of degrees of freedom i.e. 
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Fig. II.1 Chi-squared probability density function 



and 

(a) 

(11.2) 

Var[X,] = 2v 	 (b) 

so coefficient of dispersion = 72-77 

For large values of v, the distribution tends towards the 

normal distribution. An example of a X2 distribution is shown in 

Fig. II_1. The percentage point X~ v is chosen so that the proportion 

of the distribution, with v degrees of freedom, which lies above it, 

is equal to R. 
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APPENDIX III  

THE LINEAR REGRESSIONS  

It is often possible to see, by inspection of the scatter diagram, 

that ā smooth curve can be fitted to the data. In particular, if a 

straight line can be fitted to, n (n)2), pairs of measurements, (x ,yl ) .. . 
... (xn,yn), where yi is the dependent variable and xi is the independent 

variable, then it can be said that a linear relationship exists between 

the two variables and that a regression analysis will fit the best line 

through the points. 	Regression analyses, in general, are based on the 

following assumptions: 

(a) There is no uncertainty in the indepednent variable x 

(b) For a given x, the y values normally distributed with a 

variances 2 e 

(c) The variance see is the same for all values of x. 

Two cases are separately described here. 

III.1 The Linear Regression with Constant  

The regression analysis fits a straight line of the form 

y = bx+a to the data points, where b is the regression coefficient and 

a is the regression constant. The quantities normally calculated 

are summarized as follows: 

(a) Means 

n  
x = ( L x.)/n 

i=1 	

(a) 

= ( L Y )/ 	 ( ) 
n 

n 	 b i i=1 

(111.1) 

(b) Standard deviations 
_ 

sx = [ 	(xi- x) _ / (n-1) ] 1/2 	 (a) 
i=1 (111.2) 
n _ ~ 

 
r = 	x-x) (y) ] / [ 

nc  
(x_) 2 

n
G 

 
(y _y) 2 ] 1 yi 

i=1
i 
	i=1 i i=1

i 

s = 
[i=1 Yi 

(c) The Pearson product-moment correlation coefficient 



(d) The regression coefficient, b, and the regression constant, a 

n _ 	n 
b = [ E (xi ::) (yi-y)] / 	(x,-;)2 	(a) 

i=1 	 i=1 

a = y - bx 	 (b) 

(e) The sum of squares attributable to the regression, s.s.r., the 

sum of squares of deviations about the regression, s.s.d., and the total 

sum of squares, s.s.t are 

n _ 
s.s.t. = 	L (yi-y)2 	

(a) 
i=1 

n 
s.s.d. = 	L (yi-a-bxi)2 

i=1 

s.s.r. = s.s.t. - s.s.d. 

(f) The degrees of freedom attributable to the regression, d.f.r., 

the degrees of freedom of deviations about the regression, d.f.d, and the 

total degrees of freedom, d.f.t., are 

d.f.t. = n-1 	 (a) 

d.f.d. = n-2 

d.f.r. = 1 

(b)  

(c)  

(g) The mean square attributable to the regression, m.s.r., and the 

mean square of deviations about the regression, m.s.d. 

m.s.r. = (s.s.r.)/(d.f.r.) 

m.s.d. = s e2  = (s.s.d.)/(d.f.d.) 

(a) 

(III.7) 

Cb) 

(h) The standard error of the regression coefficient, s.e.(b), the 

standard error of the regression constant, s.e.(a), the standard error of 

the predicted value for a given x, s.e.(y), and 100(1-a) confidence inter- 
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val for y , 
p 



a 
s.e.(y ) = {m.s.d.[1 + n 

+ 	(x-x)  
I  i (x-70 2 

i=1 

(b) 

s.e.(b) = [(m.s.d.)/ L (xi- x) 2 ] 
i=1 
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(a) 

n 
s.e. (a) = { (m.s.d) [n + z2 / E (x-R)2]}12 

i=1 

1 	(x0
-X)2 

lt u ncertainty for yp = ta/2,(n-2){m.s.d.[1 + ā + n 	]} 	(d)/  

(x-:)2 
i=1 

where t is the value of the mathematical function known as Student A. 

III.2 The Linear Regression with no Constant  

The regression analysis fits a straight line of the form y = bx 

to the data points, where b is again called the regression coefficient. 

The quantities normally calculated are summarized below 

(a) Means 

	

x = ( X xi) /n 	 (a) 

i=1 
(III.9) 

( 
c 	

) n  

(b) Standard deviations 

n _ 
sx 	[ 	(xi x) _ / (n-1) ] ~` 	 (a) 1 

i=1 

}(III.10) 

(c) The Pearson product-moment correlation coefficient 

r = 
n _ _ 

C
n _ n _ 

[ G (xi-x) (Yi-Y) ] / [ C (xi-x) 2 X (yi-y) 2 ] 12 
i=1 	 i=1 	i=1 

(III.11) 

GYi / 	 ( ) 
i=1 

(b) s = [ (17/:;)2/(n.-1)11  Y 	i=1 



(d) The regression coefficient, b, and the regression constant, a 

n 	 n 
b = [ 	(xiyi) ] / [ L xi2  ] 

i=1 	i=1 
(II1.12) 

(e) The sum of squares attributable to the regression, s.s.r., the 

sum of squares of deviations about the regression, s.s.d, and the total 

sum of squares, s.s.t. 

s.s.t. = 
	yl2 

i=1  

(a) 

285 

s.s.d. = 	L (y.-bx.)2 
i=1 

(b) (111.13) 

s.s.r. = s.s.t. - s.s.d. (c) 

(f) The degrees of freedom attributable to the regression, d.f.r., 

the degrees of freedom of deviations about the regression, d.f.d, and the 

total degrees of freedom, d.f.t., are 

d.f.t. = n 	 (a) 

d.f.d. = n-1 	 (b) (III.14) 

d.f.r. = 1 	 (c) 

(g) The mean square attributable to the regression, m.s.r., and 

the mean square of deviations about the regression, m.s.d. 

m.s.r. = (s.s.r.)/(d.f.r.) 	 (a) 
III.15) 

m.s.d. = s e2  = (s.s.d.)/(d.f.d) 	(b) 

(h) The standard error of the regression coefficient, s.e.(b) 

s.e.(b) = [ (m.s.d.)/ 	x.2 0 	 (1II .16) 
i=1 
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