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## ABSTRACT

This thesis is concerned with stochastic, and nonstochastic, first order linear evolution equations.

The reason for the simultaneous treatment of these topics lies in the fact that a recursive solution for the filtering problem for Markov diffusions can be given either by the stochastic partial differential equation governing the unnormalized conditionall density, or by its non-stochastic counterpart, which is a parabolic equation parametrized by the paths of the observation process.

This work embraces both these . ... approaches to the non-linear filtering problem. Convergence results for the Galerkin approximation of the solution, of either the stochastic or the non-stochastic evolution equations, are presented and, for both cases, error estimates of discrete time Galerkin procedures derived. In particular, families of discrete time Galerkin schemes for approximating the solution of the non-linear filtering problem are compared and rates of convergence obtained.
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Although the title of this work makes reference only to stochastic equations, we shall be studying both stochastic and non stochastic linear evolution equations.

It is true that the analysis of stochastic equations contains elements which : work, in the non stochastic case and, in fact, this: happens in the situation we are concerned with. However, in this work, the inclusion of non stochastic evolution equations represents more than
a prelude to the stochastic case. The reason for our simultaneous treatment of these topics lies in the relevance they both have in non linear filtering theory.

It is well understood that one $\because$... . way of presenting a*recursive solution for the non linear filtering problem for diffusions is by means of the unnormalized density formula, (the Zakai formula, see $|54|$ ), which is a stochastic linear evolution equation.

On the other hand, as has been pointed out, (among others, by clark (| $5 \mid)$ ), this formula has a non stochastic counterpart parametrized in a convenient way by the sample paths of the observation process. This non stochastic formula is similar to the Fokker-Planck equation for the diffusion under consideration, with the same diffusion coefficients, but with drift and potential coefficients depending on the observation sample paths. limestition,it possesses the special feature of being 'robust' in the sense that its solution is a continuous mapping defined in the sample space of the observation process. Therefore, in practical situations, instead of a given observation sample path, we are allowed to work with suitable approximations belonging to a class dense in the sample space (e.g., functions of bounded variation) without taking the risk of being driven away from the true solution of the filtering problem.

In view of these characteristics we take the point
that it is well worth considering the pathwise formula as an alternative and equally important way of representing the solution of the filtering problem, and not merely as a version of the zakai formula.

A considerable portion of this thesis is devoted to existence and uniqueness results for both non stochastic and stochastic evolution equations, and in this area we follow the work of Lions ( $|30|,|31|,|32|$ ), and Pardoux ( $|40|,|41|$ ). However, the inclusion of these results is mainly didactic. The principal purpose of our work is the analysis of Galerkin approximations of the non linear filtering problem.

The duality between the stochastic and the non stochastic representations of the filtering solution is reproduced in the numerical schemes used for its approximation. We can select schemes appropriate to the pathwise formula or, instead, schemes which are suitable for the Zakai formula. As before, both aspects of this duality are equally important, and our intention is to analyse Galerkin schemes both for the non stochastic and for the stochastic representations.

Using a family of implicit Runge-Kutta schemes we show that the corresponding discrete time Galerkin procedure converges, (in the sup norm), to the pathwise solution, for all paths of bounded variation. These schemes, therefore, produce a robust approximation to the filtering solution, in the sense that they are continuous with respect to the observation sample paths, and the approximation converges uniformly in a dense subset of the sample space.

Extensions of the implicit Runge-Kutta schemes, containing terms which are either linear or quadratic: in the noise increment, can be used as well. They produce Galerkin approximations that converge uniformly, (in an average sense), to the solution of the Zakai formula. In particular, if sufficient regularity conditions are attained, the standard deviation of the error for the quadratic scheme, converges at a linear rate with respect to the time increment. Judging from what happens for approximations of finite dimensional
stochastic differential equations this is the best possible rate of conyergence.

As the non linear filtering problem is the 'raison d'etre' of this work we start by presenting in paragraph l.1, a survey in this subject.

## 1.1 - The Non Linear Filtering Problem

We start by a general description of the filtering problem.

Suppose the situation where the data concerning an unobservable stochastic process (the signal process) is provided by observation of another stochastic process (the observation process) which is related to the signal in some functional fashion. The question of determining the conditional probability density for the signal process given the obser vation process constitutes the filtering problem.

Although the filtering problem can be formulated for a wide variety of processes, here we shall be concerned with the case where the signal is a Markov diffusion process in a: euclidian space and the observation is a scalar process of the "signal plus white noise" type. Let us be more specific. In relation to some probability space ( $\Omega, A, P$ ) let ( $x, y$ ) denotes the pair signal/observation processes and assume the relation between them being given by the following (Ito's) stochastic differential form:

1. $d y(t)=h(t, x(t)) d t+d w_{t}$

$$
t \in[0, T]
$$

where $h \in C\left([O, T] \times R^{n}\right)$ and $w_{t}$ is a R-valued standard wiener process.

This formulation of the filtering problem for diffusion
process is classical and it is along the lines of that presented by Stratonovich in 1960. In his basic paper (|46|), Stratonovich proposes a stochastic partial differential equation which, under some conditions, represents the dynamics "of the conditional density of the signal process. An equivalent result was obtained by Kushner (in $|23|$ ) who rederived with some corrections the Stratonovich equation and presented it in terms of Ito integrals.

So, the Kushner-Stratonovich representation for the solution of the non linear filtering problem stands as the first result in a long line of research still being done in this field. Among the subsequent works, a distin Eivc direction is represented by the search for an extension of the Baye's formula in order to express the density as a functional of the observations. The idea, first proposed by Bucy (in | 3 |) has its complete development: in $|19|$ where the authors, Kallianpur and Striebel, presented a precise statement of the formula which generalize a previous one obtained by Wonham (in $|52|$ ) for finite state Markov chains.

Although Kallianpur and Striebel's formula is valid for a wide range of situations,especially those regarding estimation problems, it is not useful if a recursive solution is sought for the non linear filtering problem. Solutions having the character of being recursive were, during the sixties, the object of various important papers among which one can select those due to Liptser and Shiryaev (|33|) and Zakai (|54|). In the first, a stochastic differential representation for the solution of the filtering problem is presented for the case where the pair ( $\mathrm{x}, \mathrm{y}$ ) is a diffusion process. In the second, under the hypothesis of independence between the signal and the Wiener process in equation l., the so called unnormalized density formula was derived for the first time,bearing the advantage of being a considerably simpler representation for the solution of the filtering problem for diffusion process. Finally, in |l3|, Fujisaki. Kallianpur and Kunita using the innovation process approach introduced by Kailath (|18|), presented a stochastic
differential representation for the conditional expectation of the signal process valid for a large range of situations regarding either the signal process or the interdependence between the signal and the observation.
$\therefore$ After this brief account of the papers, which are considered classical in non linear filtering theory, let us return to the particular problem we startodescribing at the beginning of this Introduction.

Regarding the diffusion process $x_{t}$, assume that the following stochastic differential form describes its dynamics:
2. $d x(t)=g(t, x(t)) d t+\alpha(t, x(t)) d w_{t}^{1}$
where, $g \in C\left([0, T] \times R^{n} ; R^{n}\right)$
$\alpha \in C\left([O, T] \times R^{n} ; R^{n \times n}\right)$
and $w_{t}^{l}$ is a $R^{n}$-valued standard Wiener process.
In equations 1. and 2. suppose
3. $y(0)=0$ and $x(0)=x_{0}$,
where $x_{0}$ is a random variable.
Suppose that the wiener processes $w_{t}$ and $w_{t}^{l}$ are
independent and also assume $x_{0}$ independent of ( $\left.w_{t}, w_{t}\right)$.
Consider the stochastic process $z_{t}$ defined by
4. $z(t)=-\frac{1}{2} \int_{0}^{t} h^{2}(s, x(s)) d s+\int_{0}^{t} h(s, x(s)) d y_{S}$ $t \in[O, T]$

For the particular class of functions under consider ation we can define a new probability measure on the space $(\Omega, A)$ by the following relation:
5. $\quad d \tilde{P}=\exp (-z(T)) d P$

Write $E,(\tilde{E})$, for the conditional expectation with respect to the measure $P,(\tilde{P})$. If $Y_{t}, t \in[0, T]$ denotes the $\sigma$-algebra generated by $\left\{y_{s}: 0 \leq s \leq t\right\}$ define
6. i) $\quad \Pi_{t}(f)=E\left(f\left(x_{t}\right) / Y_{t}\right)$
ii) $Q_{t}(f)=\tilde{E}\left(f\left(x_{t}\right) \cdot \exp \left(z_{t}\right) / Y_{t}\right)$
for all $f \in C\left(R^{n}\right), t \in[0, T]$

By a standard formula relating conditional expectations with respect to equivalent probability measures (see e.g. Kallianpur-Striebel,|19| or Meyer |37|), we have
7. $\Pi_{t}(f)=\Omega_{t}(f) \cdot Q_{t}^{-1}(1)$ w.p.1
where the argument 1 denotes the unitary function of $C\left(R^{n}\right)$. The transformation of probability measure introduced in 5. has some important features. Under the new probability $\tilde{p}$, the observation, $y_{t}$, becomes a standard Wiener process independent of the signal process (Girsanov, |l|). This fact can lead us to the Kallianpur-Striebel formula,
8. $Q_{t}(f)=\int_{W} f\left(\zeta_{t}\right) \cdot \exp \left(z_{t}(\zeta)\right) \mu(d \zeta)$
where,

$$
z_{t}(\zeta)=-\frac{1}{2} \int_{0}^{t} h^{2}\left(s, \zeta_{s}\right) d s+\int_{0}^{t} h(s, \zeta s) d y_{s}
$$

$\zeta \in C\left([0, T] ; R^{n}\right)=W, W$ being the sample space
for the signal process.
$\mu$ is the measure on $W$ induced by the diffusion $x$.
As we pointed out before, the Kallianpur-Striebel formula gives us a non-recursive representation for the conditional expectation. An alternative and more convenient solution is to express the conditional expectation by means of the Fujisaki-Kallianpur-Kunita formula.

Let $L_{t}$ denotes the Fokker-Planck operator associated with the diffusion $x_{t}$, i.e.,
9. $\quad L_{t} u=\frac{1}{2} \sum_{i, j=1}^{n} \frac{\delta^{2}}{\delta x_{i} \delta x_{j}}\left(a_{i, j}(t, x) u(x)\right)+$

$$
-\sum_{i=1}^{n} \frac{\delta}{\delta x_{i}}\left(g_{i}(t, x) u(x)\right)
$$

where $\left[a_{i, j}(t, x)\right]=\alpha(t, x) \cdot \alpha^{\top}(t, x)$

The Fujisaki-Kallianpur-Kunita formula under the hypotheses made above, takes the following form:
10. $d\left(\pi_{t}(f)\right)=\pi_{t}\left(\mu_{t}^{*} f\right) d t+\left(\pi_{t}\left(h_{t} f\right)-\pi_{t}\left(h_{t}\right) \pi_{t}(f)\right) d v_{t}$
where $h_{t} \equiv h(t,),. L_{t}^{*}$ is the infinitesimal generator of the diffusion $x_{t}$ and $v_{t}$ is the innovation process,
11. $v(t)=y(t)-\int_{0}^{t} \pi_{s}\left(h_{s}\right) d s$

From equation 10. we can derive a recursive represen tation for the conditional density. So, if $p_{t}=p(t, x, \omega),(t, x, \omega) \in[0, T] \times R^{n} \times \Omega$ denotes the conditional probability density of the signal given the observation $y_{t}$ we can write the Kushner-Stratonovich formula,

12

$$
d p_{t}=I_{t} p_{t} d t+\left(h_{t}-\left(h_{t}, p_{t}\right)\right) p_{t} d v_{t}
$$

where (.,.) denotes the inner product in $L^{2}(S)$.
Given a suitable initial condition, i.e. the probability density of $x_{0}$, equation 12 . can : give , under certain conditions, the evolution of the conditional density of the signal and, therefore, it solves the filtering problem. (see e.g. Kushner, | $24 \mid$ ) However a better formula can be found, which has the advantage of being linear in the unknown variable. If fQr the variable $Q_{t}(f)$ defined in 6 . we write
13.

$$
Q_{t}(f)=\left(q_{t}, f\right)
$$

Then we can deduce the Zakai formula for the unnormalized density,

$$
\text { 14. } \quad d q_{t}=\dot{L}_{t} a_{t} d t+h_{t} q_{t} d y_{t}
$$

This representation for the solution of the filtering problem has considerable advantages in relation to the previous formulas. It is a simpler formula and, besides, being linear it enlarges the scope vis-a-vis numerical applications.

The concept of unnormalized density and its represen tation by equation 14. leads us to an alternative form of presenting the solution of the filtering problem under consideration. The idea is to look for non stochastic differential equations parametrized by the paths of the observation process in order to represent the solution of the filtering problem as a continuous function of the sample paths of the observation process. This has been done, for instance, by clark (in $|5|)^{\dagger}$ and the result is a family of linear partial differential equations, which has the same status as equation 14..

The relation between stochastic differential equations and their non stochastic equivalent representations has been the object of a number of papers and, in particular, some
approach the problem by studying stochastic differential forms as the limit of sequences of ordinary differential equations (see e.g. Wong-Zakai, |5l|)

A different approach has been adopted by Doss, who, in $|11|$ shows that the solution of a stochastic differential equation is equivalent to the inteqration of an ordinary differential equation parametrized by the paths of a stochastic process. Here, we shall use his procedure in order to derive the pathwise formula for the solution of the filtering problem for diffusion processes.

[^0]Let $v(t)=V(t, u) ;(t, u) \in[0, T] \times L^{2}\left(R^{n}\right)$, be the solution of the following differential equation in $L^{2}\left(R^{n}\right)$ :
15. $\frac{d}{d t} v(t)=h_{t} v(t)$

$$
v(0)=u
$$

Therefore we can write,
$V(t, u)=\Phi(t) u$
where $\Phi(t)=\exp \left(\int_{0}^{t} h_{s} d s\right)$

Consider the following ordinary differential equation parametrized by the paths of the process $y_{t}$ :
i6. $\frac{d}{d t} r(t)=\Phi^{-1}(y(t)) \hat{L}(t) \Phi(\underline{y}(t)) r(t)$
where $\hat{L}(t)=L_{t}-\frac{1}{2} h_{t}^{2}, t \in[0, T]$.
Using basically Ito's rule of transformations, we can show that the solution of equation 14. can be expressed by means of the following relation:
17. $\quad q_{t}=V\left(y_{t}, r(t)\right)$

Therefore, the pathwise formula 15. can represent the solution of the filtering problem for each observed path $y(t)$.

Hoo, as Clark pointed out, the solution depends continuously on these paths which is importin': - Jon. $\because$ numerical applications.

We have presented some of the ways of expressing the solution for the particular non linear filtering problem described here. It can be argued that, in practical cases, the hypothesis we have made concerning the independence between the signal and the observation noise is too restrictive. However, this difficulty can be partially overcome by allowing some dependence between the wiener processes $w_{t}$ and $w_{t}^{1}$. In this respect we shall present here the results obtained by Pardoux (in | 4l|) though similar formulas can be found in Levieux, $|28|$ and Krilov-Rosovskii $|22|$. We recall that the problem regarding correlation between the signal and the observation noise was also considered in Fujisaki-KallianpurKunita, $|13|$.

So, instead of assuming independence between $w_{t}$ and $\dot{w}_{t}^{1}$, let us suppose that the wiener process $w_{t}$ can be expressed by means of the following relation:
18. $\quad d w_{t}=\left\langle\beta^{1}(t), d w_{t}^{1}\right\rangle+\beta^{2}(t) d w_{t}^{2}$
where <,.,> denotes the scalar product in $R^{n}, \beta^{1},\left(\beta^{2}\right)$, is a continuous $R^{n},(R)$-valued function defined in $R^{+}$and $w_{t}^{2}$ is a $R$-valued standard Wiener process independent of $w_{t}^{1}$.

In order to guarantee that the above expression is a relation between standard Wiener processes we must assume for all $t \in R^{+}$,
19.

$$
\left\langle\beta^{1}(t), \beta^{1}(t)\right\rangle+\left(\beta^{2}(t)\right)^{2}=1
$$

Now, consider the following first order differential operator:
20. $\quad H_{t} u=-\sum_{i=1} \frac{\delta}{\delta x_{i}}\left(b_{i}(t, x) u(x)\right)+h(t, x) u(x)$
where $\left[b_{i}(t, x)\right]=\alpha(t, x) \cdot \beta^{1}(t)$

The formulas we have presented for the recursive solution of the filtering problem can be modified according to assumption 18. In particular, the unnormalized density formula takes now the form,
21.

$$
d q_{t}=L_{t} q_{t} d t+H_{t} q_{t} d y_{t}
$$

(for a precise account of this formula see Pardoux, | 41|)
The purpose of this introductory paragraph is to describe in general terms, without proofs, the formulas for the solution of the filtering problem for diffusions. The reason for doing so is to establish the relevance of an analysis of evolution equations presented in the stochastic form 2l. (or l4.) and in the pathwise form 16.

These equations $2 v e$ the object of our study in the following sections. With respect to the non linear filtering problem a complete survey of the field can be found in Jazwinski, | $17 \mid$, Wong, $|50|$ and Liptser-Shiryaev, $|34|$. In particular, the derivation of the Kushner-Stratonovich formula for partially observed signals, can also be found in Pardoux, |41|. A precise account of the Fujisaki-KallianpurKunita formula is also given by Meyer | $37 \mid$. Pathwise solutions are considered in greater generality by Davis, | 9 |.

Here, we have been restricted to the general filtering problem for diffusions in $\mathrm{R}^{n}$. For (absorbed or reflected) diffusions in subsets $S \subset R^{n}$ similar formulas can be derived and, in this case, the conditions in the boundary of the domain $S$ define the nature of the diffusion. (see Pardoux $|40|$
for a precise account on the unnormalized density formulas that correspond to this situation).

2 - BASIC CONCEPTS

The purpose of this section is to present some of the concepts which are in general associated with evolution equations in Hilbert spaces and,in perti.uli, with partial differential equations.

We start in paragraph 2.1 with the introduction of the Sobolev spaces by means of the classical approach using distributions. In paragraph 2.2 we describe the kind of problem we $r$ bll be treating through this work and our method of approach to its solution, which is based in the duality between problems and weak forms. It turns out that to this duality there corresponds a duality between linear operators and bilinear forms; this constitutes the subject of the last paragraph of this section.

## 2.1 - Functional Spaces

Sobolev spaces play a decisive role in partial differential equations and here we shall present a brief account of some of the concepts leading to their definition. We also introduce other functional spaces which will be relevant in the following section. The treatment given here are along the lines of that in Adams $|1|$, Barros-Neto $|2|$, and Yosida | 531 .

In what follows we reserve the symbol, s, for an open set of a $n$-dimensional real euclidian space.

If $u \in C(S)$, the space of $R$-valued continucus functions defined on $S$, has partial derivatives of order $|\alpha| \geq 0$ we denote by $D^{\alpha} u$ the partial derivative,

$$
D^{\alpha_{u}}=\frac{|\alpha|}{\partial_{1} \alpha_{1}^{\alpha_{2}} \cdots \alpha_{1}^{\alpha_{n}}} \frac{\mid x_{2}}{\partial x_{n}}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is an n-tuple of non-negative integers and $|\alpha|=\alpha_{1}+\alpha_{2}+\ldots+\alpha_{n}$

For $m \cdot \geq 0$ we denote by. $C^{m}(S)\left(C^{0}(S)=C(S)\right)$, the sets,

$$
C^{m}(S)=\left\{u \in C(S): D^{\alpha} u \in C(S),|\alpha| \leq m\right\}
$$

and by $C^{\infty}(S)$ we denote the set of "infinitely" continuously differentiable R-valued functions defined on $S$. In other words, $C^{\infty}(S)=\bigcap_{0 \leq m} c^{m}(S)$.

The sets $C^{m}(S) 0 \leq m \leq \infty$ are linear spaces with the usual operations on real-valued functions. In fact, we are able to impose a locally convex topology on them in such way that a sequence $\left\{u_{k}\right\}$ converges to zero if and only if $\left\{D^{\alpha} u_{k}:|\alpha| \leq m\right\}$ converges uniformly to zero on every compact subset of S . This so called natural topology in $C^{m}(S)$ is the coarsest one for which the linear maps $D^{\alpha}: C^{m}(S) \rightarrow C(S)$ for $|\alpha| \leq m$, are continuous.

If $u \in C(S)$, by "support of $u$ " we mean the closure in $S$ of the set $\{x \in S: u(x) \neq 0\}$. For $m \geq 0$ we denote by $\mathrm{C}_{0}^{m}(S) \subset C^{m}(S)$ the subset of functions with compact support in $S$. In particular, it can be shown that $C_{0}^{\infty}(S)$ is dense in $L^{\mathrm{P}}(\mathrm{S})$, the space of p -integrable functions on S . As before, the sets $C_{o}^{m}(S)$ can be endowed with a locally convex topology in such way that a sequence $\left\{u_{k}\right\}$ converges to zero if and only if there exists a compact set $K C S$ such that:
i) support of $u_{k} \subset K$ for every $k$
ii) for $|\alpha| \leq m, D^{\alpha} u_{k} \rightarrow 0$ uniformly in $k$

As it is conventional to write $\mathcal{W}$ (S) for the set $C_{0}^{\infty}(\Omega)$ endowed with this topology.

It turns out that a linear functional $T$ defined in
$(\mathrm{S})$ is continuous if and only if $\left\langle\mathrm{T}, \mathrm{u}_{\mathrm{k}}\right\rangle \rightarrow\langle\mathrm{T}, \mathrm{u}\rangle$ whenever $u_{k} \rightarrow u$ in $\mathscr{D}(S)$. This fact enables us to consider the dual of $\mathscr{D}^{k}(S), \not\left(\mathcal{D}^{\prime}(\mathrm{S})\right.$ which is also a locally convex topological space in such way that a sequence $\left\{T_{k}\right\}$ converges (strongly) to zero if and only if $\left\langle\mathrm{T}_{\left.\mathrm{k}^{\prime}, \mathrm{u}\right\rangle}\right.$ converges to zero uniformly on every bounded subset of $C_{0}^{\infty}(S)$.

The space $L_{\text {loc }}^{1}(S)$, of locally integrable functions on $S$, can be identified with a subspace of $D^{\prime}(S)$. In fact, if $u \in I_{l o c}^{l}(S)$ it can be assigned a distribution $T(u)$ defined by:

1. $\langle T(u), v\rangle=\int_{S} u(x) \cdot v(x) d x$

$$
\text { for all } v \in C_{0}^{\infty}(S)
$$

We can define derivatives of distributions in such a way that it agrees with the conventional derivative, regarding the identification mentioned above. So, if $\dot{T} \in \mathscr{D}(S)$ we define the partial derivative $D^{\alpha} T \in \varnothing^{\prime}(S)$, by
2. $\left.\left\langle\mathrm{D}^{\alpha} \mathrm{T}, \mathrm{u}\right\rangle=(-1)^{|\alpha|\left\langle T, D^{\alpha}\right.} \mathrm{u}\right\rangle$

$$
\text { for all } u \in C_{o}^{\infty}(S)
$$

Using equation 1. and integration by parts, it can be verified that

$$
\left\langle T\left(D^{\alpha} u\right), v\right\rangle=(-1)^{|\alpha|}\left\langle T(u), D^{\alpha} v\right\rangle
$$

$$
\text { for all } v \in C_{0}^{\infty}(S)
$$

As one can see, every distribution has derivatives of all orders and, furthermore, they are independent of the order in which they are taken:

$$
\frac{\partial^{2} T}{\partial x_{j} \partial x_{k}}=\frac{\partial^{2} T}{\partial x_{k} \partial x_{j}} \quad j, k=1, \ldots, n
$$

The identification 1. of $\mathrm{L}_{\mathrm{loc}}^{1}(\mathrm{~S})$ with a subspace of (D)'(S) leads us to the concept of "weak derivative". Given u $\in L_{l o c}^{1}(S)$, if there exists a unique (up to a set of measure zero) function $v \in L_{l o c}^{1}(S)$ such that for some multi-index $\alpha$,
3. $T(v)=D^{\alpha} T(u)$ in (D)' $(S)$
then $v$ is called a weak, or distributional, partial derivative of $u$. By equation 1 . the above weak derivative of $u$ is defined up to a set of measure zero by the following relation:
4. $\quad \int_{S} v(x) w(x) d x=(-1)|\alpha| \int_{S} u(x) D^{\alpha} w(x) d x$

$$
\text { for all w } \in C_{0}^{\infty}(S)
$$

of course, if there exists $D^{\alpha} u \in L_{l o c}^{1}(S)$ then, (up to a set of measure zero) $D^{\alpha} u=v$.

Now, consider the set of functions $u \in C^{m}(S)$ such that, for $1 \leq p<\infty$
5. $\|u\|_{m, p}=\left(|\alpha|^{\sum} \int_{S}\left(D^{\alpha} u(x)\right)^{p} d x\right)^{1 / p}<\infty$

The completion of this set with respect to the norm $\|$. $\|_{m, p}$ is called the Sobolev space of order ( $m, p$ ) and it is denoted by $H^{m, P}(S)$. It can be shown (see Adams $|I|$ ) that this definition coincides with the following:

$$
H^{m}, P(S)=\left\{u \in L^{P}(S): D^{\alpha} u \in L^{P}(S),|\alpha| \leq m\right\}
$$

where $D^{\alpha} u$ is interpreted as a weak derivative.
We also define $H_{o}^{m, P}(S)$ as the closure of $C_{0}^{\infty}(S)$ in $H^{m, p}(S)$.

In what follows we will be restricted to the case $p=2$ where, as it is conventional, the index $p$ is deleted from the notations.

So, the space $H^{m}$ is a separable Hilbert space with the inner product:
6. (.,.) $H_{H^{m}(S)}=|\alpha|^{\sum_{\leq m}}\left(D^{\alpha}, \ldots\right)$ $L^{2}(S)$

It turns out that $H^{m}\left(R^{n}\right)=H_{0}^{m}\left(R^{n}\right)$ or, that $C_{0}^{\infty}\left(R^{n}\right)$ is dense in $H^{m}\left(R^{n}\right)$. In general, this result is not true for generic subsets of $R^{n}$.

We denote by $H^{-m}(S)$ the dual of $H^{m}(S)$. As $C_{0}^{\infty}(S)$ is dense in $H_{o}^{m}(S)$ the elements of $H^{-m}(S)$ determine a distribution on $S$. So, we are able to identify $H^{-m}(S)$ with a subspace of
$\mathscr{D}^{\prime}(\mathrm{S})$. It can be proved that this subspace is the linear span of the set

$$
\left\{T\left(D^{\alpha} u\right):|\alpha| \leq m, u \in L^{2}(S)\right\}
$$

where $D^{\alpha} u$ is interpreted as a weak derivative.
Some of the concepts introduced here can be extended to H-valued functions where $H$ is a Hilbert space. So, in the following sections we will be often refering to $\mathrm{L}^{\mathrm{P}}(\mathrm{S} ; \mathrm{H}), \mathrm{l} \leq \mathrm{p} \leq \infty$, the Banach space of (equivalence class of) $H$-valued functions defined in $S$ such that
7. $\|u\|_{L^{p}(S ; H)}=\left(\int_{S}\|u(x)\|_{H}^{p} d x\right)^{1 / p<\infty ; 1 \leq p<\infty}$
with the usual modification for $\mathrm{p}=\infty$.
We can define the space of distributions on ( $O, T$ )
with values in $H$ by,
$D^{\prime}(\mathrm{O}, \mathrm{T} ; \mathrm{H})=\mathrm{L}(ゆ(\mathrm{O}, \mathrm{T}) ; \mathrm{H})$
(see Lions | $31 \mid$ and $|32$.$| )$
A sequence $\left\{W_{n}\right\}$ converges to $W$ in $\nsubseteq \prime(0, T ; H)$ if and only if $\left\langle\mathrm{W}_{\mathrm{n}}, \psi\right\rangle+\langle\mathrm{W}, \psi\rangle$ in H for all $\psi \in \mathscr{D}(\mathrm{O}, \mathrm{T})$. If $u \in L_{l o c}^{1}(O, T ; H)$ we can define the distribution $w(u) \in \not(1)(\mathbf{O} ;$; H) by
8. $\langle W(u), \psi\rangle=\int_{0}^{T} u(t) \psi(t) d t$

$$
\text { for all } \psi \in C_{o}^{\infty}(O, T)
$$

Therefore, as we have done before, we can define the derivative of a distribution $W \in \not D^{\prime}(O, T ; H)$ by
9. $\left\langle\frac{d}{d t} W, \psi\right\rangle=-\left\langle W, \frac{d \psi}{d t}\right\rangle$

$$
\text { for all } \psi \in C_{0}^{\infty}(O, T)
$$

We can also define as in 3. a weak,or, distributional, derivative of $u \in L_{l o c}^{l}(O, T ; H)$ by the relation
10. $W\left(\frac{d u}{d t}\right)=\frac{d W}{d t}(u)$
and therefore, as in 4. and according to 8 and lo, the weak derivative $\frac{d u}{d t} \in L_{l o c}^{1}(O, T ; H)$ satisfy
11. $\int_{0}^{T} \frac{d u}{d t}(t) \psi(t) d t=-\int^{T} u(t) \frac{d \psi}{d t}(t) d t$

$$
\text { for all } \psi \in C_{0}^{\infty}(O, T)
$$

2.2 - Problems and Weak Forms

Suppose it is given a (real) Hilbert space $H$ and taking values in $H$, a linear operator $A(t)$, depending upon a parameter $t \in(0, T) \subset R$ and with domain $D(A(t)) \subset H$.

Consider the problem of sthistying the following conditions:

1. i) $u(t) \in D(A(t)), u^{\prime}(t) \in H$ for all $t \in(0, T)^{+}$
ii) $u^{\prime}(t)+A(t) u(t)=f(t) \in H$ for all $t \in(O, T)$
iii) $u(O)=u_{0} \in H$

This is, perhaps, the simplest evolution problem one can consider relative to a differential equation of first order in the variable $t$, defined in a Hilbert space $H$. As might be expected, in order to solve this problem further assumption are necessary. However, at this stage the simple formulation above is sufficient for theobjective we have in mind, i.e., to introduce the concept of "weak form".

Consider a subspace $V$ of $H$. If there exists a function u satisfying l. we can conclude that this function also verifies:
2. (u'(t), v) $+(A(t) u(t), v)=(f(t), v)$

$$
\text { for all } v \in V, t \in(O, T)
$$

where (.,.) denotes the inner product defined in H .
This fact suggests that one can associate with the original problem l. an alternative formulation represented by statements l.i), l.iii) and 2.

Every solution of the original problem is a solution of the alternative formulation although the onverse is not, in general, true. So, the alternative formulation is less

[^1]restrictive than the original one and, therefore, it is called, appropriately, a weak form for the original problem. Let us extend this concept a little more.

```
Let D(A(t)) \capV F $ for all t \in (O,T). Suppose
```

we are given a functional $a(t)=a(t ; u, v)$ defined in
( $O, T$ ) $\times V \times V$ and bilinear in $V$ for each $t \in(O, T)$, such
that:
3. $(A(t) u, v)=a(t ; u, v)$
for all $u \in D(A(t)) \cap v, \quad v \in V, \quad t \in(O, T)$

If a solution of problem l. belongs to $D(A(t)) \cap V$ for all $t \in(O, T)$ it also satisfies the equation:
4.

$$
\left(u^{\prime}(t), v\right)+a(t ; u(t), v)=(f(t), v)
$$

for all $v \in V, t \in(O, T)$

This fact leads us to consider the problem represented by statements l.iii.), 4. and the following
5. $u(t) \in V, u^{\prime}(t) \in H$ for all $t \in(O, T)$

If $D(A(t)) \subset V$ for all $t \in(O, T)$, the problem 1.iii), 4., 5. is a weak form for the original problem l. in the sense clefined above.

As we shall see in the following sections, a equation like the one in 4.16 very w . wible. for a mathematical treatment. Moreover, if some conditions are imposed on the
functional $a(t)$, and on the subspace $V$, the original problem i. and the problem l.iii), 4., 5. are equivalent.

Remark 2.2.1 - For a general account of weak forms see Lions $|30|$ and also Necas |38|.

Remark 2.2.2 - Following the terminology of Hadamard we say that a problem of the type presented in this paragraph is "well posed" if it admits a unique solution, the solution being continuous with respect to the entries of the problem.

## 2.3 - Bilinear Forms

Bilinear forms constitute the 'piece de resistance' in the approach we select to study evolution equations. So, in this paragraph we shall present some properties of bilinear forms defined in Hilbert spaces. A general account of what follows can be found in Lions $|30|$ and also in Necas $\mid 38$ |.

As before, let $H$ be a Hilbert space with inner product denoted by (.,.) and norm $||=.(., .)^{1 / 2}$. Let V C H be also a Hilbert space and write ((.,.)) and \|. \| for its inner product and norm. Furthermore, suppose,

1. $V$ is dense in $H$
with the continuous injection.
2. $|v| \leq\|v\|$ for all $v \in V$

Consider now a bilinear form $a=a(u, v)$ defined in
V. Here we make two assumptions. First, we suppose continuity in $V$, i.e., there exists a constant $\gamma$ such that
3. $|a(u, v)| \leq r\|u\|\|v\| \quad$ for all $u, v \in V$

Second, we assume the bilinear form to be coercive, i.e., there exists a constant $\sigma>0$ such that:
4. $a(u, u) \geq \sigma\|u\|^{2} \quad$ for all $u \in V$

We notice that with the above properties the function $a(u, u)^{1 / 2}$ defined in $V$ is a norm which is equivalent to the original norm ||. \| . Furthermore, as a consequence of 3. we can associate with the bilinear form, a, a continuous linear operator of $\in L(V, V)$ such that:
5. $a(u, v)=((A, u, v))$ for all $u, v \in V$

In view of 4. it can be shown (see Lions $|30|$ ) that the operator $A$ is an isomorphism on $V$.

$$
\text { Now, for } u \in V \text {, consider the linear functional: }
$$

6. 

$$
v \in V \rightarrow a(u, v)
$$

Denote by $D=D(A)$ the set of elements $u \in V$ for which the above linear functional is continuous on $V$ with the topology induced by $H$. In other words, for all $u \in D$ there exists a constant $C$, in general depending on $u$, such that:
7. $|a(u, v)| \leq c|v|$ for all $v \in V$

As V is dense in H , the linear functional 6. can be extended for all $u \in D$ to a continuous linear functional defined in H :
8. $v \in H \rightarrow \bar{a}(u, v)$

Therefore, we can define uniquely a linear operator from $D \subset V$ to $H$, in general unbounded, such that:
9. $\bar{a}(u, v)=(A u, v)$
$u \in D, v \in H$

Now, let $J \in L(H, V)$ be the operator defined by
10.
$(u, v)=((J u, v))$
$u \in H, v \in V$

Consider the problem $A B$ ), $\left.A^{\prime} B^{\prime}\right)$ and $A^{\prime \prime} B^{\prime \prime}$ given by the following statements:
A) $u \in D$
B) $\mathrm{Au}=\mathrm{f} \in \mathrm{H}$
$\left.A^{\prime}\right) \quad u \in V$
$\left.B^{\prime}\right) a(u, v)=(f, v)$ all $v \in V$

$$
\left.\mathrm{B}^{\prime \prime}\right) A_{\mathrm{u}}=\mathrm{Jf}
$$

We have the following proposition:

Proposition 2.3.1 - Under the hypotheses 1., 2., 3., 4. the problems AB), $\left.A^{\prime} B^{\prime}\right)$ and $\left.A^{\prime} B^{\prime \prime}\right)$ are equivalent and admit a unique solution.

Proof of Proposition 2.3.1
By relations 5. and lo. problems $A^{\prime} B$ ) and $A^{\prime \prime} B^{\prime \prime}$ ) are equivalent. On the other hand, problem A'B') is a weak form for the problem $A B$ ) and, therefore, a solution for $A B$ ) is also a solution for $\left.A^{\prime} B^{\prime}\right)$. But in this case the reverse is also true. In fact if $u$ solves $A^{\prime} B^{\prime}$ ) we conclude that u must belong to D . Therefore:

$$
(A u, V)=(f, V) \quad \text { for all } v \in V
$$

and by hypothesis l., $A u=f$. The existence of a unique solution follows from the fact that, under the hypotheses made $\mathcal{A}$ is an isomorphism on $V$. So, problem $A^{\prime} B^{\prime \prime}$ ) admits the unique solution:

$$
u=A-1 \text { Jf } \in V
$$

Remark 2.3.1 - The proposition 2.3.1 is a version of the well knowhLax-Milgram Lemma. For a more extended account of bilinear forms and its relation to linear operators see also Kato $|20|$.

Remark 2.3.2 - Under the hypotheses 1., 2.,3., and.4. it can be
shown that $D(A)$ is dense in $V(o r ~ H)$ and that the linear operator $A$ is a isomorphism between $D(A)$ and $H$ when $D(A)$ is endowed with the norm,

$$
\|\cdot\|_{D(A)}=\left(|\cdot|^{2}+|A \cdot|^{2}\right)^{1 / 2}
$$

Remark 2.3.3 -Let us take $H=L^{2}(S)$ and suppose $V$ is such that

$$
H_{0}^{1}(S) \subset V \subset H^{1}(S)
$$

For (i,j) $\in\{1, \ldots, n\}$ consider the bilinear form
11. $a(u, v)=\int_{S} f(x) D_{i} u(x) D_{j} v(x) d x$
defined for all $u, v \in V$, with $f \in L^{\infty}(S)$.

Fixing $u \in V$ and making $v$ range in $C_{0}^{\infty}(S)$ the equation ll. defines a distribution. So, we write
12.

$$
a(u, v)=\left\langle T\left(f, D_{i} u\right), D_{j} v\right\rangle
$$

where, as in paragraph 2.1 the symbol <.,.> denotes the duality between $\mathscr{D}(S)$ and $\mathscr{D}(S)$ and $T($.$) denotes, according$ to relation 2.1 .1 , the identification between $L_{l o c}^{l}(S)$ and ( $)^{\prime}$ (S).

Recalling the definition of derivative of a distribution we can write,
13. $\left\langle T\left(E D_{i} u\right), D_{j} v\right\rangle=-\left\langle D_{j} T\left(f D_{i} u\right), v\right\rangle$

On the other hand, if $D_{j}\left(f . D_{i} u\right)$ exists, according to 2.1.3 we can write
14.

$$
D_{j} T\left(f \cdot D_{i} u\right)=T\left(D_{j}\left(f \cdot D_{i} u\right)\right)
$$

Therefore, comparing l2., l3., and 14 we have
15. $a(u, v)=-\int_{S} D_{j}\left(f(x) D_{i} u(x)\right) v(x) d x$
for all $v \in C_{o}^{\infty}(S)$.
As $C_{o}^{\infty}(S)$ is dense in $L^{2}(S)$ the equation 15. defines a linear functional in $L^{2}(S)$ and therefore $D_{j}\left(f . D_{i} u\right) \in L^{2}(S)$. We conclude that the linear operator associated with the bilinear form a, has the form
16. $A u=-D_{j}\left(f D_{i} u\right)$

Also , the domain $D(A)$ is determined by
17.
i) $u \in V, A u \in H$
ii) $(A u, v)=a(u, v)$ for all $v \in V$

In particular, if $V=H_{o}^{1}(S)$ the condition ii) above is always verified since $C_{0}^{\infty}(S)$ is also a dense subset of
$H_{o}^{1}(S)$ and so, this condition follows from 15.

Remark 2.3.4 - We shall introduce here the concept of $k-$ regularity of a bilinear form.

Suppose we select the Hilbert space V with

$$
H_{0}^{m}(S) \subset \vee \subset H^{m}(S)
$$

A bilinear form, $a$, in $V$, is said to be k-regular - with respect to $V$, if for all $f \in H^{r}(S), 0 \leq r \leq k$, there exists $u \in H^{2 r+m}(S)$ such that
18. $a(u, v)=(f, v)$ for all $v \in V$

The concept of k-regularity, as we shall see, plays a very important role in the situation where the bilinear forms are associated with linear differential operators. In this case this property depends on the coefficients of the differential operator, on the space $V$ and on the regularity of the boundaries of the domain $S$. (see Lions $|30|$ )

We shall be concerned, in a Hilbert space, with the solution of equations with the following generic form:

$$
\frac{d u}{d t}(t)+A(t) u(t)=f(t)
$$

where $A(t)$ is a linear operator, $i_{n}$ general unbounded.

Such. equations ave colled.
Evolution Equations. As the operators A(t) that occur in practical cases are usually partial differential operators, the equations we $5 h_{3} l l$ be treating are, in fact, parabolic partial differential equations. Although several methods have been used. to study this sort of equation we will be following closely the work of Lions |30|. Our main objective is to derive existence and uniqueness results for the solution of the above equation under special hypotheses, namely, symmetry and differentiability of the principal part of the linear operator $A(t)$. As we shall demonstrate in paragraph 3.4, under these circumstances the above equation can represent the solution of a filtering problem .

In order to show the existence of a solution for the evolution equation, two different techniques w: be used. The first one is basically a projection theorem in Hilbert spaces. The second, is the so called Galerkin technique, and its main feature is to present the solution of the evolution equation as the limit of a convergent sequence of weak solutions of the original equation. This is the procedure with which we shall be concerned throughout this work.
The reason for presenting these two techniques is purely didadic. We believe that by presenting an alterna tive existence proof we introduce an element of comparison for the Galerkin technique.

In paragraph 3.1 we present an existence, and ex istence and uniqueness result, for a weak form which, with some manipulations, becomes an existence and uniqueness result for the Evolution Problem introduced in paragraph 3.2. In paragraph 3.3 we present the Galerkin technique. Finally, in paragraph 3.4 we apply the results to the nonstochastic representation of the solution of the filtering problem introduced in paragraph l.l.

## 3.1 - A Weak Form

As before, let $H, V$ be two Hilbert spaces with inner product and norm denoted as in paragraph 2.3.

We suppose $V \subset H$ with a continuous injection

$$
\text { 1. } \quad|v| \leq\|v\| \quad \text { for all } v \in V
$$

For all $t \in[0, T]$ let $a_{j}(t)=a_{j}(t ; u, v) j=0,1$, be continuous bilinear forms in $V$ such that:
2. $\left|a_{0}(t ; u, v)\right| \leq \gamma_{0}\|u\|\|v\|$
3. $\quad\left|a_{1}(t ; u, v)\right| \leq \gamma_{1}\|u\||v|$

$$
\text { for all } u, v \in V
$$

for some positive constants $\gamma_{0}$ and $\gamma_{1}$. We suppose the bilinear form $a_{0}(t)$ to be symmetric,
4.

$$
a_{0}(t ; u, v)=a_{0}(t ; v, u)
$$

and coercive, in the sense that for some $\lambda \in R$ and $\sigma>0$ the following inequality holds:
5.

$$
a_{0}(t ; u, u)+\lambda|u|^{2} \geq \sigma\|u\|^{2}
$$

$$
\begin{aligned}
\text { for all } u & \in V \\
t & \in[0, T]
\end{aligned}
$$

It turns out that the bilinear form $a(t)$, obtained by adding $a_{0}(t)$ to $a_{1}(t)$, also verifies a inequality of the above type. In fact, writing
6.

$$
a(t)=a_{0}(t)+a_{1}(t)
$$

$$
t \in[0, \mathrm{~T}]
$$

we have:

$$
\begin{aligned}
\sigma\|u\|^{2} & \leq \lambda|u|^{2}+a_{0}(t ; u, u)= \\
& =\lambda|u|^{2}+a(t ; u, u)-a_{1}(t ; u, u)
\end{aligned}
$$

So, by hypothesis 3,

$$
\sigma\|u\|^{2} \leq \lambda|u|^{2}+a(t ; u, u)+\gamma_{1}\|u\||u|
$$

Using Cauchy's inequality p. $q \leq p^{2} \mathrm{E} / 2+q^{2} / 2 \mathrm{E}$ with $\varepsilon>\frac{\gamma_{1}}{2 \sigma}$, we have,

$$
\left(\sigma-\frac{\gamma_{1}}{2 \varepsilon}\right)\|u\|^{2} \leq\left(\lambda+\frac{\gamma_{1}}{2}\right)|u|^{2}+a(t, u, u)
$$

for all $t \in[0, T], u \in V$, which represents a coercivity condition similar to the one in 5 .

Therefore, as a consequence of hypotheses 3 . and 5. we also write for the bilinear form $a(t)$ :
7.

$$
a(t ; u, u)+\lambda|u|^{2} \geq \sigma\|u\|^{2}
$$

$$
\begin{aligned}
& \text { for all } t \in[0, T], u \in V \\
& \text { for some } \lambda \in R, \sigma>0
\end{aligned}
$$

## We also assume the following hypotheses:

8. $\left.a_{0}(. ; u, v) \in C^{1}(|0, T|) ; R\right) \quad$ for all $u, v \in V$
9. $\left.a_{1}(. ; u, v) \in C(|O, T|) ; R\right)$ for all $u, v \in V$
10. $\quad\left|a_{0}^{\prime}(t ; u, v)\right| \leq \gamma_{0}^{\prime}\|u\|\|v\| \quad$ for all $t \in[0, T]$; $u, v \in V$
where $a_{o}^{\prime}(. ; u, v)$ represents the derivative of $a_{0}(. ; u, v)$.

Now consider the following problem:
11.

$$
\text { i) } \quad u \in L^{2}(O, T ; V), u^{\prime} \in L^{2}(O, T, H)
$$

$$
\text { ii) } \begin{aligned}
\left(u^{\prime}(t), v\right)+a(t ; u(t), v)=(f(t), v) \quad & v \in V \\
& t \in[0, T]
\end{aligned}
$$

```
with f \in L' }\mp@subsup{}{}{2}(O,T
```

iii) $u(0)=0$

```
where u' = du is taken in distributional sense.
    We shall prove the following result:
```

Theorem 3.1.1 - Assuming hypotheses $1,2,3,4,5,8,9$ and 10. the problem 11. admits a unique solution.

Remark 3.1.1 - Before we prove the theorem, let us establish the point that the problem ll. can always be reduced to a case where the coercivity condition 7 holds with $\lambda=0$.

In fact, under the transformation:
12. $w(t)=\exp (-\lambda t) u(t) \quad t \in(O, T)$
the equation ll.ii) can be replaced by the following equivalent equation:
13.

$$
\begin{gathered}
\left(w^{\prime}(t), v\right)+a(t ; w(t), v)+\lambda(w(t), v)= \\
=\exp (-\lambda t) f(t)
\end{gathered}
$$

where the bilinear form; $a(t ; u, v)+\lambda(u, v)$ satisfies inequality 7. with the term in $\lambda$ deleted. As the transformation 12. doesn't alter the other two statements of the problem ll. we shall, hereafter take inequality 7. with $\lambda=0$.

## Proof of uniqueness

If there are $u_{1}$ and $u_{2}$ solving the problem, their difference, $\Delta u=u_{1}-u_{2}$ satisfies the following equation:
14. $\left(\Delta u^{\prime}, v\right)+a(t ; \Delta u, v)=0$
$v \in V$
$t \in(0, T)$

Taking $v=\Delta u$ we have

$$
\left(\Delta u^{\prime}, \Delta u\right)+a(t ; \Delta u, \Delta u)=0 \quad t \in(O, T)
$$

By inequality 7. (with $\lambda=0$ ),

$$
\frac{1}{2} \frac{d}{d t}|\Delta u|^{2}+\sigma\|\Delta u\|^{2} \leq 0
$$

So,
15. $\frac{d}{d t}|\Delta u|^{2} \leq 0$
as $\Delta u(0)=0$, it follows that $\Delta u(t)=0 \quad t \in(0, T)$ and the uniqueness is proved.

Remark 3.1.2 - As one can see by the proof, the solution, if it exists, will be unique, even in the case ofanon-homogeneous ịnitial condition.

## Proof of existence

For $t \in R$ let $b(t), b_{o}(t), b_{1}(t)$ be bilinear forms in $V$ such that:

$$
\begin{array}{ll}
b(t)=b_{0}(t)+b_{1}(t) & t \in R \\
b_{j}(t)=a_{j}(0) \quad t<0, j=0,1
\end{array}
$$

16. 

$$
\begin{aligned}
& b_{j}(t)=a_{j}(t) \quad t \in[0, T], j=0,1 \\
& b_{1}(t)=a_{1}(T) \quad t>T \\
& b_{0}(t)=a_{0}(T)+\varepsilon\left(1-\exp \left(\frac{T-t}{\varepsilon}\right)\right) a_{0}^{\prime}(T) \quad t>T
\end{aligned}
$$

where the parameter $\varepsilon>0$ is conveniently selected in order to guarantee the existence of positive constants $\tilde{\sigma}, \alpha, \tilde{\sigma}$ such that:
17.

$$
b_{0}(t ; u, u) \geq \tilde{\sigma}\|u\|^{2}
$$

18. 

$$
\alpha b_{0}(t ; u, u)-b_{0}^{\prime}(t ; u, u) \geq \tilde{\sigma}\|u\|^{2}
$$

for all $t \in R, u \in V$.
As a consequence of the above characterization the bilinear form $b(t)$ is continuous in $V \times V$ for each $t \in R$ and we write,
19.

$$
|b(t ; u, v)| \leq \tilde{y}\|u\|\|v\|
$$

for all $u, v \in V$

We also remark that, by definition,
20.

$$
b_{0}(. ; u, v) \in C^{1}\left(R^{+}\right)
$$

for each $u, v \in \mathbb{V}$

21

$$
b_{1}(\cdot ; u, v) \in C(R)
$$

for each u,v $\in \mathrm{v}$

Now let $\tilde{f} \in L^{2}(\mathrm{R} ; \mathrm{H})$ be such that,
22. $\tilde{f}(t)=f(t) \quad$ for $t \in(0, T)$

$$
\tilde{f}(t)=0 \quad \text { otherwise }
$$

With the real valued function $h$ defined by,
23.

$$
h(t)=\exp \left(-\frac{1}{2} \alpha t\right)
$$

$$
t \in R
$$

Consider the following auxiliary problem:
24.

$$
\text { i) } h w \in L^{2}(R, V), h w^{\prime} \in L^{2}(R, H)
$$

ii). $\int_{R}\left(h(t) w^{\prime}(t), h(t) \psi^{\prime}(t)\right)+$

$$
+b\left(t ; h(t) \cdot w(t), h(t) \cdot \psi^{\prime}(t)\right) d t=
$$

(equation 24.ii) - continuation)

$$
=\int_{R}\left(h(t) \tilde{f}(t), h(t) \psi^{\prime}(t)\right) d t,
$$

for all $V$-valued functions $\psi$ such that:

$$
\begin{aligned}
& h \psi \in L^{2}(R, V) \\
& h \psi \in L^{2}(R, V), \\
& \psi(t)=0 \text { for } t \leq 0 .
\end{aligned}
$$

iii) $w(t)=0$ for $t \leq 0$

The relation between the problem ll. and the problem above is contained in the following Lemma:

Lemma 3.1.1 - If w is a solution of problem 24 . its restrition to ( $\mathrm{O}, \mathrm{T}$ ) solves problem ll.

## Proof of Lemma

For some $v \in V, \phi \in \mathscr{D}\left(R^{+}\right)$the function:
25. $\quad\left(\int_{0}^{t} \phi(s) d s\right) \cdot v$
satisfies:

$$
h(t) \cdot\left(\int_{0}^{t} \phi(s) d s\right) \cdot v \in L^{2} \cdot\left(R^{+} ; v\right)
$$

$$
h(t) \cdot \phi(t) \cdot V \quad \in L^{2}\left(R^{+} ; V\right)
$$

Therefore, if we choose $\psi$ such that $\psi(t) \equiv\left(\int_{0}^{t} \phi(s) d s\right) v$ for
$t>0$ as a test element in $24 . i i)$ we can write,

$$
\int_{0}^{\infty}\left(h(t) w^{\prime}(t), h(t) \phi(t) v\right)+b(h(t) w(t), h(t) \phi(t) v) d t=
$$

$$
=\int_{0}^{\infty}(h(t) \tilde{f}(t), h(t) \phi(t) v) d t
$$

As the equation above is true for all $\phi \in \mathscr{D}\left(R^{+}\right)$we conclude that, almost everywhere,
26.

$$
\left(w^{\prime}(t), v\right)+b(t ; w(t), v)=(\tilde{f}(t), v)
$$

$$
\begin{aligned}
\text { for all } v & \in \mathrm{~V} \\
t & \in R^{+} .
\end{aligned}
$$

Therefore, the restriction of the function $w$ to the interval $[\mathrm{O}, \mathrm{T}]$ atiafies all the requirements of problem 11 . and the lemma is proved.

We now return to the proof of existence. By lemma 3.1.l, this can be done by proving the existence of a solution for problem 24. So, let $E$ be the space of functions $\{w\}$ that verify statement $24 . i)$ and 24. iii). This space can be made into shiboitopsifendowed with the following inner product:
27. $\left(w_{1}, w_{2}\right) E=\int_{0}^{\infty}\left(h(t) w_{1}(t), h(t) w_{2}(t)\right)+$

$$
+\left(h(t) w_{1}^{\prime}(t), h(t) w_{2}^{\prime}(t)\right) d t
$$

for all $w_{1}, w_{2} \in E$.
Consider the subspace $F \subset E$ of elements $\psi \in E$ such that:

$$
h \psi^{\prime} \in L^{2}(R, V)
$$

Define the following bilinear form on $E \times F$ :
28. $B(w, \psi)=\int_{0}^{\infty}\left(h(t) w^{\prime}(t), h(t) \psi^{\prime}(t)\right)+$

$$
+b\left(t ; h(t) w(t), h(t) \cdot \psi^{\prime}(t)\right) d t
$$

Also, define the following linear functional on $F$ :
29. $L(\psi)=\int_{0}^{\infty}\left(h(t) \tilde{f}(t), h(t) \cdot \psi^{\prime}(t)\right) d t$.

Recalling equation 24.ii) one can observe that the problem 24. is equivalent to the problem of solving the following equation in the Hilbert space $E$ :
30.

$$
B(w, \psi)=L(\psi) \quad \text { for all } \psi \in F_{4}
$$

In order to establish the existence of a solution for the above equation we shall make use of the following result, which we atote. here without proof, (the proof can be found in Lions $|30|$, p. 37).

Lemma 3.1.2 - Let $E$ be a Hilbert space and $F \subset E$ a subspace. If $B$ is a bilinear on $E_{x} F$ such that:
i) $B(., \psi)$ is continuous for all $\psi \in F$
ii) There exists a constant $\mathrm{C}>\mathrm{O}$ such that:

$$
B(\psi, \psi) \geq C\|\psi\|_{E} \quad \text { for all } \psi \in F
$$

Then, if $L(\psi)$ is a continuous linear form on $F$, there exists a solution to the equation:

$$
B(w, \psi)=L(\psi) \quad \text { for all } \psi \in \phi
$$

Let us show that the bilinear form $B$ defined in 28. and the linear form 29. sotwly the requirements of the aisors Lemmo. Equation 28. and inequality 19. give us:

$$
\begin{aligned}
& |B(w, \psi)|<\int_{0}^{\infty}\left|h(t) w^{\prime}(t)\right|\left|h(t) \psi^{\prime}(t)\right|+ \\
& \\
& \quad+\tilde{\gamma}\|h(t) w(t)\|\left\|h(t) \psi^{\prime}(t)\right\| d t .
\end{aligned}
$$

inequality we have
31. $|B(w, \psi)| \leq C(\psi)\|w\|_{E}$,
where $C(\psi)$ is a constant depending on $\|\psi\|_{E}$.
On the other hand, using definitions 16. we can write:
32. $B(\psi, \psi)=\int_{0}^{\infty}\left|h(t) \psi^{\prime}(t)\right|^{2}+h^{2}(t) b_{0}\left(t ; \psi(t), \psi^{\prime}(t)\right)+$ $+b_{1}\left(t ; h(t) \psi(t), h(t) \psi^{\prime}(t)\right) d t$ for all $\psi \in F$

As $b_{0}(t ; u, v)$ is by definition a symmetric form,

$$
\begin{aligned}
b_{o}\left(t ; \psi(t), \psi^{\prime}(t)\right)= & \frac{1}{2} \frac{d}{d t} b_{0}(t ; \psi(t), \psi(t))+ \\
& -\frac{1}{2} b_{0}^{\prime}(t ; \psi(t), \psi(t))
\end{aligned}
$$

$t \in R^{+}$.

Substituting in 32 we have,
33. $B(\psi, \psi)=\int_{0}^{\infty}|h(t) \psi(t)|^{2}+$

$$
+\frac{1}{2} h^{2}(t)\left(\frac{d}{d t} b_{0}(t ; \psi(t), \psi(t))-b_{0}^{\prime}(t ; \psi(t) ; \psi(t))+\right.
$$

$$
+b_{1}\left(t ; h(t) \psi(t), h(t) \psi^{\prime}(t)\right) d t
$$

## for all $\psi \in F$.

Using integration by parts we deduce the following identity:

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{\infty} h^{2}(t) \frac{d}{d t} b_{0}(t ; \psi(t), \psi(t)) d t= \\
& =\alpha \int_{0}^{\infty} h^{2}(t) b_{0}(t ; \psi(t), \psi(t)) d t,
\end{aligned}
$$

```
for all \psi \in F.
```

Substituting in 33. we have,
34. $B(\psi, \psi)=\int_{0}^{\infty}|h(t) \psi(t)|^{2}+\alpha b_{o}(t ; h(t) \psi(t), h(t) \psi(t))+$

$$
-b_{0}^{\prime}(t ; h(t) \psi(t), h(t) \psi(t))+
$$

$$
+b_{1}\left(t, h(t) \psi(t), h(t) \psi^{\prime}(t)\right) d t
$$

## for all $\psi \in F$.

Making use of inequalities 18. and 19., we have,

$$
\begin{array}{r}
B(\psi ; \psi) \geq \int_{0}^{\infty}\left|h(t) \psi^{\prime}(t)\right|^{2}+\tilde{\sigma}\|h(t) \psi(t)\|^{2}+ \\
-\tilde{\gamma}\|h(t) \psi(t)\|\left|h(t) \psi^{\prime}(t)\right| d t \\
\\
\quad \text { for all } \psi \in F
\end{array}
$$

Using Cauchy.'s inequality: $\quad \mathrm{pq} \leq \frac{1}{2 \varepsilon} \mathrm{p}^{2}+\frac{l}{2} \varepsilon q^{2}$

$$
\begin{aligned}
B(\psi, \psi) \geq & \int_{0}^{\infty}\left|h(t) \psi(t)^{\prime}\right|^{2}+\tilde{\sigma}\|h(t) \psi(t)\|^{2}+ \\
& -\frac{\tilde{\gamma}}{2 \varepsilon}\|h(t) \psi(t)\|^{2}-\frac{\tilde{y}}{2} \varepsilon\left|h(t) \psi^{\prime}(t)\right|^{2} d t
\end{aligned}
$$

for all $\psi \in \mathrm{F}$.

Therefore, by a convenient selection of the parameter $\varepsilon$ we conclude that there exists a constant $C$ > 0 such that:
35. $B(\psi, \psi) \geq C\|\psi\|_{E} \quad$ for all $\psi \in F_{\text {. }}$

As the linear form $L$, defined in 29. is continuous, in view of results 31 . and 35 ., we are now able to apply Lemma 3.1.2 to equation 30. So, by this lemma, equation 30. admits a solution and so does problem 24. By Lemma 3.1.1, there exists : a solution to problem ll.

In the next paragraph we shall see how the result presented in Theorem 3.1.l can be used in order to obtain an existence and uniqueness result for evolution equations.

Remark 3.1.3 - We have borrowed the technique used in the proof of Theorem 3.1.1 from Lions $|30|$, where a equivalent result is derived for bilinear forms $a(t)$ which are hermitian and continuously differentiable in relation to $t$. (Theorem 6.1 , p. $65^{\prime}$ ). Here we have shown that Lion's result is still valid under weaker conditions, i.e., symmetry and differentiability imposed only in the principal part of the bilinear form $a(t)$. As we shall see in paragraph 3.4, this is exactly what happens for evolution equations that arise in non-linear filtering theory.

## 3.2 - Existence and Uniqueness

In addition to the assumptions made in the last paragraph, let us take

1. V dense in $H$.

Under the hypotheses made we are now able to associate with the bilinear forms $a_{j}(t), t \in[0, T], j=0,1$ a set of linear operators $A_{j}(t)$ in the sense suggested in paragraph 2.3. So,
2.

$$
\begin{array}{ll}
A_{j}(t): D\left(A_{j}(t)\right) C V \rightarrow H & t \in[0, T] \\
& j=0,1
\end{array}
$$

where $D\left(A_{j}(t)\right)$ denotes the set of all $u \in V$ such that:

$$
\left|a_{j}(t ; u, v)\right| \leq c|v|
$$

$$
\text { for all } \begin{aligned}
v & \in V \\
j & =0,1
\end{aligned}
$$

where $C$ is a constant in general depending on $u$.
In particular, by hypothesis 3.l.3, $D\left(A_{1}(t)\right)=V$ and $A_{1}(t) \in L(V, H)$ for all $t \in[O, T]$.

We also recall that, by the argument developed in paragraph 2.3, we have:
3. $a_{j}(t ; u, v)=\left(A_{j}(t) u, v\right)$,

$$
\text { for all } \begin{aligned}
u & \in D\left(A_{j}(t)\right) ; v \in V ; t \in[0, T] \\
j & =0,1 .
\end{aligned}
$$

Let us denote by $A(t)$. the linear operator obtained by adding $A_{0}(t)$ to $A_{1}(t)$ :
4. $\quad A(t)=A_{0}(t)+A_{\perp}(t)$
$t \in[0, T]$

This operator is the one associated with the bilinear form $a(t)$ and therefore,
5. $\quad a(t ; u, v)=(A(t) u, v)$

$$
\text { for all } u \in D\left(A_{Q}(t)\right) ; v \in V, t \in[0, T]
$$

Consider now the Evolution Problem,
6.

$$
\begin{aligned}
& \text { i) } u \in L^{2}(O, T ; V), u^{\prime} \in L^{2}(O, T ; H), \\
& u(t) \in D\left(A_{0}(t)\right) \text { for } a 11 t \in(O, T), \\
& \text { ii) } u^{\prime}(t)+A(t) u(t)=f(t), \quad t \in(O, T), \\
& \text { with } f \in L^{2}(O, T ; H), \\
& \text { iii) } u(O)=u_{0} \in D\left(A_{0}(O)\right)
\end{aligned}
$$

where $u^{\prime}$ is taken in the distributional sense.
We shall prove the following theorem:

Theorem 3.2.1 - Assuming the hypotheses of Theorem 3.1.1, if $V$ is dense in $H$, problem 6. above has a unique solution.

Remark 3.2.1 - In other words, Theorem 3.2.1 states that, under certain conditions, equation 6.ii) has a unique solution $u \in L^{2}(0, T ; V)$. Moreover, the derivative, $u '$, is an element of the space $L^{2}(O, T ; H)$.

This result concerning the derivative, is the characteristic of the theorem.

In fact, the existence of a unique solution $u \in L^{2}(0, T ; V)$ for equation $\left.6 . i i\right)$ can be derived under considerable weaker conditions.

It can be shown (see Lions, Theorem 1.2, p. 102) that if $A(t)$ is a coercive linear operator, $A \in L^{\infty}\left(O, T ; L\left(V, V^{\prime}\right)\right)$ equation 6.ii) admits a unique solution $u$ such that
i) $u \in L^{2}(O, T ; V)$
ii) $u^{\prime} \in L^{2}\left(O, T ; V^{\prime}\right)$
iii) $u=u_{0} \in H$

The objective in this section is to show that, by strengthening the hypotheses relative to the principal part of the operator $A(t)$, we can obtain a stronger result for the derivative. This result can be achieved in the form of a corollary of the general result mentioned above. However, for didactic reasons, we present this result as a theorem.

> Proof of Theorem 3.2.1

We start by supposing the existence of a function $Z$ such that:
7. $Z \in L^{2}(O, T ; V), Z^{\prime} \in L^{2}(O, T ; H)$,

$$
z(t) \in D\left(A_{0}(t)\right), \quad \text { for all } t \in[0, T]
$$

$$
A(t) Z(t) \in L^{2}(O, T ; H), \quad Z(O)=u_{\rho}
$$

Consider the problem:
8.
i) $\quad w \in L^{2}(O, T ; V), w^{\prime} \in L^{2}(O, T ; H)$, $w(t) \in D\left(A_{0}(t)\right), \quad$ for all $t \in[0, T]$.

$$
\text { ii) } \begin{aligned}
w^{\prime}(t)+A(t) w(t) & =g(t), \quad t \in(0, T), \\
\text { with } g(t) & =f(t)-A(t) Z(t)-Z^{\prime}(t) .
\end{aligned}
$$

iii) $w(0)=0$.

We notice that, given the existence of a function $Z$ which verifies the requirements in 7., problems 6. and 8. are equivalent under the tranformation;
9.

$$
u=z+w_{v}
$$

Now, consider the equation,
10.

$$
\left(w^{\prime}(t), v\right)+a(t ; w(t), v)=(g(t), v)
$$

$$
\text { for all } \begin{aligned}
v & \in V, \\
t & \in(O, T) .
\end{aligned}
$$

By theorem 3.l.l the weak form 8.i), 8.iii), lO. has a unique solution. Therefore, to prove the theorem. it is necessary to show that a solution of the weak form 8.i), 8.iii), lo. is also a solution for problem 8.

In fact, let $w$ be the solution of the weak form. Then, we can write for all $t \in(O, T)$,
'11.

$$
a(t ; w(t), v)=\left(g(t)-w^{\prime}(t), v\right), \quad v \in V
$$

Using the result of proposition 2.3 .1 it follows that:
12. $w(t) \in D(A(t), \quad t \in(O, T)$,
13. $A(t) w(t)=g(t)-w^{\prime}(t), \quad t \in(0, T)$,
and therefore w solves the problem 8.
So, to complete the proof of the Theorem we must prove the following,

Lemma 3.2.1 - There exists a function $Z$ which verifies requirements 7 .

## Proof of Lemma 3.2.1

For each $t \in[0, T]$ let $Z(t)$ be the solution of the following equation:
14.

$$
a_{0}(t ; z(t), v)=\left(A_{0}(0) u_{0}, v\right), \quad v \in V
$$

By proposition 2.3.1 there exists a unique solution to the above equation satisfying $Z(t) \in D\left(A_{0}(t)\right)$ for $t \in[0, T]$. Furthermore,
15.

$$
A(t) Z(t)=A_{0}(O) u_{0}+A_{1}(t) Z(t) \in L^{2}(O, T ; H)
$$

16. 

$$
z(0)=u_{0} \text {. }
$$

Using the coercivity hypothesis 3.1 .5 in equation 14. with $v=z(t)$ as a test element we also have:
17.

$$
\sup _{[0, T]}\|z(t)\| \leq \sigma^{-1}\left|A_{0}(0) u_{0}\right|
$$

So, to complete the proof, we only need to show that $Z^{\prime} \in L^{2}(\mathrm{O}, \mathrm{T} ; \mathrm{H})$. In fact, by 15 . we have:
18.

$$
\begin{array}{r}
A_{0}(t+h)(Z(t+h)-Z(t))+i\left(A_{0}(t+h)-A_{0}(t)\right) z(t)=0, \\
t \in(0, T),
\end{array}
$$

and therefore,
19.

$$
\begin{gathered}
a_{0}(t+h) ; h^{-1}(z(t+h)-z(t) L, v)= \\
\left.=-h^{-1} \int_{t}^{t+h} a_{0}^{1}(s ; z(t), v) d s\right)
\end{gathered}
$$

$$
\text { Taking } v=h^{-1}(Z(t+h)-Z(t)) \text { as a test element, }
$$

$$
\text { using hypotheses } 3.1 .5 \text { (with } \lambda=0 \text { ), 3.1.10 and relation } 17 .
$$ we have:

21. 

$$
\begin{aligned}
& \sigma\left\|h^{-1}(Z(t+h)-Z(t))\right\| \leq \gamma_{0}^{\prime} \sigma^{-1}\left|A_{\rho}(0) u_{0}\right| \\
& t \in(0, T)
\end{aligned}
$$

Therefore, there exists an element $Z^{\prime}(t) \in V$ for each $t \in(0, T)$ such that as $h \rightarrow 0$,

$$
h^{-1}(Z(t+h)-Z(t)) \quad \underset{\rightarrow}{\text { weakly }} \quad Z^{\prime}(t) .
$$

By 2l. $Z^{\prime}(t) \in L^{\infty}(0, T ; V)$ and so, the Lemma is proved.

## 3.3 - The Galerkin Technique

We now present an alternative proof for Theorem 3.2.1, and also derive estimates for the solution of the Evolution Problem 3.2.6. We shall achieve these objectives by using a technique in which the evolution equation is approximated by a sequence of ordinary differential equations.

Let us assume all the hypotheses of paragraph 3.2.. Suppose we are given a family of subspaces $V_{n}, n=1,2, \ldots$, such that:
1.

$$
\mathrm{V}_{\mathrm{n}} \subset \mathrm{~V}_{\mathrm{m}} \subset \mathrm{~V}
$$

for all $n \leq m ; n, m=1,2, \ldots$
2. $\bigcup_{n} \mathrm{~V}_{\mathrm{n}}$ is dense in V

In addition, suppose we are able to select from each subspace $\mathrm{V}_{\mathrm{n}}$ an element $\xi_{0}^{\mathrm{n}}$ such that:
3. $\quad \xi_{0}^{n} \rightarrow u_{0}$ in $V$ as $n \rightarrow \infty$

For each natural number, $n$, we can, therefore, associate with the Evolution Problem 3.2 .6 the following weak form:
4.
i) $u_{n} \in L^{2}\left(0, T ; V_{n}\right), u_{n}^{\prime} \in L^{2}\left(0, T ; V_{n}\right)$
ii) $\left(u_{n}^{\prime}(t), v\right)+a\left(t ; u_{n}(t), v\right)=(f(t), v)$ for all $v \in V_{n}$ $t \in(0, T)$
iii) $u_{n}(0)=\xi_{0}^{n} \in V_{n}$

In relation to the weak form above we have

Lemma 3.3.1 - For each $\dot{n}=1,2, \ldots$ the problem 4. above has a unique solution.

Proof of Lemma 3.3.1
Let the integer $N$ denotes the dimension of the subspace $V_{n}$ and $v_{j}, j=1, \ldots, N, a$ set of linearly independent elements of $V_{n}$ which constitute a basis in this subspace.

Let $M$ and $K(t)$, $t \in|O, T|$, be $N \times N$ matrices, with elements given by:
5. $\quad M_{i, j}=\left(v_{i}, \dot{v}_{j}\right)$
6.

$$
K_{i, j}(t)=a\left(t ; v_{i}, v_{j}\right)
$$

$t \in[0, T]$
for $\operatorname{i,j}=1, \ldots, N$
Let $\hat{f}(t)=\left(\hat{f}_{1}(t), \hat{\dot{f}}_{2}(t), \ldots, \hat{f}_{N}^{*}(t)\right)$ be a $R^{N}$-valued function with,
7.

$$
\hat{f}_{i}(t)=\left(f(t), v_{i}\right)
$$

$$
t \in(0, T)
$$

$$
i=1, \ldots, N
$$

Now, consider the system of N ordinary linear differential equations represented in matrix form by:
8.

$$
M \cdot \alpha^{\prime}(t)+K(t) \cdot \alpha(t)=\hat{f}(t)
$$

$$
t \in(0, T)
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ is a $R^{N}$-valued function.
Since the $v_{j}, j=1, \ldots, N$ are linearly independent, $\operatorname{det} M \neq 0$. Therefore, the equation above admits a unique solution satisfying the initial condition $\alpha(0)=\alpha_{0} \in R^{N}$ where,
9. $\quad M_{0}=\left(\left(\xi_{0}^{n}, v_{1}\right),\left(\xi_{0}^{\mathrm{n}}, v_{2}\right), \ldots,\left(\xi_{0}^{\mathrm{n}}, \mathrm{v}_{\mathrm{N}}\right)\right)$.

Take the function $u_{n}$ defined by:
10. $u_{n}(t)=\sum_{j=1}^{N} \alpha_{j}(t) v_{j}, \quad t \in(0, T)$.

Simple manipulation shows that $u_{n}$, given as above, satisfies equation 4.iil. It also satisfies 4.i.) and 4.iii) and, hence, $u_{n}$ is a solution of the weak form 4. Besides, it is the unique solution, since every solution must have the form 10. and the initial value problem 8., 9. has a unique
solution. As the argument is valid for all $n$, the Lemma is proved.

Now, consider the equation 4.ii). By Lemma 3.3.1 we can choose $v=u_{n}(t)$ as a test element. Substituting in the equation we have,
11.

$$
\begin{aligned}
\left(u_{n}^{\prime}(t), u_{n}(t)\right)+a\left(t ; u_{n}(t), u_{n}(t)\right)= & \left(f(t), u_{n}(t)\right), \\
& t \in(0, T) .
\end{aligned}
$$

Using hypothesis 3.1.5 (with $\lambda=0$ ),
12.

$$
\begin{array}{r}
\frac{d}{d t}\left|u_{n}(t)\right|^{2}+2 \sigma\left\|u_{n}(t)\right\|^{2} \leq 2\left|f_{n}(t)\right|\left|u_{n}(t)\right| \\
t \in(0, T)
\end{array}
$$

Integrating over $(0, s), s \in(0, T)$,
13. $\left|u_{n}(s)\right|^{2}+2 \sigma \int_{0}^{s}\left\|u_{n}(t)\right\|^{2} d t \leq\left|\xi_{0}^{n}\right|^{2}+$

$$
+2 \int_{0}^{s}\left|f_{n}(t)\right|\left|u_{n}(t)\right| d t
$$

Making use of Cauchy's inequality: $p q \leq \frac{1}{2 \varepsilon} p^{2}+\frac{1}{2} \varepsilon q^{2}$,
14. $\left|u_{n}(s)\right|^{2}+\left(2 \sigma-\frac{1}{\varepsilon}\right) \int_{0}^{s}\left\|u_{n}(t)\right\|^{2} d t \leq\left|\xi_{0}^{n}\right|^{2}+$

$$
+\varepsilon \int_{0}^{s}\left|f_{n}(t)\right|^{2} d t
$$

Choosing the parameter $\varepsilon$ conveniently and taking into account the hypothesis 3., we can derive, from the inequality l4. the following estimates:
15. $\quad \int_{0}^{T}\left\|u_{n}(t)\right\|^{2} d t \leq c\left(\left|u_{0}\right|^{2}+\int_{0}^{T}|f(t)|^{2} d t\right)$.
16. $\quad\left|u_{n}(s)\right|^{2} \leq c\left(\left|u_{0}\right|^{2}+\int_{0}^{T}|f(t)|^{2} d t\right)$,
where $s \in[0, T] ; n=1,2, \ldots$ and $C$ is a constant.
Let us return to equation 4.ii). Taking now $v=u_{n}^{\prime}(t)$ as a test element we obtain,
17. $\left(u_{n}^{\prime}(t), u_{n}^{\prime}(t)\right)+a\left(t ; u_{n}(t), u_{n}^{\prime}(t)\right)=\left(f(t), u_{n}^{\prime}(t)\right)$, $t \in(O, T)$.

Recalling the composition of the bilinear form $a(t)$, we have,
18. $\left|u_{n}^{\prime}(t)\right|^{2}+a_{0}\left(t ; u_{n}(t), u_{n}^{\prime}(t)\right)=$

$$
\begin{array}{r}
=-a_{1}\left(t ; u_{n}(t), u_{n}^{\prime}(t)\right)+\left(f(t), u_{n}^{\prime}(t)\right) \\
t \in(0, T)
\end{array}
$$

As $a_{0}(t)$ is symmetric, (hypothesis 3.1.4), we have,
19. $2\left|u_{n}^{\prime}(t)\right|^{2}+\frac{d}{d t} a_{Q}\left(t ; u_{n}(t), u_{n}(t)\right)=a_{p}^{\prime}\left(t ; u_{n}(t), u_{n}(t)\right)+$

$$
\begin{aligned}
-2 a_{1}\left(t ; u_{n}(t), u_{n}^{\prime}(t)\right)+ & 2\left(f(t), u_{n}^{\prime}(t)\right) \\
& t \in(0, T)
\end{aligned}
$$

Integrating over $(0, s), s \in(0, T)$,
20. $2 \int_{0}^{s}\left|u_{n}^{\prime}(t)\right|^{2} d t+a_{0}\left(s ; u_{n}(s), u_{n}(s)\right)=$

$$
\begin{aligned}
& =a_{0}\left(0 ; \xi_{0}^{n}, \xi_{0}^{n}\right)+\int_{0}^{s} a_{0}^{\prime}\left(t ; u_{n}(t), u_{n}(t)\right) d t+ \\
& -2 \int_{0}^{s} a_{1}\left(t ; u_{n}(t), u_{n}^{\prime}(t)\right)+\left(f(t), u_{n}^{\prime}(t)\right) d t
\end{aligned}
$$

Hence, using hypotheses 3.1.2, 3.1.3, 3.1.5 and 3.1.10.
21. $2 \int_{0}^{s}\left|u_{n}^{\prime}(t)\right|^{2} d t+\sigma\left\|u_{n}(s)\right\|^{2} \leq \gamma_{0}\left\|\xi_{0}^{n}\right\|^{2}+$

$$
+\int_{0}^{s} \gamma_{0}^{\prime}\left\|u_{n}(t)\right\|^{2} d t+2 \int_{0}^{s} \gamma_{1}\left\|u_{n}^{\prime}(t)\right\|\left\|u_{n}(t)\right\| d t+
$$

$$
+2 \int_{0}^{s}|f(t)|\left|u_{n}^{\prime}(t)\right| d t
$$

Using twice the Cauchy's inequality $p q=\frac{1}{2 \varepsilon} p^{2}+\frac{1}{2} \varepsilon q^{2}$ and
rearranging terms,
22.

$$
\begin{aligned}
& \left(2-\frac{1}{\varepsilon_{1}}-\frac{1}{\varepsilon_{2}}\right) \int_{0}^{s}\left|u_{n}^{\prime}(t)\right|^{2} d t+\sigma\left\|u_{n}(s)\right\|^{2} \leq \gamma_{0} \|\left.\xi_{0}^{n}\right|^{2}+ \\
& \quad+\left(\gamma_{0}^{\prime}+\varepsilon_{1} \gamma_{1}\right) \int_{0}^{s}\left\|u_{n}(t)\right\|^{2} d t+\varepsilon_{2} \int_{0}^{s}|f(t)|^{2} d t
\end{aligned}
$$

Choosing the parameters $\varepsilon_{1}, \varepsilon_{2}$ conveniently, using hypothesis 3. and the previous estimate 15. we are able now to obtain the following estimates:
23. $\int_{0}^{T}\left|u_{n}^{\prime}(t)\right|^{2} d t \leq c\left(\left\|u_{0}\right\|^{2}+\int_{0}^{T}|f(t)|^{2} d t\right)$,
24. $\left\|u_{n}(s)\right\|^{2} \leq C\left(\left\|u_{0}\right\|^{2}+\int_{0}^{T}|f(t)|^{2} d t\right.$,
where $s \in[0, T] ; \mathrm{n}=1,2, \ldots$ and C is a constant.
Let us examine our position so far. We have obtained four estimates concerning the solution of the problem 4., namely, inequalities 15., 16, 23. and 24... Inequality 15. suggests that, as $n$ varies, the solution $u_{n}$ of the problem 4. ranges in a bounded subset of the space $L^{2}(O, T ; V)$. Also, inequality 23. suggests that the derivative $u_{n}^{\prime}$ ranges in a bounded subset of $L^{2}(O, T ; H)$. Therefore we may extract from $\left\{u_{n}\right\}$ and $\left\{u_{n}^{\prime}\right\}$ weak convergent sequences $\left\{u_{m}^{\prime}\right\}$ and $\left\{u_{m}^{\prime}\right\}$ such that:
25.

$$
u_{m} \rightarrow w \in L^{2}(0, T ; V) \text { weakly }
$$

26. $u_{m}^{\prime}+Z \in L^{2}(O, T ; H)$ weakly.

Using conventional arguments involving weak convergence and derivatives in distributional sense one can show that,
27. $z=w^{\prime}$.
where the derivative $w^{\prime}$ is taken in distributional sense.
Naturally we are expecting the function w defined by 25., 26. and 27. to be a solution for the Evolution Problem 3.2.6. In fact, this is the case.

Let us start by fixing some arbitrary natural number $n_{1}$. Consider the equation 4.ii) for $n>n_{1}$ with validity restricted to $\mathrm{V}_{\mathrm{n}_{1}} \subset \mathrm{~V}_{\mathrm{n}}$. Multiplying both sides of the equation by $\dot{\psi}(t)$ where $\psi \in C^{l}([0, T])$ with $\psi(T)=0$, we obtain the following equation:
28.

$$
\begin{aligned}
\left(u_{n}^{\prime}(t), v \psi(t)\right)+a\left(t ; u_{n}(t), v \psi(t)\right) & =(f(t), v \psi(t)), \\
\text { for all } v & \in V_{n_{1}}, \\
t & \in(0, T), \\
n & >n_{1},
\end{aligned}
$$

Integrating over ( $O, T$ ) and using integration by parts in order to eliminate the derivative of $u_{n}$, we have,
29. $-\int_{0}^{T}\left(u_{n}(t), v \psi^{\prime}(t)\right)+a\left(t ; u_{n}(t), v \psi(t)\right) d t=$

$$
=\left(\xi_{0}^{n}, v \psi(0)\right)+\int_{0}^{1}(f(t), v \psi(t)) d t
$$

$$
\text { for all } \begin{aligned}
v & \in V_{n_{1}}, \\
n & >n_{1}
\end{aligned}
$$

But by 25. there exists a subsequence $\left\{u_{m}: m>n_{1}\right\}$ converging weakly to w. So, recalling hypothesis 3. and passing to the limit the equation 29., we obtain,
30. $-\int_{0}^{T}\left(w(t), v \psi^{\prime}(t)\right)+a(t ; w(t), v \psi(t)) d t=$

$$
=\left(u_{0}, v \psi(0)\right)+\int_{0}^{T}(f(t), v \psi(t)) d t
$$

$$
\text { for all } v \in V_{n_{1}}
$$

Choosing $\psi \in \mathscr{D}(O, T)$ we have,
31. $\int_{0}^{T}\left(\left(w^{\prime}(t), v\right)+a(t ; w(t), v)\right) \psi(t) d t=$

$$
\begin{aligned}
&=\int_{0}^{T}(f(t), v) \psi(t) d t \\
& \text { for all } v \in v_{n_{1}}
\end{aligned}
$$

As the above is valid for all $\psi \in \mathscr{(}(O, T)$ we can write:
32.

$$
\left(w^{\prime}(t), v\right)+a(t ; w(t), v)=(f(t), v),
$$

$$
\text { for all } \begin{aligned}
v & \in V_{\mathrm{n}_{1}^{\prime}} \\
t & \in(\mathrm{O}, \mathrm{~T}) .
\end{aligned}
$$

In this relation the index $n_{1}$ is fixed arbitrarily, and so,
by hypothesis l., we have,
; 33.

$$
\left(w^{\prime}(t), v\right)+a(t ; w(t), v)=(f(t), v),
$$

$$
\text { for all } \begin{aligned}
v & \in V, \\
t & \in(O, T) .
\end{aligned}
$$

By hypothesis 3.2.l, $V$ is dense in H. So, using Proposition 2.3.1., we deduce,
34. $w^{\prime}(t)+A(t) w(t)=f(t), \quad t \in(O, T)$.
which is the equation 3.2.6.ii).
With respect to the initial condition, we observe that, multiplying both sides of equation 33 . by $\psi(t)$ where $\psi \in C^{1}(|O, T|)$ with $\psi(T)=0$ and integrating over $(O, T)$, we obtain after using integration by parts,
35. $-\int_{0}^{T}\left(w(t), v \psi^{\prime}(t)\right)+a(t ; w(t), v \psi(t)) d t=$

$$
\begin{array}{r}
=(w(0), v \psi(0))+\int_{0}^{T}(f(t), v \psi(t)) d t, \\
\\
\text { for all } v \in V .
\end{array}
$$

Comparing with 30 . we have,
36. $(w(0), v) \psi(0)=\left(u_{0}, v\right) \psi(0)$,

$$
\mathrm{v} \in \mathrm{~V}_{\mathrm{n}_{1}} .
$$

Again, as $n_{1}$ is arbitrary and $V$ is dense in $H$ we conclude

$$
w(0)=u_{0}
$$

Therefore w is indeed a solution for the Evolution Problem 3.2.6. As this solution must be unique (by. for instance, an argument similar to the one presented in the proof of Theorem 3.l.1), we have proved again Theorem 3.2.1.

Remark 3.3.1 - The technique used in this paragraph in order to show the existence of a solution for the Evolution Problem 3.2 .6 is due to Galerkin who introduced the method for elliptic equations. For parabolic and hyperbolic equations the technique was introduced respectively, by Green and Faedo (see Lions |30| for bibliographical references).

An important aspect of the Galerkin technique lies in the fact that it provides us with estimates for the solution of the Evolution Problem 3.2.6. In fact, recalling estimates 15., 16., 23. and 24., we are able to write for the solution, $u$, the following inequalities:
37. i) $\|u\|_{L^{2}(O, T ; V)} \leq C \xi_{1}$
ii) $\|u\|_{L^{\infty}(O, T ; H)} \leq C \xi_{1}$
iii). $\left\|u^{\prime}\right\|_{L^{2}(O, T ; H)} \leq C \xi_{2}$
iv) $\|u\|_{L^{\infty}(O, T ; V)} \leq C \xi_{2}$
where $C$ is a constant depending only on $\sigma, \gamma_{0}, \gamma_{0}^{\prime}$ and $\gamma_{1}$, and

$$
\begin{aligned}
& \xi_{1}=\left|u_{0}\right|+\|f\|_{L^{2}(O, T ; H)} \\
& \xi_{2}=\left\|u_{0}\right\|+\|f\|_{L^{2}(O, T ; H)} .
\end{aligned}
$$

In particular, estimates 37.i) and 37.iii) are sufficient to guarantee that $u$ is a (almost surely) continuous function from $[0, T]$ to H . (see Lions $|31| \mathrm{p} .102$ ).

Remark 3.3.2 - We have shown that the sequence $\left\{u_{n}\right\}$ of solutions of the problem 4. admits a weakly convergent subsequence to the solution of the Evolution Problem 3.2.6.. In fact this convergence is strong.

Considering equations 3.2.6.ii) and 4.ii), we can deduce the following identity:
38.

$$
\left(u^{\prime}(t)-u_{m}^{\prime}(t), v\right)+a\left(t ; u(t)-u_{m}(t), v\right)=
$$

$$
=(f(t), \tilde{v})-\left\{\left(u_{m}^{\prime}(t), \tilde{v}\right)+a\left(t ; u_{m}(t), \tilde{v}\right)\right\}
$$

for all $v=\hat{v}+\tilde{v} \epsilon V$, with $\hat{v} \in V_{m}$ and $t \in(0, T)$.

Taking $v=u(t)-u_{m}(t)$ as a test element we can identify $\hat{v}=-u_{m}(t)$ and $\tilde{v}=u(t)$. Therefore, using inequality 3.1 .7 (with $\lambda=0$ ), equation 38. yields:
39. $\frac{d}{d t}\left|u(t)-u_{m}(t)\right|^{2}+\sigma\left\|u(t)-u_{m}(t)\right\|^{2} \leq$

$$
\begin{array}{r}
\leq(f(t), u(t))-\left\{\left(u_{m}^{\prime}(t), u(t)\right)+a\left(t ; u_{m}(t), u(t)\right)\right\} \\
t \in(0, T)
\end{array}
$$

Integrating over $(0, s)$ for $s \in[0, T]$ we have,
40. $\quad\left|u(s)-u_{m}(s)\right|^{2}+\sigma \int_{0}^{s}\left\|u(t)-u_{m}(t)\right\|^{2} d t \leq$

$$
\begin{aligned}
\leq\left|u_{0}-\xi_{0}^{n}\right|^{2}+\int_{0}^{s} & (f(t), u(t))-\left\{\left(u_{m}^{\prime}(t), u(t)+\right.\right. \\
& \left.+a\left(t ; u_{m}(t), u(t)\right)\right\} d t
\end{aligned}
$$

By hypothesis 3., as $\left\{u_{m}\right\} \rightarrow u$, weakly, the right side of the above inequality tends to zero as $m \rightarrow \infty$. Therefore the subsequence $\left\{u_{m}\right\}$ converges strongly to $u$ in $L^{\infty}(O, T ; H)$ or $L^{2}(0, T ; V)$.

Remark 3.3.3 - We have presented two procedures for showing the existence of solution for evolution equation. As we mentioned before, we have borrowed these procedures from Lions (|30| and |31|). Alternative techniques of achieving similar results can be found in Ladyzenskaya (|27|) (for parabolic equations) and in Showalter (|43|).

## 3.4 - An Application to the Filtering Problem

Here, we shall apply the results derived in the last paragraphs to the non-linear filtering problem introduced in paragraph l.l. The object of our investigation. is, therefore, the pathwise representation for the filtering solution.

Let $S$ be an open domain in $R^{n}$ and take $H=L^{2}(S)$, $V=H_{o}^{1}(S)$.

Using the notation presented in paragraph l.l, let us
start by making the following hypotheses:
1.

$$
\begin{aligned}
& a_{i, j} \in C^{l}\left(O, T ; L^{\infty}(S)\right), \\
& D_{j} a_{i, j}, D_{i, j} a_{i, j} \in C\left(O, T ; L^{\infty}(S)\right), \\
& g_{i}, D_{i} g_{i} \in C\left(O, T ; L^{\infty}(S)\right),
\end{aligned}
$$

for all $i, j=1, \ldots, n$. We recall that $\left[a_{i, j}(t, x)\right]=\alpha(t, x) . \alpha^{\top}(t, x)$ and $\left[g_{i}(t, x)\right]$ represent, respectively, the diffusion matrix and the drift vector for the diffusion process l.l.2..

We also assume that for some $\sigma>0$,
2. $\left\langle r,\left[a_{i, j}(t, x)\right] r\right\rangle \geq \sigma\langle r, r\rangle$,

$$
\begin{aligned}
\text { for all } r & \in R^{n}, \\
(t, x) & \in[0, T] \times s,
\end{aligned}
$$

where <.,.> denotes the scalar product in $R^{n}$.
Here, we shall be concerned with the case where the function $h$, introduced in l.l.l, is invariant in time. We write,
3.

$$
h(t, x)=h(x)
$$

Assume that,
4. $h, D_{i} h, D_{i, j}{ }^{h} \in L^{\infty}(S)$,
for all i,j = l,...,n.

Consider the bilinear form $a_{0}(t), t \in[0, T]$, defined in $H_{0}^{1}(S)$ by,
5. $\quad a_{0}(t ; u, v)=\frac{1}{2} \sum_{i, j=1}^{n} \int_{S} a_{j, i}(t, x) D_{j} u(x) D_{i} v(x) d x$,

$$
\begin{aligned}
u, v & \in H_{0}^{1}(S), \\
t & \in[0, \underline{m}] .
\end{aligned}
$$

Using an argument similar to that developed in the Remark 2.3.3, we find that the operator,
6. $\quad A_{0}(t) u=-\frac{1}{2} \sum_{i, j=1}^{n} D_{i}\left(a_{i, j}(t, \ldots) D_{j} u\right)$,

$$
t \in[0, T]
$$

represents the linear operator associated with the bilinear form $a_{0}(t)$.

Consider the first order differential operator $B(t)$, defined by,
7. $\quad B(t) u=\sum_{i=1} D_{i}\left(\left(-\frac{1}{2} \sum_{j=1}\left(D_{j} a_{j, i}(t,).\right)+g_{i}(t,).\right) u\right)$.

We can write,
8. $\quad A_{0}(t)+B(t)=-L_{t}$,
where $L_{t}, t \in[0, T]$ is the Fokker-Planck operator introduced in l.l.9.

We shall now make some manipulations involving the operators presented above and, for economy of notation we will delete the arguments of the functions.

Let $y \in C([0, T])$. BY conventional manipulation of derivatives, we can write,
9. $\exp [-h y] A_{0} \exp [h y]=A_{0}+y B_{0}+y^{2} c_{0}$,
where $B_{o}$ represents a first order differential operator and $C_{o}$ is a multiolicative factor. We have,
10. $\quad B_{o} u=-\frac{1}{2} \sum_{i=1}^{n} D_{i}\left(\left(\sum_{j=1}^{n} a_{j, i} D_{j} h\right) u\right)+$

$$
\left.-\frac{1}{2} \sum_{i}^{\stackrel{n}{=}}{ }_{1}{ }_{j}^{\stackrel{n}{=}}{ }_{1} a_{i, j} D_{j} h\right) D_{i} u
$$

i1. $\quad c_{0}=-\frac{1}{2} \sum_{i, j=1}^{n} a_{i, j}\left(D_{i} h\right) D_{j} h$.

Using the same manipulation on the operator $B$ defined in 7., we write,
12. $\exp [-h y] B \exp [h y]=B+y c_{1 /}$
where,
13. $\quad c_{1}=\sum_{i=1}^{n}\left(-\frac{1}{2} \sum_{j=1}^{n}\left(D_{j} a_{j, i}\right)+g_{i}\right) D_{i} h$

Define the bilinear form $a_{1}(t), t \in[0, T]$, by the following relation:
" 14.

$$
\begin{aligned}
& a_{1}(t ; u, v)=\left(\left(B(t)+\frac{1}{2} h^{2}\right) u, v\right)+ \\
& \quad+y(t)\left(\left(B_{0}(t)+c_{1}(t)\right) u, v\right)+y^{2}(t)\left(c_{0}(t) u, v\right)
\end{aligned}
$$

$$
\text { for all } u, v \in H_{0}^{1}(S) \text {, }
$$

$$
t \in[0, T]
$$

and by $A_{1}(t)$, denote the operator associated with $a_{1}(t)$. We have,
15. $\quad A_{1}=B+\frac{l}{2} h^{2}+y\left(B_{0}+C_{1}\right)+y^{2} C_{0}$.

Therefore, with the bilinear form,
16.
$a(t)=a_{0}(t)+a_{1}(t)$
$t \in[0, T]$
is associated an operator $A(t), t \in[0, T]$ of the form,
17.

$$
\begin{aligned}
A & =-L+\frac{1}{2} h^{2}+y\left(B_{0}+c_{1}\right)+y^{2} c_{0}= \\
& =\exp [-h y]\left(-L+\frac{1}{2} h^{2}\right) \exp [h y] .
\end{aligned}
$$

But this is exactly the differential operator that appears in the pathwise formula l.l.16. (for $h$ invariant in
time). Therefore this equation can be rewritten here in the form,
18.

$$
u^{\prime}(t)+A(t) u(t)=0
$$

On the other hand, under hypotheses l.,....4., one can easily show that the bilinear forms $a_{0}(t)$ and $a_{1}(t)$ satisfy conditions 3.1.2, 3.1.3, 3.1.4, 3.1.5 ${ }^{\dagger}$, 3.1.8, 3.1.9 and 3.l.10. Hence, according to Theorem 3.2.1, the evolution equation 18. has a unique solution $u \in L^{2}\left(O, T ; H_{o}^{1}(S)\right)$ such that,

$$
\begin{aligned}
& u^{\prime} \in L^{2}\left(O, T ; L^{2}(S)\right) \\
& u(0)=u_{0} \in D\left(A_{0}(0)\right)
\end{aligned}
$$

Moreover, recalling the estimates presented in section 3.3., (see Remark 3.3.1), we can state the following theorem:

Theorem 3.4.1 - Under hypotheses l.,...,4., equation 18. has a unique solution,

$$
\begin{aligned}
& u \in L^{\infty}\left(O, T ; H_{0}^{1}(S)\right) \cap C\left(O, T ; L^{2}(S)\right) \\
& \text { satisfying } u(O)=u_{0} \quad D\left(A_{0}(O)\right) .
\end{aligned}
$$

[^2]\[

$$
\begin{aligned}
& \text { He we have, } \\
& u^{\prime} \in L^{2}\left(O, T ; L^{2}(S)\right)
\end{aligned}
$$
\]

As a consequence of the theorem above, we can derive anexistence and uniqueness result for the pathwise solution l.l.16. : of the filtering problem for diffusions in $R^{n}$. It suffices to take $S=R^{n}$ and assume the initial condition $r(O)=q_{0}$ as an element of $D\left(A_{0}(O)\right)$. As the sample paths of the observation process are continuous functions, we deduce from Theorem 3.4.1 that, under hypotheses, l.,...,4., the pathwise formula l.l.l6 has a unique solution,
19.

$$
\begin{aligned}
& r \in L^{\infty}\left(O, T ; H^{1}\left(R^{n}\right)\right) \cap C\left(O, T ; L^{2}\left(R^{n}\right)\right), \\
& r^{\prime} \in L^{2}\left(O, T ; L^{2}\left(R^{n}\right)\right)
\end{aligned}
$$

for all initial conditions $q_{0}$ such that $A_{0}(O) q_{0} \in L^{2}\left(R^{n}\right)$.

Remark 3.4.1 - we have assumed $V=H_{0}^{1}(S)$. In other words, we have been concerned with the initial value problem under Dirichlet boundary conditions associated with equation 18. For Neumann boundary conditions, we can use the same procedure as before with $V=H^{l}(S)$. (see Lions $|30|$, chapter VI, for a precise account on this situation).

In the context of the filtering problem, Dirichlet boundary conditions imposed on equation l.l.l6, correspond to the filterina problem for a diffusion absorbed by the boundary. In this case, Theorem 3.4.1 can be used straightaway. (see Pardoux $|\mathcal{4 0 |}|$ for the stochastic equations governing the unnormalized conditiongl" density of ahsorber diffusions).

Remark 3.4.2 - We mentioned in paragraph l.l that the principal characteristic of the pathwise solution is its robustness. This means that the solution of the pathwise formula l.l.l6. is a continuous function defined on the sample snace of $y_{t}$. Here, we shall present this fact in a more precise form.

Consider equation 18. with initial condition
$u_{0} \in D\left(A_{0}(0)\right) \ldots$ Writing $u(t, y)=u(t)$ and $A(t, y)=A(t)$ in order to indicate the dependence on the parameter $y \in C([0, T])$, we can derive from 18. the following evolution equation:
20. $w^{\prime}(t)+A\left(t, y_{1}\right) w(t)=f(t)$,
where for $y_{1}, y_{2} \in C([0, T])$,

21

$$
\mathrm{w}=\mathrm{u}\left(., \mathrm{y}_{1}\right)-\mathrm{u}\left(., \mathrm{y}_{2}\right),
$$

22. 

$$
\begin{aligned}
f= & -\left(y_{1}-y_{2}\right)\left(B_{0}+c_{1}\right) u\left(., y_{2}\right)+ \\
& -\left(y_{1}-y_{2}\right)\left(y_{1}+y_{2}\right) c_{0} u\left(., y_{2}\right)
\end{aligned}
$$

From Theorem 3.4.1 we can deduce that $f \in L^{2}(O, T ; H)$. Therefore, the evolution equation 20. has exactly the form of the equations we have investigated in paragraphs 3.2 and 3.3. So, we can use the results of paragraph 3.3 in order to estimate its solution. Recalling Remark 3.3.1,we can write from 3.3.37.i) the following inequality:
23. $\quad\|w\|_{L^{2}(O, T ; V)} \leq \quad C\|f\|_{L^{2}(\mathrm{O}, \mathrm{T} ; \mathrm{H})}$.

On the other hand, from 22. we have,
24. $\quad \int_{0}^{T}|f(t)|^{2} d t=\int_{0}^{T}\left(\left|y_{1}-y_{2}\right| \mid\left(B_{0}+c_{1}\right) u\left(t, y_{2} \mid\right)^{2} d t+\right.$

$$
+\int_{0}^{T}\left(\left|y_{1}-y_{2}\left\|y_{1}+y_{2}\right\| c_{0} u\left(t, y_{2}\right)\right|\right)^{2} d t
$$

Again, from Theorem 3.4.1, there exists a constant $C$ such that, for all $t \in[0, T]$,

$$
\begin{aligned}
& \left|\left(B_{0}+c_{1}\right) u\left(t, y_{2}\right)\right|^{2}<c \\
& \left|c_{0} u\left(t, y_{2}\right)\right|^{2}<c .
\end{aligned}
$$

Taking into account this fact and substituting in 24., we have from 23. the following inequality:

$$
\|w\|_{L^{2}(O, T ; V)} \leq c\left(\int_{0}^{T}\left(y_{1}-y_{2}\right)^{2}\left(1+\left(y_{1}+y_{2}\right)^{2}\right) d t\right)+/ 2
$$

Hence, as $Y_{1}, Y_{2}$ are continuous functions, we can write,
25. $\quad\left\|u\left(., Y_{1}\right)-u\left(., Y_{2}\right)\right\|_{L^{2}(O, T ; V)} \leq C\left\|Y_{1}-Y_{2}\right\|_{L^{2}(O, T)}$.

So, under the hypotheses of Theorem 3.4.1, the solution $u(t, y)$ of equation 18., is a continuous function from $C([O, T]) \subset L^{2}(O, T)$ to $L^{2}(O, T ; V)$.

Remark 3.4.3 - In this paragraph we have investigated the pathwise formula l.l.16. under the hypothesis that $h$ is invariant in time. As a consequence of this condition, we have a polynomial form for the operator $A(t)$, in terms of powers of $y$ (equation 17.). If $h$ depends continuously on $t$ we can obtain a similar form for the operator $A(t)$. In this case, instead of functions of the form $y D_{i} h$, we have $\int_{0}^{Y} D_{i} h d t$, and similar results can be derived if we also assume $D_{i} h, D_{i, j}{ }^{h}$ belongs to $C\left(O, T ; L^{\infty}(S)\right)$.

## 4 - GALERKIN APPROXIMATIONS TO EVOLUTION EQUATIONS

In this section we present a family of unconditionally stable discrete time Galerkin schemes to approximate the solution of the evolution equation introduced in the last section. The kind of numerical procedure with which we shall be concerned has been largely used in relation with parabolic equations, and estimates for the error of approximation under differentiability conditions are very well known. Our objective here is to derive such estimates under weakerdifferentiadility hypotheses.

In paragraph 4.1 we present the class of Implicit Runge-Kutta schemes which will receive our attention in this work. In paragraph 4.2 we derive some properties leading mainly to the stability of the schemes. In paragraph 4.3 an estimate for the error of approximation is deduced and, finally, in paragraph 4.4 we apply the results to the numerical approximation for the non-stochastic representation of the solution of the filtering for diffusion process presented in paragraph l.l.

## 4.1 - Discrete Time Galerkin Methods

The Galerkin technique presented in paragraph 3.3 gives a procedure for approximating solution of equation 3.2.6.ii) by solving a sequence of ordinary differential equations. It is this fact that inspires us to develop the discrete-time methods which we shall now present.

We assume the hypotheses made in section 3 .
Therefore $V$ and $H$ are Hilbert spaces solisfying. hypotheses 3.1.1 and 3.2.1. The symbols (.,.), (|.|), and ((.,.)), (\|. \|), denote the inner product, (norm), in $H$ and $V$ respectively.

The objects $a_{j}(t), j=0,1$, and $a(t)$, for $t \in[0, T]$ are bilinear forms defined in $V$, satisfying hypothesés 3.1.2, 3.1.3, 3.1.4, 3.1.5 (and, consequently 3.1.7, both taken here with $\lambda=0$ according to Remark 3.1.1), 3.1.8, 3.1.9 and 3.1.10.

In addition to the hypothesis 3.1.3, concerning the upper bounds for the bilinear form $a_{1}(t)$, we also assume,

1. $\quad\left|a_{1}(t ; u, v)\right| \leq r_{1}|u|\|v\|$

$$
\begin{aligned}
u, v & \in V \\
t & \in[0, T]
\end{aligned}
$$

Furthermore, we suppose that there exists a real valued function $z(t, s)$ defined in $[0, T] \times[0, T]$ such that
2. i) $z(t, s) \geq 0$
ii) $z(t, s) \rightarrow 0$ when $(t-s) \rightarrow 0$
iii) $\left|a_{1}(t ; u, v)-a_{1}(s ; u, v)\right| \leq z(t, s)\|u\||v|$,

$$
\text { for all } \begin{aligned}
u, v & \in V, \\
t, s & \in[0, T] .
\end{aligned}
$$

Troughout this section $\left\{0=t_{0}<t_{1},<\ldots<t_{N}=T\right\}$.is'. a partition of the interval $[\mathrm{O}, \mathrm{T}]$.

We will use extensively the following notation for increments:
3. $\Delta f(t, s)=f(t)-f(s) \quad t, s \in[0, T]$

$$
\Delta f_{k}(t)=f(t)-f\left(t_{k}\right) \quad t \in[0, T], k=0,1, \ldots, N
$$

$$
\Delta f_{k}=f\left(t_{k+1}\right)-f\left(t_{k}\right) \quad k=0,1, \ldots, N-1
$$

$$
\Delta_{k}=t_{k+1}-t_{k} \quad k=0,1, \ldots, N-1
$$

for every function $f$ defined in $[0, T]$.
Let V. CV be a finite dimensional subspace.
In this section we shall be concerned with numerical procedures with the following iterative form:
4. $\frac{\mathrm{U}_{\mathrm{k}+1}-\mathrm{U}_{\mathrm{k}}}{\Delta_{\mathrm{k}}}+\mathrm{g}_{\mathrm{k}} \mathrm{U}_{\mathrm{k}}=0$,

$$
\mathrm{k}=0,1, \ldots, \mathrm{i}-1,
$$

where, for $k=0,1, \ldots, N, u_{k} \in V$ and $G_{k} \in L(V, V)$.
In order to be more specific we must determine the linear operator in the general form above.

$$
\text { So, for } k=0,1, \ldots, N, \text { let } G_{k} \text { be such that: }
$$

5. $\quad G_{k} U_{k}+\sum_{j}^{r} I_{1} \rho_{j} B_{j}=0$,
where, for all $j=1, \ldots, r, \rho_{j} \in R$ and $\beta_{j}=\beta_{j}^{k}$ is an element of $\vartheta$ verifying the following equation:
6. 

$$
\left(\beta_{j}, v\right)+a\left(\tau ; U_{k}+\Delta_{k} \sum_{i=1}^{r} \rho_{i, j} \beta_{i}, v\right)=0
$$

Here $\tau=\tau_{k} \in\left[t_{k}, t_{k+1}\right]$ and $p_{i, j} \in R$ for $i, j=1, \ldots, r$ With this characterization, the scheme 4. defines an r-stage implicit Runge-Kutta discretization method for the equation 3.2.6.ii) (with $\mathrm{f}=0$ ). This class of numerical procedures was introduced and studied by Butcher | 4|. It has been widely used in connection with ordinary differential equations where, for a suitable choice of the parameters $\rho=\left\{\rho_{i}, \rho_{i, j}\right\}$ it produces unconditionally stable methods and convergent approximations (see, e.g. Stetter |44|). It thas been also used in order to obtain approximations for the solution of parabolic equations. For instance, a one-stage scheme was used in Douglas | $12 \mid$ and Wheeler | 49| for a non linear parabolic equation. In $|55|$ Zlamal employs for a linear equation, invariant in time, a generic $r$-stage scheme with parameters obtained by means of Gaussian quadrature formulas.

It can be shown that the order of accuracy of the implicit Runge-Kutta schemes is directly related to the number of stages and, also, to the order of differentiability in time of the functions involved. Here, as the bilinear form $a_{1}(t)$ is, in general, non differentiable, there is little point in using a high order scheme and hence we shall concentrate on the one-stage case. So, we take equations 5 . and 6. with $r=1$. Making $\rho_{1}=1, \rho_{1,1}=\rho>0$ and bringing the definition of the operator $g_{k}$ into equation 4. , we can rewrite our numerical scheme in the following, more recognizable, form:
7. $\quad\left(: \frac{U_{k+1}-U_{k}}{\Delta_{k}}, v\right)+a\left(\tau ; \rho U_{k+1}+(1-\rho) U_{k}, v\right)=0$

$$
k=0,1, \ldots, N-1
$$

Now, in the family of schemes represented above we can identify the Crank-Nicholson method when $\rho=0.5$ and, with $\rho=1$, the Implicit Backward method. These two methods are classical in the literature about discrete-time Galerkin procedures (see e.g. Strang | 45|).

It is worthwile remarking here that the schemes presented above provide us with numerical procedures to approximate the solution of the ordinary differential equation 3.3.8(with $f=0$ ).

## 4.2 - Properties of the Numerical Schemes

Let $L(t), t \in[0, T]$ be a family of linear operators from $V$ to $V$ defined by the following relation:

1. $\quad a(t ; u, v)=(L(t) u, v)$

$$
\text { for all } \begin{aligned}
u, v & \in V \\
t & \in[0, T]
\end{aligned}
$$

These are well defined continuous linear operators in a finite dimensional subspace. Furthermore, by the coercivity condition 3.1 .7 (with $\lambda=0$ ) it follows the existence of the operators in the form $(I+k L(t))^{-1}$ where $I$ is the identity operator, $k \geq 0$ and $t \in[0, T]$.

V'e are able to rewrite the numerical scheme proposed in the introduction of this section in a more compact form. In fact, using the definition 1 . in equation 4.1.6, we have for the operator $G_{k}$ introduced in 4.1 .5 the following form:
2. $\quad G_{k}=\left(I+\Delta_{k} \rho L(\tau)\right)^{-1} L(\tau)$

$$
k=0,1, \ldots, N,
$$

where, we recall, $\rho>0, \tau \in\left[t_{k}, t_{k+1}\right]$. So, from 4.1.4 the approximating elements $U_{k}$ are given by,
3.: $\quad U_{k+1}=\left(I-\Delta_{k} G_{k}\right) U_{k}$,

$$
k=0,1, \ldots, N
$$

Observe that the behaviour of the scheme is dictated by the operator ( $I-\Delta_{k} G_{k}$ ).

Therifen writing $||\mid$. $\|\|$ for the natural norm in $L(U, V)$ with $V$ endowed with the topology of the space $H$, we introduce the following,

Proposition 4.2.1- Assuming the coercivity condition 3.1.7 (with $\lambda=0$ ) the following estimates hold (independently of $U$ ):
4.
i) $\quad\left\|\mid I-\Delta_{k} G_{k}\right\| \| \leq \max \left\{\left|\frac{1-\Delta_{k}(1-\rho) \sigma}{1+\Delta_{k} \rho \sigma}\right|,\left|\frac{1-\rho}{\rho}\right|\right\}$
ii) $\left\|I-\Delta_{k} G_{k}\right\| \leq 1 \quad$ for $\quad \rho \geq 0.5$
iii). For $\rho>0.5$, there exist constants $\partial, h_{0}>0$ such that,

$$
\left\|\left\|I-\Delta_{k} G_{k}\right\|\right\| \exp \left(-\partial \Delta_{k}\right)
$$

$$
\text { for all } \Delta_{k} \leq h_{0}, \quad k=0,1, \ldots, N
$$

Proof. of Proposition 4,2,1
Let $u=\left(I-\Delta_{k} G_{k}\right) z$. Using the definition of the operator $G_{k}$, given by equation 2. , we have,

$$
\begin{array}{r}
(u-z, v)+\Delta_{k} \rho a(\tau ; \rho u+(I-\rho) z, v)=0, \\
\text { for all } v \in \mathscr{V} .
\end{array}
$$

Taking $v=\rho u+(l-\rho) z$ as a test element and using the coercivity condition, we have,
5. $(u-z, \rho u+(I-\rho) z)+\Delta_{k} \rho \sigma\|\rho u+(I-\rho) z\|^{2} \leq 0$.

Recalling 3.1.1 and rearranging terms,

$$
\left(\left(I+\Delta_{k} \rho \sigma\right) u-\left(I-\Delta_{k}(I-\rho) \sigma\right) z, \rho u+(I-\rho) z\right) \leq 0 .
$$

Denoting: $\quad q=\frac{I-\Delta_{k}(I-\rho) \sigma}{I+\Delta_{k} \rho \sigma}, \quad r=\frac{1-\rho}{\rho}$,
the inequality 5. yields,

$$
|u|^{2}-q r|z|^{2}-(q-r)(u, z) \leq 0
$$

Using now Schwartz inequality we have,

$$
|u|^{2}-|q-r||u||z|-q \cdot r|z|^{2} \leq 0 .
$$

Considering the above as a quadratis inequality in $|u|$ we conclude after conventional manipulations that:

$$
|u| \leq \frac{1}{2}(|q-r|+|q+r|)|z|=(\max \{|q|,|r|\})|z|
$$

and so item i) of the proposition is proved.
Item ii) follows from item i) if we take into account the premise,

$$
|1-x| \leq 1 \quad \text { if and only if } \quad 0 \leq x \leq 2
$$

and the fact that we can write,

$$
|q|=\left|1-\frac{\Delta_{k} \sigma}{I+\Delta_{k} \rho \sigma}\right| \text { and }|r|=\left|1-\frac{1}{\rho}\right| .
$$

Item iii) follows from previous items and the fact that if $\rho>0.5$ it is always possible to find $c_{1}>0$ such that

$$
|r| \leq|q|<1 \text { for } 0<\Delta_{k} \leq c_{1} \text {. }
$$

But $|q| \leq \exp \left(-\partial \Delta_{k}\right)$ for some $a>0$ and $\Delta_{k} \leq c_{2}$. Making $h_{0}=\min \left(c_{1}, c_{2}\right)$ the thesis follows.

As a direct consequence of the result above, we can
derive stability properties for the scheme 3. So, using a conventional terminology (see e.g. Stetter|44|) we can say that the scheme 3. is unconditionally stable for $\rho \geq 0.5$ and asymptotically stable for $\rho>0.5$.

We recall that the meaning of these terms lies in the fact that if $X_{k} \in G \quad, k=0,1, \ldots, N$, verify,
6.

$$
\begin{aligned}
& X_{k+1}=\left(I-\Delta_{k} G_{k}\right) x_{k}+\Delta_{k} \zeta_{k}, \\
& k=0,1, \ldots, N-1,
\end{aligned}
$$

$$
x_{0}=0,
$$

where $\zeta_{k} \in V$, we deduce for $\rho \geq 0.5$,

$$
\sup _{k}\left|x_{k}\right| \leq \sup _{k}\left|\zeta_{k}\right|
$$

which, roughly, means that "small perturbations" in the scheme produce "small displacements" from the initial condition. In the case $\rho>0.5$ one can verify that the output of the scheme will exhibit a decrescinc. exponential pattern.

Remark 4.2.1 - The first bound in the item i) of Prop. 4.2.1 namely $|q|$, is the usual and unique bound found in connection with an ordinary differential equation. Here, in general, the second bound, $|r|$, is dominant for $\rho \leq 0.5$.

The rational function $q$ has the form of a Padé approximation for the exponential function $\exp \left(-\sigma \Delta_{k}\right)$ with maximum order of accuracy of 3 in the case $\rho=0.5$. It seems that this fact is responsible for most of the properties of the scheme regarding stability and convergence.

Now let $R(t) ; t \in[0, T]$ be a family of linear operators from $V$ to $V$ defined by the equation:
7.

$$
\begin{aligned}
& a_{0}(t ; u, v)=a_{0}(t ; R(t) u, v) \\
& \text { for all } u \in V, v \in V, \\
& t \in[0, T] .
\end{aligned}
$$

By the coercivity condition 3.1 .5 (with $\lambda=0$ ) it follows that the operator $R(t)$ is well defined for all $t \in[0, T]$. Furthermore $R(t) \in L(V, v), R(t) \cdot R(t)=I$ for all $t \in[O, T]$ and so $R(t)$ is a projection operator. We also have,
8.

$$
\begin{array}{r}
\|u-R(t)\|^{2} \leq \sigma^{-1} a_{0}(t ; u-R(t) u, u-R(t) u)= \\
=\sigma^{-1} a_{0}(t ; u-R(t) u, u-v) \leq \\
\leq \sigma^{-1} \gamma_{0}\|u-R(t) u\|\|u-v\| \\
\\
\text { for all } u \in V, v \in V,
\end{array}
$$

and as a consequence the following lemma can be stated:

Lemma 4.2.1 - Under hypotheses 3.1 .2 and 3.1 .5 (with $\lambda=0$ ) we have,
9.

$$
\|u-R(t) u\|=\sigma^{-1} \gamma_{0} \inf ^{v \in U}\|u-v\| .
$$

The operator $R(t)$ is usually called the Ritz projection w.r.t $a_{o}(t)$ and $\theta$ (see e.g. Strang-Fix |45|). In what follows we denote,
10. $\quad \tilde{R}(t)=I-R(t)$,
$t \in[0, T]$.

Our objective in this section is to derive estimates for the error of the approximation when we elect the family $\dot{U}_{k} \in \operatorname{G}$, given by 3 ., as representative of the solution $u$ of the Evolution Problem 3.2.6 (with $f=0$ ). In other words, we are interested in the element,
11. $\left(u\left(t_{k}\right)-U_{k}\right) \in V \quad k=0,1, \ldots, N$,
or, using the definition 10. above,
12. $u\left(t_{k}\right)-U_{k}=e_{k}+\tilde{R}\left(t_{k}\right) u\left(t_{k}\right)$

$$
k=0,1, \ldots, N
$$

where $e_{k}$ is the error in the subspace 19 . That is:
13. $e_{k}=R\left(t_{k}\right) u\left(t_{k}\right)-U_{k}$,

$$
k=0,1, \ldots, N
$$

Now, let $\phi_{k}, k=0,1, \ldots, N$ be defined by,
14. $\quad \phi_{k}=R\left(t_{k+1}\right) u\left(t_{k+1}\right)-R\left(t_{k}\right) u\left(t_{k}\right)+\Delta_{k} Y_{k} R\left(t_{k}\right) u\left(t_{k}\right)$

Subtracting equation 3. from the above and rearranging terms, we can write,
15. $e_{k+1}=\left(I-\Delta_{k} G_{k}\right) e_{k}+\phi_{k}$,

$$
k=0,1, \ldots, N-1 .
$$

We observe that, roughly, the "size of the error" is directly related to the "size" of the variable $\phi_{k}$, and so we can expect this variable to play a decisive role in the convergence of the method. In numerical analysis terminology, the variable $\phi_{k}$ is said to describe the consistency of the method, and we expect this variable to tend to zero as N tends to infinity. (see Stetter $|44|$ for a general account on stability + consistency leading to convergemef numerical methods).

## 4.3 - An AbstractError Estimate

According to Proposition 4.2.1, in order to guarantee unconditionally stable schemes we assume for now on

1. $\quad \rho \geq 0.5$

Using the definition of the operator $G_{k^{\prime}}$, given in 4.2.2.we can rewrite equation 4.2 .15 in the following form:
2. $\quad e_{k+1}-e_{k}+\Delta_{k} L(\tau)\left(\rho e_{k+1}+(I-\rho) e_{k}\right)=$

$$
=\left(I+\Delta_{k} \rho L(\tau)\right) \phi_{k}
$$

$$
k=0,1, \ldots, N .
$$

After recalling the definition 4.2 .14 we have,
3.

$$
\begin{aligned}
& e_{k+1}-e_{k}+\Delta_{k} L(\tau)\left(\rho e_{k+1}+(1-\rho) e_{k}\right)= \\
& =\Delta \mathrm{Ru}_{k}+\Delta_{k} \rho L(\tau) \Delta \mathrm{Ru}_{k}+\Delta_{k} L(\tau) R u\left(t_{k}\right) \\
& \\
& k=0,1, \ldots, N
\end{aligned}
$$

where $R u(t) \equiv R(t) u(t)$ for all $t \in[0, T]$.
Using now definition 4.2.1 and some manipulation we can write,
4.

$$
\begin{aligned}
& \left(e_{k+1}-e_{k}, v\right)+\Delta_{k} a\left(\tau ; \rho e_{k+1}+(1-\rho) e_{k}, v\right)= \\
& =\left(\Delta u_{k}, v\right)-\left(\Delta \tilde{R} u_{k}, v\right)+\Delta_{k} a\left(\tau ; \rho u\left(t_{k+1}\right)+\right. \\
& \left.+(1-\rho) u\left(t_{k}\right), v\right)-\Delta_{k} a\left(\tau ; \tilde{R} u\left(t_{k+1}\right)+\right. \\
& \left.+(1-\rho) \tilde{R} u\left(t_{k}\right), v\right), \\
& \text { for all } v \in l(, \\
& k=0,1, \ldots, N-1,
\end{aligned}
$$

where, according to 4.2.10, $\tilde{R} u(t)=u(t)-R u(t)$ for all $t \in[0, T]$.

After the equation 3.2.6.ii) (with $f=0$ ), we are able to write the following identity:

5,

$$
\begin{aligned}
& \left(\Delta u_{k}, v\right)+\Delta_{k} a\left(\tau ; \rho u\left(t_{k+1}\right)+(1-\rho) u\left(t_{k}\right), v\right)= \\
& =\int_{t_{k}}^{t_{k+1}} a\left(\tau ; \rho \Delta u_{k}-\Delta u_{k}(s), v\right) d s+ \\
& \quad+\int_{t_{k}}^{t_{k+1}} a(\tau ; u(s), v)-a(s ; u(s), v) d s, \\
& \text { for all } v \in V, \\
& k
\end{aligned} \quad=0,1, \ldots, N-1 .
$$

Taking this identity into account we can write equation 4. as follows:
6.

$$
\begin{aligned}
& \left(e_{k+1}-e_{k}, v\right)+\Delta_{k} a\left(\tau ; \rho e_{k+1}+(l-\rho) e_{k}, v\right)= \\
& =\int_{t_{k}}^{t_{k+1}} a\left(\tau ; \rho \Delta u_{k}-\Delta u_{k}(s), v\right) d s+ \\
& +\int_{t_{k}}^{t_{k+1}} a(\tau ; u(s), v)-a(s ; u(s), v) d s+ \\
& -\left(\Delta \tilde{R} u_{k}, v\right)+ \\
& -\Delta_{k} a\left(\tau ; \rho \tilde{R} u\left(t_{k+1}\right)+(1-\rho) \tilde{R} u\left(t_{k}\right), v\right), \\
& \text { for all } v \in \text { (r, } \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

We observe that the equation above has a suitable form for manipulations in order to estimate $e_{k}$. The reason for that is the fact that it concentrates "small objects" in its terms in the right side. But before we continue, let us "make a supplementary hypothesis in order to simplify the next steps.

Assume the principal part of the bilinear form $a(t), i . e ., a_{0}(t)$, to be invariant in time,
7. $\quad a_{0}(t)=a_{0}$.

Remark 4.3.1 - Although the results we shall obtain in this section depend on the above condition, it does not constitute a fundamental hypothesis and equivalent results can be derived if the bilinear form $a_{o}(t)$ is sufficientlysmooth in relation to the variable time.

Therefore, the Ritz projection is also invariant in time and recalling its definition in 4.2.7, equation 6 . becomes:

8 ,

$$
\begin{gathered}
\left(e_{k+1}-e_{k}, v\right)+\Delta_{k} a\left(\tau ; \rho e_{k+1}+(I-\rho) e_{k}, v\right)= \\
=\int_{t_{k}}^{t_{k+1}} a_{-}\left(\rho \Delta u_{k}-\Delta u_{k}(s), v\right) d s+ \\
\quad+\int_{t_{k}}^{t_{k+1}} a_{1}(\tau ; u(s), v)-a_{1}(s ; u(s), v) d s+ \\
-\left(\Delta \tilde{R} u_{k}, v\right)+
\end{gathered}
$$

$$
-\quad \Delta_{k} a_{1}\left(\tau ; \rho \tilde{R} u\left(t_{k+1}\right)+(1-\rho) \tilde{R} u\left(t_{k}\right), v\right)
$$

$$
\begin{aligned}
\text { for all } v & \in l 9 \\
k & =0,1, \ldots, N-1
\end{aligned}
$$

Now consider the following identity regarding inner products:

$$
\begin{aligned}
& \frac{1}{2}\left|e_{k+1}\right|^{2}-\frac{1}{2}\left|e_{k}\right|^{2}-\left(e_{k+1}-e_{k}, \rho e_{k+1}+(1-\rho) e_{k}\right)= \\
& \quad=\left(e_{k+1}-e_{k},\left(\frac{1}{2}-\rho\right) e_{k+1}+\left(\frac{1}{2}-(1-\rho)\right) e_{k}\right)= \\
& \quad=\left(\frac{1}{2}-\rho\right)\left|e_{k+1}-e_{k}\right|^{2} .
\end{aligned}
$$

Recalling hypothesis 1 , we can write,
9. $\quad \frac{1}{2}\left|e_{k+1}\right|^{2}-\frac{1}{2}\left|e_{k}\right|^{2} \leq\left(e_{k+1}-e_{k}, p e_{k+1}+(1-\rho) e_{k}\right)$.

Returning to equation 8 . we select $v=\rho e_{k+1}+(1-\rho) e_{k}$ as a test element. Taking into account the inequality 9 , the coercivity condition 3.1.7 and hypotheses 3.1.2, 4.1.1 and 4.1.2 the following inequality holds:
10. $\quad \frac{1}{2}\left|e_{k+1}\right|^{2}-\frac{1}{2}\left|e_{k}\right|^{2}+\Delta_{k} \sigma\left\|\rho e_{k+1}+(1-\rho) e_{k}\right\|^{2} \leq$

$$
\leq \int_{t_{k}}^{t_{k+1}} \gamma_{o}\left\|\rho \Delta u_{k}-\Delta u_{k}(s)\right\|\left\|\rho e_{k+1}+(1-\rho) e_{k}\right\| d s+
$$

(equation 10. - continuation)

$$
\begin{aligned}
& +\int_{t_{k}}^{t_{k+1}} z(\tau, s)\|u(s)\|\left|\rho e_{k+1}+(1-\rho) e_{k}\right| d s+ \\
& \quad+\left|\Delta \tilde{R} u_{k}\right|\left|\rho e_{k+1}+(1-\rho) e_{k}\right|+ \\
& \quad+\Delta_{k} \gamma_{l}\left|\rho \tilde{R} u\left(t_{k+1}\right)+(1-\rho) \tilde{R} u\left(t_{k}\right)\right|\left\|\rho e_{k+1}+(I-\rho) e_{k}\right\|, \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

Using Cauchy's inequality, $p q \leq 0,5 \mathrm{p}^{2} / \varepsilon+0.5 \varepsilon q^{2}$, for every term in the right side we have,
11. $\quad \frac{1}{2}\left|e_{k+1}\right|^{2}-\frac{1}{2}\left|e_{k}\right|^{2}-\Delta_{k} \sigma\left\|\rho e_{k+1}+(I-\rho) e_{k}\right\|^{2} \leq$

$$
\begin{aligned}
& \leq \int_{t_{k}}^{t_{k+1}} \frac{\gamma_{0}}{2 \varepsilon_{1}}\left\|\rho \Delta u_{k}-\Delta u_{k}(s)\right\|^{2} d s+ \\
& +\Delta_{k} \frac{\gamma_{0}}{2} \varepsilon_{i}\left\|\rho e_{k+l}+(1-\rho) e_{k}\right\|^{2}+ \\
& \quad+\int_{t_{k}}^{\frac{t_{k+1}}{2 \varepsilon_{2}} z^{2}(\tau, s)\|u(s)\|^{2} d s+} \\
& \quad+\Delta_{k} \frac{\theta_{1}}{2} \varepsilon_{2}\left|\rho e_{k+1}+(1-\rho) e_{k}\right|^{2}+
\end{aligned}
$$

(equation ll. - continuation)

$$
\begin{aligned}
& +\frac{1}{2 \varepsilon_{3}}\left|\Delta \tilde{R} u_{k}\right|^{2}+\frac{1}{2} \varepsilon_{3}\left|\rho e_{k+1}+(1-\rho) e_{k}\right|^{2}+ \\
& +\Delta_{k} \frac{\gamma_{1}}{2 \varepsilon_{4}}\left|\rho \tilde{R} u\left(t_{k+1}\right)+(1-\rho) \tilde{R} u\left(t_{k}\right)\right|^{2}+ \\
& +\frac{\Delta_{k} \gamma_{1}}{2} \varepsilon_{4}\left\|\rho e_{k+1}+(1-\rho) e_{k}\right\|^{2} \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

Consider that, for $\rho \geq 0.5$, the following inequality holds:

$$
\left|\rho e_{k+1}+(1-\rho) e_{k}\right|^{2} \leq 2 \rho^{2}\left(\left|e_{k+1}\right|^{2}+\left|e_{k}\right|^{2}\right)
$$

Now in the inequality ll. chase $\varepsilon_{1}=\varepsilon_{4}=2 \sigma /\left(\gamma_{0}+\gamma_{1}\right)$, $\dot{\varepsilon}_{2}=1 / 4 \rho^{2}, \varepsilon_{3}=\Delta_{k} / 4 \rho^{2}$. We have, after rearranging terms,
12. $\frac{1}{2}\left|e_{k+1}\right|^{2}-\frac{1}{2}\left|e_{k}\right| \leq \frac{1}{2} \Delta_{k}\left|e_{k+1}\right|^{2}+\frac{1}{2} \Delta_{k}\left|e_{k}\right|^{2}+\frac{1}{2} \psi_{k}$,

$$
k=0,1, \ldots, N-1,
$$

where,
13. $\psi_{k}=\frac{\gamma_{0}\left(\gamma_{0}+\gamma_{1}\right)}{2 \sigma} \int_{t_{k}}^{t_{k+1}}\left\|\rho \Delta u_{k}-\Delta u_{k}(s)\right\|^{2} d s+$
(equation 13. - continuation)

$$
+4 \rho^{2}\left(\Delta_{k}^{-1}\left|\Delta \tilde{R} u_{k}\right|^{2}+\right.
$$

$$
+\frac{\gamma_{1}\left(\gamma_{0}+\gamma_{1}\right)}{2 \sigma} \Delta_{k}\left|\rho \tilde{R} u\left(t_{k+1}\right)+(1-\rho) \tilde{R} u\left(t_{k}\right)\right|^{2}
$$

T. o obtain an estimate for the quantity $\left|e_{k}\right|^{2}$ independent of the remaining terms of the set, we need a version of Gronwall's Lemma appropriate to sequences. Here, we shall make use of the following

Lemma 4.3.1 - Let $X_{k}, k=0,1, \ldots, N$ be a sequence of real number such that,
14.

$$
\mathrm{x}_{\mathrm{k}+1} \leq\left(1+\mathrm{h}_{\mathrm{k}}\right) \mathrm{X}_{\mathrm{k}}+\psi_{\mathrm{k}},
$$

where $h_{k} \geq 0$ and $\psi_{k} \in R$.
Then, for all $k=0,1, \ldots, N$,

## Proof of Lemma 4.3.1

The thesis follows taking into consideration that $1+h_{k} \leq \exp \left(h_{k}\right)$ and substituting $X_{k}, x_{k-1}, \ldots, x_{o}$ into equation 14.

Consider inequality 12. again. Multiplying both sides by 2 and rearranging terms under the assumption $\Delta_{k}<1, k=0,1, \ldots, N-1$, we have,
16.

$$
\begin{aligned}
\left|e_{k+1}\right|^{2} \leq & \frac{1+\Delta_{k}}{1-\Delta_{k}}\left|e_{k}\right|^{2}+\frac{1}{1-\Delta_{k}} \psi_{k}= \\
= & \left(1+\frac{2 \Delta_{k}}{1-\Delta_{k}}\right)\left|e_{k}\right|^{2}+\tilde{\psi}_{k} \\
& k=0,1, \ldots, N-1
\end{aligned}
$$

Applying Lemma 4.3.1 to this inequality, we can write,
17. $\quad\left|e_{k}\right|^{2} \leq \exp \left|2 \sum_{1}^{N-1} \frac{\Delta_{j}}{1-\Delta_{j}}\right|\left(\left|e_{o}\right|^{2}+\sum_{j=0}^{N-1} \tilde{\psi}_{j}\right)$,

$$
k=0,1, \ldots, N-1
$$

Let us manipulate
this inequality in
order to obtain a final estimate suitable for the application we have in mind. So, returning to the expression 13., we can write for each of its terms in the right side, the following set of inequalities:
18. $\quad \int_{t_{k}}^{t_{k+1}}\left\|\rho \Delta u_{k}+\Delta u_{k}(s)\right\|^{2} d s \leq 2 \rho^{2} \Delta_{k}\left\|\Delta u_{k}\right\|^{2}+2 \int_{t_{k}}^{t_{k+1}}\left\|\Delta u_{k}(s)\right\|^{2} d s$
19. $\quad \int_{t_{k}}^{t_{k+1}} z^{2}(\tau, s)\|u(s)\|^{2} d s \leq \sup _{[0, T]}\left(\|u(t)\|^{2}\right) \cdot \int_{t_{k}}^{t_{k+1}} z^{2}(\tau, s) d s$
20.

$$
\begin{aligned}
& \Delta_{k}^{-1}\left|\Delta \tilde{R}_{k}\right|^{2}=\Delta_{k}^{-1}\left|\tilde{R}\left(\Delta u_{k}\right)\right|^{2}= \\
&=\Delta_{k}^{-1}\left|\int_{t_{k}}^{t_{k+1}} \tilde{R} u^{\prime}(s) d s\right|^{2} \leq \int_{t_{k}}^{t_{k+1}}\left|\tilde{R} u^{\prime}(s)\right|^{2} d s .
\end{aligned}
$$

21. 

$$
\begin{aligned}
& \Delta_{k}\left|\rho \tilde{R} u\left(t_{k+1}\right)+(1-\rho) \tilde{R} u\left(t_{k}\right)\right|^{2}= \\
& =\Delta_{k}\left|\rho \tilde{R} \Delta u_{k}+\tilde{R} u\left(t_{k}\right)\right|^{2} \leq \\
& \leq 2 \rho^{2} \Delta_{k}^{2} \int_{t_{k}}^{t_{k+1}}\left|\tilde{R} u^{\prime}(s)\right|^{2} d s+\Delta_{k}\left|\tilde{R} u\left(t_{k}\right)\right|^{2},
\end{aligned}
$$

$$
k=0,1, \ldots, N-1 .
$$

+ By Lemma 4.2.1 and in view of the previous estimates for the solution of our Evolution Problem, given in Remark 3.3.1, the set of inequalities above makes sense.

Define $h$, the mesh of the partition of the interval |O,T|, by,
22.

$$
h=\sup \left\{\Delta_{k}: k=0,1, \ldots, N-1\right\}
$$

Substituting inequalities 18.,...,21. into estimate
17. and rearranging terms, we can write
23.

$$
\begin{aligned}
\left|e_{k}\right|^{2} \leq & c\left\{\left|e_{0}\right|^{2}+\sum_{j=0}^{N-1}\left\{h\left\|\Delta u_{j}\right\|^{2}+\int_{t_{j}}^{t_{j+1}}\left\|\Delta u_{k}(s)\right\|^{2} d s+\right.\right. \\
& \left.+{\sup \|u(t)\|^{2} \int_{t_{j}}^{z_{j}(\tau, s) d s}+}^{[0, T]} \begin{array}{l}
t_{j+1} \\
\end{array}+\int_{t_{j}}\left|\tilde{R} u^{\prime}(s)\right|^{2} d s+h\left|\tilde{R} u\left(t_{j}\right)\right|^{2}\right\}
\end{aligned}
$$

for all $k=0,1, \ldots, N, h \leq h_{0}<1$, where $C$ is a positive constant depending only on the parameters $\gamma_{0}, \gamma_{1}, \sigma, \rho$ and $T$.

We leave here the inequality 23. as a priori estimate for the error $\left|e_{k}\right|$, without further manipulations in its right side. It is our purpose to proceed in this way in paragraph 4.4 when a practical situation is analysed.

Remark 4.3.2 - Instead of identity 5. the following relation could have been written:

$$
\begin{aligned}
& \left(\Delta u_{k}, v\right)+\Delta_{k} a\left(\tau ; \rho u\left(t_{k+1}\right)+(1-\rho) u\left(t_{k}\right), v\right)= \\
& =\left(\Delta u_{k}-\Delta_{k} u^{\prime}(\tau), v\right)+ \\
& +\Delta_{k} a\left(\tau ; \rho u\left(t_{k+1}\right)+(1-\rho) u\left(t_{k}\right)-u(\tau), v\right), \\
& \text { for all } v \in V, \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

It turns out that, under differentiability conditions, this identity is more convenient to be manipulated in order to generate "small" terms in the final estimate. In fact, for the Crank-Nicholson scheme, i.e., $\tau=t_{k}+0.5 \Delta_{k}, \rho=0.5$, we have,

$$
\begin{aligned}
\Delta u_{k}-\Delta_{k} \cdot u^{\prime}(\tau)= & \frac{1}{2} \int_{t_{k}}^{\tau}\left(s-t_{k}\right)^{2} u^{(3)}(s) d s+ \\
& +\frac{1}{2} \int_{\tau}^{t_{k+1}}\left(s-t_{k+1}\right)^{2} u^{(3)}(s) d s
\end{aligned}
$$

and,

$$
\begin{gathered}
\rho u\left(t_{k+1}\right)+(1-\rho) u\left(t_{k}\right)-u(\tau)=\frac{1}{2} \int_{t_{k}}^{\tau}\left(s-t_{k}\right) u^{(2)}(s) d s+ \\
+\frac{1}{2} \int_{\tau}^{t_{k+1}}\left(s-t_{k+1}\right) u^{(2)}(s) d s
\end{gathered}
$$

If the solution, $u$, of the Evolution Problem is sufficiently smooth we are able to produce terms of order $\Delta_{k}^{2}$ in the final estimation for the error in the Crank-Nicholson case. As we are interested in a more general Evolution Problem, where the second derivative of the solution may not exist, we cannr. take advantage of this fact. (Compare Remark 4.2.1 and see e.g. Wheeler $|49|$ and Wilson $|48|$ for the Crank-Nicholson method).

Remark 4.3.2 - The restrition $\Delta_{k}<1$, which enables us to produce the estimate 17. , does not constitute a intrinsic
property of the scheme. It is only a consequence of the particular selection of values for the parameters $\varepsilon_{2}$ and $\varepsilon_{3}$ in equation ll. So, estimates like the inequality 23. , must hold whatever the restrition, $h<h_{o} \in R$, imposed.

## 4.4 - An Approximation to the Filtering Solution

Here we shall bring the non linear filtering problem into the framework of this section. In other words, we will be concerned with approximating the pathwise solution 1.1.16 by means of the scheme introduced in 4.2.3.

Let $H=L^{2}(S)$ and $V=H_{o}^{1}(S), S$ being a bounded subset of $R^{n}$.

Consider the bilinear forms $a_{j}(t), j=0,1$ and $a(t), t \in[0, T]$ introduced in 3.4.5, 3.4.14 and 3.4.16.

As we showed in paragraph 3.4, under hypotheses 3.4.1,....3.4.4, these bilinear forms satisfy the hypotheses of Theorem 3.2.1. They also satisfy the supplementary conditions 4.1.1 and 4.1.2 introduced in the beginning of this section.

In fact, using integration by parts, equation 3.4.14. yields,

1. $a_{1}(t ; u, v)=\left(u,\left(B^{*}(t)+\frac{1}{2} h^{2}\right) v\right)+$

$$
\begin{gathered}
+y(t)\left(u,\left(B_{0}^{*}(t)+c_{1}(t)\right) v\right)+ \\
+y^{2}(t)\left(u, c_{0}(t) v\right)
\end{gathered}
$$

$$
\text { for all } \begin{aligned}
u, v & \in H_{o}^{1}(S), \\
t & \in[0, T],
\end{aligned}
$$

where $B^{*}(t)$ and $B_{0}^{*}(t), t \in[0, T]$, are first order differential operators with the form,
2. $\quad B^{*} u=\sum_{i=1}^{n}\left(\frac{1}{2} \sum_{j=1}\left(D_{j} a_{i, j}\right)-g_{i}\right) D_{i} u$,
3. $\quad B_{o}^{* u}=\frac{1}{2} \sum_{i=1}^{n}\left(\sum_{j=1}^{n} a_{i, j} D_{j} h\right) D_{i} u+$

$$
+\frac{1}{2} \sum_{i=1}^{n} D_{i}\left(\left(_{j=1}^{n} a_{i, j} D_{j} h\right) u\right)
$$

From equation l., one can easily show that condition 4.1.1 is satisfied.

Concerning the supplementary condition 4.1 .2 we can write, from equation 3.4.14, the following relation:
4.

$$
\begin{aligned}
& a_{1}(t ; u, v)-a_{1}(s ; u, v)=\left(\Delta\left[B+\frac{1}{2} h^{2}\right](t, s) u, v\right)+ \\
& +(y(t)-y(s))\left(\left(B_{0}(t)+c_{1}(t)\right) u, v\right)+ \\
& +y(s)\left(\Delta\left|B_{0}+c_{1}\right|(t, s) u, v\right)+ \\
& +\left(y^{2}(t)-y^{2}(s)\right)\left(c_{0}(t) u, v\right)+ \\
& \quad+y^{2}(s)\left(\Delta c_{0}(t, s) u, v\right)
\end{aligned}
$$

$$
\text { for all u,v } \begin{aligned}
& \in H_{o}^{1}(S) \\
t & \in[\mathrm{O}, \mathrm{~T}]
\end{aligned}
$$

Now, if in addition to the hypotheses 3.4.1,...,3.4.4 we assume $D_{j} a_{i, j}, D_{i, j} a_{i, j}, g_{i}, D_{i} g_{i}$ belong to $C^{l}\left(O, T ; L^{\infty}(S)\right)$ for $i, j=1, \ldots, n$, then, from4., we can deduce the following inequality:
5.

$$
\begin{aligned}
\left|a_{1}(t ; u, v)-a_{1}(s ; u, v)\right| \leq r_{1}^{\prime}(|t-s| & + \\
+ & |y(t)-y(s)|)\|u\||v|, \\
\text { for all } u, v & \in H_{0}^{1}(S), \\
t & \in[0, T]
\end{aligned}
$$

for some positive constant $\gamma_{1}^{\prime}$ depending on the upper bounds of $\mathrm{Y} \in \mathrm{C}([\mathrm{O}, \mathrm{T}])$ and, as well, the upper bounds of the first derivative in time of $a_{i, j}, D_{j} a_{i, j}, D_{i, j} a_{i, j}, g_{i}$ and $D_{i} g_{i}$. Therefore, condition 4.1 .2 is also satisfied with,
6. $z(t, s)=r_{1}^{\prime}(|t-s|+|y(t)-y(s)|)$,

$$
t, s \in[0, T]
$$

We shall now specify our approximation subspace $V \subset v$.

In the beginning of this section we have described $V$ as a finite dimensional subspace. Here, we improve this characterization by selecting the approximation subspace $\mathcal{V}$ as belonging to a family of subspaces of "finite element" type. This family will now be defined.

Let $S$ be a bounded open set of $R^{n}, d \in(0,1)$ and r,m positive integers with $r<m$.

We denote by $V(d, r, m)$ a finite dimensional subspace of $H^{r}(S) \cap H_{o}^{1}(S)$ with the following,

Approximation Property: For all non negative $i, j$ such that,

$$
\begin{aligned}
& i \leq r, \\
& i \leq j \leq m,
\end{aligned}
$$

there exists a constant $k$, independent of $d$ and $j$, such that,
7. $\quad\|u-v\|_{H^{i}(S)} \leq K d^{j-i}\|u\|_{H} j(S)$,

$$
\text { for all } \begin{aligned}
v & \in V(d, r, m), \\
u & \in H^{j}(S) \cap H_{0}^{1}(S)
\end{aligned}
$$

In order to complement the above definition we state, without proof, the following

Lemma 4.4.1 - Let, $a$, be a coercive and bounded bilinear form defined on $H_{o}^{1}(S)$. Assume $a^{*}$ is O-regular on $\mathrm{H}_{0}^{1}(\mathrm{~S}) .{ }^{+}$ Then, if $u \in H^{p}(S) \cap H_{o}^{1}(S), p \geq 1$, we have
8. $\quad\|u-R u\|_{L^{2}(S)} \leq \quad K^{q}\|u\|_{H^{q}(S)}$,
where $R$ is the Ritz projection w.r.t the bilinear form a and the subspace $\vartheta(\alpha, r, m) ; q=\min (p, m) ; K$ is a constant independent of $d$ and $g$.
$\dagger a *(u, v)=a(v, u)$; see the definition of $k$-regularity in Remark 2.3.4.

Remark 4.4.1 - The result in the lemma above is due to Nitsche (it can be found in Wheeler | 49|). We observe that this result complements the approximation property 7. In fact, by Lemma 4.2.1, we have under the condition of Lemma 4.4.1 the following inequality,

$$
\|u-R u\|_{L^{2}(S)} \leq \sigma^{-1} \gamma_{0}\|u-v\|_{H^{1}(S)}
$$

for all $v \in \vartheta(d, r, m)$,

By the approximation property 7. , we deduce that,
9. $\quad\|u-R u\|_{L^{2}(S)} \leq \sigma^{-1} \gamma_{0} K d^{q-1}\|u\|_{H^{q}(S)}$.

Comparing the above inequality with 8 . we see that the latter presents an extra factor $d$ in the right side. This is a significant improvement because the exponent of $d$ in the above expression can indicate the order of the approximation suggested in its right side. In general, for "finite element" spaces the parameter d represents the maximum diameter of the elements composing the domain $S$.

We also remark that similar results can be found if we take $V=H^{1}(S)$. (see Wheeler |49|).

Remark 4.4.2 - It is not our intention to present a general account of approximation subspaces of finite element type. For the purposes we have in mind, it is sufficient to roch here the possibility of constructing a family of subspaces with the approximation property above. Further information can be found in the literature concerned with finite-element method (e,g, Douglas |12|, Strang-Fix | 45|, Wheeler |49|; and in the wilson-Nickell original paper $|48| \mid:$.

We are now in position to estimate the error of approximating the solution of equation 3.4 .18 by means of the numerical scheme 4.2.3.

But before we proceed in this direction, in order to validate ;- the use of the estimate 4.3.23, we must first assume the bilinear form $a_{0}(t)$ to be invariant in time. As we pointed out before (see Remark 4.3.1) this assumption is not restrictive. The character of our final result will not be spoiled by assuming smooth time variability of $a_{0}(t)$ and here, hypothesis 3.4 .5 w.r.t $a_{i, j}$, is sufficient to achieve this smoothness.

We also would like to use the result of Lemma 4.4.1 in order to obtain a faster order of convergence in terms of the parameter $d$ which measure the "discretization" in the space. So, we assume $a_{0}=a_{0}^{*}$ to be o-regular in $H_{0}^{l}(S)$.

To avoid confusion, let us recall the hypotheses that we have gathered so far. For the functions $a_{i, j}, g_{i}$ and $h$, for $i, j=1, \ldots, n$, we have,
10. $\quad a_{i, j}, D_{j} a_{i, j}, D_{i, j} a_{i, j} \in L^{\infty}(S)$,
$g_{i}, D_{i} g_{i} \in C^{1}\left(O, T ; L^{\infty}(S)\right)$,
$h, D_{i} h, D_{i, j} h \in L^{\infty}(S)$.

We also have (from 3.4.2) the coercivity condition,
11. $\left\langle r,\left[a_{i}, j\right] r\right\rangle \geq a\langle x, r\rangle$,

$$
\text { for all } r \in R^{n}, x \in S
$$

$$
\because:
$$
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$$
a_{o} \text { is o-regular in } H_{o}^{l}(S)
$$

With respect to the scheme 4.2 .3 we take
$13 \quad \vartheta=$ U. $(d, r, m)$ and $\rho \geq 0.5$.

Now, denoting,

$$
\left|\Delta_{Y}^{h}\right|=\sup _{[0, T]}\{|Y(t)-y(s)|:|t-s| \leq h\}
$$

we can state the following result:

Theorem 4.4.1 - Under the hypotheses 10.,....13. if the solution of equation 3.4 . 18 satisfies,
$u, u^{\prime} \in L^{\infty}\left(O, T ; H^{p}(S) \cap H_{o}^{1}(S)\right), p \geq 1$
then the following estimate holds:
14.

$$
\begin{aligned}
& \sup _{k}\left|\mathrm{u}_{\mathrm{k}}\left(\mathrm{t}_{\mathrm{k}}\right)-\mathrm{U}_{\mathrm{k}}\right|^{2} \leq\left(\left\{\left|\mathrm{Ru}_{0}-\mathrm{U}_{0}\right|^{2}+\right.\right. \\
& +\|\left.\Delta_{Y^{h}}\right|^{2} \sup _{[O, T]}\left(\|u(t)\| H_{H^{P}(S)}^{2}\right)+h^{2} \sup _{[O, T]}\left(\|u(t)\|_{H^{p}(S)}\right)+ \\
& +d^{2 q}\left(\sup _{[0, T]}\left(\|u(t)\|^{2} H^{q}(S)+\sup _{[O, T]}\left(\left\|u^{\prime}(t)\right\|^{2} H^{q}(S)\right)\right\}\right.
\end{aligned}
$$

where $q=\min (p, m)$ and $C$ is a constant independent of $p, q, h$ and $d$.

## Proof of Theorem 4.4.1

First we write according to 4.2.12,
15. $\left|u\left(t_{k}\right)-U_{k}\right|^{2} \leq 2\left|e_{k}\right|^{2}+2\left|\tilde{R} u\left(t_{k}\right)\right|$,

$$
k=0,1, \ldots, N .
$$

To prove the theorem it suffices to use estimate 4.3 .23 under the assumptions of this paragraph. Observe that, with respect to the terms in the right side of 4.3.23, we can write the following set of inequalities;
16. $\left\|\Delta u_{j}\right\|^{2} \leq\left\|\int_{t_{j}}^{t_{j+1}} u^{\prime}(s) d s\right\|^{2} \leq h^{2} \sup _{[0, T]}\left\|u^{\prime}(t)\right\|^{2}$,

$$
\begin{aligned}
& \int_{t_{j}}^{t_{j+1}}\left\|\Delta u_{k}(s)\right\|^{2} d s \leq h^{3} \sup _{[0, T]}\left\|u^{\prime}(t)\right\|^{2}, \\
& \int_{t_{j}}^{t_{j+1}} z^{2}(\tau, s) d s=\gamma_{1}^{\prime} \int_{t_{j}}^{t_{j+1}}\left(|\tau-s|^{2}+|y(\tau)-y(s)|^{2}\right) d s \leq
\end{aligned}
$$

$$
\leq \gamma_{1}^{\prime} h^{3}+\gamma_{1}^{\prime} h \sup _{[0, T]}\{|\Delta y(t, s)|:|t-s|<h\},
$$

$$
\int_{t_{j}}^{t_{j+1}}\left|\tilde{R} u^{\prime}(s)\right|^{2} d s \leq h k^{2} d^{2 q} \sup _{[0, T]}\left\|u^{\prime}(t)\right\|^{2} H^{q}(s)^{\prime}
$$

$$
h\left|\tilde{R} u\left(t_{j}\right)\right|^{2} \leq h k^{2} d^{2 q} \sup _{[0, T]}\|u(t)\|_{H^{2}}^{2}(S)
$$

In the last two inequalities we have used mainly the result of Lemma 4.4.l under the hypothesis of o-regularity of our symmetric bilinear form $a_{0}$.

Substituting these inequalities in 4.3 .23 and using the result in l5. we obtain the estimate l4.

Remark 4.4.3 - Theorem 4.4.1 shows that the Galerkin scheme 4.2.3 provides us with a numerical procedure for approximating the solution of the Dirichlet problem associated with the equation 3.4.l8. In other words, we are approximating the solution of the pathwise formula 1.l.l6 defined in the cylinder $[O, T] \times S C R \times R^{n}$, wj.th homogeneous condition on the boundary of the bounded domain $S$. As we mention before (see Remark 3.4.1) this situation corresponds to a filtering problem for diffusions absorbed by the boundary of $S$. If Ne:man boundary conditions are imposed on the pathwise formula, we start by taking $V=H^{1}(S)$ and then; a similar technique of analysis leads to a result equivalent to Theorem 4.4.1..

The discrete time Galerkin numerical procedure 4.2.3 has been widely used in connection with parabolic equations. Results concerning its rates of convergence are very well known for "smooth in time" differential operators. The purpose of our study is to analyse the procedure under weaker conditions with respect to the time variability of the "secondary" part of the differential operator. In other words, what distinguishes our study from the classical works about Galerkin approximations (e.g. Douglas-Dupont |12|) is our assumption with respect to the function $y$ which, in the pathwise formula l.l.16, represents the observation sample paths. Here, we take $y$ as a continuous function. The result is that the procedure still converges and, under this condition, the rate of convergence
is dictated by the modulus of continuity of the function $y$. From estimate $14 .$, selecting $U_{0}=R u_{0}$, we can write,

$$
\sup _{k}\left|u\left(t_{k}\right)-u\left(t_{k}\right)\right| \leq C\left(\left|\Delta_{y}^{h}\right|+h+d^{q}\right) .
$$

We observe that the procedure converges for all sample paths of bounded variation. The convergence is uniform over families of sample paths that satisfy a uniform Holder condition,

$$
\left|\Delta_{\mathrm{y}}^{\mathrm{h}}\right| \leq k h^{\alpha}, \quad 0<\alpha<1
$$

In this case, the order of convergence (w.r.t. h) has the same value as the Hölder coefficient $\alpha$.

In $|5|$, Clark has shown that the pathwise solution for filtering problem for Markov chains admits a discrete approximation (Euler scheme) that converges uniformly with a rate depending on the modulus of continuity of the observation sample paths. Here, we have extended this result to diffusion processes.

The objective in this section is to examine the stochastic counterpart of the evolution equations studied in section 3 , namely equations in the following stochastic differential form:

$$
d u(t)+A_{0}(t) u(t) d t+A_{1}(t) u(t) d w_{t}=f(t) d t
$$

where $A_{0}(t)$ and $A_{1}(t)$ represent linear operators in $a$ 'Hilbert space, which are in general unbounded.

The relevance of the class of equations above lies in the fact that the solution of the filtering problem for diffusion process admits such representation.

Stochastic evolution equations have received a great amount of attention recently and among the contributions to this field, the work of Pardoux and also Krylov-Rosovskii, are fundamental. Here we shall follow Pardoux $|41|$.

In paragraph 5.1 we present for random variables in Hilbert spaces, some of the conventional concepts valid for the real case. In paragraph 5.2 we introduce Pardoux's existence and uniqueness proof, which utilize the Galerkin technique presented in paragraph 3.3. It turns out that as in the non-stochastic case, the Galerkin approximation converges strongly to the solution of the stochastic evo lution equation. Finally, in paragraph 5.3 the non linear filtering problem is brought into consideration and an existence and uniqueness result is derived.

## 5.1 - Stochastic Process in Hilbert spaces

We describe some of the usual definitions and results related to the topic above without any intention of giving a complete treatment of the subject. The main idea here is to show that the concepts valid for the real case can be easi ly extended to more complex spaces.

Our description is along the lines of the treatments given in Curtain-Falb |8|, Doob |lo|, Neveu $|39|$ and Scalora |42|.

We start by fixing a probability space ( $\Omega, A, P$ ) and a Banach space $X$ with norm denoted by the symbol \|. \|| .

A $X$-valued step random variable, $x$, is a mapping from $\Omega$ into X , such that

$$
x(\omega)=u_{i} \quad \text { if } \quad \omega \in A_{i} \in A ; \quad i=1,2, \ldots, N,
$$

where $\left\{A_{i}\right\}$ is a set of disjunct measurable sets with $U_{A_{i}}=\Omega$.

A $X$-valued random variable, $x$, is a strongly measurable mapping from $\Omega$ into $X$. We have,
i) There exists a sequence $x_{n}, n=1,2, \ldots$ of step random variables such that, w.p.l,

$$
\left\|x_{n}(\omega)-x(\omega)\right\| \rightarrow 0 \text { as } n \rightarrow \infty
$$

ii) The set $\{\omega: x(\omega) \in B\} \in A$ for all Borel set of X .

$$
\begin{aligned}
& \text { If } x \text { is a step random variable we write, } \\
& \int_{\Omega} x(\omega) d P=\sum_{i=1}^{N} u_{i} P\left(A_{i}\right) \in X
\end{aligned}
$$

A $X$-valued random variable, $x$, is said to be integrable if there exists a sequence $x_{n}$ of step random variable, converging w.p.l to $x$, such that,

$$
\int_{\Omega}\left\|x_{n}(\omega)-x_{m}(\omega)\right\| d P \rightarrow 0 \text { as } n, m \rightarrow \infty .
$$

Then, the limit of $\int_{\Omega} x_{n}(\omega) d p$ exists and we write,

$$
\int_{\Omega} x(\omega) d P=\lim _{n \rightarrow \infty} \int_{\Omega} x_{n}(w) d P
$$

If $x$ is an integrable random variable we define the expectation of $x, E(x)$, as the element of $X$ such that,

$$
E(x)=\int_{\Omega} x(\omega) d P .
$$

We define the space $L^{\mathrm{P}}(\Omega, \mathrm{X}), \quad \mathrm{l} \leq \mathrm{p} \leq \infty \quad$ as the space of (equivalent class of) $X$-valued random variables whose norm is p-integrable. It can be shown that these spaces are Banach under the norm,

$$
\|x\|_{L} P_{(\Omega, x)}=\left(E\left(\|x\|^{P}\right)\right)^{1 / p} \quad l \leq p<\infty,
$$

with the usual modification for $p=\infty$. As $\because \because$ we write $L^{p}(\Omega)=L^{P}(\Omega, R)$.

Let $\mathcal{F}$ be a $\sigma$-subalgebra of $A$ and let $x$ be an integrable random variable. The conditional expectation of $x$ relative to $\mathcal{F}, E(x / \mathcal{F})$, is a X-valued random variable such that,

$$
\int_{F} x(\omega) d P=\int_{F} E(x / \mathcal{F}) d P,
$$

for all $F \in \mathcal{F}$.
It can be shown that such a random variable, $E(x / F)$ is unique w.p.l and integrable.

If $x_{1},\left(x_{2}\right)$, is a $X_{1},\left(X_{2}\right)$,-valued random varia ble, we say that $x_{1}$ and $x_{2}$ are independent if the sets

$$
\left\{\omega: x_{1}(\omega) \in B_{1}\right\} \quad, \quad\left\{\omega: x_{2}(\omega) \in B_{2}\right\}
$$

are independent for all Borel sets $B_{1},\left(B_{2}\right)$ in $X_{1},\left(X_{2}\right)$.
It can be shown that if $f_{1},\left(f_{2}\right)$ is a Baire function mapping $X_{1},\left(X_{2}\right)$ into the real numbers, then $f_{1}\left(X_{1}\right)$ and $f_{2}\left(x_{2}\right)$ are independent real random variables.

We also say that a random variable, $x$, is independent of the $\sigma$-algebra $\mathcal{F} \subset A$ if the sets $F$ and $\{\omega: x(\omega) \in B\}$ are independent for all $F \in \mathcal{F}$ and all Borel sets $B$ of $X$.

If $\mathcal{F} \subset A$ is a o-algebra and $f, x$ and $\phi$ are respectively $R, X_{1}, L\left(X_{1}, X_{2}\right)$ - valued random variables, then the following statements can be proved (Curtain, |7|, | 8 |).

$$
\text { i) if } x \in L^{1}\left(\Omega, X_{1}\right) \text { then } E(E(x / \mathcal{F}))=E(x)
$$

ii) If in addition to i), $x$ is $\mathcal{F}$-measurable then

$$
E(x / \mathcal{F})=x / \quad \text { w.p.l. }
$$

iii) If in addition to ii), $E(|f| .\|x\|)<\infty \quad$ then

$$
E(f x / \mathcal{F})=E(f / \mathcal{F}) \cdot x, \quad \text { w.p.l. }
$$

iv) If in addition to i), $E\{\|\phi\| \cdot\|x\|\}<\infty \quad$ and $\phi$ is $\mathcal{F}$-measurable then
$E(\phi x / \mathcal{F})=\phi E(x / \mathcal{F})$,
w.p.1.

Consider the interval $[0, T]$. Let $\mathbb{B}$ denotes the $\sigma$-algebra of Bored sets in $[0, T]$ :and $\lambda$ the Lebesgue measure. Consider the set $[O, T] \times \Omega$ and let $B \times A$ denotes the product $\sigma-a l g e b r a$ and $\lambda \times P$ the corresponding measure (see Never, |39|).

We define a $X$-valued stochastic process as a $X$-valued random variable in the space $(|O, T| \times \Omega, B \times A, \lambda \times P)$.

We remark that, although this definition is less extensive than the usual one (see egg. Lob $|12|$ and Never |39|), it is adequate for the objectives we have in mind.

We shall now present the concept of stochastic integral for x -valued stochastic process. Here, for
our purposes, we shall : restrict ovesclves to the special case where $X$ is a Hilbert space. A more general account can be found in Curtain-Falb $\mid 81$.

We start by recalling the definition of a real valued Wiener process.

Let $w_{t}$ be a R-valued stochastic process, with wo) $=0$, defined for $t \geq 0$ and continuous w.p.I.

If there exists an increasing family $\left\{\mathcal{F}_{t}\right\}$ of o-subalgebra of $A$ such that,
i) $w_{t}$ is $\mathcal{F}_{t}$-measurable
ii) $E\left(w(t+h)-w(t) / I_{t}\right)=0 \quad$ w.p.l.
iii) $\left.E\left((w(t+h)-w(t))^{2} / \mathcal{J}_{t}\right)\right)=h \quad$ w.p.l.
for all $t \geq 0, h>0$.
Then $w_{t}$ is a real valued, $\mathcal{F}_{t}$-measurable, nonantecipative standard Wiener process on the probability space ( $\Omega, A, P$ ).

Now, let $H$ be a Hilbert space with inner product and norm denoted respectively by (.,.) and |.|. Assume that the concept of stochastic integral for real-valued processes is already familiar (see e.g. Gikhman-Skorokhod |14|).

Let $w_{t}$ be a real valued, $\mathcal{J}_{t}$-measurable, non-antipcipative standard Wiener process and $x(t), t \in[0, T]$ be a H-valued stochastic process such that,

> i) $E \int_{0}^{T}|x(s)|^{2} d s<\infty$,
> ii) $x(t)$ is $\mathcal{F}_{t}$-measurable.

For all $\phi \in H^{\prime}$ (dual of $H$ ) the mapping $\phi X(t), t \in[O, T]$ is a real-valued, $\mathcal{F}_{t}$-measurable, stochastic process such that,

Therefore, we can define the stochastic integral of the process $\phi x$ in Ito's sense, i.e.

$$
\int_{0}^{T} \phi x(s) d w_{s} \in L^{2}(\Omega), \quad \text { for all } \phi \in H^{\prime}
$$

and so, along with this, we have defined a linear mapping from $H^{\prime}$ into $L^{2}(\Omega)$.

This fact suggests the definition of the stochastic integral of the process $x$ as the element of $L^{2}(\Omega, H)$ such that,

1. $\phi \int_{0}^{T} x(s) d w_{S}=\int_{0}^{T} \phi x(s) d w_{S}, \quad$ for all $\phi \in H^{\prime}$.

This definition agrees with the conventional definition of stochastic integrals by means of finite sums. In fact, if $\left\{O=t_{0}<t_{1}<\ldots<t_{N}=T\right\}$ is a partition of the interval $[\mathrm{O}, \mathrm{T}]$ and

$$
\begin{array}{r}
x(t)=x_{i} \in L^{2}(\Omega, H), \quad t \in\left[t_{i}, t_{i+1}\right], \\
i
\end{array}
$$

then, it follows from 1.

$$
\int_{0}^{T} x(s) d w_{s}=\sum_{i=1}^{N} x_{i}\left(w\left(t_{i+1}\right)-w\left(t_{i}\right)\right)
$$

The following items describe some properties of the stochastic integral defined in 1.

The mapping $\int_{0}^{t} x(s) d w_{s}, t \in|O, T|$, is an $H$-valued, $\mathcal{F}_{t}$-measurable, stochastic process, continuous in $t$ w.p.l, such that,
i) $E \int_{0}^{t} x(s) d w_{s}=0$,
ii) $E\left|\int_{0}^{t} x(s) d w_{s}\right|^{2}=E \int_{0}^{t}|x(s)|^{2} d s$.
(See also Pardoux |41|).
We can also introduce the concept of stochastic differential forms.

Let $u(t), t \in|O, T|$, be an $H$-valued stochastic process such that,
2. $u(t)-u(0)+\int_{0}^{t} f(s) d s+\int_{0}^{t} \alpha(s) d w_{s}=0$, $t \in[0, T]$,
where $f, \alpha$ are H-valued, $\mathcal{F}_{t}$-measurable stochastic processes such that,

$$
\int_{0}^{T}|f(s)| d s<\infty \quad \text { w.p.l }
$$

$\alpha \quad \in L^{2}\left(\Omega ; L^{2}(\mathrm{O}, \mathrm{T} ; \mathrm{H})\right)$

Then we can rewrite 2, in the following stochastic differential form:
3.

$$
d u(t)+f(t) d t+\alpha(t) d w_{t}=0
$$

Finally, we can state a Ito's rule of transformation for our stochastic differential forms. Here we rewill...: the following Lemma which is a particular case of the one presented in Curtain-Falb $17 \mid$.

Lemma 5.1.1 - (Ito's Lemma) Let the stochastic process $u$ be given by 2 (or 3). Let $\psi \in C([O, T] \times H)$ with

$$
\begin{aligned}
& \text { i) } \frac{\partial \psi}{\partial t}(t, x) \in C([O, T] \times H), \\
& \text { ii) } \frac{\partial \psi}{\partial x}(t, x) \in C\left([O, T] \times H, H^{\prime}\right), \\
& \text { iii) } \frac{\partial^{2} \psi}{\partial x^{2}}(t, x) \quad C([O, T] \times H, L(H, H))
\end{aligned}
$$

Then, $Z(t)=\psi(t, u(t)) \quad i s$ a real valued stochastic process with the following stochastic differential form:

$$
d Z(t)=\left\{\frac{\partial \psi}{\partial t}(t, u(t))-\left\langle f(t), \frac{\partial \psi}{\partial x}(t, u(t))\right\rangle+\right.
$$

$$
\left.+\frac{1}{2} \operatorname{tr}\left[\left(\alpha(t) \alpha^{*}(t)\right) \cdot \frac{\partial^{2} \psi}{\partial x^{2}}(t, u(t))\right]\right\} d t+
$$

$$
-\left\langle\alpha(t), \frac{\partial \psi}{\partial x}(t, u(t))\right\rangle d w_{t}
$$

Here, <.,.> denotes the duality between $H$ and $H^{\prime}$ and $\operatorname{tr}|$.$| denotes the trace of the operator indicated within$ the brackets.

### 5.2 TheStochastic Evolution Problem

We shall introduce in this paragraph a basic result on existence and uniqueness for the solution of a Stochastic Evolution Problem. The proof we present is originally due to Pardoux (see |41|) and it makes use of the Galerkin technique we presented in paragraph 3.3. We also show that the Galerkin approximations converge strongly to the so Iution of the Stochastic Evolution Problem.

Let $H, V$ be sepern thlat $: \cdots$ with inner products, (norms), denoted by the symbols (.,.), (|.|), and ((.,.)), ( $|\mid$. || ) , respectively.

Suppose V is dense in H with a continuo: injection

1. $|v| \leq\|v\| \quad$ for all $v \in V$

For $t \in[0, T], a_{j}(t), j=0, l$ are bilinear functionals in the space $V$ such that,
2. $a_{j}(. ; u, v) \in L^{\infty}([0, T]), j=0,1$

$$
u, v \in V
$$

3. $\quad\left|a_{0}(t ; u, v)\right| \leq \gamma_{0}\|u\|\|v\|$

$$
\begin{aligned}
u ; v & \in V \\
t & \in[0, T]
\end{aligned}
$$

4. $\quad\left|a_{1}(t ; u, v)\right| \leq r_{1}\|u\||v|$,

$$
\begin{aligned}
u, v & \in V, \\
t & \in[0, T]
\end{aligned}
$$

By means of the argument presented in paragraph 2.3, we can associate with the bilinear forms $a_{j}(t), j=0,1$, linear operators, $A_{j}(t)$, such that
5. i) $a_{j}(t ; u, v)=\left(A_{j}(t) u, v\right)$,
ii) $A_{j}(t): D\left(A_{j}(t)\right) \rightarrow H$,

$$
\begin{aligned}
& u \in D\left(A_{j}(t)\right), v \in V, \\
& t \in[0, T] \\
& j=0,1 .
\end{aligned}
$$

Here $D\left(A_{j}(t)\right)$ denotes the set of all $u \in V$ such that $a_{j}(t ; u,$.$) can be continuously extended to give........................$ an element of $\mathrm{H}^{\prime} . \quad$ As a consequence of hypothesis 4., we have $D\left(A_{1}(t)\right)=V$ for all $t \in[0, T]$.

We assume the following coercivity condition:
6.

$$
\begin{aligned}
& 2 a_{0}(t ; u, u)+\lambda|u|^{2} \geq \sigma\|u\|^{2}+\left|A_{1}(t) u\right|^{2} \\
& \text { for all } u \in V, \\
& t \in[0, T]
\end{aligned}
$$

where $\lambda \in R$ and $\sigma>0$.
Now, let $w_{t}$ be a real valued $\mathcal{F}_{t}$-measurable, non anticipative, standard Wiener process on a probability space $(\Omega, A, P)$.

Denote by $M^{2}(O, T ; V)$ the space of $V$-valued
stochastic processes, $x$, such that,
7.
i) $E \int_{0}^{T}|x(t)|^{2} d t<\infty$,
ii) $x(t)$ is $\mathcal{F}_{t}$-measurable.

In this section we shall be concerned with the following Stochastic Evolution Problem:
8.
i) $u \in M^{2}(O, T ; V) \cap L^{2}(\Omega ; C(O, T ; H))$, $u(t) \in D\left(A_{0}(t)\right), \quad t \in[0, T]$ (w.p.l)
ii) $d u(t)+A_{0}(t) u(t) d t+A_{1}(t) u(t) d w_{t}=0$,
iii) $u(0)=u_{0} \in H$.

In relation to this problem the following Theorem can be stated:

Theorem 5.2.1 - Under hypothesis 2., 3., 4. and 6. the problem 8. has a unique solution.

This result has been obtained by Pardoux (|4i|). Here, we present - : his proof.

To prove Theorem 5.2.1 we shall make use of the Galerkin technique introduced in paragraph 3.3. So, in order to proceed in this direction we must first bring into
consideration the following weak form:
9. i) $u_{n} \in M^{2}\left(O, T ; V_{n}\right) \cap L^{2}\left(\Omega ; C\left(O, T ; V_{n}\right)\right)$,
ii) $d\left(u_{n}(t), v\right)+a_{o}\left(t ; u_{n}(t), v\right) d t+$

$$
+a_{1}\left(t ; u_{n}(t), v\right) d w_{t}=0,
$$

for all $v \in V_{n}$,
iii) $u_{n}(0)=u_{0}^{n} \in V_{n}$,
where $V_{n}, n=1,2, \ldots$ is a family of finite dimensional subspaces of $V$.

Let us denote by $\mathrm{P}_{\mathrm{n}}, \mathrm{n}=1,2, \ldots$ the projection operator in $H$ with respect to the subspace $V_{n}$.

The following Lemma can be stated:

Lemma 5.2.1 - For each $n=1,2, \ldots$ the problem 9. has a unique solution.

In addation, the following stochastic differential form holds:
10.

$$
d\left|u_{n}(t)\right|^{2}+2 a_{0}\left(t ; u_{n}(t), u_{n}(t)\right) d t+
$$

$$
-\left(A_{1}(t) u_{n}(t), P_{n} A_{1}(t) u_{n}(t)\right) d t+
$$

(equation 10.; continuation)

$$
+2 a_{1}\left(t ; u_{n}(t), u_{n}(t)\right) d w_{t}=0
$$

Proof of Lemma 5.2.1

Let $N$ denotes the dimension of the subspace $V_{n}$ and $v_{j} \quad V_{n}, j=1, \ldots, N$ a set of linearly independent elements contituting a basis in $V_{n}$.

We can write the follwing identity:
11. $(u, v)=\langle[u], m[v]\rangle, \quad u, v \in v_{n}$.
where the symbol <.,.> denotes here the scalar product in $\mathrm{R}^{\mathrm{N}}$, [.] denotes the representation with respect to the basis $\left\{v_{1}, \ldots, v_{N}\right\}$ and $M$ is an $n \times n$ matrix with,

$$
M_{i, j}=\left(v_{i}, v_{j}\right), \quad i, j=1, \ldots, N
$$

In a similar fashion, we have,
12. $a_{0}(t ; u, v)=<[u], K(t)[v]>$,
13.

$$
\begin{aligned}
a_{1}(t ; u, v)=<[u], R(t)[v]> & , \\
u, v & \in v_{n}, \\
& t \in[0, T],
\end{aligned}
$$

where $K(t)$ and $R(t), t \in[0, T]$, are $n \times n$ matrices with,

$$
\begin{aligned}
& k_{i, j}(t)=a_{o}\left(t ; \cdot v_{i}, v_{j}\right) \\
& R_{i, j}(t)=a_{1}\left(t ; v_{i}, v_{j}\right)
\end{aligned}
$$

$$
i, j=1, \ldots, N
$$

So, equation 9.ii) can be rewritten in the following equivalent matricial form:
15. $\left\langle\left[u_{n}(t)\right], M[v]\right\rangle+\int_{0}^{t}\left\langle\left[u_{n}(s)\right], K(s)[v]\right\rangle d s+$

$$
\begin{aligned}
+\int_{0}^{t}<\left[u_{n}(s)\right], & R(s)[v]>d w_{s}=0
\end{aligned} \quad \begin{aligned}
\text { for all } v & \in V_{n} \\
& t \in[0, T](w . p .1)
\end{aligned}
$$

As the matrix $M$ is invertible and symmetric, the following stochastic differential equation is also equivalent to equation 9.ii):
16.

$$
\begin{aligned}
d\left[u_{n}(t)\right]+M^{-1} K(t)\left[u_{n}(t)\right] d t & + \\
M^{-1} R(t)\left[u_{n}(t)\right] d w_{S} & =0, \\
t & \in[0, T]
\end{aligned}
$$

But by the theory of finite dimensional Ito's stochastic differential equations, equation 16. has a
unique solution (see e.g. Gikhman-Skorokhod,|14|).

$$
\left[u_{n}(t)\right] \in M^{2}\left(O, T ; R^{N}\right) \cap L^{2}\left(\Omega ; C\left(O, T ; R^{N}\right)\right)
$$

satisfying the initial condition,

$$
\left[u_{n}(0)\right]=\left[u_{0}^{n}\right]
$$

Therefore the first part of Lemma 5.2.1 is proved.
To show the second part of the Lemma we can use the standard Ito's rule of transformation for finite dimensional stochastic differentials. (See e.g. McKean |35|)

From equation 16., we deduce:

$$
\begin{gathered}
d\left(\left[u_{n}(t)\right]^{\top} M\left[u_{n}(t)\right]\right)=\left\{-2\left[u_{n}^{\prime}(t)\right]^{\top} K(t)\left[u_{n}(t)\right]+\right. \\
\left.+\operatorname{tr}\left[R^{\top}(t)\left[u_{n}^{\prime}(t)\right]\left[u_{n}^{\prime}(t)\right]^{\top} R(t) M^{-1}\right]\right\} d t+ \\
-2\left[u_{n}^{\prime}(t)\right]^{\top} R(t)\left[u_{n}(t)\right] d w_{t}
\end{gathered}
$$

The result follows if we use, in the above equation, relations ll., 12., 13. and the following identity:

$$
\begin{aligned}
&\left(A_{1}(t) u, P_{n}\left(A_{1}(t) v\right)\right)=\operatorname{tr}\left[R^{\top}(t)[u][v] R(t) M^{-1}\right] \\
& u, v \subseteq V_{n} \\
& t \in[0, T]
\end{aligned}
$$

Now, in order to show the above identity we first write for all $u, v \in V_{n}, t \in[0, T]$
17.

$$
\operatorname{tr}\left[R^{\top}(t)|u||v|^{\top} R(t) M^{-1}\right]=\left\langle R^{\top}(t)[u], M^{-1} R^{\top}(t)[v]\right\rangle
$$

But we also have,

$$
\begin{array}{r}
\langle[u], R(t)[v]\rangle=a_{1}(t ; u, v)=\left(A_{1}(t) u, v\right)= \\
=\left(P_{n}\left(A_{1}(t) u\right), v\right)=\left\langle\left[P_{n}\left(A_{1}(t) u\right)\right], M[v]\right\rangle,
\end{array}
$$

and therefore $\left[P_{n}\left(A_{1}(t) u\right)\right]=M^{-1} R^{\top}[u]$ for all $u$ $E V_{n}$. Substituting this relation in 17. we have,

$$
\begin{gathered}
\operatorname{tr}\left[R^{\top}(t)[u][v]^{\top} R(t) M^{-1}\right]=\left\langle R^{\top}(t)[u],\left[P_{n}\left(A_{1}(t) v\right)\right]\right\rangle= \\
=\left(A_{1}(t) u, P_{n}\left(A_{1}(t) v\right)\right)
\end{gathered}
$$

and so Lemma 5.2.1 is proved.
We can now prove Theorem 5.2.1.. Before we proceed, let us make the following comment:

Remark 5.2.1 - As before (see Remark 3.1.1), without loss of generality, we can always take $\lambda=0$ in the coercivity condition 6.. In fact, under the transformation

$$
\tilde{u}(t)=\exp (-\lambda t) u(t)
$$

$t \in[0, T]$,
equation 8.iil becomes

$$
d \tilde{u}(t)+\left(A_{0}(t) \tilde{u}(t)+\lambda \tilde{u}(t)\right) d t+A_{1}(t) \tilde{u}(t) d w_{t}=0,
$$

and the corresponding form $a_{0}(t ; u, v)+\lambda(u, v)$ now satisfies 6. with the term in $\lambda$ deleted.

Proof of Theorem 5.2.1; Uniqueness
To prove uniqueness we need a representation for the stochastic process $|u(t)|^{2}, t \in[O, T]$, when $u$ satisfies the stochastic evolution equation 8.ii). In order to obtain such representation, we need an Ito's rule of transformation for infinite dimension stochastic processes.We can use either the Ito's Lemma presented in paragraph 5.1 or the Ito's Lemma proved by Pardoux in $|41|$ and the result.most.. in conformity with equation lo, be valid for the finite dimensional case. In fact, this :.

So, if u solves problem 8. it can be shown that the following stochastic differential form holds:
18.
$d|u(t)|^{2}+\left\{2 a_{0}(t ; u(t), u(t))-\left|A_{1}(t) u(t)\right|^{2}\right\} d t+$

$$
+2 a_{1}(t, u(t), u(t)) d w_{t}=0,
$$

$$
t \in[0, T] .
$$

Now, suppose $u_{1}$ and $u_{2}$ solve problem 8. Then, $\mathrm{u}=\mathrm{u}_{1}-\mathrm{u}_{2}$ is also a solution with initial condition $\mathrm{u}_{\mathrm{o}}=0$.

Using the equation 18. above, we can write,

$$
\begin{aligned}
|u(t)|^{2}+ & \int_{0}^{t} 2 a_{0}(s ; u(s), u(s))-\left|A_{1}(s) u(s)\right|^{2} d s+ \\
& +2 \int_{0}^{t} a_{1}(s ; u(s), u(s)) d w_{s}=0, \\
& t \in[0, T] \quad \text { w.p.l. }
\end{aligned}
$$

Taking the expectation and recalling 6 . we have,
$E|u(t)|^{2}+\sigma E \int_{0}^{t}\|u(t)\|^{2} d t \leq 0$.

Therefore, if problem 8. has a solution, this solution must be unique. -

Proof of Theorem 5.2.1; Existence
Let us assume that in addition to the hypotheses made for the weak form 9. we have,
19. i) $V_{n} \subset V_{m}$ for all $n \leq m, n, m=1,2, \ldots$
ii) $U v_{n}$ is dense in $v$
iii) $u_{0}^{n} \rightarrow u_{0}$ in $H$ as $n \rightarrow \infty$,
(in other words we are assuming $V$ to be separable). Using the result of Lemma 5.2.1 we can write,

$$
\begin{aligned}
& \left|u_{n}(t)\right|^{2}+\int_{0}^{t} 2 a_{0}\left(s ; u_{n}(s), u_{n}(s)+\right. \\
& -\quad\left(A_{1}(s) u_{n}(s), P_{n}\left(A_{1}(s) u_{n}(s)\right)\right) d s= \\
& =\left|u_{0}^{n_{1}}\right|^{2}-2 \int_{0}^{t} a_{1}\left(s ; u_{n}(s), u_{n}(s)\right) d w_{s^{\prime}} \\
& t \in[0, T] \quad \text { w.p.l. }
\end{aligned}
$$

Taking the expectation on both sides, using Schwartz inequality and the coercivity condition 6., we have
20. $E\left|u_{n}(t)\left\|^{2}+\sigma E \int_{0}^{t}\right\| u_{n}(s) \|^{2} d s \leq\left|u_{o}\right|^{2}\right.$, $t \in[0, T]$.

Therefore, we can write the following estimate:
21.
$E \int_{0}^{T}\left\|u_{n}(s)\right\|^{2} d s \leq\left|u_{0}\right|^{2}$.

It follows that we can extract from the sequence $\left\{u_{n}\right\}$ a weakly convergent subsequence $\left\{u_{v}\right\}$ and so, we write,
22. $u_{v} \rightarrow Z \in M^{2}(O, T ; V)$, weakly.

Let $\psi \in C([0, T])$ be such that,
23. i) $\psi^{\prime}=\frac{d \psi}{d t} \in L^{2}(0, T)$,
ii) $\psi(T)=0$.

From equation 9.ii), using Ito's rule of transfor mation and taking into account hypotheses 23., we have the following identity:
24. $\quad \int_{0}^{T} a_{0}\left(s ; u_{v}(s), v \psi(s) d s+\int_{0}^{T} a_{1}\left(s ; u_{v}(s), v \psi(s)\right) d w_{s}+\right.$

$$
-\int_{0}^{T}\left(u_{v}(s), v \psi^{\prime}(s) d s=\left(u_{0}^{v} v \psi(0)\right)\right.
$$

$$
\text { for all } v \in v_{\mathrm{n}_{1}} \text {, }
$$

$$
v \geq n_{1}
$$

where $\mathrm{n}_{1}$ is some natural number.
Now, let $\mathrm{x} \in \mathrm{L}^{2}(\Omega)$ be a random variable.
Multiplying both sides of the above equation by $x$ and taking the expectation, we can write,
25. $E\left(x . \phi_{1}\right)+E\left(x . \phi_{2}\right)+E\left(x \cdot \phi_{3}\right)=E\left(x\left(u_{0}^{v}, v \psi(0)\right)\right.$,
where for simplicity, by $\phi_{i}=\phi_{i}\left(u_{v}, v, \psi\right) \in L^{2}(\Omega)$. $i=1,2,3$, we denote, respectively, the terms in the left side of equation 24..

We observe that, for $i=1,2,3$, the expression $E\left(x . \phi_{i}\left(u_{v}, v, \psi\right)\right)$, considered as a function of the variable $\dot{u}_{v} \in M^{2}(O, T ; V)$, defines a continuos linear functional on
$M^{2}(0, T ; V)$. Therefore, by 22 . we can take the limit of this expression as $\nu \rightarrow \infty$, yielding,

$$
E\left(x \cdot \phi_{i}\left(u_{v}, v, \psi\right)\right) \rightarrow E\left(x \cdot \phi_{i}(Z, v, \psi)\right) .
$$

So, taking into account hypotesis 19.iii), it follows from equation 25 ,

$$
\begin{aligned}
\sum_{i=1}^{3} E\left(x \cdot \phi_{i}(z, v, \psi)\right)= & E\left(x\left(u_{0}, v \psi\right)\right), \\
& \text { for all } v \in V_{n_{1}} .
\end{aligned}
$$

As the above identity is valid for all $x \in L^{2}(\Omega)$ we can conclude that, almost surely,
26.

$$
\sum_{i=1}^{3} \phi_{i}(z, v, \psi)=\left(u_{0}, v \psi(0)\right)
$$

$$
\mathrm{v} \in \mathrm{v}_{\mathrm{n}_{1}}
$$

The index. $\mathrm{n}_{1}$ has been fixed arbitrarily and so, using hypotheses 19., we can extend the validity of the above expression for all $\mathrm{v} \in \mathrm{V}$.

Assume the function $\psi$ defined by $\psi(t)=\psi(\varepsilon, t)$
where
i) $\psi(\varepsilon, s)=1$ for $s \leq t-\varepsilon$
ii) $\psi(\varepsilon, s)=\frac{l}{2}\left(1+\frac{l}{\varepsilon}(t-s)\right)$,
for $s \in(t-\varepsilon, t+\varepsilon)$.

$$
\text { iii) } \psi(\varepsilon, s)=0, \quad \text { for } s \geq t+\varepsilon \text {, }
$$

where $\varepsilon>0$ and $[t-\varepsilon, t+\varepsilon] \subset[0, T]$.
Sustituting in equation 28 , with validity extended to all $v \in V$. and recalling the original expressions for $\phi_{i}(Z, v, \psi), i=1,2,3$, we have,
27. $\int_{0}^{T} a_{0}(s ; Z(s), v) \psi(\varepsilon, s) d s+$

$$
\begin{aligned}
& +\int_{0}^{T} a_{1}(s ; z(s), v) \psi(\varepsilon, s) d w_{s}+ \\
& \quad+\frac{1}{2 \varepsilon} \int_{t-\varepsilon}^{t+\varepsilon}(Z(s), v) d s=\left(u_{0}, v\right)
\end{aligned}
$$

for all $v \in V$

We can now take the limit of the above expression as $\varepsilon \rightarrow O$ for almost all $t \in(O, T)$, yielding the following identity:

$$
\begin{aligned}
&(Z(t), v)-\left(u_{0}, v\right)+\int_{0}^{t} a_{0}(s ; z(s), v) d s+ \\
&+\int_{0}^{t} a_{1}(s ; Z(s), v) d w_{s}=0 \\
& \text { for all } \begin{array}{l} 
\\
\\
\\
\\
\\
t \in V \in[0, T] \text { w.p.l }
\end{array}
\end{aligned}
$$

As $V$ is dense in $H$, by a standard argument (see paragraph 2.3) we conclude,

$$
\begin{aligned}
Z(t)-u_{0}+\int_{0}^{t} A_{0}(s) Z(s) d s & +\int_{0}^{t} A_{1}(s) Z(s) d w_{s}=0, \\
& t \in[0, T], \quad \text { w.p.l. }
\end{aligned}
$$

So, $z(t), t \in[O, T]$ is w.p.l equal to a continuous H-valued stochastic process which satisfies the requirements of problem 8.

Remark 5.2.2 - Inequality 20. also give us an estimate for the solution of problem 8. Considered as an element of $L^{2}(\Omega ; C(O, T ; H)$, and this $12, \ldots$ the question of the stability of the solution of equation 8.ii. For an account on the asymptotic stability of the second moment of the solution of equation $8 . i i .$, see Haussmann, $|16|$.

Remark 5.2.3 - Here, as in the non-stochastic case presented in paragraph 3.3., the solution of the weak form 9. converges strongly to the solution of the stochastic evo lution equation 8.ii).

To show this fact we start by writing the identity,
28. $\left|u(t)-u_{n}(t)\right|^{2}=|u(t)|^{2}+\left|u_{n}(t)\right|^{2}-2\left(u(t), u_{n}(t)\right)$,

$$
\begin{aligned}
& t \in[0, T] \\
& n=1,2, \ldots
\end{aligned}
$$

Recalling the energy formulas 10. and 18. and substituting in the above relation we have,
29. $\left|u(t)-u_{n}(t)\right|^{2}=\left|u_{0}\right|^{2}+\left|u_{0}^{n}\right|^{2}-2\left(u(t), u_{n}(t)\right)+$

$$
\begin{aligned}
& -\int_{0}^{t} b(s ; u(s), u(s))+b_{n}\left(s ; u_{n}(s), u_{n}(s)\right) d s+ \\
& \left.-2 \int_{0}^{t} a_{1}(s ; u(s), u(s))+a_{1}\left(s ; u_{n}(s), u_{n}(s)\right) d w_{s}\right)
\end{aligned}
$$

$$
\begin{aligned}
& t \in[0, T] \quad \text { w.p.l } \\
& n=1,2, \ldots
\end{aligned}
$$

$b(t)$ and $b_{n}(t), n=1,2, \ldots$ : denote the following bilinear forms on V :
30.

$$
\text { i) } b(t, u, v)=2 a_{0}(t ; u, v)-\left(A_{1}(t) u, A_{1}(t) v\right)
$$

ii) $b_{n}(t ; u, v)=b(t ; u ; v)+\left(A_{1}(t) u, \tilde{P}_{n} A_{1}(t) v\right)$
where $\quad \tilde{P}_{n}=\left(I-P_{n}\right)$.
We also have, using the above definitions,
31.

$$
\begin{aligned}
& b(t ; u, u)+b_{n}(t ; v, v)=b_{n}(t ; u-v, u-v)+ \\
& -\left(A_{1}(t) u, \tilde{P}_{n} A_{1}(t) u\right)+b_{n}(t ; u ; v)+ \\
& +b_{n}(t ; v, u)
\end{aligned}
$$

Making use of the above equation in 29 . we can write, after some manipulation,
32. $\left|u(t)-u_{n}(t)\right|^{2}+\int_{0}^{t} b_{n}\left(s ; u(s)-u_{n}(s), u(s)-u_{n}(s)\right) d s=$ $=\phi\left(t ; u, u_{n}\right)-\int_{0}^{t} a_{1}(s ; u(s), u(s))+$ $+a_{1}\left(s ; u_{n}(s), u_{n}(s)\right) d w_{s}$,
$t \in[0, T] \quad$ w.p.l
$\mathrm{n}=1,2, \ldots$
Here,
33.

$$
\begin{aligned}
\phi\left(t ; u, u_{n}\right)= & \left|u_{0}\right|^{2}+\left|u_{0}^{n}\right|^{2}-2\left(u(t), u_{n}(t)\right)+ \\
& +\int_{0}^{t}\left(A_{1}(s) u(s), \tilde{P}_{n} A_{1}(s) u(s)\right) d s+ \\
& -\int_{0}^{t} b_{n}\left(s ; u(s), u_{n}(s)\right)+ \\
& +b_{n}\left(s ; u(s), u_{n}(s)\right) d s
\end{aligned}
$$

Taking the expectation on both sides of equation 32 . and using the coercivity condition 6. transferred to the bilinear form $b_{n}(t)$, we have,
31. $E\left|u(T)-u_{n}(T)\right|^{2}+\sigma E \int_{0}^{T}\left\|u(s)-u_{n}(s)\right\|^{2} d s \leq$

$$
\leq E\left(\phi\left(T ; u, u_{n}\right)\right),
$$

$$
\mathrm{n}=1,2, \ldots
$$

But by inequalities 21. and 22. we can select from the sequence $\left\{u_{n}\right\}$ a weakly convergent sequence $\left\{u_{v}\right\}$ such that, as $v \rightarrow \infty$
35.
i) $E\left(u(T), u_{v}(T)\right) \rightarrow E|u(T)|^{2}$
ii) $\left.E \int_{0}^{T} b\left(s ; u_{v}(s), u(s)\right) d s \rightarrow E \int_{0}^{T} b(s ; u(s), u(s))\right) d s \cdot$

Besides, by hypoth.ests 19., we also have as $v \rightarrow \infty$
36.
i) $E \int_{0}^{T}\left(A_{1}(s) u(s), \tilde{P}_{v} A_{1}(s) u(s) d s \rightarrow 0\right.$,
ii) $\left|u_{o}^{v}\right|^{2} \rightarrow\left|u_{0}\right|^{2}$,

$$
E \int_{0}^{T}\left(A_{1}(s) u(s), \tilde{p}_{v} A_{1}(s) u_{v}(s)\right) d s \rightarrow 0
$$

Therefore, by equation 33 . and relations 35 . and $36 .$, as $v \rightarrow \infty$, we have
$E \phi\left(T ; u, u_{v}\right) \rightarrow 2\left|u_{0}\right|^{2}-2 \cdot E|u(T)|^{2}+$ $-2 E \int_{0}^{T} b(s ; u(s), u(s)) d s$

Comparing with the energy formula 18. we bserve that the right side of the above relation is zero. Therefore, returning to inequality 34 we conclude that, as $v \rightarrow \infty$

$$
u_{v} \rightarrow u, \text { strongly in } M^{2}(O, T ; V)
$$

Remark 5.2.4 - Let us $\because$ investigate what happens if $\because$. . .... in the argument leading to the existence proof of Theorem s.1.1, we consider stochastic integrals in the Stratonovich's sense (instead of Ito's).

Consider the $\mathrm{R}^{\mathrm{N}}$-valued, stochastic differential form l6. Taking into account the relation between Ito's and Stratonovich integrals (see Stratonovich, |47|), this equation has the following stochastic representation in the Stratonovich's sense:
37. $\left.a\left[u_{n}(t)\right]+\left(M^{-1} K^{T}(t)+\frac{1}{2}\left(M^{-1} R(t)\right)^{2}\right)\left[u_{n}(t)\right]\right) d \dot{t}+$

$$
+M^{-1} \cdot R(t)\left[u_{n}(t)\right] d w_{t}=0,
$$

$$
t \in[0, T] ; \text { (S) . }
$$

Or equivalently,
38. $d\left(u_{n}(t), v\right)+\left\{a_{0}\left(t ; u_{n}(t), v\right)+\right.$ $\left.+\frac{1}{2}\left(A_{1}(t) P_{n} A_{1}(t) u_{n}(t), v\right)\right\} d t+$ $+a_{1}\left(t ; u_{n}(t), v\right) d w_{s}=0$,

$$
\begin{aligned}
& \text { for all } v \in v_{n} \\
& t \in[0, T] ;(S) \text {. }
\end{aligned}
$$

The equation above is the Stratonovich counterpart of equation 9.ii), and in its derivation we have used 11., 12., 13. and the following relation:
39. $\left\langle\left(M^{-1} R^{\top}(t)\right)^{2}[u], M[v]\right\rangle=\left\langle M^{-1} R^{\top}(t)[u], R(t)[v]\right\rangle=$

$$
=\left(A_{1}(t)\left(P_{n} A_{1}(t) u\right), v\right)
$$

$$
\begin{aligned}
& u, v \in v_{n} \\
& t \in[0, T]
\end{aligned}
$$

If we suppose $A_{1}(t) \in L(H, H), t \in[0, T]$, a copy 1 of the existence proof of Theorem 5.2.1 must lead us to the conclusion that there exists a weakly convergent subsequence $\left\{u_{\nu}\right\}$ which converges to the solution of the following evolution equation:
40. $d u(t)+\left(A_{0}(t)+\frac{1}{2} A_{1}^{2}(t)\right) u(t) d t+$

$$
+A_{1}(t) u(t) d w_{t}=0,
$$

$t \in[0, T ;](S)$.
In his paper, Stratonovich gives the rule of transformation between his integral and Ito's integral for finite dimensional integrand process. One must be able to extend this rule to more complex spaces in order to conclude that, in fact, equation 40 . is the Stratonovich' version of equation 8.ii).

Now, let us write a weak form for equation 40. equivalent to the equation 9. ii) which is a weak form for 8.ii). It has the Stratonovich differential form,
41.

$$
\begin{aligned}
& d\left(\tilde{u}_{n}(t), v\right)+\left\{a_{0}\left(t ; \tilde{u}_{n}(t), v\right)+\right. \\
& \left.-\frac{1}{2}\left(A_{1}^{2}(t) \tilde{u}_{n}(t), v\right)\right\} d t+ \\
& +\quad a_{1}\left(t ; \tilde{u}_{n}(t), v\right) d w_{s},
\end{aligned}
$$

$$
\text { for all } v \in V_{n}
$$

$$
t \in[\mathrm{O}, \mathrm{~T}] ;(\mathrm{S}) .
$$

where we have written $\tilde{u}_{n}$ instead of the conventional $u_{n}$, to underline the fact that equation 41. above and equation 38. are in general, two different objects. (However, if the subspace $V_{n}$ is invariant for the operator $A_{1}(t)$, equations 38. and 41. are equivalent).

Using the same technique used before, one must be able to prove that the sequence of solutions for equation 41 . has a weakly convergent sequence which converges to the solution of equation 40 .

Therefore we may say that the Stratonovich and Ito's versions of the original evolution equation 8.ii) produce two different weak forms, both convergent.

## 5.3 - The Non Linear Filtering Problem

In this paragraph we return to the filtering problem introduced in section l. We shall use the results derived in the previous paragraph in order to produce a existence and uniqueness result for the stochastic parabolic equation 1.1.21. which represents the solution of the filtering problem for partially observed diffusion process.

Let $S$ be an open domain in $R^{n}$ and take $H=L^{2}(S)$, $V=H_{0}^{\prime}(S)$.

Using the notation presented in paragraph l.l., denote, $a_{0}(t), t \in[0, T]$, the bilinear form on $H_{o}^{1}(s)$ defined by the following relation:
1.

$$
\begin{aligned}
& a_{0}(t ; u, v)=\frac{1}{2} \sum_{i, j=1}^{n} \int_{S} a_{j, i}(t, x) D_{j} u(x) D_{i} v(x) d x+ \\
& \quad+\sum_{i=1}^{n} \int_{S} D_{i}\left(\left(-\frac{1}{2} \sum_{j=1 .}^{\Gamma}\left(D_{j} a_{j, i}(t, x)+g_{i}(t, x) u\right) v d x,\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
u, v & \in H_{o}^{1}(S) \\
t & \in[O, T]
\end{aligned}
$$

We recall that,

$$
\left[a_{i, j}(t, x)\right]=\alpha(t, x) \alpha^{\top}(t, x),
$$

is the diffusion matrix and $\left[g_{i}\right]$ is the drift vector for the diffusion l.l.2..

Let us suppose that for $i, j=1, \ldots, n$, the functions,
2. $a_{i, j}, D_{j} a_{i, j}, D_{i, j} a_{i, j}, g_{i}, D_{i} g_{j}$,
are elements of the space $C\left(O, T ; L^{\infty}(S)\right)$
Using a standard argument (see Remark 2.3.3) we can deduce the linear operator $A_{0}(t), t \in[0, T]$, associated with the bilinear form $a_{0}(t)$. We have,
3.

$$
A_{0}(t)=-L_{t} \text {. }
$$

where $I_{t}$ denotes the Fokker-Planck operator introduced in 1.1.9..

```
Define the bilinear form a ( 
```

4. 

$$
a_{1}(t ; u, v)=\left(A_{1}(t), v\right),
$$

$$
\begin{aligned}
u, v & \in H_{0}^{1}(S) \\
t & \in[0, T]
\end{aligned}
$$

where $A_{1}(t)=-H_{t}$ and $H_{t}$ is the first order differential operator introduced in 1.1.20.

We recall that,
5. $\quad H_{t} u=-\sum_{i=1}^{n} \frac{\delta}{\delta x_{i}}\left(b_{i}(t, x) u(x)\right)+h(t, x) u(x)$.

Here $\left[b_{i}(t, x)\right]=\alpha(t, x) \cdot \beta^{1}(t)$ and the functions $h, \beta^{1}$ are parameters of the observation process.

Let us assume that for $i=1, \ldots, n$ the functions
6. $b_{i}, D_{i} b_{i}, h$,
are elements of the space $C\left(O, T ; L^{\infty}(S)\right)$.
It is very easy to show that under hypotheses 2. and 6. the bilinear forms $a_{0}(t), a_{1}(t)$ verify assumptions 5.2.2, 5.2.3 and 5.2.4. In order to have also here the coercivity condition 5.2.6 we assume that for some constant $\sigma>0$
7. $\left.\left\langle r,\left(\left[a_{i, j}\right]-\left[b_{i}\right]\left[b_{i}\right]^{\top}\right) r\right\rangle \geq \sigma<r, r\right\rangle$,

$$
\begin{aligned}
\text { for all } r & \in R^{n} \\
(t, x) & \in|0, T| \times s,
\end{aligned}
$$

where <.,.> denotes the scalar product in $R^{n}$,
$\left[a_{i, j}\right]=\left[a_{i, j}(t, x)\right]$ and $\left[b_{i}\right]=\left[b_{i}(t, x)\right]$.

Consider the observation process introduced in 1.l.1 plus 1.1 .18 and 1.1.19. Let $\mathcal{F}_{t}=\sigma(y(s): 0 \leq s \leq t)$.

Consider the following stochastic evolution equation:
8. $d u(t)+A_{0}(t) d t+A_{1}(t) d \tilde{w}_{t}=0$,
where $\tilde{w}_{t}$ is a real-valued, $\mathcal{F}_{t}$-measurable, non-antecipative, standard Wiener process on the probability space ( $\Omega, \mathcal{A}, \tilde{P}$ ).

According to Theorem 5.2.1, equation 8. has a unique solution $u$,
$u \in \tilde{M}^{2}\left(O, T ; H_{o}^{1}(S)\right) \cap \tilde{L}^{2}\left(\Omega ; C\left(O, T ; L^{2}(S)\right)\right.$,
satisfying $u(0)=u_{0} \in H_{o}^{1}(S)$. (Here, the symbol ~is used to indicate the dependence with respect to the probability $\tilde{P}$ ).

It can be shown (see e.g. Pardoux | 4l|) that under the transformation of probability measure indicated in l.l.5, the observation process, $y(t)$, becomes a real-valued, $\mathcal{F}_{t}$-measurable non-anticipative standard wiener process on $(\Omega, A, \tilde{P})$. Therefore; equation 8 . is equivalent to equation 1.1.21 and so, we have proved the following result:

Theorem 5.3.1 - Under hypotheses, 2., 6. and 7. equation 1.1.21 has a unique solution

$$
\begin{aligned}
& q \in M^{2}\left(0, T ; H_{o}^{1}(S)\right) \cap L^{2}\left(\Omega ; C\left(O, T ; L^{2}(S)\right)\right. \\
& \text { satisfying } q(O)=q_{0} \in H_{o}^{1}(S)
\end{aligned}
$$

Here $q_{0}$ is the density of the law of $X_{o}$ (see 1.1.3)

Selecting $S=R^{n}$, the result above enables us to
derive a existence and uniqueness result for the filtering. problem for partially observed diffusions in $R^{n}$. As we mentioned in sections 3. and 4., the assumption $V=H_{0}^{1}(S)$, S an open set of $R^{n}$, corresponds to the filtering problem for diffusions absorbed by the boundary of $S$, Selecting $V=H^{l}(S)$, we shall be able to analyse the case where the diffusion is reflected in an inelastic boundary. (see Pardoux | 40|, for both situations). In particular the case $S=R^{n}$, diffusions in $R^{n}$, has been analysed also by KrilovRosovskii (|22|) and Levieux (|28|).

Remark 5.3.1 - We remark that the coercivity condition 7 is achieved automatically if we assume that for all $(t, x) \in[0, T] \times s, r \in R^{n}$ there exist constant $\sigma>0$ and $\varepsilon \in(0,1)$ such that,
9.

$$
\begin{aligned}
& \text { i) }\langle r,| a_{i, j}|r\rangle>\sigma . \varepsilon^{-1}\langle r, r\rangle \\
& \text { ii) }\left\langle\beta^{1}, \beta^{1}\right\rangle \leq 1-\varepsilon \text {. }
\end{aligned}
$$

In fact, under these conditions we can write,

$$
\begin{array}{r}
\left\langle\alpha^{\top} r, \beta^{1}\left(\beta^{1}\right)^{\top} \alpha^{\top} r\right\rangle \quad\left(\left\langle\alpha^{\top} r, \beta^{1}>\right)^{2} \leq\right. \\
\leq \quad\left\langle\alpha^{\top} r, \alpha^{\top} r\right\rangle \quad(1-\varepsilon) .
\end{array}
$$

$$
\left.c\left\langle r,\left[a_{i, j}\right] r\right\rangle \leq\left\langle r,\left(\left[a_{i, j}\right]-\left[b_{i}\right]\left[b_{i}\right]^{\top}\right) r\right\rangle\right\rangle
$$

and so, the coercivity condition 7. holds.
We also observe that, recalling hypothesis i.l.i9, condition 9.ii) above is equivalent to the following:
10. $\left(\beta^{2}(t)\right)^{2} \geq \varepsilon, \quad t \in[0, T]$.

Therefore, as the coercivity condition is a crucial assumption in the proof of Theorem 5.3.1, we conclude that condition 10. is an equally crucial condition to the solution of the filtering problem. It means that in the observation process, the proportion of the noise independent of the signal must be positive. (See Pardoux $|41|$ for an extended analysis on this subject). $\bullet$

Remark 5.3.2 - Wi.th respect to the regularity of the solution of equation l.l.2l one can show that, similarly to what happens for non-stochastic partial differential equations, this regularity depends on how regular are the coefficients and the initial condition associated with the equation.

In Pardoux (| 41|) (and also in Krilov-Rosovskii (| 2l|)) regularity results are presented for the solution of the Cauchy problem for the evolution equation l.l.2l (i.e. for $S=R^{n}$ in Theorem 5.3.1). It turns out that, if the functions described in 2. and 6. have, bounded partial derivatives (w.r.t. $x \in R^{n}$ ) up to order $p \geq I$ and if $q_{0} \in H^{p}\left(R^{n}\right)$, then
equation 1.1.21 admits a unique solution,

$$
\mathrm{q} \in \mathrm{M}^{2}\left(\mathrm{O}, \mathrm{~T} ; \mathrm{H}^{\mathrm{p}+1}\left(\mathrm{R}^{\mathrm{n}}\right)\right) \cap \mathrm{L}^{2}\left(\mathrm{O}, \mathrm{~T} ; \mathrm{C}\left(\mathrm{O}, \mathrm{~T} ; \mathrm{H}^{\mathrm{p}}\left(\mathrm{R}^{\mathrm{n}}\right)\right)\right)
$$

(Theorem 2.1 in Pardoux | $41 \mid$ )
For the case $S C R^{n}$, similar results can be derived if the boundary of the domain $S$ is sufficiently "smooth". Here, we register a result presented by Pardoux (| $40 \mid$ ) where a stochastic equation of the form l.l.l4 (the Zakai equation) is analysed.

Let the boundary of $S$ be of Class $C^{2}$.
Take $\beta^{l}=0$ in 1.1.21. (In other words, consider equation 1.1.14) If, in addition to hypotheses 2. and 6. we have, for $i, j=1, \ldots, n$,

$$
\begin{aligned}
& a_{i, j} \in C^{1}\left([O, T] ; L^{\infty}(S)\right) \\
& D_{i} h \in C\left((O, T) ; L^{\infty}(S)\right)
\end{aligned}
$$

then for $q_{0} \in H_{o}^{1}(S)$ the solution $q$ of equation 1.1.21 satisfies

$$
q \in M^{2}\left(0, T ; H^{2}(S)\right) \cap L^{2}\left(\Omega ; C\left(0, T ; H_{0}^{1}(S)\right)\right)
$$

(Theorem 2.3 in Pardoux $|40|$ )

Remark 5.3.3 - Consider the case $\beta^{l}=0$ in equation 1.1.21. In other words, we are assuming independence between the noise in the observation process and the signal and, in this
case, equation l.I. 21 is identical to the Zakai formula 1.1.14. But this equation admits a non-stochastic counterpart, i.e., equation l.l.l6. Therefore, an existence and uniqueness result for equation l.l.14 can be obtained by means of the results presented in section 3. for (non-stochastic) evolution equations. In particular, if we also assume the function $h$ to be invariant in time, Theorem 3.4.1 and Theorem 5.3.1 are equivalent, (in thesersethat both represent an existence and uniqueness result for the Zakai formula).

The concept of the non-stochastic counterpart offers other interesting aspects for investigation. Consider the finite dimensional stochastic equation that constitutes a Galerkin approximation to equation 8. It has the form of equation 5.2.16 but with $w_{t}=\tilde{w}_{t}=y(t)$. . In addition to the hypotheses made in this paragraph assume, $\beta^{l}=0$ and $h$, invariant in time. In 5.2.16. these assumptions mean that $R(t)=R=R^{\top}$. A non-stochastic counterpart of 5.2 .16 can be obtained using the procedure presented by Doss (|11|). We first write the following equation in $V_{n}$ :
11.

$$
\left(\frac{d}{d t} v\left(t, v_{0}^{n}\right), v\right)=\left(P_{n}\left(h v\left(t, v_{0}^{n}\right)\right), v\right)
$$

$$
\text { for all } \begin{aligned}
v & \in v_{n} \\
t & \in[\mathrm{O}, \mathrm{~T}],
\end{aligned}
$$

where $P_{n}$ is the projection on $V_{n}$ and $V\left(0, v_{o}^{n}\right)=v_{o}^{n} \in V_{n}$. Therefore, $\left[\mathrm{V}\left(\mathrm{t}, \mathrm{v}_{0}\right)\right]=\mathrm{F}(\mathrm{t}) \cdot\left[\mathrm{v}_{0}\right]=\exp \left(-\mathrm{M}^{-1} \mathrm{R}\right)\left[\mathrm{v}_{0}\right]$ and $a$ pathwise solution for 5.2.16 has the form,
12. $\frac{d}{d t}\left[r_{n}(t)\right]+F^{-1}(y(t)) H(t) F(y(t))\left[r_{n}(t)\right]=0$,
where $M(t)=M^{-1} K^{\top}(t)+\frac{1}{2}\left(M^{-1} R\right)^{2}$. The relation between 5.2 .16 and 12. is given by
13. $u_{n}(t)=V\left(y(t), r_{n}(t)\right)$.

We observe that equation ll. is a Galerkin
"approximation to equation l.l.l5 (in the sense that they tend to describe the same object as $n \rightarrow \infty)$. On the other hand, one must be able to prove that the solution of 12 . converges to the solution of the pathwise formula l.l.l6. Therefore, equation 12. represents a Galerkin approximation to the pathwise formula l.l.16. (However, this Galerkin approximation is different from the one obtained when we start with l.l.16.. So, we have here the same situation as in Remark 5.2.4: equation l.l.14 and its non-stochastic version l.l.16 produce two different weak forms both convergent).

The objective in this section is to present two families of discrete time Galerkin schemes in order to approximate the solution of stochastic evolution equations. These families are characterized by having terms which are respectively linear and quadratic in : ...... the noise increment. With respect to the time increment the schemes in both families are implicit Runge-Kutta of the variety studied in section 4. and, therefore, the methodology used here, follows the same pattern as before.

In paragraph 6.1 we introduce a family of linear schemes. Consistency of the numerical method is studied in paragraph 6.2 and in paragraph 6.3 an estimate for the error of approximation is presented. It turns out that if sufficient regularity is attained by the solution of the stochastic evolution equation, the method has a non linear rate of convergence in relation to the discretization in time. In paragraph 6.4 we study a family of quadratic schemes. In this case if stronger regularity conditions hold, the method admits a linear rate of convergence in the time increment. Finally in paragraph 6.4, we bring into consideration the filtering problem for diffusion process.

## 6.1 - A Numerical Scheme

Basically, we assume the hypotheses of section 5. So, $V$ and $H$ are Hilbert spaces, $V$ is dense in $H$ and its injection is continuous according to 5.2.1. The symbols ((.,.)) and ||. ||, (.,.) and.|.|, denote the inner product and norm in $V$ and $H$ respectively.

The objects $a_{j}(t), j=0,1$ are bilinear functionals defined in the space V , satisfying hypotheses 5.2.2, 5.2.3,
5.2.4 and 5.2.6, the latter taken with $\lambda=0$ for reasons given in Remark 5.2.1.

Here, we strengthen hypothesis 5.2.4, by assuming

1. $\quad\left|a_{1}(t ; u, v)\right| \leq \gamma_{1}|u||v|$,

$$
\begin{aligned}
u, v & \in v \\
t & \in[0, T]
\end{aligned}
$$

In other words, the operator $A_{1}(t)$ introduced in 5.2.5 is now an element of $L(H, H)$.

We also make the following additional hypothesis:
2.

$$
a_{j}(., u, v) \in C^{1}(0, T),
$$

$$
\begin{aligned}
\text { for all u,v } & \in \mathrm{V} \\
j & =0,1
\end{aligned}
$$

Let $V$ be a finite dimensional subspace of $V$.
For all $t \in[0, T]$, let $L_{j}(t), j=0,1$, be linear operators from $V$ to $V$ defined by the following relations:
3. $a_{j}(t ; u, v)=\left(L_{j}(t) u, v\right)$,

$$
\text { for allu,v} \begin{aligned}
u & \in V, \\
t & \in[0, T], \\
j & =0,1 .
\end{aligned}
$$

Since $\mathcal{V}$ is a finite dimensional subspace, these are well defined continuous linear operators. In particular, by hypothesis l., we have

$$
\begin{aligned}
& \left|L_{1}(t) u\right| \leq r_{1}|u|, \\
& u \in \mathcal{G} \\
& t \in[0, T] \text {. } \\
& \text { or, equivalentl, } \\
& 4 . \\
& \left\|L_{1}(t)\right\| \leq r_{1} \\
& t \in[0, T]
\end{aligned}
$$

independently of the subspace $\mathcal{V}$. Here, the symbol |||.||| stands for the natural norm of $L(v, v)$ when $v$ is endowed with the |.| norm.

The coercivity condition 5.2 .6 (with $\lambda=0$, see Remark 5.2.1) implies that the operator $L_{o}(t)$ is invertible and so are the operators of the form ( $I+k L_{0}(t)$ ) where $I$ is the identity operator and $k \geq 0$. Also, by the continuity of the injection $V \subset H$, the following estimate holds:
5. $\quad\left\|\|\left(I+k L_{0}(t)^{-1} \| \mid \leq(1+k \sigma)^{-1}\right.\right.$,

$$
t \in[0, T]
$$

Now, let $\left\{0=t_{0}<t_{1}<\ldots<t_{N}=T\right\}$ be a partition of the interval $[0, T]$ with mesh,
6.

$$
h=\sup \left\{\left|t_{k+1}-t_{k}\right|: k=0,1, \ldots, N-1\right\}
$$

With respect to this partition, we shall use the same set of notation for increments introduced in 4.1.3.

We shall now present a discrete time stochastic scheme for approximating the stochastic evolution equation 5.2.8.ii).

So, let $w_{t}$ be the real valued, $\mathcal{F}_{t}$-measurable nonantecipative standard wiener process on the probability space $(\Omega, \mathcal{A}, P)$ introduced in paragraph 5.2 and consider the following stochastic scheme:
7. $U_{k+1}-U_{k}+\Delta_{k} G_{k}^{0} U_{k}+\Delta w_{k} G_{k}^{1} U_{k}=0$,

$$
k=0,1, \ldots, N-1,
$$

where $U_{k} \in \mathcal{Y}$ and $G_{k}^{j} \in L(V, V), j=0,1$ are linear operators defined by the following relations:
8.
i) $G_{k}^{0}=\left(I+\Delta_{k} \rho L_{0}(\tau)\right)^{-1} L_{0}(\tau)$,
ii) $\int_{\mathrm{g}}^{1}=\left(I+\Delta_{k^{\rho}} L_{o}(\tau)\right)^{-1} L_{1}\left(t_{k}\right)$,

$$
k=0,1, \ldots, N-1
$$

with $\rho>0$ and $\tau=\tau_{k} \in\left[t_{k}, t_{k+1}\right]$,
Concerning the operators $G_{k}^{j} j=0,1 ; k=0,1, \ldots, N-1$ the following Proposition can be stated:

Proposition 6.1.1 - Under the hypotheses above the following estimates hold independently of the subspace $V$ :
9. i) $\left\|\left\|I-\Delta_{k} G_{k}^{0}\right\| \leq 1\right.$ for $\rho \geq 0.5$
and, in particular, if $\rho>0.5$, there exist
constants $\delta, h_{0}>0$ such that:
$\left\|\left\|I-\Delta_{k} G_{k}^{0}\right\|\right\| \leq \exp \left(-\delta \Delta_{k}\right)$,
for all partitions of the interval $[0, T]$ with $h \leq h o$
ii) $\left\|\left\|G_{k}^{1}\right\|\right\| \leq r_{1}$,

$$
k=0,1, \ldots, N-1
$$

## Proof of Proposition 1

The first part is identical to the thesis of the Proposition 4.1.1 and so, is already proven. The second part follows from inequalities 4. and 5 .

So, from the above proposition we can affirm that, given an initial condition $U_{0} \in \mathscr{V}$, the set of iterative ecuations 7 . uniquely detines a sequence $U_{k}, k=0, \ldots, N$ of $\}$-valued $\mathcal{J}_{k} \equiv \mathcal{F}\left(t_{k}\right)$-measurable, random variables.

We can also, as we did in paragraph 4.2, explore some of the stability properties of the scheme 7. In particu lar, we observe that the expectation of the variables $U_{k}$ satisfy a scheme identical to the one analysed in section 4. In fact, we can write from equation 7.,
10. $\quad E U_{k+1}=\left(I-\Delta_{k} G_{k}^{0}\right) E U_{k}$
which is identical to equation 4.2.3 and therefore has the same properties regarding stability.

Now, let $R(t), t \in[0, T]$ be the Ritz projection with respect to the bilinear form $a_{0}(t)$ and the subspace $V$.

Recalling the definition given in 4.2.7, we can write
11. $a_{0}(t ; u-R(t) u, v)=0$,

$$
\begin{aligned}
\text { for all } u & \in v, v \in \mathcal{Y}, \\
t & \in[0, T] .
\end{aligned}
$$

The coercivity condition imposed on the bilinear form $a_{0}(t)$ guarantees the existence and uniqueness of such an operator.

The purpose of this section is the estimation of the error of approximating the solution of the stochastic evolution equation 5.8.ii) by means of the set of random variables defined by equation 7. So, in what follows, the object of our atention will be the random variable

$$
U_{k}-u\left(t_{k}\right)
$$

$$
k=0,1, \ldots, N,
$$

where by, $u$, we denote the solution of the Stochastic Evolution Problem 5.2.8..

Using the definition ll. above we can write,
12. $\quad U_{k}-u\left(t_{k}\right)=e_{k}+\tilde{R}\left(t_{k}\right) u\left(t_{k}\right)$,

$$
\mathrm{k}=0,1, \ldots, \mathrm{~N} .
$$

Here the random variable $e_{k}$ and the linear operator $\tilde{R}(t)$ are defined by the following relations:
13. $e_{k}=U_{k}-R\left(t_{k}\right) u\left(t_{k}\right)$
14.

$$
\tilde{R}(t)=I-R(t)
$$

Now, define the sequence $\phi_{k}, k=1, \ldots, N$ of $V_{\text {-valued, }}$ $\mathcal{F}_{k}$-measurable, random variables by the following relation:
15.

$$
\begin{aligned}
\phi_{k+1}= & R\left(t_{k+1}\right) u\left(t_{k+1}\right)-R\left(t_{k}\right) u\left(t_{k}\right)+ \\
& +\Delta_{k} \mathcal{Y}_{k}^{0} R\left(t_{k}\right) u\left(t_{k}\right)+ \\
& +\Delta_{k} \mathcal{G}_{k}^{1} R\left(t_{k}\right) u\left(t_{k}\right)
\end{aligned}
$$

$$
k=0,1, \ldots, N-1
$$

Subtracting equation 7. from the above, using equation 13. and rearranging terms, we have,
16. $e_{k+1}-e_{k}+\Delta_{k} \mathcal{G}_{k}^{0} e_{k}+\Delta w_{k} \mathcal{G}_{k}^{1} e_{k}+\phi_{k+1}=0$,

$$
k=0,1, \ldots, N-1 .
$$

Here, as in paragraph 4.2, the error of the approximation is determined by the variable $\phi_{k}$. So, extending the concept of consistency of a numerical method to this case, we can say that $\phi_{k}$ measures the consistency of the method of approximating the solution of the evolution equation 5.8.ii) by means of the scheme 7 .

Remark 6.1.1 - The discrete time stochastic scheme 7 can be written in other forms. which are, perhaps, more familiar to the reader. So, it can be presented in a "stage" form,

$$
\mathrm{U}_{\mathrm{k}+1}-\mathrm{U}_{\mathrm{k}}+\Delta_{\mathrm{k}} \beta_{\mathrm{o}}+\Delta \mathrm{w}_{\mathrm{k}} \beta_{1}=0,
$$

$$
k=0,1, \ldots, N-1
$$

where $B_{j} \in V, j=0,1$, are such that:

$$
\begin{aligned}
& \left(\beta_{0}, v\right)+\Delta_{k} a_{0}\left(\tau ; \beta_{0}, v\right)+a_{0}\left(\tau ; U_{k}, v\right)=0, \\
& \left(\beta_{1}, v\right)+\Delta_{k} a_{o}\left(\tau ; \beta_{1}, v\right)+a_{1}\left(t_{k} ; U_{k}, v\right)=0,
\end{aligned}
$$

$$
\text { for all } v \in V
$$

Alternatively,

$$
\begin{aligned}
\left(U_{k+1}-U_{k}, v\right) & +\Delta_{k} a_{o}\left(\tau ; \rho U_{k+1}+\right. \\
& \left.(1-\rho) U_{k}, v\right)+ \\
+\Delta w_{k} a_{1}\left(t_{k} ; U_{k}, v\right) & =0, \\
& \text { for all } v \in V, \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

We observe that scheme 7. differ from the implicit Runge-Kutta scheme analysed in section 4 only by the term containing the increment in the noise.

Basically, a numerical scheme appropriate to give approximations to the finite dimensional stochastic equation
that governs the continuous time Galerkin approximation (equation 5.2 .16 ) can be used in order to produce discrete time Galerkin schemes. For instance, if we take $\rho=0$ in equation 7., we have the so called Cauchy-Maruyama scheme (McShane, " ${ }^{36}$ |). However, as we pointed out before (section 4) this particular explicit scheme is not appropriate for Galerkin approximations and that is the reason why we assume the parameter $\rho$ to be positive. So, the scheme presented in this paragraph is the natural and simplest extension of the first order Runge-Kutta scheme introduced in section 4.

## '6.2 - Conslstency Properties of the Method

In this paragraph we shall evaluate the consistency of the approximation method proposed in the last paragraph.

Two proposition will be presented with estimates for the random variables $\phi_{k+1}$ and $E\left(\phi_{k+1} / \mathcal{F}_{\mathrm{k}}\right)$.

We start by considering the equation 6.1.15..Using the definitions of the elements involved it can be rewritten in the following form:
1.

$$
\begin{aligned}
\left(\phi_{k+1}, v\right) & +\Delta_{k} \rho a_{o}\left(\tau ; \phi_{k+1}, v\right)=\left(\Delta u_{k}, v\right)+ \\
& +\Delta_{k} a_{o}\left(\tau ; \rho u\left(t_{k+1}\right)+(1-\rho) u\left(t_{k}\right), v\right)+ \\
& +\Delta w_{k} a_{1}\left(t_{k} ; u\left(t_{k}\right), v\right)-\left(\Delta \tilde{R} u_{k}, v\right)+ \\
& -\Delta_{k} a_{o}\left(\tau ; \rho \tilde{R} u\left(t_{k+1}\right)+(1-\rho) \tilde{R} u\left(t_{k}\right), v\right)+ \\
& -\Delta w_{k} a_{1}\left(t_{k} ; \tilde{R} u\left(t_{k}\right), v\right),
\end{aligned}
$$

$$
\begin{aligned}
& \text { for all } v \in V \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

Here, according to 6.1.14, we write $\tilde{R} u(t)=\tilde{R}(t) u(t)$, $t \in[0, T]$,

As $u$ is the solution of the problem 5.2.8, we have,
2. $\left(\Delta u_{k}, v\right)+\int_{t_{k}}^{t_{k+1}} a_{0}(s ; u(s), v) d s+$

$$
+\int_{t_{k}}^{t_{k+1}} a_{1}\left(\operatorname{siu(s),v)dw_{s}=0,~}\right.
$$

$$
\begin{aligned}
& \text { for all } v \in V \\
& k=0,1, \ldots, N-1 \text { w.p.l. }
\end{aligned}
$$

Substituting this identity in expression l. and rearranging terms, we have,
3.

$$
\begin{aligned}
& \left(\phi_{k+1}, v\right)+\Delta_{k} \rho a_{o}\left(\tau ; \phi_{k+1}, v\right)= \\
& = \\
& \quad \int_{t_{k}}^{t_{k+1}} a_{o}\left(\tau ; \rho u\left(t_{k+1}\right)+(1-\rho) u\left(t_{k}\right), v\right)+ \\
& \quad-a_{o}(s ; u(s), v) d s+\int_{t_{k}}^{t_{k}}\left(t_{k} ; u\left(t_{k}\right), v\right)+ \\
& \quad-a_{1}(s ; u(s), v) d w_{s}-\left(\tilde{R} \Delta u_{k}, v\right)-A_{k} a_{o}\left(\tau ; \rho \tilde{R u}\left(t_{k+1}\right)+\right. \\
&
\end{aligned}
$$

```
for all v \in G
k = O,l,...,N-1.
```

Now, for simplicity, let us strengthen to some extent our hypotheses by supposing the bilinear form $a_{0}(t)$ isinvariant in time,

4 .

$$
a_{0}(t)=a_{0}
$$

Remark 6.2.1 - Although our conclusions will be obtained under the above condition, it does not constitute a fundamental hypothesis like those presented in the beginning of this section. If $a_{o}(t)$ is sufficientlysmooth'in relation to the variable time, sımilar results can be obtained.

From condition 4., the Ritz projection is also
invariant in time and we are able to write,
5. $a_{0}(\tilde{R} u, v)=0$

$$
\text { for all } u \in V, v \in V
$$

On the other hand, hypotheses 6.1 .1 and 6.1 .2 enable us to define the operator $A^{\prime}(t)$ such that
6.
i) $\quad A_{1}^{\prime}(t)=\frac{d}{d t} A_{1}(t) \in L(H, H)$
$t \in[0, T]$
ii). $\left|A_{1}^{\prime}(t) u\right| \leq \gamma_{1}^{\prime}|u|$
for all $u \in H$

$$
t \in[0, T]
$$

for some constant $\gamma_{1}^{\prime}$.

So, the following identity can be written:
7. $\quad \int_{t_{k}}^{t_{k+1}} a_{1}\left(t_{k} ; u\left(t_{k}\right), v\right)-a_{1}(s ; u(s), v) d w_{s}=$

$$
\begin{aligned}
& =\quad \int_{t_{k}}^{t_{k+1}}\left(A_{1}\left(t_{k}\right) u\left(t_{k}\right)-A_{1}(s) u(s), v\right) d w_{s}= \\
& = \\
& =-\int_{t_{k}}^{t_{k+1}}\left(A_{1}(s) \Delta u_{k}(s), v\right) d w_{s}+
\end{aligned}
$$

$$
-\int_{t_{k}}^{t_{k+1}}\left(\int_{t_{k}}^{s} \dot{A}_{1}^{\prime}(\xi) u\left(t_{k}\right) d \xi, v\right) d w_{s}
$$

$$
\begin{aligned}
& \text { for all } v \in V \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

Taking 4., 5., and 7. into account and rearranging terms, equation 3 . now becomes
8.

$$
\begin{aligned}
& \left(\phi_{k+1}, v\right)+\Delta_{k} \rho a_{o}\left(\phi_{k+1}, v\right)=\Delta_{k} \rho a_{o}\left(\Delta u_{k}, v\right)+ \\
& -\int_{t_{k}}^{t_{k+1}} a_{o}\left(\Delta u_{k}(s), v\right) d s-\left(\int_{t_{k}}^{A_{k+1}}(s) \Delta u_{k}(s) d w_{s}, v\right)+ \\
& -\left(\int_{t_{k}}^{t_{k+1}}\left(\int_{t_{k}}^{s} A_{1}^{\prime}(\xi) u\left(t_{k}\right) d \xi\right) d w_{s}, v\right)+ \\
& \\
& \quad-\left(\tilde{R} \Delta u_{k}, v\right)-\Delta w_{k} a_{1}\left(t_{k} ; \tilde{R} u\left(t_{k}\right), v\right),
\end{aligned}
$$

$$
\begin{aligned}
& \text { for all v } \in V \\
& k=0,1, \ldots, N-1 \quad \text { wpl }
\end{aligned}
$$

Now, choose $v=\phi_{k+1}$ as a test vector in the above equation. Using hypotheses 5.2.3, 5.2.6 (with $\lambda=0$ ), 6.1.1 and the Schwartz'inequality, equation 8 . yield the following inequality:
9. $\quad\left|\phi_{k+1}\right|^{2}+\Delta_{k} \rho \sigma\left\|\phi_{k+1}\right\|^{2} \leq \Delta_{k} \rho \gamma_{o}\left\|\Delta u_{k}\right\|\left\|\phi_{k^{\prime}+1}\right\|+$

$$
\begin{aligned}
& +\int_{t_{k}}^{t_{k+1}} \gamma_{o}\left\|\Delta u_{k}(s)\right\|\left\|\phi_{k+1}\right\| d s+ \\
& +\quad\left|\int_{t_{k}}^{A_{k+1}}(s) \Delta u_{k}(s) d w_{s}\right|\left|\phi_{k+1}\right|+
\end{aligned}
$$

$$
+1 \int_{t_{k}}^{t_{k+1}}\left(\int_{t_{k}}^{s} A_{1}^{\prime}(\xi) u\left(t_{k}\right) d \xi\right) d w_{s}| | \phi_{k+1} \mid+
$$

$$
+\left|\tilde{R} \Delta u_{k}\right|\left|\phi_{k+1}\right|+\gamma_{1}\left|\Delta w_{k}\right|\left|\tilde{R} u\left(t_{k}\right)\right|\left|\phi_{k+1}\right|
$$

$$
k=0,1, \ldots, N-1, \quad \text { wpl. }
$$

Using Cauchy's inequality, $p q \leq p^{2} / 2 \varepsilon+\varepsilon q^{2} / 2$ with $\varepsilon=2 \rho \sigma / \gamma_{0}(\rho+1)$ for the first and the second terms of the right side and with $\varepsilon=1 / 4$ for the remaining terms, we obtain after standard manipulation, the following inequality:
10. $\quad \frac{1}{2}\left|\phi_{k+1}\right|^{2} \leq \Delta_{k} \frac{r_{0}^{2}(\rho+1)}{4 \rho \sigma}\left\|\Delta u_{k}\right\|^{2}+$

$$
\begin{aligned}
& +\frac{\gamma_{0}^{2}(\rho+1)}{4 \rho \sigma} \int_{t_{k}}^{t_{k+1}}\left\|\Delta u_{k}(s)\right\|^{2} d s+ \\
& +2 \mid \int_{t_{k}}^{\left.A_{k+1}(s) \Delta u_{k}(s) d w_{s}\right|^{2}+} \\
& \quad+2 \mid \int_{t_{k}}^{t_{k+1}}\left(\int_{t_{k}}^{s} A_{1}^{\prime}(\xi) u\left(t_{k}\right) d \xi\right) d w_{s}+ \\
& +2\left|\tilde{R} \Delta u_{k}\right|^{2}+2 \gamma_{1}^{2}\left(\Delta w_{k}\right)^{2}\left|\tilde{R} u\left(t_{k}\right)\right|^{2},
\end{aligned}
$$

Taking the expectation on both sides of this inequality, we can write,
11. $E\left|\phi_{k+1}\right|^{2} \leq \Delta_{k} \frac{\gamma_{o}^{2}(\rho+1)}{2 \rho \sigma} E\left\|\Delta u_{k}\right\|^{2}$

$$
\begin{aligned}
& +\frac{\gamma_{o}^{2}(\rho+1)}{2 \rho \sigma} E \int_{t_{k}}^{t_{k+1}}\left\|\Delta u_{k}(s)\right\|^{2} d s+ \\
& +4 \int_{t_{k}}^{t_{k+1}} E\left|A_{1}(s) \Delta u_{k}(s)\right|^{2} d s+
\end{aligned}
$$

(equation 11. - continuation)

$$
\begin{aligned}
& +4 \int_{t_{k}}^{t_{k+1}} E\left|\int_{t_{k}}^{s} A_{1}^{\prime}(\xi) u\left(t_{k}\right) d \xi\right|^{2} d s+4 E\left|\tilde{R} \Delta u_{k}\right|^{2}+ \\
& +4 \gamma_{l}^{2} E\left(E\left(\Delta^{2} w_{k} / \mathcal{F}_{k}\right)\left|\tilde{R} u\left(t_{k}\right)\right|^{2}\right)
\end{aligned}
$$

$$
k=0,1, \ldots, N-1 .
$$

Using the estimates 6.1.1 and 6.ii) we can finally write the following inequality:
12. $E\left|\phi_{k+1}\right|^{2} \leq \Delta_{k} \frac{\gamma_{o}^{2}(\rho+1)}{2 \rho \sigma} E\left\|\Delta u_{k}\right\|^{2}+$

$$
\begin{aligned}
& +\frac{\gamma_{o}^{2}(\rho+1)}{2 \rho \sigma} \int_{t_{k}}^{t_{k+1}} E\left\|\Delta u_{k}(s)\right\|^{2} d s+ \\
& +4 \gamma_{1}^{2} \int_{t_{k}}^{t_{k+1}} E\left|\Delta u_{k}(s)\right|^{2} \cdot d s+\left(\Delta_{k}\right)^{3} 4\left(\gamma_{1}^{\prime}\right)^{2} E\left|u\left(t_{k}\right)\right|^{2}+
\end{aligned}
$$

$$
+4 E\left|\tilde{R} \Delta u_{k}\right|^{2}+\Delta_{k} 4 \gamma_{l}^{2} E\left|\tilde{R} u\left(t_{k}\right)\right|^{2}
$$

$$
k=0,1, \ldots, N-1, \quad \text { wpl. }
$$

We state this result in the following,

Proposition 6.2.1 - Under hypotheses 5.2.3, 5.2.6, 6.1.1, 6.1 .2 and 6.2 .4 the following estimates holds:
13. $E\left|\phi_{k+1}\right|^{2} \leq C\left\{\Delta_{k} E\left\|\Delta u_{k}\right\|^{2}+\int_{t_{k}}^{t_{k+1}} E\left\|\Delta u_{k}(s)\right\|^{2} d s+\right.$

$$
\left.+\left(\Delta_{k}\right)^{3} E\left|u\left(t_{k}\right)\right|^{2}+E\left|\tilde{R} \Delta u_{k}\right|^{2}+\Delta_{k} E\left|\tilde{R} u\left(t_{k}\right)\right|^{2}\right\}
$$

$$
k=0,1, \ldots, N-1 .
$$

Here $c$ is a positive constant depending only on the parameters $\rho, \gamma_{0}, \gamma_{1}, \gamma_{1}^{\prime}$ and $\sigma$.

Remark 6.2.2 - The inequality 12 . shows that $\phi_{k} \in L^{2}(\Omega, H)$ for all k. = l,....N since; by the estimates presented in paragraph 5.2, its right side is finite. Moreover, we shall have $\phi_{k} \rightarrow 0$ in $L^{2}(\Omega, H)$ as $N \rightarrow \infty$.

Remark 6.2.3 - In the steps leading to the estimate l2. we have used, implicitly, some of the standed properties of stochastic integrals (in Ito's sense) and Wiener processes which are registered in paragraph 5.1.

The result presented in Proposition 6.2.1 enables us to estimate the random variable $E\left(\phi_{k+1} / \mathcal{F}_{k}\right), k=0,1, \ldots, N-1$ by means of the inequality,
14.

$$
E\left(\left|E\left(\phi_{k+1} / \mathcal{F}_{k}\right)\right|^{2}\right) \leq E\left|\phi_{k+1}\right|^{2}
$$

However, for the purposes we have in mind, the above estimate is not accurate enough. So, we shall now prove the following proposition:

Proposition 6.2.2 - Under the hypotheses of Proposition 6.2.1, the following estimate holds:
15.

$$
\begin{aligned}
& E\left(\left|E\left(\phi_{k+1} / \mathcal{F}_{k}\right)\right|^{2}\right) \leq c\left(\Delta_{k}\right)^{2} \int_{t_{k}}^{t_{k+1}} E\left\|\frac{d}{d s} \theta\left(s ; t_{k}, u\left(t_{k}\right)\right)\right\|^{2} d s+ \\
& +\Delta_{k} \int_{t_{k}}^{t_{k+1}} E\left|\tilde{R} \frac{d}{d s} \theta\left(s ; t_{k}, u\left(t_{k}\right)\right)\right|^{2} d s, \\
& k=0,1, \ldots, N-1
\end{aligned}
$$

Here $C$ is a positive constant depending only on the parameters $\rho, \gamma_{0}, \sigma ; \quad \theta(. ; t, z)$ is a $V$-valued function defined in $|\hat{t}, T|$ and related to the parameters $\hat{E} \in[0, T]$, $z \in V$ by the following initial valued evolution equation:
16. i) $\frac{d}{d t} \theta(t ; \hat{t}, z)+A_{0} \theta(t ; \hat{t}, z)=0$,
ii) $\theta(\hat{t} ; \hat{t}, z)=z \in D\left(A_{0}\right)$,

Remark 6.2.4 - The result in Proposition 6.2 .2 is established by the fact that equation l6. has a unique solution. Although we are not allowed to use the results of section 3. in order to show existence of a solution, (because here we are not supposing the bilinear form $a_{0}$ with a symmetric principal part), the existence of such a solution can be shown by means of the techniques introduced in that section. Here, we shall not present this proof. Instead, we will make use of a similar result presented in Lions,|31|. Consider the evolution equation,
17. $\frac{d}{d t} Z\left(t ; Z_{0}\right)+A_{0} Z\left(t ; Z_{0}\right)=0$

$$
z\left(0, z_{0}\right)=z_{0} \in H
$$

It can be shown (Lions $|31|$, Theorem 1.2 , p.. 102)
that the equation above has a unique solution

$$
Z\left(., Z_{0}\right) \in L^{2}(O, T ; V) \cap C(O, T ; H)
$$

Also, we can write,
18. $\frac{d}{d t} Z\left(t ; Z_{0}\right)=Z\left(t ;-A_{0} Z_{0}\right)$,
for all $Z_{o} \in D\left(A_{0}\right)$.
Therefore, using this argument in relation to equation 16. we can conclude that,

$$
\theta(. ; \hat{t}, z) \text { and } \frac{d}{d t} \theta(. ; \hat{t}, z) \text {, }
$$

are elements of $L^{2}(\hat{t}, T ; V) \cap C(\hat{t}, T ; H)$ for all $z \in V$ such that $z \in D\left(A_{0}\right)$.
( or similar results when $A_{0}$ depends on time, see Lions $|30|$, chapter V)

## Proof of Proposition 6.2.2

Let $\hat{\phi}\left(z_{k}\right), z_{k} \in D\left(A_{o}\right) C V, k=0,1, \ldots, N-1$ be a family of elements belonging to the subspace $V$, defined by,
19. $\hat{\phi}\left(z_{k}\right)=R Q\left(t_{k+1} ; t_{k}, z_{k}\right)-R z_{k}+\Delta_{k} \mathcal{C}_{k}^{0} z_{k}$,

$$
k=0,1, \ldots, N-1 .
$$

For simplicity, in the steps hereafter we will
delete the argument $z$ by writing

$$
\hat{\phi}=\hat{\phi}\left(z_{k}\right), \theta(t)=\theta\left(t ; t_{k}, z_{k}\right) .
$$

Recalling the definition of the elements involved, equation 17. can be rewritten in the form

$$
\begin{aligned}
(\hat{\phi}, v)+\Delta_{k} \rho a_{0}(\hat{\phi}, v)= & \left(\Delta \theta_{k}, v\right)+\Delta_{k} a_{0}\left(\rho \theta\left(t_{k+1}\right)+\right. \\
+ & \left.(1-\rho) z_{k}, v\right)-\left(\tilde{R} \Delta \theta_{k}, v\right), \\
\text { for all } v & \in V \\
k & =0,1, \ldots, N-1 .
\end{aligned}
$$

Using equation 16. to evaluate the increment $\Delta \theta_{k}$ and substituting in the above equation we have after rearranging terms, the following identity:
20.

$$
\begin{aligned}
&(\hat{\phi}, v)+\Delta_{k} \rho a_{0}(\hat{\phi}, v)= \Delta_{k} \rho a_{o}\left(\Delta \theta_{k}, v\right)+ \\
&-\int_{t_{k}}^{t_{k+1}} a_{o}\left(\Delta \theta_{k}(s), v\right) d s-\left(\tilde{R} \Delta \theta_{k}, v\right), \\
& \text { for all } v \in(V \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

Take $v=\hat{\phi}$ as a test vector. Using hypotheses 5.2 .3 and 5.2 .6 (with $\lambda=0$ ) jointly with Schwartz' inequality, equation 20 . yields,
21. $|\hat{\phi}|^{2}+\Delta_{\mathrm{k}} \rho \sigma\|\hat{\phi}\|^{2} \leq \Delta_{\mathrm{k}} \rho \gamma_{\mathrm{o}}\left\|\Delta \theta_{\mathrm{k}}\right\|\|\hat{\phi}\|+$

$$
\begin{array}{r}
+\int_{t_{k}}^{t_{k+1}} \gamma_{0}\left\|\Delta \theta_{k}(s)\right\|\|\hat{\phi}\| d s+\left|\tilde{R} \Delta \theta_{k}\right||\hat{\phi}|, \\
\\
\quad k=0,1, \ldots, N-1 .
\end{array}
$$

Apply Cauchy's inequality pq $\leq 0.5 \mathrm{p}^{2} / \varepsilon+0.5 \varepsilon q^{2}$ with $\varepsilon=\sigma / \gamma_{0}, \varepsilon=\sigma \rho / \gamma_{0}$ and $\varepsilon=1$, respectively, for the terms in the right side of the above equation. After some manipulation we have,
22. $\frac{1}{2}|\hat{\phi}|^{2} \leq \Delta_{k} \frac{\rho \gamma_{o}^{2}}{2 \sigma}\left\|\Delta \theta_{k}\right\|^{2}+$

$$
\begin{array}{r}
+\frac{r_{o}^{2}}{2 \sigma \rho} \int_{t_{k}}^{t_{k+1}}\left\|\Delta \theta_{k}(s)\right\|^{2} d s+\frac{1}{2}\left|\tilde{R} \Delta \theta_{k}\right|^{2}, \\
k=0,1, \ldots, N-1 .
\end{array}
$$

Let us write, again for simplicity,
23.

$$
\theta^{\prime}(t)=\frac{d}{d t} \theta\left(t ; t_{k}, z_{k}\right)
$$

Using Schwartz' inequality we can deduce the following inequalities:
24.
i). $\left\|\Delta \theta_{k}(s)\right\|^{2} \leq \Delta_{k} \int_{t_{k}}^{t_{k+1}}\left\|\theta^{\prime}(s)\right\|^{2} d s$,
i1) $\left|\tilde{R} \Delta \theta_{k}\right|^{2} \leq \Delta_{k} \int_{t_{k}}^{t_{k+1}}\left|\tilde{R} \theta^{\prime}(s)\right|^{2} d s$.

Substituting 24. in 22. and eliminating the factor 1/2 in the left side we have
25. $|\hat{\phi}|^{2} \leq \Delta_{k}^{2} \frac{\rho \gamma_{o}^{2}}{\sigma} \int_{t_{k}}^{t_{k+1}}\left\|\theta^{\prime}(s)\right\|^{2} d s+$ $+\Delta_{k}^{2} \frac{r_{0}^{2}}{\sigma \rho} \int_{t_{k}}^{t_{k+1}}\left\|\theta^{\prime}(s)\right\|^{2} d s+\Delta_{k} \int_{t_{k}}^{t_{k+1}}\left|\tilde{R} \theta^{\prime}(s)\right|^{2} d s$, $k=0,1, \ldots, N-1$.

Now, consider the $V$-valued, $\mathcal{F}_{k}$-measurable, random variable $\hat{\phi}\left(u\left(\dot{t}_{k}\right)\right), k=0,1, \ldots, N-1$, obtained by means of equation 17. when the variable $z_{k}$ is fixed at $u\left(t_{k}\right)$, the function, $u$, being the solution of the evolution problem 5.2.8..

We shall show that $\hat{\phi}\left(u\left(t_{k}\right)\right)$ is a version of the conditional expectation of $\phi_{k+1}$ with respect to the $\sigma$-algebra $\mathcal{F}_{\mathrm{k}}$. In other words,
26. $E\left(\phi_{k+1} / \mathcal{F}_{k}\right)=\hat{\phi}\left(u\left(t_{k}\right)\right)$, w.p.l

$$
k=0,1, \ldots, N-1
$$

In order to prove the above relation consider the equation 6.1.15.. Taking the conditional expectation from both sides we have,
27.

$$
\begin{aligned}
E\left(\phi_{k+1} / \mathcal{F}_{k}\right)=R E\left(u\left(t_{k+1}\right) / \mathcal{F}_{k}\right)-R u\left(t_{k}\right) & +\Delta_{k} \mathcal{G}_{k}^{0} R u\left(t_{k}\right) \\
k & =0,1, \ldots, N-1
\end{aligned}
$$

Subtracting the above relation from equation 17. we have,
28. $\hat{\phi}\left(z_{k}\right)-E\left(\phi_{k+1} / \mathcal{F}_{k}\right)=R\left(\theta\left(t_{k+1} ; t_{k^{\prime}} z_{k}\right)-E\left(u\left(t_{k+1}\right) / \mathcal{F}_{k}\right)\right)+$

$$
\begin{array}{r}
-R\left(z_{k}-u\left(t_{k}\right)\right)+\Delta_{k} G_{k}^{0} R\left(z_{k}-u\left(t_{k}\right)\right), \\
\\
k=0,1, \ldots, N-1 .
\end{array}
$$

Taking $z_{k}=u\left(t_{k}\right)$ in the above equation,
29. $\hat{\phi}\left(u\left(t_{k}\right)\right)-E\left(\phi_{k+1} / \mathcal{F}_{t_{k}}\right)=R\left(\theta\left(t_{k+1} ; t_{k}, u\left(t_{k}\right)\right)+\right.$

$$
\left.-\quad E\left(u\left(t_{k+1}\right) / \mathcal{F}_{k}\right)\right)
$$

$$
k=0,1, \ldots, N-1 .
$$

Now, compare equation l6.i) with equation 5.2.8.ii). We observe that the following identity can be written:
30. $\theta(t ; \hat{t}, u(\hat{t}))-E(u(t) / \bar{t})=\theta(t ; \hat{t}, 0)$,
for all $0 \leq \hat{t} \leq t \leq T$.
But, by the results obtained in section 3 we have,
31. $\theta(t ; \hat{t}, 0)=0$.

Therefore relation 26. is proved. Using the estimate 25. as an estimate for the conditional expectation, the thesis of Proposition 6.2.2 is demonstrated.

## 6.3 - An Abstract Error Estimate

We shall now present an estimate for the error of approximation.

From equation 6.l.16, the following inequality can be written:

1. $\quad\left|e_{k+1}\right|^{2} \leq\left.\left\|I I-\Delta_{k} \mathcal{G}_{k}^{0}\right\|\right|^{2}\left|e_{k}\right|^{2}+$

$$
+\left(\Delta w_{k}\right)^{2}\| \| \mathcal{G}_{k}^{1} \|\left.\right|^{2}\left|e_{k}\right|^{2}+\left|\phi_{k+1}\right|^{2}+
$$

$$
-2 \Delta w_{k}\left(\left(I-\Delta_{k} G_{k}^{0}\right) e_{k}, G_{k}^{1} e_{k}\right)+
$$

$$
-2\left(\left(I-\Delta_{k} \mathcal{G}_{k}^{0}\right) e_{k}, \phi_{k+1}\right)+2 \Delta w_{k}\left(\int_{g_{k}}^{1} e_{k}, \phi_{k+1}\right),
$$

$$
k=0,1, \ldots, N-1 .
$$

Take the expectation on both sides of this equation. Recalling that $e_{k}$ is a $\mathcal{F}_{k}$-measurable random variable and using Schwartz'inequality we have,
2.

$$
\begin{aligned}
& E\left|e_{k+1}\right|^{2} \leq \|\left|I-\Delta_{k} C_{k}^{0}\right|| |^{2} E\left|e_{k}\right|^{2}+ \\
& +\left.\Delta_{k}\| \| \mathcal{C}_{k}^{1}\left|\|\left.\right|^{2} \cdot E\right| e_{k}\right|^{2}+E\left|\phi_{k+1}\right|^{2}+ \\
& +2\| \| I-\Delta_{k} G_{k}^{0}\| \| E\left(e_{k}| | E\left(\phi_{k+1} / \mathcal{F}_{k}\right) \|\right)+ \\
& +2 \|\left|G_{k}^{1}\right|| | E\left(\left|\Delta w_{k}\right|\left|e_{k}\right|\left|\phi_{k+1}\right|\right), \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

Now let us suppose that in the scheme 6.1 .7 we are taking,
3. $\rho \geq 0.5$.
. Recalling the estimates in Proposition 6.1.1 we have,
4.

$$
\begin{array}{r}
E\left|e_{k+1}\right|^{2} \leq E\left|e_{k}\right|^{2}+\Delta_{k} \gamma_{1}^{2} E\left|e_{k}\right|^{2}+E\left|\phi_{k+1}\right|^{2}+ \\
+2 E\left(\left|e_{k}\right|\left|E\left(\phi_{k+1} / \mathcal{J}_{k}\right)\right|\right)+2 \gamma_{1} E\left(\left|\Delta w_{k}\right|\left|e_{k}\right|\left|\phi_{k+1}\right|\right) \\
k=0,1, \ldots, N-1
\end{array}
$$

Making use of Cauchy's inequality, $p q \leq p^{2} / 2 \varepsilon+\varepsilon q^{2} / 2$, with $\varepsilon=\left(\Delta_{k}\right)^{-i}$ and $\varepsilon=\left(\gamma_{1}\right)^{-1}$ in the last two terms respectively, we have,
5.

$$
\begin{aligned}
& E\left|e_{k+1}\right|^{2} \leq E\left|e_{k}\right|^{2}+\Delta_{k} \gamma_{1}^{2} E\left|e_{k}\right|^{2}+E\left|\phi_{k+1}\right|^{2}+ \\
& +\Delta_{k} E\left|e_{k}\right|^{2}+\Delta_{k}^{-1} E\left|E\left(\phi_{k+1} / \mathcal{F}_{k}\right)\right|^{2}+\gamma_{1}^{2} E\left(\Delta^{2} w_{k}\left|e_{k}\right|^{2}\right)+ \\
& +E\left|\phi_{k+1}\right|^{2}, \\
& k=0,1, \ldots, N-1
\end{aligned}
$$

After some manipulation inequality 5. yields
6.

$$
\begin{aligned}
& E\left|e_{k+1}\right|^{2} \leq E\left|e_{k}\right|^{2}+\Delta_{k}\left(2 \gamma_{1}^{2}+1\right) E\left|e_{k}\right|^{2}+ \\
& +2 E\left|\phi_{k+1}\right|^{2}+\Delta_{k}^{-1} E\left|E\left(\phi_{k+1} / \mathcal{F}_{k}\right)\right|^{2}, \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

Recalling Lemma 4.3.1, we are able to deduce the following inequality:
7. $E\left|e_{k}\right|^{2} \leq \exp \left[\sum_{j=0}^{N-1}\left(2 \gamma_{1}^{2}+1\right) \Delta_{j}\right]\left\{E\left|e_{0}\right|^{2}+\right.$

$$
\begin{array}{r}
\left.\sum_{j=0}^{N-1}\left\{2 E\left|\phi_{j+1}\right|^{2}+\Delta_{j}^{-1} E\left|E\left(\phi_{j+1} / \mathcal{F}_{j}\right)\right|^{2}\right\}\right\}, \\
k=0,1, \ldots, N .
\end{array}
$$

Now, Propositions 6.2.1 and 6.2.2 enable us to present the final result. Substituting estimates 6.2.13 and 6.2.15 in the inequality 7. above, we have,
8. $E\left|e_{k}\right|^{2} \leq c\left\{\left|R u_{o}-U_{o}\right|^{2}+\sum_{j=0}^{N-l}\left\{h E\left\|\Delta u_{j}\right\|^{2}+\right.\right.$

$$
\begin{aligned}
& +\int_{t_{j}}^{t_{j+1}} E\left\|\dot{u_{j}}(s)\right\|^{2} d s+h^{3} E\left|u\left(t_{j}\right)\right|^{2}+ \\
& +E\left|\tilde{R} \Delta u_{k}\right|^{2}+h E\left|\tilde{R} u\left(t_{k}\right)\right|^{2}+ \\
& \quad+h \int_{t_{j}}^{t_{j+1}} E\left\|\frac{d}{d s} \theta\left(s ; t_{j} \prime u\left(t_{j}\right)\right)\right\|^{2} d s+
\end{aligned}
$$

$$
\left.\left.+\int_{t_{j}}^{t_{j+1}} E\left|\tilde{R} \frac{d}{d s} \theta\left(s ; t_{j}, u\left(t_{j}\right)\right)\right|^{2} d s\right\}\right\}
$$

$$
k=0,1, \ldots, N
$$

where $C$ is a positive constant depending only on $\rho, \gamma_{0}, \gamma_{1}$, $\gamma_{1}^{\prime}, \sigma$ and $T$.

Although the estimate 8. provides us with the means for proving convergence of the numerical method given by the scheme 6.1.7, it does not represent alone, a convergence result. If these results are sought, we need supplementary assumptions.

They : \& we shall now present a set of hypotheses and a convergence result for scheme 6.1.7.

First, let us assume that our bilinear form $a_{0}$ can be written as a sum of two bilinear forms $b_{0}$ and $b_{1}$, defined on the space $V$, such that,
9. i) $a_{0}=b_{0}+b_{1}$,
ii) $b_{0}$ is symmetric,
iii) $B_{1} \in L(V, H)$,
where $B_{j}, j=0,1$, denotes the linear operator associated with the bilinear form $b_{j}$.

With the addition of hypothesis 9. we are now able to use the results of section 3 . with respect to the evolution equation 6.2.16. Consider equation 6.2.17. From estimate 3.3.24, we conclude that there exists a constant $C$ such that,

$$
\left\|z\left(t ; z_{0}\right)\right\|^{2} \leq c\left\|z_{0}\right\|^{2}, \quad t \in[0, T]
$$

for all $z_{0} \in V$.

Therefore, using relation 6.2.18, we have for the solution of equation 6.2 .16 the following estimate,
10. $\left\|\frac{d}{d t} \theta(t ; \hat{t}, z)\right\|^{2} \leq c\left\|A_{0} z\right\|^{2}$,

$$
0 \leq \hat{t} \leq t \leq T,
$$

for all $z$ such that $A_{o} z \in V$.

So, let us suppose that for the solution of the problem 5.2.8 we have,
11.
i) $A_{o} u(t) \in V$,
ii) $E\left\|A_{o} u(t)\right\|^{2} \leq M<\infty$,
for all $t \in[0, T]$.

By inequality lo., hypotheses 9. and ll. lead us to the conclusion that there exists a constant $C$ such that,
12. $E \| \frac{d}{d t} \theta\left(t ; \hat{t}, u(\hat{t})\left\|^{2} \leq C E\right\| A_{0} u(\hat{t}) \|^{2}<\infty\right.$,
for all $0 \leq \hat{t} \leq t \leq T$.

On the other hand, using equation 5.2.8.ii) and a standard procedure, hypothesis ll.ii) allow us to conclude that there exists a constant $C$ such that
13. $E\left\|\Delta u_{k}(s)\right\|^{2} \leq C h$,
for all $s \in\left[t_{k}, t_{k+1}\right], k=0,1, \ldots, N-1$.

Now, let us consider the approximation subspace, $V$, where the scheme 6.1.7 is defined.

We suppose that there exists a family of finite dimensional subspaces $V(d) C V$ with $d>0$ such that, with respect to the bilinear form $a_{0}$ and the spaces $H$ and $V$, the following approximation property holds:
14. $|\tilde{R} u| \leq d\|u\|$,

$$
\text { for all } u \in V \text {. }
$$

So, selecting $V$ as a member of the family of subspaces described above,
15. $V=V(d)$,
we are able to show the following Theorem:

Theorem 6.3.1 - Under the hypotheses of Proposition 6.2.2 plus hypotheses 9., ll. and 15. the following estimate holds:
16. $\sup _{k}\left(E\left|u\left(t_{k}\right)-U_{k}\right|^{2}\right) \leq c\left\{\left|R u_{o}-U_{o}\right|^{2}+\right.$

$$
\begin{aligned}
& +h\left(1+\sup _{[0, T]}\left(E\left\|A_{o} u(t)\right\|^{2}\right)\right)+h^{2} \sup _{[0, T]}\left(E|u(t)|^{2}\right)+ \\
& \left.+d^{2}\left(1+\sup _{[0, T]}\left(E\|u(t)\|^{2}\right)+\sup _{[0, T]}\left(E\left\|A_{o} u(t)\right\|^{2}\right)\right)\right\},
\end{aligned}
$$

where $C$ is a positive constant.

## Proof of Theorem 6.3.1

The proof follows after using inequalities $12 ., 13 .$, and 14. in the estimate 8. and then substituting in 6.1.12.

Remark 6.3.1 - The estimate 16. means that under the conditions of Theorem 6.3.1, a numerical procedure given by the scheme 6.l.17, with $U_{0}=R u_{0}$, will converge to the solution of problem 5.2.8, in the norm,

$$
\sup _{k}\left\|u\left(t_{k}\right)-U_{k}\right\|_{L^{2}(\Omega, H)}
$$

Here $t_{k}, k=0,1, \ldots, N$ are the dividing points of the partition of the interval $|O, T|$. The rate of convergence in the time will be $h^{1 / 2}$. This is a slow rate of convergence. In paragraph 6.4 we shall present a family of schemes that, under stronger conditions, will converge with a faster rate.

Here, we observe that the crucial hypothesis is stated in 12.. It is possible to interpret these conditions by saying that they represent a certain regularity attained by the solution of problem 5.2.8 and this interpretation has a precise meaning when $A_{0}$ is a partial differential operator. We shall return to this situation in paragraph 6.4.

We also remark that the hypothesis concerning the approximation subspace is standard and can be verified for finite-element subspaces (see paragraph 4.3.4).

## 6.4 - A Quadratic. Scheme

In paragraph 6.1 we introduced a simple numerical scheme which is linear in terms of the increment in the noise. We remarked in the end of paragraph 6.3, that the rate of convergence of such a scheme can be disappointingly slow. Here we shall present another scheme which,under suitable conditions, can have a faster rate of convergence.

As has been pointed out by McShane (|36|) and, also Clark (| $6 \mid$ ), for finite dimensional stochastic differential equations, a higher order of convergence in time can be achieved if, in the numerical scheme, we take into account terms containing powers of the noise increment,

This fact can be understood with an analoay between stochastic and non-stochastic differential equations. Consider the scalar linear differential equation,

$$
\frac{d u}{d t}(t)=a u(t), \quad a \in R
$$

Therefore $u(t)=\exp (a t) u(0)$ and we may say that numerical schemes for the above equation are constructed in order to approximate the exponen ${ }^{-1}$ ial $\exp \left(a \Delta_{k}\right)$, where $\Delta_{k}$ is the increment in time (see Remark 4.2.1.).

Now, consider the simplest scalar version of the stochastic equation 5.8.ii). It has the form

$$
d u(t)=a u(t) d t+b u(t) d w_{t} ; \quad a, b \in R
$$

So, $u(t)=\exp \left(a t-\frac{l}{2} b^{2} t+b w_{t}\right) u(0),(w \cdot p .1)$ and therefore, in this case, schemes should be constructed in order to produce approximations to the exponencial $\exp \left(a \Delta_{k}-\frac{1}{2} b^{2} \Delta_{k}+b \Delta w_{t}\right)$.

It is easy to see that, in relation to the above stochastic equation, the scheme introduced in paragraph 6.1 fails to approximate the second term in the exponential and, besides, gives a mediocre approximation to the third term.

Following this line of argument we can produce a more complex scheme, containing a second order term (in the power of the noise increment) which may have a faster rate of convergence. This scheme corresponds to McShane's numerical method (McShane, | 36|, p. 205).

In what follows, we shall use the notation introduced in paragraphs 6.1.1, 6.1.2 and 6.1.3. However, we must consider sup:lementary hypotheses.

First, for simplicity, we also assume the operator $A_{1}(t)$ to be invariant in time,

$$
\text { 1. } A_{1}(t)=A_{1} \text {. }
$$

Remark 6.2.1 also applies to the above hypothesis. In other words, hypothesis 1 . is not a fundamental hypothesis
and basically, the results of this paragraph could be obtained with hypothesis 6.1.2 alone.

We also assume that the linear operator $A_{1} \in L(H, H)$ is such that,
2. $A_{1}^{*} v \in V$ for all $v \in V$,
where $A_{1}^{*}$ denotes the adjoint of $A_{1}$.
In addition to the operators $L_{j}, \mathcal{G}_{k}^{j}, j=0,1$ defined in paragraph 6.1 define linear operators $L_{2}, \mathcal{g}_{k}^{2} \in L(V, V)$ by the following relations:
3.

$$
\left(A_{1}^{2} u, v\right)=\left(L_{2} u, v\right),
$$

$$
\text { for all } u, v \in V .
$$

4. $\quad G_{k}^{2}=\left(I+\Delta_{k} \rho L_{o}\right)^{-1} L_{2}$,

$$
k=0,1, \ldots, N-1 .
$$

Consider the second order stochastic numerical scheme,
5. $\quad \tilde{\mathrm{U}}_{\mathrm{k}+1}-\tilde{\mathrm{U}}_{\mathrm{k}}+\Delta_{\mathrm{k}}\left(\mathcal{G}_{\mathrm{k}}^{0}+\frac{1}{2} \mathcal{G}_{\mathrm{k}}^{2}\right) \tilde{\mathrm{U}}_{\mathrm{k}}+$

$$
\begin{array}{r}
+\Delta w_{k} \mathcal{G}_{k}^{1} \tilde{U}_{k}-\frac{1}{2}\left(\Delta w_{k}\right)^{2} \mathcal{C}_{k}^{2} \tilde{U}_{k}=0, \\
k=0,1, \ldots, N-1,
\end{array}
$$

where, here, we use the symbol ~ to differentiate the above scheme from the scheme 6.1.7.

Starting with the above equation we can follow the same pattern of analysis as we did before.

First, we recall a basic identity concerning Wiener processes:
6. $\left(\Delta w_{k}\right)^{2}=\Delta_{k}+2 \int_{t_{k}}^{t_{s}} \Delta w_{k}(s) d w_{s} /$

$$
k=0,1, \ldots, N-1
$$

As a consequence of this identity we can write,
7. $\Delta_{k} \mathcal{G}_{k}^{2}-\left(\Delta w_{k}\right)^{2} \mathcal{G}_{k}^{2}=-2 \int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) \mathcal{G}_{k}^{2} d w_{s}$.

Therefore, if we want to explore stability properties of the scheme 5., we can startfrom the fact that, as before (see equation 6.1.10), the expectation of the variables $\tilde{U}_{k}$ satisfy a scheme identical to the one studied in section 4. Substituting 7. in 5. we have,
8. $E \tilde{U}_{k+1}=\left(I-\Delta_{k} \mathcal{G}_{k}^{0}\right) E \tilde{U}_{k}$,

$$
k=0,1, \ldots, N-1 .
$$

We can also write expressions for the error of approximation. So, the counterpart of equation 6.1.16 has now the form,
9. $\quad \tilde{e}_{k+1}-\tilde{e}_{k}+\Delta \Delta_{k}\left(\mathcal{G}_{k}^{Q}+\frac{1}{2} \mathcal{G}_{k}^{2}\right) \tilde{e}_{k}+\Delta w_{k} G_{k}^{1} \tilde{e}_{k}+$

$$
-\frac{1}{2}\left(\Delta w_{k}\right)^{2} G_{k}^{2} \tilde{e}_{k}+\tilde{\phi}_{k+1}=0
$$

$$
k=0,1, \ldots, N-1 .
$$

Here,
10. $\tilde{\phi}_{k+1}=R \Delta u_{k}+\Delta_{k}\left(\mathcal{Y}_{k}^{0}+\frac{1}{2} \mathcal{Y}_{k}^{2}\right) R u\left(t_{k}\right)+$

$$
+\Delta w_{k} G_{k}^{l} R u\left(t_{k}\right)-\frac{1}{2}\left(\Delta w_{k}\right)^{2} G_{k}^{2} R u\left(t_{k}\right) .
$$

Now, multiplying both sides of equation lo. by ( $I+\Delta_{k} \rho L_{o}$ ) and using relation 7 . we have, after rearranging 'terms,
11.

$$
\left(I+\Delta_{k} \rho L_{0}\right) \tilde{\phi}_{k+1}=R \Delta u_{k}+\dot{\Delta}_{k} L_{0}\left(\rho R u\left(t_{k+1}\right)+\right.
$$

$$
\left.+(I-\rho) R u\left(t_{k}\right)\right)+\Delta W_{k} L_{1} R u\left(t_{k}\right)+
$$

$$
-\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) L_{2} R u\left(t_{k}\right) d s
$$

$$
k=0,1, \ldots, N-1 .
$$

Using the definition of the operators involved and identity 6.2.2, we can derive the following expression:
12.

$$
\begin{aligned}
& \left(\tilde{\phi}_{k+1}, v\right)+\Delta_{k} \rho a_{o}\left(\tilde{\phi}_{k+l}, v\right)=\Delta_{k} \rho a_{o}\left(\Delta u_{k}, v\right)+ \\
& -\int_{\dot{t}_{k}}^{t_{k+1}} a_{0}\left(\Delta u_{k}(s), v\right) d s-\int_{t_{k}}^{t_{k+1}}\left(A_{1} \Delta u_{k}(s), v\right) d w_{s}+ \\
& -\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s)\left(A_{1}^{2} u\left(t_{k}\right), v\right) d w_{s}+ \\
& -\left(\tilde{R} \Delta u_{k}, v\right)-\Delta W_{k}\left(A_{1} \tilde{R} u\left(t_{k}\right), v\right)+ \\
& \left.+\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s)\left(A_{1}^{2} \tilde{R} u\left(t_{k}\right), v\right) d w_{s}\right) \\
& \text { for all } v \in \mathcal{V} \text {, } \\
& \mathrm{k}=0,1, \ldots, \mathrm{~N}-1 .
\end{aligned}
$$

We observe that this expression differs from 6.2.8 only by the terms that contain an integral of the noise increment, and also by the term in 6.2 .8 that contains the derivative of $A_{1}(t)$. This term is "small" in relation to the others and so, hypothesis l. is justifiable,

Now, consider the following relation:
13.

$$
\begin{aligned}
& \left(A_{1} \Delta u_{k}(s), v\right)+\Delta w_{k}(s)\left(A_{1}^{2} u\left(t_{k}\right), v\right)= \\
& \quad=-\int_{t_{k}}^{s} a_{0}\left(u(\xi), A_{1}^{*} v\right) d \xi-\int_{t_{k}}^{s}\left(A_{1}^{2} u(\xi), v\right) d w_{\xi}+
\end{aligned}
$$

(Equation 13. - continuation)

$$
\begin{aligned}
& +\int_{t_{k}}^{s}\left(A_{1}^{2} u\left(t_{k}\right), v\right) d w_{\xi}= \\
& \left.=-\int_{t_{k}}^{s} a_{0}\left(u(\xi), A_{1}^{*} v\right) d \xi-\int_{t_{k}}^{s}\left(A_{1}^{2} \Delta u_{k}(\xi), v\right) d v \xi\right) \\
& \\
& \\
& \quad \text { for } a l l v \in V \\
& \\
& k=0,1, \ldots, N-1
\end{aligned}
$$

(wee have used basically identity 6.2 .2 and hypothesis 2. in the above derivation)

$$
\text { Substituting in } 12 \text {. we have, }
$$

14. 

$$
\begin{gathered}
\left(\tilde{\phi}_{k+1}, v\right)+\Delta_{k} \rho a_{o}\left(\tilde{\phi}_{k+1}, v\right)=\Delta_{k} \rho a_{o}\left(\Delta u_{k}, v\right)+ \\
-\int_{t_{k}}^{t_{k+1}} a_{o}\left(\Delta u_{k}(s), v\right) d s+\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s} a_{o}\left(u(\xi), A_{1}^{*} v\right) d \xi d w_{s}+ \\
+\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s}\left(A_{1}^{2} \Delta u_{k}(\xi), v\right) d w_{\xi} d w_{s}+ \\
-\left(\tilde{R} \Delta u_{k}, v\right)-\Delta w_{k}\left(A_{1} \tilde{R} u\left(t_{k}\right), v\right)+ \\
\left.-\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s)\left(A_{1}^{2} \tilde{R}\left(t_{k}\right), v\right) d w_{s}\right)
\end{gathered}
$$

$$
\begin{aligned}
& \text { for all } v \in V \\
& k=0,1, \ldots, N-1
\end{aligned}
$$

We observe now how the second order term in the numerical scheme 5. can be used in order to produce faster rate of convergence. By means of relation l3. we have eliminated the third term in the right side of equation 12. which also appears in 6.2.8. This term contributes, in the error estimate 6.3.8,togive a slow rate of convergence of the scheme 6.1.7. $\because$ Here, as a consequence of the second order term in scheme 5., we have vplacici it by higher order terms. However, this is not enough to quarantee a faster order of convergence for the scheme 5. In fact, we observe that the first and the second terms in the right side of 6.2 .8 are also responsible for the slow rate of convergence of the method. These terms also appear in equation 14. and so, in this case, we can not make use of the advantages of a second order scheme, unless some additional hypotheses are made.

We already know that the solution of the problem 5.2.8 satisfies,

$$
u(t) \in D\left(A_{0}(t)\right), \quad t \in[0, T]
$$

(see section 5.)
Therefore, we can write,

$$
a_{0}\left(\Delta u_{k}(s), v\right)=\left(A_{0} \Delta u_{k}(s), v\right)
$$

for all $v \in V, k=0,1, \ldots, N-1, s \in[0, T]$.

So, the supplementary hypothesis that we need is the following:
15.
$E\left|A_{Q} u(t)\right|^{2} \leq M<\infty$,
$t \in[0, T]$.

Now we can return to equation 14 . Choosing $v=\tilde{\phi}_{k+1}$ as a test function, using hypotheses 5.2.4 and 5.2.6 jointly with the Schwartz' inequality we have,
16. $\left|\tilde{\phi}_{k+1}\right| \leq \Delta_{k} \rho\left|A_{o} \Delta u_{k}\right|+\int_{t_{k}}^{t_{k+1}}\left|A_{o} \Delta u_{k}(s)\right| d s+$

$$
\begin{aligned}
& +r_{1}^{2}\left|\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s}\right| A_{o} u(\xi) d \xi d w_{s} \mid+ \\
& +r_{1}^{2}\left|\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{s} \Delta u_{k}(\xi) \cdot d w_{\xi} d w_{s}\right|+ \\
& +\left|\tilde{R} \Delta u_{k}\right|+\left|\Delta w_{k}\right|\left|\tilde{R} u_{( }\left(t_{k}\right)\right|+ \\
& +\quad \gamma_{1}^{2}\left|\int_{t_{k}}^{t_{k+1}}\right| \Delta w_{k}(s)!\left|\tilde{R} u\left(t_{k}\right)!d w_{s}\right|, \\
& k=0,1, \ldots, N-1 .
\end{aligned}
$$

We can now estimate $E\left|\tilde{\phi}_{k+1}\right|^{2}$. From equation 16. and using usual properties of Wiener processes and stochastic integrals (see paragraph 5.l) we are able to deduce the following estimate:
17. $E\left|\tilde{\phi}_{k+1}\right|^{2} \leq C\left\{\Delta \Delta_{k}^{2} E\left|A_{o} \Delta u_{k}\right|^{2}+\Delta_{k} \int_{t_{k}}^{t_{k+1}} E\left|A_{o} \Delta u_{k}(s)\right|^{2} d s+:\right.$

$$
+\left(\Delta_{k}\right)^{2} \int_{t_{k}}^{t_{k+1}} E\left|A_{o} u(s)\right|^{2} d s+E\left|\tilde{R} \Delta u_{k}\right|^{2}+
$$

$$
\left.+\Delta_{k} E\left|\tilde{R} u\left(t_{k}\right)\right|^{2}+\Delta_{k}^{2} E\left|\tilde{R} u\left(t_{k}\right)\right|^{2}\right\}
$$

$$
k=0,1, \ldots, N-1
$$

where $C$ is a constant depending on $\rho$ and $\gamma_{1}$.
Let us return to equation 9. Using identity 6.,
equation 9. can be rewritten in the following form:
18. $\tilde{e}_{k+1}=\left(I-\Delta_{k} G_{k}^{0}\right) \tilde{e}_{k}-\Delta w_{k} \mathcal{Y}_{k}^{1} \tilde{e}_{k}+$

$$
+\left(\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d w_{s}\right) C_{k}^{2} \tilde{e}_{k}-\tilde{\phi}_{k+1}
$$

Now we use the same procedure used in paragraph 6.3.. So, apply the operator $E|.|^{2}$ in both sides of equation 18.. After expanding the right side we obtain the following terms and thor estimates:
19.

$$
E\left|\left(I-\Delta_{k} G_{k}^{Q}\right) \tilde{e}_{k}\right|^{2} \leq E\left|\tilde{e}_{k}\right|^{2}
$$

20

$$
E\left|\Delta w_{k} G_{k}^{1} \tilde{e}_{k}\right|^{2} \leq \Delta_{k} \gamma_{1}^{2} E\left|\tilde{e}_{k}\right|^{2}
$$

21. $E\left|\left(\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d w_{s}\right) \mathcal{G}_{k}^{2} \tilde{e}_{k}\right|^{2} \leq$

$$
\begin{aligned}
& \leq \gamma_{1}^{4} E\left(E\left(\left|\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d w_{s}\right|^{2} / \mathcal{F}_{k}\right)\left|\tilde{e}_{k}\right|^{2}\right) \leq \\
& \quad \leq \gamma_{1}^{4} \Delta_{k}^{2} E\left|\tilde{e}_{k}\right|^{2},
\end{aligned}
$$

22. $E\left|\tilde{\phi}_{k+1}\right|^{2} \leq \zeta$,
where $\zeta$ represents the right side of equation 17 .
23. $E\left(-2\left(\left(I-\Delta_{k} Y_{k}^{0}\right) \tilde{e}_{k}, \Delta w_{k} Y_{k}^{1} \tilde{e}_{k}\right)\right)=0$.
24. $E\left(2\left(\left(I-\Delta_{k} C_{j}^{o}\right) \tilde{e}_{k},\left(\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d w_{S}\right) Y_{k}^{2} \tilde{e}_{k}\right)\right)=0$.
25. $E\left(-2\left(\left(I-\Delta_{k} G_{k}^{0}\right) \tilde{e}_{k}, \tilde{\phi}_{k+1}\right)\right) \leq$
$\leq 2 E\left(\left|\tilde{e}_{k}\right|\left|E \tilde{\phi}_{k+1} / \mathcal{F}_{k}\right|\right) \leq$
$\leq \Delta_{k} E\left|\tilde{e}_{k}\right|^{2}+\Delta_{k}^{-1} E\left|E \tilde{\phi}_{k+1} / \tilde{\mathcal{F}}_{k}\right|^{2}$.
26. $E\left(-2\left(\Delta w_{k} G_{k}^{1} \tilde{e}_{k},\left(\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d s\right) \mathcal{C}_{k}^{2} \tilde{e}_{k}\right)\right) \leq$

$$
\begin{aligned}
& \leq E\left(\gamma_{1}^{2}\left|\Delta w_{k}\right|^{2}\left|\tilde{e}_{k}\right|^{2}+\gamma_{1}^{4}\left|\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d s\right|^{2}\left|\tilde{e}_{k}\right|^{2}\right)= \\
& =\left(r_{1}^{2} \Delta_{k}+\gamma_{1}^{4} \Delta_{k}^{2}\right) E\left|\tilde{e}_{k}\right|^{2} .
\end{aligned}
$$

27. $\quad E\left(2\left(\Delta w_{k} G_{k}^{1} \tilde{e}_{k}, \tilde{\phi}_{k+1}\right)\right) \leq E\left(\gamma_{1}^{2}\left|\Delta w_{k}\right|^{2}\left|\tilde{e}_{k}\right|^{2}+\left|\tilde{\phi}_{k+1}\right|^{2}\right)=$

$$
=\gamma_{1}^{2} \Delta_{k} E\left|\tilde{e}_{k}\right|^{2}+E\left|\tilde{\phi}_{k+1}\right|^{2}
$$

28. $E\left(-2\left(\left(\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d w_{s}\right) \mathcal{G}_{k}^{2} \tilde{e}_{k}, \tilde{\phi}_{k+1}\right) \leq\right.$

$$
\begin{array}{r}
\leq E\left(\gamma_{1}^{4}\left|\int_{t_{k}}^{t_{k+1}} \Delta w_{k}(s) d w_{s}\right|^{2}\left|\tilde{e}_{k}\right|^{2}+\left|\tilde{\phi}_{k+1}\right|^{2}\right)= \\
=\gamma_{1}^{4} \Delta_{k}^{2} E\left|\tilde{e}_{k}\right|^{2}+E\left|\tilde{\phi}_{k+1}\right|^{2}, \\
k
\end{array} \begin{array}{r}
k, 1, \ldots, N-1 .
\end{array}
$$

In the derivation of inequalities 19.,...,28. we have used basically hypothesis 6.3.3, the results of proposition 6.1.1 and standard properties of Wiener processes.

So, using the estimates 19.,...,28., we can write,
29. $E\left|\tilde{e}_{k+1}\right|^{2} \leq\left(1+\Delta_{k}\left(3 \gamma_{1}^{2}+1\right)+\Delta_{k}^{2} 3 \gamma_{j}^{4}\right) E\left|\tilde{e}_{k}\right|^{2}+$

$$
+3 \mathrm{E}\left|\tilde{\phi}_{\mathrm{k}+1}\right|^{2}+\Delta_{\mathrm{k}}^{-1} \mathrm{E}\left|\mathrm{E} \tilde{\phi}_{\mathrm{k}+\mathrm{l}} / \tilde{\mathcal{F}}_{\mathrm{k}}\right|^{2}
$$

$$
k=0,1, \ldots, N-1 .
$$

We observe that, as before we need now an estimate for $\left|E \tilde{\phi}_{k+1} / \tilde{J}_{k}\right|^{2}$.

Let us return to equation 10. Taking the conditional expectation in both sides of this equation we have,
30.

$$
E\left(\tilde{\phi}_{k+1} \tilde{\mathcal{F}}_{k}\right)=\operatorname{RE}\left(u\left(t_{k+1}\right) / \mathcal{F}_{k}\right)+
$$

$$
-\operatorname{Ru}\left(t_{k}\right)+\Delta_{k} G_{k}^{o} \operatorname{Ru}\left(t_{k}\right)
$$

Comparing 30. with 6.2 .27 we have
31.

$$
\mathrm{E}\left(\tilde{\phi}_{k+1} / \tilde{F}_{\mathrm{k}}\right)=\mathrm{E}\left(\phi_{\mathrm{k}+1} \tilde{F}_{\mathrm{k}}\right)
$$

In other words, the numerical methods that correspond to schemes 6.1.7 and 5. have,almost surely, the same "consistency" at the dividing points of the partition of the interval $[\mathrm{O}, \mathrm{T}]$ conditioned to the information stored from the previous points.

So, it can be argued that scheme 5. will not produce faster rates of convergence since the conditional expectation of $\phi_{k+1}$ is also responsible for the slow convergence of the scheme 6.1.7. However, in view of our supplementary assumption 15., the result of Proposition 6.2.2 can be improved.

Consider equation 6.2.16., From Remark 6.2.4 and using a standard procedure (see paragraph 3.4) we have

32,

$$
\left|A_{0} \theta(t)\right|=\left|\frac{d}{d t} \theta(t)\right|=\mid \theta\left(t ; \hat{t},-A_{0} z|\leq c| A_{0} z \mid\right.
$$

for some constant $C$. (Here, $\theta(t)=\theta(t ; \hat{t}, z)$ ).
Therefore, in equation 6.2 .20 , we can write

$$
a_{0}\left(\Delta \theta_{k}(s), v\right)=\left(\Delta A_{0} \theta_{k}(s), v\right) \leq\left|\Delta A_{0} \theta_{k}(s)\right||v|
$$

$$
\text { for all } \begin{aligned}
v & \in V \\
k & =0,1, \ldots, N-1 \\
s & \in[0, T] .
\end{aligned}
$$

So, instead of inequality 6.2 .22 we now have,
34. $|\hat{\phi}| \leq \Delta_{k} \rho\left|\Delta A_{o} \theta_{k}\right|+\int_{t_{k}}^{t_{k+1}}\left|\Delta A_{o} \theta_{k}(s)\right| d s+\left|\tilde{R} \Delta \theta_{k}\right| \cdot$

The result of Proposition 6.2 .2 can now be rewritten,
35. $E\left(\left|E\left(\phi_{k+1} / J_{k}\right)\right|^{2} L \leq c \Delta_{k}^{3} \int_{t_{k}}^{t_{k+1}} E\left|A_{o} \frac{d}{d s} \theta\left(s ; t_{k}, u\left(t_{k}\right)\right)\right|^{2} d s+\right.$

$$
+\Delta_{k} \int_{t_{k}}^{t_{k+1}} E\left|\tilde{R} \frac{d}{d s} \theta\left(s ; t_{k^{\prime}} u\left(t_{k}\right)\right)\right|^{2} d s
$$

$$
k=0,1, \ldots, N-1
$$

where $C$ is a positive constant depending only on $\rho$.
Therefore, recalling Lemma 4.3.1 and making use of estimates 17. and 35. jointly with identity 3l., equation 29. yields the following, estimate:
36.

$$
\begin{gathered}
E\left|\tilde{e}_{k+1}\right|^{2} \leq C\left\{\left|R u_{0}-\tilde{U}_{0}\right|^{2}+\sum_{j=0}^{N-1}\left\{h^{2} E\left|\Delta A_{0} u_{j}\right|^{2}+\right.\right. \\
+h \int_{t_{j}}^{t_{j+1}} E\left|\Delta A_{o} u_{j}(s)\right|^{2} d s+h^{2} \int_{t_{j}}^{t_{j+1}} E\left|A_{0} u(s)\right|^{2} d s+ \\
+E\left|\tilde{R} \Delta u_{j}\right|^{2}+h E\left|\tilde{R} u\left(t_{j}\right)\right|^{2}+ \\
+h^{2} E\left|\tilde{R} u\left(t_{j}\right)\right|^{2}+h^{2} \int_{t_{j}}^{t_{j+1}} E\left|A_{0} \frac{d}{d s} \theta\left(s ; t_{j}, u\left(t_{j}\right)\right)\right|^{2} d s+ \\
\left.+\int_{t_{j}}^{t_{j+1}} E\left|\tilde{R} \frac{d}{d s} \theta\left(s ; t_{j}, u\left(t_{j}\right)\right)\right|^{2} d s\right\}
\end{gathered}
$$

where $C$ is a constant depending only on $\rho, \gamma_{1}$ and $T$. A result similar to Theorem 6.3.1 can be derived. In order to proceed in this direction, let us assume hypothesis 6.3 .9 concerning the composition of the bilinear form $a_{0}$. Consider the evolution equation 6.2.17 in the Remark 6.2.4. From equation 6.2 .18 we can write

$$
\begin{aligned}
\frac{d^{2}}{d t^{2}} z\left(t ; z_{0}\right)=\frac{d}{d t} z\left(t ;-A_{0} z_{0}\right)= & z\left(t ; A_{0}^{2} z_{0}\right) \\
& t \in[0, T]
\end{aligned}
$$

for all $z_{0} \in D\left(A_{0}^{2}\right)$.
So, we conclude that
$A_{0} \frac{d}{d t} Z\left(., Z_{0}\right)=-\frac{d^{2}}{d t^{2}} Z\left(., Z_{o}\right) \in C(O, T ; H)$,
for all $z_{0} \in D\left(A_{0}^{2}\right)$.

Transfering this argument to equation 6.2.16 and using estimate 3.3 .16 we conclude that there exists a constant C such that,
37. $\left|A_{0} \frac{d}{d t} \theta(t ; \hat{t}, z)\right|^{2} \leq c\left|A_{0}^{2} z\right|^{2}<\infty$,

$$
0 \leq \hat{t} \leq t \leq T
$$

for all $z \in D\left(A_{o}^{2}\right)$.

Here, we need hypotheses which are stronger than those in 6.3.11. So, assume that for the solution of problem 5.2.8 the following conditions hold:
38. i) $\quad A_{o} A_{j} u(t) \in H$
ii) $E\left|A_{0} A_{j} u(t)\right|^{2} \leq M<\infty$,
for all $t \in[0, T], j=0,1$.

Using equation 5.2.8.ii) and a standard procedure hypothesis 38. enable us to conclude that there exists a constant $C$ such that,
39.
$E\left|\Delta A_{o} u_{k}(s)\right|^{2} \leq C h$,
for all $s \in\left[t_{k}, t_{k+1}\right], k=0,1, \ldots, N-1$.

Assuming 6.2.15 for the approximation subspace $v$ we can now introduce the following theorem:

Theorem 6.4.1 - Under the hypotheses of Proposition 6.2.2 plus hypotheses 6.3.9, 6.3.15, 1, 2, 38 the following estimate holds:
40. $\quad \sup _{k} E\left|u\left(t_{k}\right)-\tilde{U}_{k}\right|^{2} \leq c\left\{\left|R u_{o}-\tilde{U}_{o}\right|^{2}+\right.$

$$
\begin{aligned}
& h^{2}\left(1+\sup _{[O, T]}\left(E\left|A_{0}^{2} u(t)\right|^{2}\right)\right)+ \\
& d^{d^{2}(1}+(1+h) \sup _{[0 ; T]}\left(E\|u(t)\|^{2}\right)+ \\
& \left.\left.\quad+\sup _{[0, T]}\left(E\left\|A_{0} U(t)\right\|^{2}\right)\right)\right\}
\end{aligned}
$$

where $C$ is a positive constant

## Proof of Theorem 6.4.1

We can use inequalities 37., 39. and 6.2.14 in order to estimate the terms in the right side of equation 36 . Recalling that,

$$
u\left(t_{k}\right)-\tilde{U}_{k}=u\left(t_{k}\right)-R u\left(t_{k}\right)+\tilde{e}_{k} / \quad k=0,1, \ldots, N-1 /
$$

we obtain the result above.

Remark 6.4.1 - According to Theorem 6.4.1, the quadratic scheme 5. can produce approximations with errors of order $h$. This is a considerable improvement with respect to the linear scheme 6.1 .7 which converges at a rate $h^{1 / 2}$. However, to guarantee this fact, a condition stronger than 6.3.ll must be imposed on the solution of problem 5.2.8, namely, hypothesis 38. As we mention before (see Remark 6.3.1) hypotheses like these in 6.3.ll or 38 . have a clear interpre tation in terms of the regularity of the solution of the stochastic evolution equation when $A_{0}$ is a partial differential operator. This is the subject of our next paragraph.

## 6.5 - An Application to the Filtering Problem

We shall now apply the results obtained in the, $\therefore$ : s paragraphs to the numerical solution of the non linear filtering problem for diffusion introduced in paragraph l.l. We will be concerned with Galerkin approximations of the solution of the Zakai formula l.l.14.

Let $H=L^{2}(S), V=H_{o}^{l}(S)$, where $S$ is a bounded subset of $R^{n}$.

Consider the stochastic evolution equation 5.3.8. In addition to hypotheses 5.3.2 and 5.3.6 assume

1. $a_{i, j}, g_{i}$ are invariant in time,

$$
i, j=1, \ldots, n
$$

As a consequence of this hypothesis the bilinear form $a_{0}(t)$ introduced in 5.3.1 is invariant in time and we are now able to use the estimates presented in paragraphs 6.3 and 6.4. As we pointed out before (see Remark 6.2.1) this hypothesis is
not restrictive, and it was only made in order to simplify the steps leading to estimate 6.3.8 and 6.4.30. If $a_{i, j}$ and $g_{i}$ are of class $C^{l}$ with respect to $t \in[0, T]$, similar results hold regarding the error of approximation of the numerical methods with which ine anc concerned.

We also assume the diffusion matrix to be positive definitive. In other words, for some $\sigma>0$,
2. $\left\langle r,\left[a_{i, j}\right] r\right\rangle \geq \sigma\langle r, r\rangle$,

$$
\text { for all } \begin{aligned}
r & \in R^{n} \\
x & \in S .
\end{aligned}
$$

Now, let $\beta^{1}=0$. Equation 5.3.8 (with $\tilde{w}_{t} \equiv y(t)$ ) now becomes identical to the zakai formula l.l.l4.. In particular, hypothesis 6.l.l is satisfied and the condition 2. above guarantees the coercivity condition 5.2.6. In order to have hypothesis 6.1.2 satisfied we assume,
3. $h \in C^{l}\left(O, T ; L^{\infty}(S)\right.$.

We observe that now, all the hypotheses made at the beginning of paragraph 6.1 with respect to $a_{0}(t)$ and $a_{1}(t)$ are satisfied. Therefore, we can use inequality 6.3.8 in order to estimate the error of approximation of the Galerkin scheme 6.1.7. Before we proceed in this direction we select the approximation subspace $\mathcal{V}$ as an element of the family of subspaces of "finite element" type introduced in paragráph 4.4.. So, in relation to scheme 6.1.7 we assume,
4. $\quad U=V(d, r, m), \rho \geq 0.5, U_{0}=R q_{0}$
where $q_{0} \in H_{o}^{1}(S)$ is the initial condition for 1.1 .14 .
In order to make the best use of this: family of approximation subspaces (see Lemma 4.4.1) we also assume,
5. $\quad a_{0}$ is o-regular in $H_{0}^{l}(S)$.

We can now present the following result:

Theorem 6.5.1 - Let conditions l.,..., 5. be satisfied. Assume that for the solution of equation 1.1 .14 we have,
6.
$E\left\|\mathrm{Lq}_{\mathrm{t}}\right\|_{\mathrm{H}} \mathrm{I}(\dot{S}){ }^{1}<!\infty^{\prime}$,
$t \in[0, T]$.

Then, for the linear scheme 6.1.7, the following estimate holds:

$$
\sup _{k}\left(\left\|q\left(t_{k}\right)-U_{k}\right\|_{L^{2}(\Omega, H)} \leq C\left(h^{1 / 2}+h+d\right)\right.
$$

where $C$ is a positive constant independent of $h$ and $d$.
Proof of Theorem 6.5.1

Condition 6.3.9 is satisfied. From 5. and Lemma 4.4.1, condition 6.3.14 is also satisfied. So, the result above follows from Theorem 6.3.1.

Remark 6.5.1 - The crucial hypothesis of Theorem 6.5.1 is
condition 6. and, as we pointed out before, (Remark 6.3.1), this condition can be interpreted in terms of the regularity of the solution of the stochastic evolution equation. In fact, assume that the coefficients of the Fokker-Planck operator, $L_{t}$, have fisst order bounded partial derivatives and that $\left.E\left\|q_{t}\right\|_{H}{ }^{3}(S)<\infty \quad t \in B_{i}, T\right]$ forthe solution of l.l.I4. It is easy to see that these conditions are sufficient to guarantee hypothesis 6.

Now, consider the quadratic: scheme introduced in paragraph 6.4. As $\beta^{l}=0$, the operator $A_{1}$ in 5.3 .8 satisfies 6.4.2. In order to satisfy 6.4.1 we must assume the function $h$ to be invariant in time. So, we take
7. $\quad h \in L^{\infty}(S)$

As we remarked before in section 6.4, this hypothesis is made with the intention of simplifying the steps leading 6.4.30. It does not constitute a fundamental condition and, in this case, results similar to 6.4 .30 can be obtained by assuming $h \quad C^{l}\left(O, T ; L^{\infty}(S)\right)$.

The following result is a consequence of Theorem 6.4.1..

Theorem 6.5.2 - Let conditions 1., 2., 4., 5., 7. be satisfied. Assume that for the solution of equation 1.1 .14 we have,
8.
$E\left\|L^{2} q_{t}\right\|_{L}{ }^{2}(S), E\left\|L h \dot{q}_{t}\right\|_{L}{ }^{2}(S)<\infty$, $t \in[0, T]$.

Then, for the quadratic: scheme 6.4.5 the following estimate holds:

where $C$ is a positive constant independent of $h$ and $d$,

Remark 6.5.2 - As in Theorem 6.5.1, the result depends on the regularity of the solution expressed here by condition 10. We assume that this condition is attained if the coefficients of the Fokker-Planck operator, $L_{t}$, have second order bounded partial derivatives, the functions $D_{i} h, D_{i, j}$ h belong to $C\left(O, T ; L^{\infty}(S)\right)$ and $\cdots E \underline{q}_{t} \|_{H^{4}}(S)<\infty, t \in[O, T]$.

Requiarity conditions for the solution of stochastic parabolic equations are discussed in Krylov-Rosovskii (|21|), Pardoux (|41|) and Levieux (|28|) (for the case $S=R^{n}$ ). In (|40|) Pardoux nresents some conditions leading to a result of the type: $q \in M^{2}\left(0, T: H^{2}(S)\right)$ (see Remark 5.3:2.).

Theorems 6.5.1 and 6.5.2 represent convergence results for discrete time Galerkin approximations of the solution of the stochastic evolution equation 1.1.14. defined in a cylinder $[0, T] \times S C R \times R^{n}$ under Dirichlet boundary conditions. These results show that, under certain regularity conditions, the linear scheme 6.1.7 produces a numerical approximation that converges at a rate $h^{1 / 2}$. On the other hand, under stronger regularity conditions, it is possible to obtain a faster rate of convergence by means of the quadratic scheme 6.4.5. In this circumstance, the rate is linear in the time increment. It goes without saying that, under the reqularity conditions of Theorem 6.5.1, the quadractic scheme 6.4.5 also produces convergent approximations but, in this case, with a slower. rate of convergence $\left(h^{1 / 2}\right)$.

We observe that the rate of convergence in the "space discretization" can increase depending on how regular is the solution of the evolution equation (according to Lemma 4.4.1). However, the linear rate of convergence in the time increment achieved by the quadratic scheme can not be improved. We
are led to this conclusion by the fact that, with respect to finite dimensional stochastic differential equations, the linear rate is the bwi.. possible rate of convergence for numerical procedures that depend on the values of the noise only at the dividing points of the partition of the time interval ${ }^{\dagger}$. In our case, the numerical schemes can be viewed as schemes for approximating the solution of a finite dimensional equation (the continuous time Galerkin approximation). Therefore, we conclude that the linear rate must be the best possible rate of convergence for discrete time Galerkin approximations.

In $|36|$, McShane has presented a modified Euler scheme containing quadratic and cubic terms in the noise increment. His scheme converges at a linear rate for a wide class of finite dimensional stochastic differential equations. Here, we have seen that, for stochastic linear evolution equations, we danot: need cubic terms in order to achieve the best rate of convergence.

According to Remark 6.5.2, in order to satisfy the regularity of Theorem 6.5.2, (condition 8.) we must include some requirements concerning the regularity of the function h. It is interesting to notice that these requirements are necessary in order to approximate the solution of the non stochastic counterpart of the equation l.l.14 (see Theorem 4.4.1). As might be expected, schemes which are appropriate to the pathwise formula can be adapted for the approximation of the solution of the stochastic formula (and vice versa, since the relation between the non stochastic and the stochastic formulas is invertible; cf. equation l.l.l7). Also., it seems that the existence of a numerical procedure which converges to the solution of the pathwise formula at a rate $\left|\Delta_{y}^{h}\right|$, (the modulus of continuity of the observation sample path; see paragraph 4.4), corresponds to the existence of a procedure which converges at a linear rate to the solution of

[^3]the stochastic formula. In |5|, Clark has presented an (Euler) method for approximating the pathwise solution of a filtering problem for Markov chains. It turns out that this scheme also represents an approximation procedure which converges at a linear rate to the solution of the stochastic version of the pathwise formula. Here, this
aspect of the numerical schemes is not so evident. This is because, as we pointed out in Remark 5.3.3, the stochastic and the non stochastic formulas have different Galerkin approximations with nespect to a given family of subspaces. However, it is not difficult to see that schemes which are appropriate to the pathwise version of the continuous time Galerkin approximation of l.1.14 (cf. equation 5.3.12) can also produce approximations for the equation 1.l.14. In this case, one must be able to show that these schemes converge at a rate $\left|\Delta_{y}^{h}\right|$ to the pathwise formula, and at a linear rate to the stochastic formula.

It can be argued that the results of Theorems 6.5.1 and 6.5.2 are too restrictive vis-a-vis the class of filtering problem that satisfy the hypotheses of these theorems. This is so, because: 1) the operator $L_{t}$ and the function $h_{t}$ are assumed invariant in time; 2) we are considering only Dirichlet boundary conditions associated with equation l.l.l4.

As we pointed out before, the hypotheses concerning invariance in time can be relaxed. Assuming $L_{t}$ and $h_{t}$ of class $C^{l}$ one must be able to obtain results that are identical to those in the theorems.

With respect to the Dirichlet boundary conditions, we recall that these conditions are implicit in the assumption $V=H_{o}^{1}(S)$. Selecting instead $V=H^{1}(S)$, one sho $\begin{aligned} & 1 \\ & \text { d be able to }\end{aligned}$ consider Ne،mann conditions and again, similar results cond be achieved. $\dot{C}_{i}$ particular, Lemma 4.4 .1 could be extended to approximation subspaces of $H^{1}(S) ;$ see e.g. Weeler, |49|).

The scope of applications of the results in both theorems can be enlarged, in order to include more complex situations.

The conclusions concerning the rate of convergence in the time incrementcan be assumed as general results valid for discrete time Galerkin approximations of the solution of the
filtering problem.
Finally we remark that numerical procedure: for approximating the solution of the stochastic evolution equation that governs the unnormalized conditional density, has also been considered by Kushner and Levieux.

In $|29|$, Levieux has presented a numerical method which is similar to the one produced by our linear scheme (with $\rho=1, i . e ., ~ t h e ~ b a c k w a r d ~ i m p l i c i t ~ s c h e m e) . ~ H e ~ s h o w s ~$ that the method converges strongly in $L^{2}\left(\Omega \times(O, T) \times R^{n}\right)$ (Theorem IV. 2 in $|29|$ )

Kushner's method has a different conception. The basic idea lies in the approximation of the diffusion process by means of Markov chains. It turns out that the filter for the approximating chain converges to the filter for the diffusion. He shows that his method is robust in the sense we have descrisect at the beginning of this work (see Kushner $|25|$ and $|26|)$.

In this work we have presented families of ( one stage, Runge-Kutta ) discrete time Galerkin procedures which possess the advantages of both Levieux's and Kushner's methods for approximating the solution of the filtering problem for diffusions. Schemes 6.1.7. and 6.4.5. produce approximations which converge uniformly in a $L^{2}$ sense and, in particular, scheme 6.4.5. has a maximum order of convergence with rapcct to the increment in time. On the other hand, schemes which are appropriate for the pathwise solution of the filtering problem ( e.g. scheme 4.2.3. ) produce robust apnroximations to the filtering solution.
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[^0]:    $\dagger$ The concept of pathwise solutions has been familiar to the Russian school of probabilists for some time. In particular, we understand that it was used, 'en passant', by Rosovskii in his thesis for the Moscon University in 1972. It also appears in Liptser-Shiryaev, $34 \mid$

[^1]:    $\dagger$ Here, we consider $u^{\prime}$, the derivative of $u$, just in a formal way. Of course, in a more rigorous situation, its meaning must be made precise.

[^2]:    $\dagger$ In particular, it can be show that by means of a suitable transformation of the original equation (see Remark 3.1.1) the coercivity condition 3.1.7 for the bilinear form $a(t)$ holds independentlyof $y$. The reason for this fact is the quadratic form (in $y$ ) of $A(t)$.

[^3]:    + This fact has been shown by Clark, in $|6|$.

