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Two powerful and complementary techniques for chemical characterisation of nanoscale systems are 

electron energy-loss spectroscopy in the scanning transmission electron microscope, and X-ray absorption 

spectroscopy in the scanning transmission X-ray microscope. A correlative approach to spectro-

microscopy may not only bridge the gaps in spatial and spectral resolution which exist between the two 

instruments, but also offer unique opportunities for nanoscale characterisation. This review will discuss 10 

the similarities of the two spectroscopy techniques and the state of the art for each microscope. Case 

studies have been selected to illustrate the benefits and limitations of correlative electron and X-ray 

microscopy techniques. In situ techniques and radiation damage are also discussed. 

Introduction 

Growth in the development and applications of nanotechnology 15 

brings with it an increasing need for characterisation methods 

capable of providing both structural and chemical analysis on the 

nanometre scale. Most laboratory based characterisation 

techniques such as ultra-violet and infra-red spectroscopies, mass 

spectrometry and thermogravimetric analysis provide spatially 20 

averaged information from comparatively large volumes of 

sample. While these techniques provide a representative overview 

of the sample, their averaged signals often probe not only the 

nanomaterial of interest, but also any support material, debris and 

impurities in heterogeneous structures. In addition, averaged 25 

properties miss statistical outliers, which may be critical for the 

function of the nanomaterial. For characterisation of interfaces or 

individual nanostructures, techniques with much higher spatial 

resolutions are essential. 

 There are few available techniques capable of providing 30 

chemical information on the nanometre scale. This review will 

discuss two such methods: electron energy-loss spectroscopy in 

the scanning transmission electron microscope (STEM-EELS) 

and X-ray absorption spectroscopy in the scanning transmission 

X-ray microscope (STXM-XAS). These spectroscopies study the 35 

primary processes of inelastic electron scattering or X-ray 

absorption to obtain chemical information, from chemical 

speciation analysis to local bonding environments and electronic 

structure. While the secondary process of X-ray emission also 

provides chemical information in the electron and X-ray 40 

microscopes (by energy dispersive X-ray spectroscopy and X-ray 

probe X-ray micro- and nano-analysis respectively), these 

techniques, whilst being very sensitive to low concentrations, are 

limited to elemental analysis, and they will not be discussed in 

this review. Although the probe-specimen interactions of EELS 45 

and XAS differ (electron scattering and photon absorption, 

respectively), they provide remarkably similar chemical 

information. Due to recent advances in diffractive optics for soft 

(100 eV to 2 keV1) X-rays, as well as monochromators and 

aberration correctors for electron microscopes, the spatial and 50 

spectral resolutions of STXM-XAS and STEM-EELS are 

converging. However, the fundamental diffraction limit for X-

rays means STXM-XAS cannot match the spatial resolution of 

STEM-EELS, while it is unlikely that the combined high flux and 

high energy-resolution achievable in synchrotron based X-ray 55 

microscopes will ever be matched in the electron microscope. 

Additionally, differences in primary damage mechanisms and 

detection efficiencies alter the suitability of each technique for 

different samples. Thus, a correlative approach that brings 

together STXM-XAS and STEM-EELS will be very powerful for 60 

bridging the gaps in spatial and spectral resolutions between these 

techniques, allowing new insights to be gained into 

nanostructured systems. 

 Core loss energy-loss events studied in a high voltage (60–

300 kV) electron microscope typically range from about 50 eV to 65 

2000 eV, which corresponds well with the energy of soft X-rays 

(100-2000 eV), and covers edge onsets for many of the elements 

in the periodic table.2 Below this energy range, between ~1 and 

50 eV, spectral features arise from excitations of valence 

electrons. Such transitions are often studied by low-loss (or 70 

valence-loss) (V)EELS, however the photon spectroscopy 

equivalent lies in the IR-visible-UV range, where diffraction-

limited spatial resolutions are at least an order or magnitude 

poorer than soft X-rays and do not constitute nanoscale 

spectroscopy. Conversely, energy-loss events above 2000 eV 75 

become increasingly difficult to detect by EELS due to small 

scattering cross-sections and large backgrounds.2 These 

transitions are more easily studied by hard X-ray spectroscopy, 

which provides access to the inner shell ionisation events in 

heavy elements. This review will concentrate on spectroscopy  80 
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Fig. 1 Schematic of (a) STXM-XAS and (c) STEM-EELS with 

corresponding diagrams showing the order of data acquisition in (b) a 

STXM "stack", in which images at different photon energies are acquired 

sequentially, and (d) an EELS "spectrum image" in which a whole EEL 5 

spectrum is acquired at a given position before the probe is moved, and 

the spectrum acquisition repeated. 

between 100 and 2000 eV, corresponding to core-loss EELS and 

soft X-ray XAS, as this is where the techniques are most 

comparable. However, there is much to gain from extending the 10 

correlative approach beyond this energy range, and we will 

attempt to highlight areas where incorporating VEELS or hard X-

ray spectroscopy may be most beneficial.  
 In this review we will explain the similarities between XAS 

and EELS, briefly introduce the two microscopes, and present 15 

case studies in which electrons and/or X-rays have been 

employed to gain understanding of a range of nanostructured 

systems. The examples discussed have been chosen to illustrate 

the potential benefits and limitations of a correlative approach, 

and include a discussion on radiation damage in organic systems. 20 

For more comprehensive reviews of the individual techniques, 

readers are referred elsewhere.3-7 

XA and EEL spectra 

In the case of core loss EELS, the incident primary electron 

interacts with an atomic electron in the specimen, loses some 25 

energy (E) and promotes the atomic electron from its initial state 

into an unoccupied final state. When discussing the probability of 

this transition, the double-differential cross-section is used. This 

represents the fraction of electrons that are scattered into a solid 

angle dΩ with an energy between E and E + dE. The double-30 

differential cross-section can be derived quantum mechanically 

using Fermi’s Golden Rule. Under the one-electron 

approximation, in which other atomic electrons do not contribute 

to the excitation process, and the dipole approximation, in which 

the momentum transferred is small (so that eiq.r tends to 1 + q.r) 35 

the double-differential cross-section takes the form: 
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Where a0 is the Bohr radius, 𝛾 is the relativistic correction factor, 

q is the scattering vector, r is the position of the atomic electron, 

|𝜓𝑖〉 and |𝜓𝑓〉 are the initial and final states and ρ(E) is the 40 

density of states. 

 A photon which is incident on a sample has some probability 

of being absorbed, causing an inner shell electron to be excited 

into a higher final state. This probability of absorption is 

described by the X-ray absorption coefficient μ, whose form may 45 

also be derived from Fermi’s Golden Rule. For soft X-rays, 

where the X-ray wavelength is much greater than the extent of 

the initial state, the probability has the form: 

 𝜇 ∝ ∑ |⟨𝜓𝑓|휀 ∙ 𝑟|𝜓𝑖⟩|
2
𝛿(ℏ𝜔 − 𝐸𝑓 + 𝐸𝑖)𝑓  (2) 

Where ε is the polarization vector of the light, r is again the 50 

position of the atomic electron and 𝛿(ℏ𝜔 − 𝐸𝑓 + 𝐸𝑖) is the 

density of states. 

 Equations 1 and 2 are similar in that both the electron-electron 

interaction operator q · r, and the photon-electron operator ε · r 

have a dipole form (within the dipole limit in the case of EELS). 55 

Therefore, the selection rules that determine allowed final states 

are the same i.e. the change in angular momentum Δl = ±1. 

Accordingly, we expect the shape of EEL and XA spectra to be 

equivalent. 

Scanning transmission X-ray and electron microscopes 60 

 X-ray microscopes make use of Fresnel zone plates as focusing 

elements.8 These diffractive optics consist of concentric 

alternating transmitting and absorbing rings, and are able to focus 

X-ray beams to spots of ~ 20 nm in diameter.8 The STXM was 

developed in 1985 by Kirz and Rarback,8 and is shown in figure 65 

1. Monochromated X-rays are focused by the zone plate on to a 

thin sample which is scanned across the X-ray probe while the 

transmitted X-ray intensity is detected (figure 1a). An alternative 

microscope setup involves a full-field configuration in which the 

entire field of view is illuminated, and transmitted X-rays are 70 

imaged using a zone plate and recorded on a position-sensitive 

detector. Full-field imaging is fast, facilitating both tomography9 

and kinetic studies.10 However the location of the zone plate after 

the sample is problematic. These optics have transmission 

efficiencies of only 10-15%, meaning that much more flux must 75 

be incident at the sample compared to that collected at the 

detector, increasing the dose at the sample. To date, many of the 

soft X-ray micro-spectroscopy studies have been performed using 

scanning transmission X-ray microscopes. 

 In the STXM, an absorption image is usually collected at a 80 

single photon energy by recording the transmitted flux while the 

sample is raster-scanned across the stationary X-ray probe. The 

photon energy is then changed, another absorption image is 

recorded, and the process is repeated to build up a three-

dimensional data cube or ‘stack’ (with two spatial dimensions 85 

and one energy dimension). The sequence of data acquisition in 

the STXM is similar to that of energy filtered (EF-) TEM 

spectrum imaging which may be familiar to the electron 

microscopist. X-ray absorption is a resonant process and X-rays 

are either absorbed or not, i.e., the probability of absorption 90 

corresponds to the energy differential cross section at a particular 

energy. This is in contrast to inelastic electron scattering in the 

TEM, where incident electrons can lose energy in many different 

ways, corresponding to all the values of the energy-differential 

cross section across the entire range of energy losses. Therefore 95 

the serial acquisition of a spectrum is much more efficient for X-

rays than for electrons. The EFTEM mode of spectrum imaging is 

relatively inefficient, as all possible energy-loss events occur  
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Fig. 2 Fine structure at the Mn L2,3 edges of Mn oxides show excellent 

agreement. ELNES at 0.2 eV resolution (a) compared  to XANES with 

0.1 eV resolution (b). Reprinted from Walther et al., 13 with kind 
permission from Springer Science and Business Media.  5 

simultaneously and contribute to sample damage, while only a 

subset contribute to the EFTEM image. 

 Although the transmitted X-ray intensity is the most direct 

measure of X-ray absorption, other signals such as total electron 

yield (TEY) can also be used as an equivalent measure of the 10 

absorption signal, especially in samples too thick for X-ray 

transmission. TEY is a measure of the total current associated 

with non-radiative decay of core holes and has the advantage of 

being surface sensitive, however it relies on the assumption that 

the number of electrons created is proportional to the number of 15 

photons absorbed.11 Some care needs to be taken when 

comparing EEL and XA spectra acquired using different 

detection modes, as these can influence the measured spectral 

shape. For example, when performing TEY measurements on 

insulating systems, McComb et al.12 found that the charging of 20 

insulating ZrO2 grains during spectrum acquisition modified the 

relative intensities of the peaks in the X-ray data compared to 

their ELNES measurements. 

 In STEM ‘spectrum imaging’ the electron beam is also 

focussed to a probe which is scanned over the sample (figure 1c). 25 

The transmitted electrons are dispersed according to their energy-

loss using a spectrometer, which is commonly a magnetic prism. 

EEL spectra are acquired in parallel, where the whole spectrum is 

detected at once on a position sensitive detector. At each probe 

position a complete EEL spectrum is acquired. By scanning the 30 

electron probe across the sample and recording an EEL spectrum 

at each point, an analogous 3D dataset is acquired, but in a 

different order to the X-ray dataset (figure1 b,d). 

Spectral resolution 

The grating monochromators used in soft X-ray beamlines are 35 

well-developed.14 A typical spectral resolving power or 

monochromaticity (defined as E/ΔE) is ~5000, which corresponds 

to an energy resolution of 60 meV at the carbon K edge for 

example, or 140 meV at the iron L2,3 edge.15-17 These values are 

below the natural widths of core loss spectra,18 enabling detailed 40 

fine structure in the near edge region to be adequately resolved. 

In this situation, the principle reason to pay attention to energy 

resolution in the STXM is to enable meaningful comparisons 

between spectra measured at different facilities.19 It is worth 

bearing in mind that using beams of higher than necessary 45 

monochromaticity is detrimental since the photon flux will be 

lowered. In addition, sampling a spectrum at smaller than 

necessary energy steps will increase the X-ray dose, as X-ray 

spectra are acquired sequentially. It is common practice in STXM 

spectroscopy to vary the spectral sampling steps across an edge,  50 

 
Fig. 3 Examples of single-atom EELS. (a-c) Chemical maps of 

gadolinium (red) and carbon (blue) calculated from EELS data of Gd-

metallofullerene molecules confined in a SWNT. From Suenaga et al.22  

Reprinted with permission from AAAS. Points a, b and i indicate single 55 

Gd atoms. Scale bar 3 nm. (d-e) EEL spectra of single Si dopant atoms in 

3- and 4-fold coordinations in a graphene lattice. Reprinted with 

permission from Ramasse et al.23 Copyright 2013 American Chemical 

Society. 

with the smallest steps in the near edge region, in order to 60 

minimise the dose while resolving near-edge features. 

 In the TEM, many factors deteriorate the energy resolution of 

EEL spectra. Energy broadening from electron interactions in the 

illumination system, the design of the spectrometer, and the 

stability of power supplies all contribute, but the main limiting 65 

factor is the energy spread of the electron source.20 Thermionic, 

Schottky-emission and cold field-emission guns have typical 

energy spreads of 2 eV, 0.7 eV and 0.3 eV, respectively.2, 21 

These energy spreads are greater than many natural line widths, 

with the result that fine structure is not fully resolved in such EEL 70 

spectra, and information about the chemical environments is 

reduced. 

 This situation was greatly improved with the introduction of  

electron monochromators in the 1990s.24 Monochromators 

consist of either an omega or a Wein filter, effectively a 75 

spectrometer within the illumination system. Monochromators 

disperse beam electrons and then select a narrow energy range 

using a slit,25 improving spectral resolution at the expense of 

probe current. Typical monochromated instruments allow energy 

resolutions of ~ 100 meV to be reached, and their introduction 80 

has led to huge advances in the detection of EELS fine structure. 

For example, EEL spectra of single crystal V2O5 that were 

acquired with a monochromated energy resolution of 0.22 eV 

show additional shoulders in the vanadium L2,3 peaks (at 

~515 eV) compared with non-monochromated spectra taken with 85 

0.6 eV resolution.26 XAS measurements of the V2O5 crystal were 

also acquired with a spectral resolution of 0.08 eV. The shoulders 

observed in the monochromated EEL spectra were clearly 

resolved as peaks by XAS, but the improved energy resolution 
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did not reveal any further structures in the V L2,3 edge. 

 Another study by Walther et al.13 compared monochromated 

EELS with XA spectra of manganese oxides at the higher energy 

Mn L2,3 edges (~640 eV). In these data, the energy resolutions of 

the EELS and XAS were 0.2 eV and 0.1 eV, respectively. Both 5 

these values are below the ~0.3 eV natural line width of the Mn 

L2,3 edge,18 explaining the excellent agreement between EELS 

and XAS at this edge (figure 2). The examples above demonstrate 

that the spectral performance of monochromated EELS is now 

competitive with XAS measurements, and that both are capable 10 

of resolving the fine structure at core loss edges. Currently a new 

generation of monochromators are being developed for the TEM, 

promising huge improvements in energy resolution, down to ~10 

meV.27 While these monochromators will have most impact on 

the valence-loss region of the EEL spectrum, where vibrational 15 

modes may even be resolved,28 their improved spectral resolution 

will also benefit lower energy core-loss edges, where the sharpest 

features are ~100 meV wide and can only just be resolved in 

current generation monochromated TEMs.29 Due to the 

similarities in interaction cross-sections (as long as dipole 20 

conditions are met), and comparable spectral resolutions, XAS 

and EEL spectra should be directly comparable. Any remaining 

differences between the spectra could be due to differences in 

spatial resolutions, damage mechanisms or sample environments, 

which will be discussed in the rest of this article. 25 

Spatial resolution and sensitivity 

Another recent advancement in the field of electron microscopy 

is the development of aberration correctors for electron optics, 

allowing STEM probes to be focussed to sub-ångström sizes. 

EEL spectra can be recorded along atomic columns of crystals, 30 

showing their elemental compositions,30, 31 and can even resolve 

different bonding states, for example at a Si-SiO2 interface,32 with 

atomic-column resolution. In these experiments, the spatial 

resolution of EELS measurements becomes limited by the 

delocalisation of inelastic scattering rather than the dimensions of 35 

the electron probe.25, 33 Suenaga et al. demonstrated that even 

single-atom detection is achievable using STEM-EELS (figure 3 

a-c). Using a model system of Gd-metallofullerene molecules 

trapped within a single walled nanotube (SWNT), individual Gd 

atoms were mapped using the Gd N edge, though counting 40 

statistics were understandably low.22 In a more recent study, 

Ramasse et al.23 were able to obtain EEL spectra over individual 

substitutional Si atoms in graphene, and observed changes in fine 

structure for different defect geometries (figure 3 d,e). Such 

single-atom EELS studies are often limited by sample instabilities 45 

and electron beam damage, even in these relatively ideal systems. 

In the metallofullerene experiment, Gd atoms were observed to 

move within their fullerene cages within the short (35 ms) 

acquisition times,22 and the silicon dopants in the graphene 

experiment were occasionally observed to jump to neighbouring 50 

sites.23 As single-atom spectroscopy is limited by these sample 

instabilities, an increase in probe brightness or acquisition time 

alone may not be suitable for achieving better signal-to-noise 

ratios (SNR) or for investigating other elements with lower 

scattering cross-sections. Instead, improvements in detector 55 

sensitivity are required for single-atom measurements to become 

more routinely achievable in EELS. 

 While sub-angstrom electron probes are becoming more 

common in electron microscopy, soft X-ray STXMs are routinely 

operating at spatial resolutions two orders of magnitude poorer, 60 

around 25 nm. Currently the highest reported spatial resolutions 

in conventional STXMs are 10 nm (with 700 eV X-rays)34 and 

9 nm (with 1200 eV X-rays),35 and are limited by the ability to 

fabricate zone plates with narrow outer zone widths of ~10 nm. It 

is possible to overcome the limitation of X-ray optics using 65 

diffraction-based methods such as ptychography, and chemical 

maps of LiFePO4 have recently been obtained with 5 nm spatial 

resolution.36 Concentrations of 0.1-1% are typically detectable by 

STXM-XAS. Amongst the lowest concentrations to be measured 

in the STXM is a 2 nm layer of Co within 250 nm of other 70 

metals,37 and a vanadium concentration of 0.23 at% ± 0.05 at% in 

cometary particles.38 The limited spatial resolution of STXM 

means single atom detection is not achievable in the STXM, 

despite the high chemical sensitivity of this technique. The 

STXM-XAS detection limit of ~0.1% is expected to improve if 75 

one switches from measuring transmission signals, in which the 

measurement of interest is a small drop in a large number of 

background counts, to yield techniques such as X-ray 

fluorescence yield-STXM. X-ray fluorescence yield-STXM is 

currently being developed, and its increased sensitivity compared 80 

to X-ray absorption measurements has already been qualitatively 

demonstrated in a study of As and Mg in bacterial samples.41, 42 

Correlative studies 

Although STEM-EELS and STXM-XAS are in many ways 

complementary, and they are frequently used individually to 85 

characterise nanoscale systems, there are relatively few examples 

in the literature in which a single study combines both 

techniques. More often, (possibly due to the limited availability 

of STXM beamlines) bulk XAS measurements are combined with 

TEM analysis which provides the spatially-resolved information 90 

of the sample. For example, in a correlative study of vanadium 

oxide nanotubes, bulk XAS measurements revealed double peaks 

at 531 and 533 eV in the oxygen K edge, which were used to 

confirm the chemical speciation of the tubes as V2O5.
39 As the 

EELS measurements were not monochromated and had an energy 95 

resolution of 1.1 eV, this fine structure was not resolved, and 

could only be inferred from the asymmetry in the oxygen edge 

(figure 4 a,b). EDX and EELS signals were however useful for 

mapping the distributions of elemental oxygen and vanadium 

across the diameter of the tubes, with 1.2 nm spatial resolution. In 100 

addition, TEM bright field imaging had the spatial resolution to 

reveal variations in the spacing of layers across the tube 

diameters, which varied from 2.5 to 4 nm. In another study, 

Morales et al.43 combined STEM-EELS and (hard X-ray) bulk 

XAS measurements to determine the location and electronic state 105 

of the Mn promoter in cobalt Fischer–Tropsch catalysts. STEM-

EELS was used to determine the elemental distribution of Mn 

relative to the nanoparticulate Co catalysts, while hard X-ray 

XAS was used to study the Mn K edge, which is not accessible in 

EELS due to its high energy position at ~6540 eV. Analysis of 110 

both the near-edge and extended fine structure at the Mn K edge 

allowed Morales et al. to differentiate between MnO2 and Mn 

substituted into the spinel structure in differently prepared 

samples. These examples demonstrate that combining high  
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Fig. 4 Correlative XAS-EELS studies. (a) EEL spectrum from a 1.2 nm 

spot of a single V2O5 nanotube showing an asymmetry in a feature at the 

oxygen K edge (shaded). (b) Bulk XAS spectrum of the same sample 5 

(solid line) and a bulk V2O5 reference (dashed line) displaying additional 

fine structure at the oxygen K edge (arrows).Reprinted with permission 

from Gloskovskii et al.39 Copyright 2007, AIP Publishing LLC. (c-d) 

STXM-XAS chemical analysis of the speciation of Cr in CoCrMo wear 

particles, compared to (e-i) elemental maps across individual 10 

nanoparticles from the same sample acquired by STEM-EELS. 

Reproduced from reference 40. 

resolution STEM-EELS with spatially-averaged XAS is a 

powerful approach which can provide a more complete 

characterisation of the structure and chemistry of nanoscale 15 

systems.  

 The addition of STXM-XAS to a correlative study of CoCrMo 

nanoparticles from metal-on-metal hip prostheses40 allowed 

oxidised and metallic Co signatures to be spatially resolved,  

 20 

Fig. 5 Comparison of XAS and EELS studies of N-CNTs. (a) EEL 

spectra from N-CNT before and after electron beam damage, showing a 

reduction in the peak at 401 eV from molecular N2.Reproduced from 

reference 44. (b-c) Area-averaged Nitrogen K edge XAS spectra of N-

CNTs before and after annealing. Due to the higher spectral resolution of 25 

XAS compared to EELS, the peak at 401 eV can be deconvoluted into 

seven peaks, which is indicative of vibronic structures from gaseous 

nitrogen. Reprinted with permission from Choi et al.46 Copyright 2005 

American Chemical Society. (d-f) Chemical maps showing the location of 

molecular (red) and substituted (green) nitrogen in N-CNTs obtained by 30 

STXM-XAS. Reprinted with permission from Zhou et al.45 Copyright 

2010 American Chemical Society. 

showing that they arose from distinct wear particles (figure 4 c-i). 

Improved spatial resolution from STEM-EELS measurements 

allowed the elemental distribution to be determined across 35 

individual nanoparticles, and evidence of a core-shell structure in 

which metallic particles were surrounded by an oxygen-rich, 

cobalt-depleted layer was observed. 

 To explore how the addition of spatially-resolved XAS 

measurements can further benefit nanoscale characterisation, we 40 

consider a number of studies on nitrogen-doped carbon nanotube 

(N-CNT) systems. Nitrogen doping is performed either to tailor 

electrical properties of the CNTs themselves, or as a means of 

storing nitrogen gas.44, 45 In order to assess the suitability of N-

CNTs for these applications and to understand the doping 45 

process, it is important to be able to distinguish between the 

different chemical forms of the nitrogen present, and to map their 

distributions across individual N-CNTs. 

 The first study to report N2 gas within N-CNTs employed 

STEM-EELS.44 In this work, a peak at 401 eV was observed, 50 

corresponding to gaseous N2 (figure 5a). This peak disappeared 

after exposure to the electron probe, due to the creation of holes 

in the graphitic tube walls and subsequent release of the N2 gas. 

EEL spectra acquired from damaged regions, where gaseous N2 

had escaped, were consistent with nitrogen incorporated into the 55 

sp2 carbon network of the nanotube walls. A later study by Choi 
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et al.46 employed XAS as well as EFTEM elemental mapping to 

characterise N-CNTs. XAS at the N K edge demonstrated the 

presence of pyridine-like and graphite-like nitrogen in the N-

CNTs, as well as the peak at 401 eV consistent with the previous 

EELS study. However, due to the higher spectral resolution of 5 

XAS compared to EELS, Choi et al. were even able to resolve the 

vibronic structures within the gaseous N2 peak (figure 5b,c). As 

the XAS measurements were not spatially resolved however, 

EFTEM elemental mapping was also performed. EFTEM maps 

revealed that nitrogen was located in the hollow of the N-CNTs.  10 

 Using STXM, it is now also possible to obtain spatially 

resolved XAS across individual N-CNTs. Zhou et al.45 

demonstrated the capabilities of STXM in mapping different 

nitrogen species across N-CNTs without resorting to EELS 

(figure 5 d-f). STXM maps provided direct confirmation that 15 

substituted nitrogen is located in the nanotube walls and 

molecular nitrogen is trapped within nanotube compartments. The 

surface-sensitivity of the TEY detection mode was even exploited 

to obtain spectra from substituted nitrogen alone, without the 

large signal from molecular nitrogen. Furthermore, the intensity 20 

of the nitrogen signal was used to estimate the pressure within N-

CNTs as being ~50 atm, and the broadening of the vibrational 

features on the 401 eV peak was used to support the conclusion 

of such a high N2 pressure.  

 As the spatial resolution of the STXM in this study was 30 nm, 25 

the success of the detailed analyses was due in part to the 

relatively large diameters of the N-CNTs studied (>200 nm). To 

investigate narrower nanotubes, or other features smaller than 

~30 nm, electron microscopy techniques are still required. For 

example, EFTEM tomography has been used to map the 30 

distribution of nitrogen throughout a 40 nm diameter N-CNT,47 

and at an even higher resolution, recent work by Arenal et al.48 

demonstrated the capabilities of STEM-EELS in identifying 

individual N dopant atoms in a single-walled CNT. 

Spectroscopy under realistic conditions 35 

Both electrons and soft X-rays interact strongly with matter. The 

transmission requirement poses strict limitations on both the 

thickness of samples (often ultrathin sections are prepared from 

solid samples) as well as the environment they are in. STXMs 

may operate at pressures ranging from 1 to 10-9 bar,49 while 40 

TEMs require high vacuum conditions of 10-10 bar or lower2 to 

minimise beam interactions with gases. However, many chemical 

processes occur at gas-solid or liquid-solid interfaces, far from 

the environment within X-ray and electron microscopes. To allow 

samples to be studied under conditions more closely resembling 45 

their native state, nanoreactors have been developed which can 

confine gases or liquids within layers thin enough to be 

transparent to the electron/X-ray beam. An alternative scheme for 

environmental studies in the TEM is a differentially pumped 

vacuum system, in which the sample chamber is separated from 50 

the rest of the column by apertures and kept at a higher pressure, 

on the order of 50 mbar.50 In situ microscopy techniques provide 

different opportunities and pose different challenges within 

electron and X-ray microscopes. To illustrate this, selected 

applications of environmental spectro-microscopy will be 55 

considered in the following case studies. 

Fig. 6 (a) High resolution TEM micrograph of FT catalyst which was 

carburised at 20 Torr CO in situ using a differentially pumped TEM. The 
pressure was lowered to < 3.5 Torr during imaging. Lattice spacings 60 

consistent with α-Fe are marked. EELS from the same study showing the 

evolution of oxygen and iron edges. Iron Fe L3/L2 ratios and elemental 
Fe/O ratios are also consistent with the presence of metallic Fe. Reprinted 

from 52 with permission from Elsevier. (d) Chemical map of a Fe-based 

catalyst collected in situ by STXM after 4 h in synthesis gas at 250 °C. 65 

Fine structure in the Fe L2,3 (c) and oxygen K edge (e) were used to 

determine relative contributions of different iron phases in regions 

labelled 1 and 2. Reprinted by permission from Macmillan Publishers 
Ltd:Nature53 copyright 2008. 

Gas cells and Fischer-Tropsch catalysts 70 

Fischer-Tropsch (FT) synthesis involves the conversion of CO 

and H2 (syngas) into hydrocarbons for use as synthetic fuels and 

oils. Industrial iron-based FT catalysts are mainly composed of 

iron oxide on silicon dioxide. In this complex iron-oxygen-carbon 

system, questions remain about the identity of the active phase 75 

responsible for catalysing the reaction. As the FT reaction occurs 

at high temperatures and pressures, conventional electron 

microscopy analysis of the catalyst can only be carried out on 

catalysts before and after the reaction. Such ex situ experiments 

are difficult to perform in these samples as they are highly air-80 

sensitive. To overcome this, Janbroers et al. used a protective 

atmosphere sample holder to transfer catalyst samples from the 

reactor into the electron microscope.51 TEM-EEL spectra of these 

quasi-in situ samples yielded significantly different results to 

previous studies: iron carbides were observed in the activated 85 

catalyst; a phase which would have been re-oxidised on exposure 

to air using conventional transfer protocols.  

 However, the above approach does not address the 

fundamental issue when investigating any dynamic process like 

catalytic activity: the state of the catalyst after activation may not 90 

accurately reflect its state during the reaction.54 As functionally-

relevant active phases might only form under reaction conditions, 

environmental methods are needed to study the evolution of the 

system in situ, whilst the reaction is occurring. A subsequent 

study by Janbroers et al.52 used a differentially pumped TEM to 95 

acquire atomic-resolution images and EEL spectra of an iron-

based FT catalyst during activation. Due to the considerable 

engineering challenge of confining a gas environment around the 
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sample whilst maintaining high-vacuum conditions in the rest of 

the microscope, the maximum pressure obtainable during the in 

situ carburisation reaction was < 0.1 bar, two orders of magnitude 

lower than normal working conditions. Additionally, as multiple 

scattering events deteriorate both the spatial resolution of TEM 5 

imaging and the visibility of EELS edges, this pressure had to be 

further reduced to 5×10-3 bar during TEM and EELS acquisition. 

Within these limitations, the authors observed the evolving 

reduction of the iron oxide precursors during CO treatment at 

270 °C. The low Fe L3/L2 ratio combined with a high Fe/O ratio 10 

suggested that metallic iron was present along with iron carbides. 

This was further supported by TEM analysis, which had 

sufficient spatial resolution to image lattice spacings consistent 

with α-Fe (figure 6a,b). 

 Nanoreactors may be used to achieve even higher pressures in 15 

situ compared to a differentially pumped TEM. De Smit et al.55 

performed an STXM study of FT catalysts under pressures of 

1 bar, achieved by containing the catalyst and gas between two 

1.2 μm thick SiNx membranes. A Pt resistive heater was used to 

provide temperatures of up to 500 °C. This work examined the 20 

catalysts during activation in H2, as well as during FT synthesis 

(figure 6 c-e). XAS at the Fe L2,3 and O K edges were used to 

determine chemical and spatial alterations of different iron 

species (metal, oxides and carbides) at each step. The spectra 

obtained were similar to the EELS measurements discussed 25 

above, but with high enough spectral resolution to resolve crystal 

field effects, revealing that the iron was in an octahedral 

coordination, probably as Fe2SiO4. In addition to this, changes in 

the fine structure at the C K edge allowed different carbon 

species to be identified as either iron carbides or reaction 30 

products. Once again this analysis was limited by the 15 nm 

spatial resolution of the STXM. As this is the same size as many 

iron oxide crystallites which make up the catalyst,52 STXM alone 

has insufficient spatial resolution to probe compositional 

variations within individual catalyst nanoparticles. However, the 35 

nanoreactor used in this study was originally designed for the 

electron microscope,56 and future in situ EELS studies may be 

able to provide complimentary information on a finer length 

scale. 

Hydrated states 40 

Many systems are hydrated in their native state, and these have 

also benefited from the introduction of nanoreactors which allow 

controlled humidity, keeping samples hydrated throughout the 

experiment. TEMs and STXMs have been used to study a range 

of processes in liquids such as nanoparticle growth,57 corrosion58 45 

and electrochemical processes (e.g. lithiation/delithiation of 

battery anodes).59 In the TEM, the majority of studies in liquids 

have been performed in imaging modes rather than spectroscopy. 

This is due in part to the shadowing of EDX detectors by liquid 

cell holders, however modified liquid cell holders have very 50 

recently been developed,60 and in a test sample EDX maps were 

acquired from Au nanoparticles in 150 nm of liquid with 30 nm 

spatial resolution. EELS measurements do not suffer the same 

geometrical constraints as EDX, but are once again limited by 

multiple scattering events which greatly reduce the signal to 55 

background ratio. It has been suggested that while core-loss 

EELS measurements are only practical through < 3 inelastic 

mean free paths (which corresponds to a 300 nm cell thickness at 

200 keV), valence-loss EELS signals at energies below the 

plasmon peak are less sensitive to thickness effects and may be 60 

used to provide chemical information of samples up to six 

inelastic mean free paths (or 600-700 nm at 200 keV) in 

thickness.61 For comparison, the relaxed thickness constraint for 

valence-loss EELS is still an order of magnitude smaller than 

acceptable wet-cell dimensions for soft X-ray STXM,8 not to 65 

mention the larger path lengths which may be probed by 

extending into the hard X-ray regime.  

 An important consideration in liquid cell experiments is the 

effect of the probe on the liquid sample. High energy electron 

beams are known to decompose water, and the radiolytic products 70 

which form may trigger undesirable reactions.62 On the other 

hand these reactions have been the basis of a number of electron 

beam-induced nucleation studies.63, 64 In either case the effect of 

electron, as well as X-ray dose on in situ results must be carefully 

considered; their effects on reaction kinetics and any structural 75 

and chemical beam-induced modifications must be quantified. 

One important application for microscopy of hydrated samples is 

in the field of biology. Conventional preparation for TEM or 

STXM studies of biological systems involves arresting the 

cellular processes (fixation) and dehydrating the sample so that it 80 

may be compatible with the low pressure environments within the 

microscope.65 Heavy metal stains and tags may also be used to 

provide contrast from components of interest. Although much 

work has gone into optimising sample fixation and dehydration 

protocols, they often result in undesirable structural and 85 

morphological modifications of the sample, and so avoiding 

dehydration altogether is a popular route to preserving cellular 

chemistry and morphology. 

 There are two main routes available to investigate cells in the 

hydrated state, namely liquid-cell holders8, 66 and cryo-methods.67 90 

In cryo-microscopy, samples are rapidly frozen to induce vitreous 

ice formation. Vitrified samples then must be maintained below -

135 °C during the course of experiments to prevent the formation 

of ice crystals which would grow, displacing ions and damaging 

cellular components.65 STEM-EELS studies carried out on frozen 95 

hydrated specimens have revealed the distribution of water and 

proteins in frozen hydrated sections of rat liver.68 Vitrified 

cellular systems are often imaged using soft X-rays (usually in 

full field TXMs) in the 'water window' i.e. with energies between 

the carbon and oxygen K edges at 284 and 543eV respectively.69 100 

Water-window imaging provides good contrast from 

carbonaceous species without absorption from the surrounding 

ice. Recently cryo-TXM studies have been correlated with optical 

microscopy,70 in which fluorescent tags are used to provide 

spatially resolved compositional information within live cells on 105 

length scales of ~ 1 μm.  

 The correlation of optical microscopy with electron and X-ray 

microscopy techniques is an important direction for biological 

investigations, as this provides the ability to observe processes in 

live cells at lower spatial resolution using optical techniques, and 110 

then investigate a snapshot of that process in fixed cells with 

much higher spatial resolution. Detailed studies of live cells using 

soft X-ray or electron microscopy have not been carried out to 

date and preliminary investigations indicate that radiation damage 

is a critical issue in unfixed biological samples, leading to  115 
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Fig. 7 (a) XAS of different components within biofilm samples, and (b) 

chemical map derived from STXM image sequences and colour coded to 

show lipids (red), saccharides (green) and proteins (blue). (c) Confocal 5 

fluorescence microscopy maps from the same area were stained with 

probes for the saccharide fucose (green) and nucleic acids (blue) and 

show remarkably similar distributions of these components. (d) XAS, (e) 

X-ray absorption image (f) and TEM micrograph recorded from the same 

area of a resin-embedded biofilm sample. Spectra from resin and a 10 

bacterium are very similar, indicating that embedding did not preserved 

cell contents well. However the ability to image this sample in the TEM 

provides highly spatially resolved morphological information.66 Amended 

with permission from American Society for Microbiology. 

blebbing and cell death after doses as low as 0.4 e−/Å2.71 A 15 

number of recent studies on biofilms (communities of bacterial 

cells, and their surrounding organic matrix) which employ 

correlative light microscopy, liquid cell and cryo-preparation 

techniques are reviewed below. These studies demonstrate the 

advantages of maintaining biological samples in the hydrated 20 

state, and show how STXM-XAS may be used to gain more 

detailed spectroscopic information from hydrated biological 

samples than the water-window imaging technique.66, 72  

 Dynes et al.73 demonstrated that it is possible to perform 

correlative optical microscopy, TEM and STXM on a single 25 

sample by using an elegant labelling technique. In this work, 

biofilm sections were labelled with CdSe/ZnS quantum dots 

designed to bind to polysaccharides. The nanoparticle probes 

provide contrast in all three microscopes via a) fluorescence in 

light microscopy b) z-contrast in TEM and c) absorption at the 30 

Se, Zn or Cd edges in STXM, allowing the distribution of 

polysaccharides to be imaged at three different length scales. 

 Lawrence et al.,66 used a range of fluorescent markers to stain 

nucleic acids, proteins, lectins and lipids within a river biofilm 

sample (figure 7). Confocal laser scanning microscopy (CLSM) 35 

was then used to map these components across hydrated samples 

contained in silicon nitride ‘wet cells'74 with spatial resolution of 

< 1 μm. As well as the limited spatial resolution of this optical 

microscopy technique, fluorescent staining is indirect and relies 

on the specificity of the markers to bind to the right cellular 40 

component. The tagging reaction is also not fully quantitative as 

it is affected by dense samples, through which the markers may 

not be able to penetrate. To enable the quality of fluorescent 

staining to be assessed, direct measurements of component 

distributions were acquired using STXM-XAS. Wet cells 45 

previously imaged by CLSM were subsequently loaded into a 

STXM, and the near-edge structure at the carbon K edge was 

used to differentiate between nucleic acid, proteins and lipid 

structures. Maps of these components determined from direct 

XAS measurements were compared with fluorescent images, and 50 

the specificity of the fluorescent probes was confirmed.  

 As the wet cell used in this study was too thick to be electron 

transparent, biofilm samples were prepared through conventional 

dehydration and resin-embedding for TEM analysis. Thin 

sections of resin-embedded biofilms were imaged in the TEM as 55 

well as STXM. TEM imaging provided much more detailed  

morphological information of the cells and extracellular matrix. 

However, XAS spectra taken from a bacterium cell was very 

similar to spectra of the embedding resin, suggesting that resin-

embedding had failed to preserve the organic material within the 60 

cells (figure 7 d-f). 

 In an attempt to preserve cell composition to a greater degree 

than resin-embedding, a later correlative STXM-TEM study by 

Hunter et al. used freeze-dried cryo-sections.72 Biofilm samples 

were frozen at high pressure to ensure consistent vitrification, 65 

microtomed at liquid nitrogen temperatures, and then gradually 

warmed up to 25 °C. XAS carbon K edge spectra showed fine 

structure characteristic of proteins, lipids and polysaccharides 

within cells, demonstrating that the macromolecular composition 

of cells had been better preserved through freeze-drying. 70 

Additionally, the absence of resin and its associated absorptions 

at the carbon K edge allowed the biological macromolecules to be 

more easily identified. TEM imaging once again revealed 

morphological structure, and XAS spectra this time revealed 

protein signals in the bacteria. However, lower than expected 75 

lipid and polysaccharide signals were observed, indicating some 

movement of organic matter had occurred during this sample 

preparation. 

Damage studies 

Many of the most successful correlative electron/X-ray 80 

spectroscopy studies have been carried out on inorganic systems. 

In the biofilm studies discussed above, the detailed spectroscopic 

information was obtained using soft X-rays only, and the TEM 

was limited to imaging sample morphology. It is interesting to 

ask if STEM-EELS would have sufficient chemical sensitivity to 85 

distinguish between cellular components at the carbon K edge, as 

was possible in the STXM. To answer this question we must 

consider the effects of radiation damage. In carbon systems, it is 

often assumed that EELS is the more damaging of the two 

techniques, however it is still unclear to what degree this is true, 90 

and direct comparisons of damage are few and far between. Such 

comparisons are difficult because the mechanisms of damage are 

complex and not completely understood. Also, relevant  
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Fig. 8 Examples of studies of carbon K edge fine structure using XAS and EELS. STXM-XAS spectra and maps of chemical components present in 

dodecyl-functionalised SWNTs: horizontal SWNTs (a), vertical SWNTs (b) and dodecyl (c).Adapted with permission from Najafi et al.77 Copyright 2010 

American Chemical Society. (d) EEL spectra at the carbon K edge for pristine (black) and oxidised (orange) MWNTs. (e) From EELS spectrum images, 

the spatial distributions of the oxidised peak B (red), graphitic carbon signal (green) and amorphous carbon (blue) were extracted and compared with high 5 

resolution TEM images of the same MWNT. Reproduced from Ref. 78. (f) Monochromated EEL spectra taken from the coloured edge atoms show 

different fine structure due to the different coordination environments.Reprinted by permission from Macmillan Publishers Ltd:Nature,79 copyright 2010.  

parameters such as probe brightness and diameter are constantly 

changing as instruments improve. A widely cited study by Braun 

et al.76 comparing EELS and XAS was carried out on particles of 10 

diesel soot. In this study the electron beam was defocused to 

100 nm to reduce the dose, however EEL spectra still showed 

only π* and σ* features with no fine structure and no variation 

between different particles. In contrast, XAS spectra contained 

multiple peaks between 285 and 290 eV, indicative of the 15 

presence of carbonyl and carboxyl groups. While it is probable 

that electron beam damage contributed greatly to the differences 

between the EELS and XAS spectra, the effects of a) the different 

sample preparation routes used and b) the different energy 

resolutions of EELS and XAS, also need to be quantified. This 20 

study illustrates the importance for experimenters to state the 

dose, in electrons (or photons) per square nanometer, to enable 

different experiments to be compared. Another correlative 

STXM/EELS study by Alexander et al.75 on similar carbonaceous 

airborne particles also found that EEL spectra lacked features 25 

characteristic of functional groups. However they observed that 

the use of STXM alone misses important morphological and 

structural information, and so a correlative approach was 

suggested, in which STXM is first used for chemical analysis and 

subsequent TEM imaging is used to analyse particle morphology. 30 

 More quantitative studies have investigated damage rates on 

poly(ethylene terephthalate) (PET), comparing 100 keV electrons 

with soft X-rays at the carbon and oxygen K edges.80 Through 

analysis of the near edge structures, the damage products were 

found to be the same. They also found that the critical dose for 35 

PET was an order of magnitude higher for X-rays than for 

electrons. However, this study has been criticized on a number of 

points, including a) the use of a 100 keV electron beam which is 

above the threshold for knock-on damage of carbon,81 thereby 

introducing an additional damage mechanism which is not 40 

present in X-ray spectroscopy, and b) the use of different 

microscopes to evaluate the critical dose, i.e. the TEM was used 

to evaluate electron damage while the STXM was used to 

evaluate X-ray damage.8, 82 These points were addressed in a 

subsequent study82 in which a) a lower energy electron beam of 45 

80 keV minimised knock-on damage, and b) the spectral 

evaluation of both electron and X-ray damage was performed in 

the STXM. PET samples were exposed to a range of doses and 

afterwards XAS spectra were taken of the series of spots. Using 

this method PET was found to display similar damage 50 

chemistries for both electrons and X-rays, with similar critical 

doses of 4.2×108 Gy. As there are considerable differences 

between the primary processes of electron and X-ray irradiation, 

this result indicates that secondary processes (the generation of 

low energy secondary electrons and ions in both electron and X-55 

ray cases) govern radiation damage. In the remainder of this 

section we consider a number of studies employing electron and 

X-ray spectroscopy to characterise carbon-based systems with a 

range of radiation-sensitivities, from relatively stable graphitic 

nanoparticles to beam-sensitive organic samples. 60 

Carbon K edge 

Both STXM-XAS and STEM-EELS have been used to obtain 

fine structure at the carbon K edge in graphitic nanomaterials 

such as graphene,23, 83 carbon nanotubes84, 85 and C60.
86, 87 As well 

as characterising graphitic nanoparticles in their pristine states, it 65 

is useful to determine the distribution of any functional moities 

on the nanomaterial surfaces as knowledge of the distribution of 

groups would facilitate better understanding of the  
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Fig. 9 Correlative XAS and EELS of carbon nanomaterials within biological cells. (a) STXM-XAS chemical map and (b) corresponding spectra of multi-

walled carbon nanotube aggregates in a cell, with resin displayed in blue, cell-rich areas in green and carbon nanotubes in red. (c) STEM-EEL spectra of 

the same sample show significant damage to the resin and cell components compared to XAS results. Clusters of C60 were also mapped within cells using 

STXM-XAS. (d) XAS spectra and (e-g) maps showing the distribution of C60, cell and resin respectively within the thin sample. Data acquired at beamline 5 

X1A1 of the National Synchrotron Light Source, Brookhaven National Laboratory. 

functionalisation processes. Najafi et al.77 recently demonstrated 

that STXM-XAS is able to distinguish between the very similar 

carbon K edge fine structure of a) graphitic carbon, b) oxidised 

single-walled carbon nanotubes (SWNTs), c) carbon 10 

contaminants and d) dodecyl in samples of SWNTs 

functionalised with dodecyl groups (figure 8 a-c). This was the 

first report of direct, spatially resolved characterisation of 

functional groups on the surface of carbon nanotubes. However, 

when trying to map the contributions of each chemical 15 

component over SWNT bundles, some errors were observed due 

to the similarities between spectra from different components, 

illustrating that even with the high chemical sensitivity of XAS 

techniques, distinguishing between functionalised and pristine 

carbon signals is non-trivial. A similar study by Goode et al.78 20 

used 80 kV STEM-EELS to investigate the electronic structure of 

oxidised multi-walled carbon nanotubes (MWNTs). A peak at 

287.2 eV was observed in the carbon K edge which is consistent 

with oxygen-containing defect structures, and was mapped across 

individual MWNTs (figure 8 d,e). Although the spatial resolution 25 

in this EELS study was limited by electron beam damage to 

5 nm, this is a factor of six better than STXM measurements of 

the dodecyl-SWNT system. Electron beam damage to edge and 

surface states may be reduced by further lowering the energy of 

the electron beam. Using an operating voltage of 60 kV, Suenaga 30 

et al.79 performed STEM-EELS measurements across the edge of 

graphene sheets. The combination of low operating voltage and 

an aberration-corrected electron probe allowed atom-by-atom 

measurements at graphene edges, and revealed a new peaks at 

282.6 ± 0.2 eV 283.6 ± 0.2 eV corresponding to edge atoms 35 

doubly or singly bonded at the edge (figure 8f). 

 The graphitic nanomaterials described above have attracted 

much interest due to their unique chemical and physical 

properties, and their potential applications range from optical and 

electronic materials to drug delivery vehicles. To assess the 40 

feasibility of carbon nanomaterials in biological applications, and 

to understand the effects of environmental exposures from 

engineering applications, it is important to be able to determine 

the fate of these nanomaterials in the cellular environment. Both 

electron and X-ray spectroscopy techniques can provide insights 45 

into nanoparticle-cell interactions. Figure 9 shows STXM-XAS 

and STEM-EELS analysis of human monocyte-derived 

macrophage cells two weeks after internalising multi-walled 

carbon nanotubes. Both XA and EEL spectra acquired over 

MWNT clusters contained peaks at 285 and 292 eV characteristic 50 

of graphitic carbon, demonstrating that the structure of the 

MWNTs had not been fully degraded after two weeks. Graphitic 

spectra are distinct from the rest of the resin-embedded cell 

section, allowing the MWNT clusters to be easily mapped using 

either technique. However while XAS spectra displayed obvious 55 

differences between the areas which contain cell compared to 

areas containing only resin, EEL spectra of these two components 

are lacking in fine structure and difficult to tell apart. It is likely 

that electron beam damage contributed to the differences between 

XAS and EEL spectra of resin and cells. 60 

 Figure 9 (d-g) displays our unpublished data showing the 

capability of STXM-XAS for mapping core-loss transitions in the 

related system of C60 in macrophage cells. To achieve mapping of 

the C60/cell interface with higher spatial resolutions in the 

transmission electron microscope, Porter et al 88 made use of low-65 

loss transitions instead. These transitions have much larger cross 

sections than excitations of core states, allowing shorter 

acquisition times, and lower doses. Therefore making use of the  
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Fig. 10 Comparison of core-loss and valence-loss EELS of organic materials. (a) HAADF image of the organic-inorganic nanoparticles and composite 

colour map showing elemental distributions of  gadolinium (red), silicon (blue) and carbon (green). Reprinted by permission from Macmillan Publishers 

Ltd:Nature,89 copyright 2010. (b) EEL spectra of the octadecane and lipid layer from the same study as a function of electron dose. Degradation of the 

organic layer is observed which clearly alter the fine structure of the carbon K edge. amorphous carbon. (c) Three similar but distinct plasmon peak 5 

signatures were obtained from PCA-processed valence-loss spectrum images of a PS-b-PEO block co-polymer sample. (d) The phases were mapped 

across the sample, with colours corresponding to spectra in (c).Reprinted from Ref. 90 with permission from Elsevier. 

low loss region of EEL spectra is a powerful strategy for studying 

radiation sensitive samples. In this study Porter et al. 

demonstrated that the shift in π + σ plasmon peak between 22 and 10 

26 eV could be used to distinguish between C60 and cellular 

carbon, and thus mapped the distribution of C60 crystals within 

the cells.  

 Recently van Schooneveld et al.89 have used STEM-EELS to  

characterise hybrid organic-inorganic nanoparticles. The 15 

nanoparticles were composed of a Cd-containing quantum dot 

core surrounded by a silica shell, and coated with octadecane and 

two lipids: a PEG lipid and a Gd-containing lipid. High angle 

annular dark field (HAADF) imaging was used to reveal the 

morphology of the nanoparticles at different stages of their 20 

synthesis, and EELS data provided impressive quantification of 

the inorganic component in the form of elemental maps of Cd, C, 

Si, Gd (figure 10a). EELS measurements of the organic layer, 

however, were more difficult. The electron dose required to 

perform sub-nanometre EELS with adequate SNR was found to 25 

degrade the lipids, altering the near edge structure at the carbon K 

edge (figure 10b). However, small differences in the fine 

structure were observed between amorphous carbon and damaged 

lipid spectra. To avoid the damage associated with EELS, the 

authors instead used lower dose HAADF imaging to characterise 30 

the organic layer. Using atomic number contrast in HAADF 

images, which made the Gd atoms appear brighter, the PEG:Gd-

lipid ratio could be estimated.  

Low-loss EELS and statistical methods 

 Allen et al.90 have achieved more success mapping PEG-35 

related species using low-loss EELS. Spatially resolved plasmon 

peak information was recorded for a block co-polymer electrolyte 

consisting of poly (styrene-block-ethylene oxide) (PS-b-PEO). 

Low-loss EFTEM spectrum images were collected with reduced 

electron doses, and analysed by principal component analysis 40 

(PCA) to create component maps (figure 10c,d). Studies such as 

this in the valence loss region of EEL spectra can be challenging 

to interpret, as relatively few first-principle calculations have 

been performed to assist interpretation compared to the core-loss 

EELS. Without a priori knowledge of the spectral components in 45 

a complex sample, PCA and other related multivariate statistical 

analysis (MSA) routines can be invaluable for analysis of the 

datasets. PCA analyses a dataset as a whole, and identifies the 

significant variations within the dataset. Variations are described 

by 'principal components', which can be thought of as abstract 50 

EEL spectra. As well as subtle variations in plasmon peaks and 

valence-loss EEL spectra, PCA has been used to map variations 

in bonding using core-loss EELS fine structure.91 As principal 

components can be ordered by the magnitude of the variations 

they describe, low-magnitude variations can be discarded as 55 

noise. In this way, PCA can also achieve noise filtering without 

loss of spectral resolution. Noise filtered datasets may be further 

used for efficient semi-automated processing, such as cluster 

analysis.92 PCA and cluster analysis can reveal subtle changes in 
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large datasets which may otherwise be overlooked by manual 

inspection.93 Details about PCA and its application to EELS and 

XAS can be found elsewhere.92-94 

 The examples discussed above demonstrate that STXM-XAS 

is capable of providing detailed spectral information of organic 5 

carbon species, whilst obtaining fine structure in EEL spectra of 

the same materials remains challenging due to electron beam 

damage. However, there are a number of recent studies which 

show that in state-of-the-art electron microscopes, with optimised 

conditions, it is possible to distinguish between selected carbon 10 

species using differences in core-loss EELS fine structure, even 

with atomic-scale resolution. This situation can be expected to 

improve as detector efficiencies improve (and with furthered 

understanding of damage mechanisms, allowing optimal 

acquisition conditions to be chosen). Alternatively, the use of 15 

lower-dose valence-loss EELS to characterise beam-sensitive 

samples has been demonstrated to be a successful strategy. 

Advanced statistical analysis of datasets can also facilitate lower 

dose measurements as they enable spectra with lower signal-to-

noise ratios to be analysed. In X-ray microscopy, improvements 20 

in spatial resolution can be expected both through advanced 

fabrication of X-ray optics, as well as a shift towards diffraction-

based techniques such as ptychography. 

Conclusions 

The combination of these two independent, complementary 25 

techniques to probe electronic structure is invaluable. In systems 

which do not require the highest spatial or spectral resolutions, 

where the experimental question is regarding changes in 

chemistry which occur on length scales greater than X-ray probe 

diameter and where electron and X-ray damage is negligible, the 30 

information obtained from EELS and XAS is equivalent and 

allows cross-validation of findings.  

 For systems where the required spatial and/or energy 

resolution cannot be met by STEM-EELS or STXM-XAS alone, 

(e.g. investigations of interfaces or multiplet splittings in 35 

transition metals) correlation of the two techniques becomes 

essential for bridging the spatial and spectral gaps.  

 Even for biological or polymer samples which are challenging 

to characterise using EELS due to electron beam damage, 

correlations between STXM-XAS chemical maps and TEM 40 

imaging can greatly assist understanding. Extensions to 

techniques such as low-loss EELS, surface sensitive XAS 

detection methods, hard X-ray spectroscopies or optical 

microscopy provide the opportunity to probe different facets of a 

system, making the correlative micro-spectroscopy approach a 45 

powerful and flexible tool for the materials scientist. 
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