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Abstract—This paper deals with a novel Plug-and-Play (PnP) each subsystem and of the local interactions. However, in
architecture for the control and monitoring of Large-Scale several applications, faults and malfunctions may occus th
Systems (LSSs). The proposed approach integrates a distribute ,gip|y causing critical and unpredictable changes irlL8®

Model Predictive Control (MPC) strategy with a distributed d h H th . d to devise fault di .
Fault Detection (FD) architecture and methodology in a PnP ynamics. Hence, theré Is a need (o devise fault diagnosis

framework. The basic concept is to use the FD scheme as anSchemes (see, for example, [6], [7]) providing on-line the
autonomous decision support system: once a fault is detected,information about the health of the system and to explo# thi

the faulty subsystem can be unplugged to avoid the propagation information to reconfigure the controller so as to guarantee
of the fault in the interconnected LSS. Analogously, once the issue some degree of fault-tolerance (see the seminal paper [8]).

has been solved, the disconnected subsystem can be re-plugged- Model-based sch h d - ¢ h
PnP design of local controllers and detectors allow these oper- odel-based schemes have emerged as prominent approaches

ations to be performed safely, i.e. without spoiling stability and t0 fault diagnosis of continuous and discrete-time systf&s
constraint satisfaction for the whole LSS. The PnP distributed As for centralized control, centralized FD architecturefes
MPC is derived for a class of nonlinear LSSs and an integrated of scalability and robustness issues. To overcome thestsim
PnP distributed FD architecture is proposed. Simulation results decentralized and distributed fault-tolerant control dadit
in two paradigmatic examples show the effectiveness and thedia nosis algorithms have been proposed (see [10], [12], [1
potential of the general methodology. 9 g prop ' '
[13], [14], [15], [16], [17] as examples).
In this paper, the integration of a DIMPC scheme and
I. INTRODUCTION a distributed FD architecture is proposed for the first time.

Nowadays, several man-made systems are characterizecPBfcifically, in the off-line control design phase we adopt a
a large number of states and inputs with a significant spatftcentralized algorithm and we assume that the design of a
distribution. triggering an increasing interest in thedstwof local controller can use mformqnon at most from parfants of
Systems-of-Systems [1] and Cyber-Physical Systems [ESLSFhe corresfpondm.g _subs_ystem, i.e., subsystems that ic#uen
are often modeled as the interaction of many subsystefsdynamics. This implies that the whole model of the LSS
coupled through physical variables or communication cknniS never used in any step of the synthesis process [3]. This
[3]. When dealing with control of LSSs, centralized contrgPProach has several advantages in termecafability. i) the
architectures can be impractical due to computational,-cofPMmmunication flow at the design phase has the same topology
munication and reliability limits, and an alternative igesed Of the coupling graph — usually sparse — ii) the local design
by the adoption of decentralized and distributed apprcmch@f controllers and fault detectors can be conducted indepen
The application domains for which the proposed approaéﬁ‘?m'y? i) local design comp'lex[ty scales with th.e' number
may result useful are countless (for instance, energy effici Of parent subsystems only; iv) if a subsystem joins/leaves
buildings, power networks, wind farms, cascade river reach@n €xisting network (plug-in/unplugging operation) at mos
etc.). children/parents subsystems have to retune their coatsoll

In the past, several decentralized (De) and distributegi (5ind fault detectors. We refer to this kind of decentralized
MPC schemes have been proposed for constrained LSS @¥aihesis as PnP design, if — in addition — the plug-in and
the recent survey [4] and the references therein, such js [5'Plugging operations can be performed through a procedure
In the standard MPC control of LSSs, the prediction of thr automatically assessing whether the operation does not

LSS behaviour is carried out through a nominal model §POIil stability and constraint satisfaction for the ovetsS
(see [18] and [19]). Different definitions of PnP design are

The research leading to these results has received fundimg the Eu- given in [20], [21] and [22].

ropean Union Seventh Framework Programme [FP7/2007-2013jrgrdnt . S .
agreement h 257462 HYCON2 Network of excellence and from the RCUK Novelties: The significant novelty presented in the palper

Energy Programme (contract no: EP/L014343/1), proability and Control 1S the integration of DIMPC and FD architectures in a PnP
of Power Networks with Energy Storage framework for nonlinear LSS$or centralized approaches, the

S. Riverso is with United Technologies Research Centererrkl Cork, . -
Ireland ¢iverss@itrc. utc.con), and with the Dipartimento di interested reader is referred to [24], [25], [26] and theuwed

Ingegneria Industriale e dellInformazione, Univessidegli Studi di Pavia, WOrk in [27]. Moreover, a centralized reconfiguration prege
ltaly (st ef ano. ri verso@imnipv.it) based on hybrid systems, is proposed in [28]). Similarlyhto t

F. Boem is with the Dept. of Electrical and Electronic Engineg, Imperial . .
College London, UK {. boem@ nper i al . ac. uk) design of local controllers, we propose a PnP design method

G. Ferrari-Trecate is with the Dipartimento di Ingegneridfor local fault detection. Motivations for PnP MPC/FD areth
Industriale e dell'Informazione, Univerait degli Studi di Pavia, Italy fo”owing: |) when the behaviour of a Subsystem is Corrupted
(giancarlo.ferrari @nipv.it)

T. Parisini is with the Dept. of Electrical and Electronic dimeering,

Imperial College London, UK, and with the Dept. of Enginegriand 1A preliminary version of this work has been presented at thel BBEE
Architecture, University of Trieste, Ital¢t . pari si ni @nai | . conm)  Conference on Decision and Control [23].



by a fault, we show how the subsystem can be automatespect tow(t) € W, if Va(t) € X there existau(t) € U such
cally disconnected while preserving stability and constra that z(t + 1) € X, Vw(t) € W.

satisfaction at each time instant for all other subsystéis;

when a faulty subsystem is repaired, it can be replugged- 1. SYSTEM DEFINITION

Idnetvevgg?lsj.t ﬂ]eaﬂ?éﬂﬁgzg t?w)gtsngi%felfecrillycgrgtr:]oIE;S]' :rr:g If?gl Consider a class of_discrete—t_ime nonlinear LSS_g composed
in this paper we design Ioéal MPC controllers for a clasosf M subsystems, using two Qn‘ferent decompositions of the
of nonlinear LSSs. As regards FD schemes — to the be tstem structural graph (see Figure 1). The control framlewo
of the authors knowledge — it is the first time that a PnP

FD distributed architecture is proposed. Furthermore,ea r 2
application contexts, usually MPC controllers are dedigne

based on the knowledge of a nominal model of the system.
Therefore a FD scheme is needed to monitor the behaviour

of the system. The proposed FD architecture is robust to
modeling and measurement uncertainties. To achieve this go

it considers local models that are different from those used

local MPC controllers. In fact, another novel contributioh
this paper is the possibility to use different decomposgiand
different models for the control and the monitoring comp

Z[z |

2[3] 2[4]

nents. This feature is useful for applications: local coltgrs q:|g_ 1_: Two different depomposﬂmns of the LSS structurall
bgéaph. the non-overlapping subsystems of the control archi

must compute local control inputs based on local availa . .
. : . ; tecture (in green) and the overlapping subsystems of tHe fau
measurements only, sometimes with high sampling rates; on

. lagnosis framework (in red). The small circles represtates
the other hand local fault detectors may work at_a differate r and input variables; the yellow ones are the shared state
and can keep advantage of the redundancy given by Shar\'/rg\giables
some variables in order to improve estimation performances '

The paper is organized as follows. After providing a few . _ . .
notations and basic definitions in Section Il, in Sectionwe considers a nonlinear model described by the following dy-

define the problem addressed in the paper and we introduce 't ics:

dual decomposition of the LSS. Then, in Section IV, we designy, =+  , T (o o N .
the nonlinear DIMPC architecture, while in Section V we Bt wy = Aueg + Bilgi (@, Ye)wa + hi(@g, Yl
derive the PnP distributed FD scheme. The fault detectgbili +wi(Yp) Q)
analysis is presented in Section VI. The reconfiguration pr\%herex[il €R™, uy €R™, i€ M={1,..., M}, are the

cess after unplugging and plugging-in operations are destr
in Section VII. In Section VIII, we apply the propose
architectures to a ring of coupled van der Pol Oscillatogg
(vdPOs) and to a Power Network System (PNS). Finally, so
concluding remarks are given in Section IX.

local state and input, respectively, at timeand xf stands
r z;; at time ¢t + 1. The k-th component of vector;
specified byz; ;). A similar notation is used for input
MAfid output variables. The vector of interconnection véemb
Yr;; € RPi collects the stategz(; }jen; that influence the
dynamics ofz;, where); is the set of parents of subsystem
1. BASIC NOTATIONS AND DEFINITIONS . defined as\’ 0 M o, L0, i £ W
) 1 defined asN; = € : : i . We
We usea : b for the set of integerga,a + 1,...,b}. The . ! I Ozy) i J
o also defineF; = {k : i € N} as the set of children of
symbolsR, and Ry are the sets of positive real number : " X . :
. ; . . - Fori € M, A;; € R">*™ represent the linear nominal
respectively excluding and including. The column vector : . e X n .
i ; dynamics, whileB; € R™*™i g,(-) : R™ x RPi — R
with s componentsvy,...,vs IS v. = (v1,...,vs). The

N 2 Pi m; I i in-
symbols® andS denote the Minkowski sum and diﬁerencezgf gé(rrzinélﬂi n:m]l?cs T\Io}ﬁinéaf%nsr:gﬁ:iczoizlrk\ﬂglsnoori]r?cr:llude
respectively, i.eA = Be&Cif A={a:a=0b+c, forallbe y ' y

banic < C) a4 = BOC a0 < b o < 4 IO TORLOTSpS i pret subsgiems by meas of
Moreover,@;_, G; = G1 @ ... & G,. Forp > 0, B,(z) = ' o

(z "7 < ) where | s te Eucicean o n SRESETS e unicou, possiy neninear couping among
R™. Given a seX C R", convh(X) denotes its convex hull. y g '

Function distv, X) denotes the distance among a veetend Remark 1. The considered class of nonlinear functions is
a setX. The symbolO, denotes a column vector IR” with general: the only constraints are the matched dependence on
all elements equal t6. Letv, © € R*®, the inequalityjv| <, the control input and the fact that the subsystems are input-
component-wise mears;| < v;, i =1: s. decoupled. These two constraints are necessary for thgrmlesi

Definition 1 (RCI set) Consider the discrete-time Iinearmc the local tube-based controller in Section IV.

systemz(t + 1) = Ax(t) + Bu(t) + w(t), with z(t) € R, We assume that the state vector is completely measurable.
u(t) € R™, w(t) € R™ and subject to constraintg(t) € U C  On the other hand, the distributed FD architecture monitors
R™ andw(t) € W C R". The sefX C R" is an RCI set with a state vectorz;; which is extended with respect to the




controlled one, since in addition t@j; it includes some all possible values that variablegy; (resp. qﬁm) can

variablesz(; ., j € N, that it "shares™ with parent sub- assume, given the state constraintg3).

systems. These variables are a subset of the interconmect{®il) Functions w;(-) are bounded for alk € M, i.e. there
variablesyy;) influencing the dynamics of and are directly are bounded set¥V; C R™ such thatw;(¥;) € W;.
measured by the diagnoser monitoring théh subsystem. Moreover if¥; C U; thenw;(¥;) C w;(\V;).

We call shared variables ofi both the variables belonging (IV) Functionsg;(z(;, ;) are such that

to parents subsystems monitored also by subsystemd the 1

variables of subsystermmonitored by children subsystems. Gi = sup < +o0.

Remark 2. In thi the structure of the subsyst ekt 0, )|
emark 2. In this paper, the structure of the subsystems, . .
and hence the decgmpposition of the large-scale sygtem an(ty) The m.easur.ement err@ﬁi] 's bounded for' alk € M at
the choice of the variables that can be shared, is assumed each timet, i.e. |gj| < g component-wise.

to be given a priori. An in-depth discussion about optinyalit Now, let us provide a formal characterization of the sysgem’
of the decomposition is out of the scope of this paper. Sindecomposition already described in qualitative terms.
shared variables are monitored by more than one subsyst
it is reasonable that they represent a connection betw
subsystems.

el%ﬁnition 2 ([3]). A decomposition of the LSS into subsystems
egh ; . S .
[, ¢ € M is said non-overlappingf no state variables are
shared between subsystems. Otherwise, the decomposition i
Therefore, the model of the system dynamics exploited lrmedoverlapping

hei-th | | diagn r can ri : . . .
the i-th local diagnoser can be described as In this section, we have introduced the models and the two

S f[f] =Ayd + Bilgi(F), g, ug) + hi(E,4)] different decompositions of the LSS we are going to consider

n @i("z[i]) i ¢¢(5E[i],1/3[i],u[i],t) (2a For what concerns thg control architectureyam-overlapping _
e ob decomposition is defined, so that each state component is
Yl =T+ op (2b) " controlled by only one local controller. On the other hanl, a

where 7}, € R7, u € R™, yy) € R and o € R™, overlappingdecomposition is proposed for the FD framework,

i € M, are the local state, input, output and unknowwhich implies that the shared state variables may be maultor

measurement error, respectively, for diagnosis purpoBes. by more than one local diagnosers. In the following sections
vector of interconnection variableém € RP collects any we explain how to design a control and a FD architectures
state and input variable of the parents subsystems inflngncsuitable for a PnP framework.

the dynamics obim, namely the variablegy; not measured

by the i-th diagnoser, plus any state and input variable of V. NONLINEAR TUBE-BASED DISTRIBUTEDMPC

j € Ny influencing the dynamics of the shared variables of | this section, we illustrate the proposed distributecetub
not controlled byi. As a consequence, the state mattix i hased MPC controller. We design the controller so that it is
extended tod;; to describe the linear dynamics of the stalgple to guarantee stability of the LSS interconnected sbsy
Z1;), and similarly B; and functionsg;, h; andw;, i € M. tems both during the healthy behaviour (when no faults are ac
The fault detection model may also consider more complgyg on the LSS) and during the reconfiguration process (when
dynamics (compared to the control model) by means of tBefaulty subsystem is detected and subsequently unplugged)
general rpnlmegr functyongi and hé.‘ Instead, the function pjore specifically, we derive the DIMPC controller such that
¢i(-) : R™M O RPEXR™ R — R™ represents the fault- it preserves overall feasibility and stability even wheraalty
function, capturing deviations of the dynamics Bf from subsystem is disconnected.
the nominal healthy dynamics. Note thaf; and ¢y are  Concerning the control architecture, we consider a non-
defined in a way such that computing the left hand side of (8)erlapping decomposition of the LSS. Note that, in order to
requires at most information from subsystels, j € NVi. In - design the local controllers, the model in (1) is used where
other words Only transmission of information from parent tgjz() represents Coup"ng terms On|y_ In the fo”owing, we
child subsystems is required. This is a notable feature @f hropose a distributed controller that can be designed infa Pn
proposed approach. The following assumptions are in placgashion by treating parent subsystems as bounded disteban
Assumption 1.  (I) The pair (A;;, B;) is stabilizable,yi € Only for design purposes, as in [29], we define a nominal
M. model for each subsystem (1)
(Il) Subsystem&l};), i € M are subject to the constraints 2["] . l{+] — Audp + Bivg (4)

i € Xi, ug € Ui, opy € Osy ®) whereuy,) is the input. As in [29] our goal is to relate inputs
whereX;, U; and O; are compact, convex and containv; in (4) to uj;) in (1) and compute setg; C X;, i € M
the origin in their nonempty interior. Constrain8) such that
also induce suitable state constraints &y, i € M, . .
namelyX;, collecting all the possible values that each 2i)(0) € 213 (0) @ #1i)(t) € 1 (1) @ ®)
component of the vectaf; can have. Similarly, we In other terms, as in [18] and [19], we want to confing(t) in
denote withW; (resp. ¥;) constraints induced on in- @ tube around:(;(t) of sectionZ;. Assume that ifr(; € Z;
terconnection variables;) (resp.vy;), i.e. they collect there existsu;;) = &;(z(;)) : Z; — U; such that:c[t-} € Zi,



vz € X, j € N;. Therefore ifx) € &) @ Z; and the 2y, i.e. the state of the dynamics of the subsyskgmwithout

controller coupling terms. Note also that the re-definitionf; as in
. (9) is at the core of the tube-MPC scheme proposed in [29].
Cri + upy = 9@y, ¥p)~ [—hi(@g, Y) + o Algorithm 1 summarizes the steps needed for computing

+ Fi(zp — )] () function & (-) in (6), setsZ;, U.,, X;, V;, Xy, and functions
¢;(-) and V, (). During the design phases, the séts are

: e A +
Is used, wherery; = Zp;, then, for allvy), we havexy € ;ommunicated to child subsystems, while Séfsare received
&t @ Z;. ControllerCy; is based on the well-known idea offom fathers.

“canceling” the nonlinearities in the state equations.sTisi
possible becaL_lse in (1) the_z nonlinear terms are m_atched, ARjorithm 1 Design of controlleiCy; for subsystent;
they can be directly modified through the control input Input: Az, Br, X, Us, g (), a(), wi(), Ny

(30 Output: controllerCy;

Remark 3. We highlight that the proposed controller can be

easily generalized to the case wherg(-) represents both  (|) Send setsX; to child subsystemg € F;
coupling terms and model uncertainties. We refer the istec (1)) Receive setsX; from parent subsystemse A
reader to Chapter 7 of [31] where robustness has been studiegily Compute the set

for linear LSSs.

o o W; = w;(¥;) (10)
We note that controlle€; is distributedsince it depends on B B
the state variables of parent subsystems by means of tire inte ~ and chooseZ? such thatX; > Z > W; @ B, (0) for

connection variables, that have to be communicated during o a sufficiently smalko; > 0. If Z{ does not exist, then

line phases between neighbouring control stations. Fallgw stop (the controllerCj; cannot be designed)
[29], the next goal is to compute tightened constraifits- X;  (IV) Check the LP feasibility condition in Step (i) of Al-
andVi - U1 in order to guarantee that gorlthm 1in [19] If it is not VerifiEd, therBtOp (the
X . controllerCj; cannot be designed)
&) € X anduy € Vi = o) € X; anduy) € U, (V) Execute Steps (i) and (iv) of Algorithm 1 in [19].

They provide the MPG-problem and the functioR;(+)

at all time instants. Tightened state constraints mussfyatie - ) :
defined as in (25) in [19]

following inclusions

x02; CXi, (72) " Steps (1Iv) and (v) of Algorithm 1, that provide constraint
eps an of Algorithm 1, that provide constraints

G:(H: o VioU.,) CUs, 7b) i (7), are the most computationally expensive because in-
where H; = h;(X;,¥;) andU.,, = &;(Z;). Obviously, as in volve Minkowski sums and differences of polytopic sets. The
nonlinear tube-based MPC theory, the evaluation of €gts interested reader is referred to Sections 3.1-3.3 in [18kr&
andH; can be very challenging. Estimates of these sets canwe show how to avoid burdensome computations exploiting
obtained using methods of reachability analysis for naam results from [33] and how to compute a suitable functigrin
systems, as those discussed in [32]. Therefore, since we w) through LP. We also highlight that Step (1V) is the core of
to stabilize the nominal subsystems (4) and to guarantde algorithm: by checking the LP feasibility condition ite
satisfaction of tightened state constraints, we need teesolii) of Algorithm 1 in [19], we are able to verify if there exis
online the followinglocal MPC problemP (x;(t)): a setZ; guaranteeing; C X; and (5). This is possible using

a suitable parametrization of the RCI s&f, as proposed in

N;—1
. wir _ AT [33]. Note also that, by constructioliy; C Z; and, therefore,
x?l]l(%) ,;J bl (R), v (R)) + Vi (B (Vi) (82) the conditionZ; C X; is more difficult to fulfill for large sets
’U[7](0:N7;71) -

W, modeling coupling uncertainties.
Next, we give the main results on stability and constraints

z)(t) — 213 (0) € Z; (8b) satisfaction for the network of subsystems controlled ks di
(k4 1) = Aydp (k) + Bivgy (k) k€0:N;—1 (8c) tributed controller<’j;. It is in fact important for the proposed

. o _ A fault-tolerance scheme to be able to work in presence of
T[“(k) < Xﬁ’ vy (k) € Vi keO:N;—1 (8d) disturbances, also in healthy conditions.

T (NZ) S Xfi (89)

Theorem 1. Let Assumption 1 hold. Assume state-feedback
In (8), N; > 0is the control horizon/;(-) : R™*™" — Roy  controllers Cj; are computed using Algorithm 1 and de-
is the stage cosl/y, () : R" — R is the final cost an&y, fine x(t) = (zp), - o). Let XN = sy €
is the terminal set. Furthermore, following [29], in (6) wets X, : (8) is feasible forz(;(t) = s;;;} be the feasibility region
N S A for the MPCi problem andX"¥ = [],_,, XN. Then, the origin

vps (1) = via (OFF), (i) (8) = 213 (0fF) ©) of the closed-loop system is asyn%\{lotically stable. Ma@gov
whereuy; (0]t) andi(; (0]t) are optimal values of the variablesX” is a region of attraction for the origin an&(0) € XV
vp;(0) and2;(0) in the MPC4 problem (8). Note that in (9) guarantees state and input constraints are fulfilled at et
we defined the variableé|;; depending on the nominal stateinstants.



Proof: The proof of Theorem 1 is given in Appendix A.variables are provided by

|
2 2 k|2 2
g = AE k) — Yow) + D W {fﬂu,m = Ti,ki)

Remark 4. Notice that Algorithm 1 provides an off-line de- e

centralized procedure for designing distributed PnP redaoits . - ~ -
and that it can be executed in parallel for all subsystems: 4.k, ¥1 + Bk, 195 (Y1 21515 wii) +hj(y[j]az[j])]} (11)

Therefore, as shown in [18], [19] and as we will see Jo'mlé/vhere, for each shared componénti’*. are the components
with the FD architecture presented in Sections VII and V]I- . ok LD : .
f a row-stochastic matri¥V”, which will be defined in

plug-in or unplugging operations involve only the update Ogubsection V-C, and is designed to allow plugging-in and

a limited number of controllers. Differently from [18] and npluaaing oerations. By now. notice thif® collects the
[19] (where only linear subsystems have been considerkd), ¢inpiugging op - oY P .
consensus weights used by;) to weight the terms communi-

roposed regulator allows to control subsystems descrliped - . i .
brop g 4 e cated by ;, with j € S¥, to monitor component. In fact,

matched nonlinearities and nonlinear couplings with pasen : o .
as regards variables estimation, each subsystem comnesiica
with parents and children subsystems sharing that variable
V. THE FAULT DETECTIONARCHITECTURE We also note that (11) holds also for the case of non-shared
variables, since, in this casg = {i}, and W}, = 1 by

. . - Uefinition. In the following, for the sake of simplicity, weap
the considered PnP framework. Each subsystem is equip od » ' . o .
: . . : e subscript of the shared component inéethat is we write
with a local diagnoser. According to the classical model:

based FD approach, an estimatg of the local state vari- *l"*] instead ofz; k).
ables is computed; the estimation erroy, = Y] — i[i] B. The detection threshold
is compared component-wise with a suitable time-varying ) .
In order to define an appropriate threshold for FD, we

detection threshold};) € Ri hence obtaining a local fault : . s -
decision classifying the status of the subsystem either ¥3alyze the dynamics of the local diagnoser estimation er-
ror when the subsystem is healthy. Definifig® such that

healthy or faulty. If the residual crosses the thresholdieuran . ) ' o e
appropriate setting we can conclude that a fault has oaturrg-jes: Wi;; = 1 and since for shared variable$, j € S* it
The condition|e(; s ()] < e (), Vk = 1 : 7i; is a necessary N0ldS
(but generally not sufficient) condition for the hypothesis A q 5 s (a7 7o T
g LY i,k T + Bikl9i (T, Yy upy) + hi(Zpa, i
H; : "Subsystemd; is healthy”. If the condition is violated by R &g Ex”fp{] ! ]) (1 fp[ ]~)] -
at some time instant, then the hypothesisis falsified. = Ajj k) + Bikld; (T, Yy upy) + i (@), o)l
In the PnP framework, the diagnosers are designed sotfte k-th state estimation error dynamics is given by
guarantee the absence of false alarms and the convergence of R )
the estimator error bpth dyring healthy operating conagio e[;k] = Z Wi’jj [)\e[j,k} — Ajjrop) + wjk ()
and during the reconfiguration process: the healthy subssst jesk
diagnosers have to continue to work properly also when the = - 5 +
. . B; k(Ag; Ahj ) — Aoy Aoy :
faulty subsystem(s) is (are) unplugged and then plugged-in 5.k (AGjk + Ahj k) = Mg | + Ak + €
after problem solution. where Agix 2 G (F51, Vi) wis) = ik (Y, 250> u) and
Ahjg = hjr(E,vp) = ey 2)-
As in [15], using the triangular inequality, we can bound
the estimation error, guaranteeing no false-positiveredaBy

For detection purposes, each subsystem is equipped witfaking the absolute value ef; ,; component-wise, we get
local nonlinear estimator, based on the local madglin (2). '

The k-th non-shared state variable Bf;) can be estimated as |Ef§,k]| < Z ij [)‘|€[j.,k]| + |Ajj,k9[j]| + Nogiul

In this section, we design a distributed FD architecture f

A. The Fault Detection Estimator

jesk
Bk (AGjx + Ahyg)| + |wj,k‘(1/~}[j])|}
+ Alogingl + lef -

Therefore, we define the following time-varying threshold
i,k thatcan be computed in a distributed way

T =ANE k) — i) + vy + Bikldi (v, 20 )
+ hiyp)s 23]

where the filter parameter is chosen in the intefval A < 1

in order to guarantee convergence propertigs= vy + 0
is the vector of measured interconnection variables availa
for diagnosisf; collects the involved measurement eroef, 4 e Tao ~ ~ _
j € Ni, Ay, andB; , are thek-th row of matricesd;; andB;, k) = Z Wi [)‘e[j”f] + ’Ajjvk’ o) + Wik (25))

respectively. Using the shared variablg ) = Z(;x,, where ~ gest -

k; andk; are thek;-th andk;-th components of vectorg; + ‘BM‘ (Ag; + Ahj) + /\g[j,k]} + Aopi g + @[J;k] . (12)
andz;), respectively, we can take advantage of the redundanc% - ~ _

by using a kind of deterministic consensus protocol (seg [18/1€T€ Ag; = max; g goeq, [AG;()] and Ah; =

[15]). In the following,S* is the set of subsystems;; sharing Max; % g ed, ||AR;(t)||oo- It is worth noting that As-
a given state variablé of the LSS. The estimates of sharegumption 1 implies that the state and input variables are



bounded; hence all quantities in (12) are bounded as wedhch(i, j)-th component is computed as:
moreover, it is possible to defingi, £ at each time step a ~
boundw; x, S0 that|w; 1 (2(;))| < Wik (2(); 0,k is defined in L if j = argmin;ege A(€[jx) + 05,) + )Ajj,k’ 01
A;su[nptlon 1. The threshold dynamics (12) can be |n|t|dl|zq/Vilfj — I ’BM (Ag; + Aﬁj) + 1 (21))
with €; 11 (0) = 01i,x(0). |
0 otherwise

Remark 5. For FD purposes, the communication between (13)
subsystems is limited. It is not necessary, in general,éhah At each time-step each local fault-diagnoser receives esti
diagnoser knows the model of parent subsystems. Insteadmiates and consensus terms of variabjg, only from the
the shared casgll), it is sufficient that each subsystéryy; subsystems sharing it at that specific time. Then, it selects
sends to subsystems S* only a limited number of variables: the contribution affected by “smaller uncertainty”. It iowh
the interconnection variables;; and the consensus terms fomoting that the sef* is time-varying and collects only the
estimates i[m]] and Ajjykjym + B;’k.j (95 (), 2151 u;)) +  subsystems that share variabileand that are connected to
P - - A5 the LSS at that specific time instant. As briefly discussed
hi(y[]],z[]])) anq thresholdsX(eyx) + apu1) + ‘A”’k‘ %07 in section VI, fault-detectability may be improved by this
‘Bj,k‘ (Ag; + Ahj) +w; k(2(;))), locally computed. approach. The intuitive idea is that the consensus approach

used to estimate the shared variables allows to decreasethe

T.h.e threshold in (12) guarantees the absence of fal%%’rtainty on those variables, thus reducing the conseeragss
positive alarms before the occurrence of the fault causetidy of the proposed thresholds and improving fault detectgbili

uncertainties. On the other hand, this is a conservatlvleltres.l.he shared variables may then be chosen in order to improve

since it does not allow to detect faults whose magnitude e detectability of some faults we are interested to detect

!ower tha_n the l_mcertaln_tles magnltude in the sys_t_em_dynam-the architecture proposed in this paper using the dedigne
ics. Th|s issue is formalized in the fault dgtectabﬂnytsm: time-varying consensus matrix, sharing some variableaysw
(Section \./I)’ where we consider glso the issue that the fa proves (or does not change) detectability propertiese/®i
may be hidden by the control action. the particular structure of the considered networked sstbsy
tems with bounded coupling, the choice of the shared var$abl
is constrained by Assumption 1(Ill). In this paper anywag t
C. The consensus matrix structure of the subsystems, and so the decomposition of the
large-scale system and the choice of the variables thatean b
In this subsection, we explain how to properly definghared, is assumed to be given a priori.
the consensus matrix in order to allow for PnP operations.
Consensus is applied to the shared variables, i.e. stasbies .
. - - D. Estimator convergence
representing the interconnection between two or more s4bsy
tems, measured and monitored by more than one diagnoseNext, we address the convergence properties of the overall
For PnP capabilities, we use a time-varying weighting matrestimator before the possible occurrence of a fault, thédris
WF* whose dimension is equal to the maximum number ¢f< Ty. Towards this end, we introduce a vector formulation
subsystems that can be plugged in sharing that variable. Téf the state error equation for sake of compacting the rwtati
is not a restrictive assumption since it is possible to choopist for analysis purposes. Specifically, we introduce tke e
a dimension as large as wanted. Each row can have non ri@fided estimation error vectey, z, which is a column vector
elements only on correspondence of connected (plugged-g)lecting the estimation error vectors of tidg, subsystems
subsystems. In the case that, at a given time, the variahiat is sharing thek-th state component;, z £ col (ej; x : j € S¥).
shared (and hence at most one subsystem is using it) the drignce, the dynamics af, z can be described as:
non-null weight is the one corresponding to the considered
subsystem (this does not affect the convergence of the FD?Z,E — Wk [A%E +Ak7EQE +Bk,E(A§E + ABE)
estimator as illustrated in Subsection V-D). n 14
Indeed, the introduction of the proposed time-varying con- +wkp = Aok,p] + Aok + 0 g (14)
sensus matrix is advantageous from a second perspectiyere g, ; is a column vector, collecting the corresponding
Since the proposed threshold ?s conservative, ﬁt is importa;; value of vectoroy;), i.e. oj; 4], for eachj € S¥; Appis
to choose'lt as smal'l as po§5|ble. Therefqre, |n'the.caseao[)|ock matrix with N}, rows andnp — Zév:kl 7, columns,
shared variables, similarly as in [34], we design atimeVa ;- sk \yhere the elements on the diagonal are the row vectors
consensus-\_/velghtlng matrix* able to minimize the adaptive Agj,k; By 1 is defined in an analogous way. Finalby, Ajp,
threshold with respect to the consensus weights, by chgothE and uz; are column vectors collecting the vectars;,

the smallest threshold term from all the threshold add'tlvég}j, Ah, andug;), with j € S, respectivelyuw;, 5 is defined

terms in (12). In this consensus protocal, it is convenient r?dan analogous way. The following convergence result is now
weight more the subsystem which has got the lowest threshcl)n blace
component, hence the subsystem that has lower uncertainty i '

its measurements and in the local model. These aims canRyeposition 1. System(14), where the consensus matrix is
achieved by defining the following consensus matrix, whergven by(13), is BIBO stable.




Proof: The proof is carried out exploiting the one reportedhen, at a time instant; > Ty, the estimation error is

in [34] in a purely distributed fault-diagnosis framework. t—1
Specifically, sinceW" is a stochastic matrix, its norm is e g(t;) = > (AW*(h))" =" [W*(h) A por(h)
always equal tol. Therefore, sincé < A < 1, then also h=0
[IAWE(@#)]| <~ <1, with 0 < v < 1. Let us define: + Wk (R, (h) + WF(h) By g(Age(h) + Ahg)
— AW*(h) o,z (h) + Aok, p(h) + ok,p(h + 1)
Ur,p(t) = W*(t) | Ay pop(t) + Br 6(Ags(t) + Ahg(t)) ti1

k €Lk .
e n() - Agw (0] + Aok s(6) + ok st + 1) + ¢k m(h)] + hI:[OMW (h))er,5(0)

Now, we derive a sufficient condition in order to characeidz

We have: class of faults that can be detected by the proposed FD scheme
. In order to detect the occurrence of the fault at a certair tim
lex,2(t + D] < [AWF e, 6 (@) + ||Uk,e(t)]| t1, the following inequality has to be satisfied:
< IPWERIAWEE = DIl AWE )]l e, 5 (0)] e n(t)] > Enn(t),

t
+ Z INWE@ AR (= D). .. H)\Wk(])HHUk,E(])H for aF least one suk_szstem_z S®. When qleallng_wnh vectors,
in this paper, the inequality operator is applied component

=1
! " by-component. Using the triangle inequality and the tho&sh
< Aer.£(0)]] + 27t7j|‘Uk,E(j)|| definition (12), the following is implied
- ek 0] 2 (i) 4| 3 N 0]
1 . €k,p(t1)] =2 —€ke(t1) + T ok E .
< = swp Uiz e
Y oi>1

Since ¢ g is a vector whose components are all equal to

For t — oo, the state of the unforced system converged = ®i, = @jx,, it is easy to see that the FD condition

to zero and the series converges to a bounded value (§eex(f1)| > &k (t) is satisfied if

results in [35]). Moreover, using results in [36] for un- t1—1

forced systems, we can state that a systeh+ 1) = Jty > Tp - Z Na=1=heg, (h)

A(t)z(t), with A(t) € convh(A4y,...,Ay) is exponen- h=T

tially stable iff 3 a sufficiently large integely such that for at least one componerit € {1...,7;}, thus allowing

Ai, Aiy o A |l < v < 1, V(iny..oyig) € {1,..., N}, the detection of a fault at time,. Condition (15) implicitly

In our case, therefore, we only need to analyze maifix(t). characterizes the class of faults that are detectable by the

Since each row of*(t) has all null elements except oneproposed FD architecture at timie. Moreover, thanks to the

equal to 1, the productW"({)W"(t — 1)...W"*(0) is @ introduction of the time-varying consensus weighting timatr

stochastic matrix. Hence, since < A < 1, we have the threshold on the right-hand-side of (15) is the smallest

[IN(WH()WH(t —1)...W*(0))]| <1 and the hypothesis is one in the set of the proposed conservative thresholds of

satisfied. Fina”y, since all the uncertain terms are bodnd%ubsystems Sharing the same Variab|e, guaranteeing @ fals

then the discrete-time system (14) is BIBO stable. ~ W alarms. The choice of a smaller threshold makes it easier the
detectability at the general time instant thus we can say
intuitively from (15) that the class of detectable faultdiate

VI. FAULT DETECTABILITY ANALYSIS t1 is enlarged thanks to this choice.

In the case that the fault detection subsystem are input-
decoupled as the control onedAgr can be computed as
Agg |lug(h)|. Itis then worth emphasizing the influence of the
control inputs on the fault detectability condition by révng

> 2¢€};,1 (1) (15)

In this section, we analyze the fault detectability projgsrt
of the proposed FD architecture. In particular, we highlidpe
effects of the control input on fault detectability condits.
Let us now consider the case of a faulty subsystem, that %5) as
suppose that a fauli(-) occurs at an unknown time= T; on t1—1 ~
the k-th state variable. In the general case of a shared variable, Z Atl*l*hqﬁk,E(i’E, Ve, ug,h)
ke = oL (L., 1)T denoting the extended fault function =Ty
vector collecting for the componehtthe same fault value for ti—1 .
each subsystem sharing theh variable. After the occurrence 2( > (AW*(h))" " [W¥(h) ( ‘Ak,E‘ 05 (h) + Wy, p(h)
of the fault, fort > Tj, the state estimation error dynamics is  »=0

>

given by: + ‘Bk,E’ (Agp lug(h)| + Ahg) + /\ék,E(h))
t1—1
6 o =W [Aetn + Axpos + Bew(Ads + Ahp) + Xokeh) +ove(h+ 1)+ [] ()\W’f(h))ek,E(O)> :
h=0

+wi, g — Aok,E| + Aok, B + Q;E + O, E- (16)



Actually, the norm of the control termg(¢; — 1) affects the explain how to use them during plugging-in and unplugging
threshold on the right side of the inequality and, in pafigu operations. In this section, the reconfiguration of the LSS,
it may have a detrimental effect on the fault detectabilitin case of detection of a fault in one of the subsystems, is
by increasing the detection threshold. On the other hared, tddressed (see Fig. 2 for a visual description). We assume
control influences also the left part of the condition indija that, when the plant is started, all subsystems are healthy,
by acting on the fault function, which depends directly ogoverned by local controllers designed through Algorithm 1
up(t; — 1) and, by means of g, it depends also on the pastand monitored by local diagnosers proposed in Section V.

history of the control input. In order to analyze this poittt, | At 5 certain time, in subsysteﬁj[j], one or more residual

is possible to rewrite (16) as components may cross the corresponding threshold. We
-1 then have local fault detection (see Fig. 2-a)).
Z AWHR(R) =P WE (W) e g (F g, P, up, h)| > » Depending on the specific application context, two dis-
h=T, tinct actions may turn out to be feasible: i) immediate
t—1 “disconnection” of the faulty subsystem or ii) continua-
( Z AW () =1k (h ’Bk E‘ (AGg |lup(h)| tion of the system operation in “safety mode”. As in this
h—0 paper we deal with aractive distributed fault-tolerant
7 control scheme, we consider only the first scenario.
+Ahg)]+ gE(h)) (17) Subsystenty; is then disconnected from the networked
where system. This is thenpluggingstep and is shown in Fig.
- 2-b) in a pictorial way.
_ kot —1—hrik b _ o Due to subsystenx;;; unplugging, the neighboring sub-
R 2( > AWE () w (h)(‘A’“’E) on(h) systems have to rg]configure their local controllers and
h=0 ! L L . . .
_ diagnosers. This is described in Fig. 2-c) and explained
+ wi,p(h) + Ahg) + A?k,E(h)) + Aok, (h) in Subsection VII-A.
t—1 o When subsysterrim has been repaired or replaced, it
+ ok,e(h+1)]+ H (/\W’“(h))ekvE(O)) can be re-plugged in into the networked system and the
h=0 neighboring subsystems local controllers and diagnosers

is the threshold part that does not depend directly on the &€ retuned in Fig. 2-d) and Subsection VII-B).
extended control input. Therefore, it is constant w.r.te th In the following, theunpluggingafter fault-detection and
control input. As a consequence, the contribution of théhe possibleplug-in after subsystem repair/replacement are
control input to detectability properties at a certain time addressed separately.
could be highlighted by deriving the vectors of functions

05w, num, )| and | Bp| (Mg lup(h)] + Alg) =

w.r.t. the vectorugy norm component-by-component. If it is

possible to obtain the derivatives vector of the fault fiorct

we want to detect (as example, if it is possible to assume the

it is a Lipschitz function w.r.t. the control input norm anal t

know the Lipschitz constant), then, it is possible to compar X« ‘

the two derivatives for each subsystene S*. In fact, the 2) Afault s detected in 55, b) Siuis unplugged

right side term is linear w.r.t. to the norm of the controlunp

Intuitively, if the control input norm makes the magnitudie o

the fault function grow less than the threshold bounds, then

control input has a detrimental effect on detectabilityiatet

stepty, since it increases the uncertainty threshold terms the

hide the fault effects. On the other hand, if the control inpu
norm makes the magnitude of the fault function grow mucr
more than the threshold bounds, then it could be possible =
take advantage of the control input effect trying to improve
detectability. A detailed analysis of this issue is out o th
scope of this paper.

c) Control and FD
reconfiguration in Z
Zand 3, '
2 and 3,

respectively d) Once X, is ok, controllers in 2.,

and ZH are retuned

. 2. The reconfiguration process: the a), b), c), d) steps
descrlbed in Section VII.

VIl. RECONFIGURATION STRATEGY

In the previous sections, we derived suitable control and
fault detection architectures for a PnP framework. We now Subsystem unplugging after fault detection

This could be not always true since the control input couffuence | this section, we show how to reconfigure local controllers
also the bounds of the measurement error and coupling by meatiee of d fault-d h fault is d di b
state dynamics. However in some cases this dependence coulegteeted 2Nd Tault-detectors when a fault is detected Iin a subsystem.

especially when considering conservative bounds. The proposed strategy is based on the isolation of the faulty



subsystem and on the reconfiguration of controllers and-fauds regards the control framewérkFor what concerns the
detectors to guarantee closed-loop stability, constrsatis- distributed FD architecture, thanks to the way the timesvey
faction and monitoring of the new network with one lesshared variables estimator is defined, the plug-in is always
subsystem. feasible as well.

In the following, we describe in depth the needed operatiOE&mark 6. Note that, differently from [18], [19], here we do

"’Lﬁef ahfaultt)detect|qn. L.et:h tlthe de;t]e.ectmn tmegf a.faur:tm not consider the plugging-in of new subsystems but just the
t e{—tl su hs.%'StmeU]tr']nt 51 p a:tc |te(E)turetan 11 INe e connections of subsystems after they have been repaired.
control architecture), then the faulty subsystem is ungéag Therefore, existence of controlle; when all subsystems

and the involved subsystems reconfigured. are healthy guarantees that after a plugging-in or unplunggi

As regards_ the distributed FD, we need to perform the fOIIOV}S'peration in real-time
ing operations.

« constraints on the input and states of all subsystems are

« In the children subsystems € F;, for ¢t > t,, the still fulfilled:
components ofyy;; and z;; related to subsystenx; « the new mode of operation of the whole plant is asymp-
become equal t6. Hence, fort > t,, the interconnection totically stable (Theorem 1).

variables and measurements related to subsy§lg]ndo ) ) )

not influence the time-behaviour of the state estimation However, as well known in the hybrid system literature [37],

(11) and of the threshold (12) of subsysteﬁm[g. frequent and persistent switching between different mades
« In the children subsystemisz 7;, the adaptive threshold operation could compromise asymptotic stability of the {gho

é;) is computed through (12) by not considering the colplant. A remedy F:ould _be assuming a minima}l dwell-time
pling terms related to thg-th subsystem when computingbe“"’een consecutive switches [37] although this issuerdese
w; for t > 1. further investigations.

« In the neighbouring subsystemswith i € 7; ori € N, Remark 7. For what concerns the control, the operations
sharing some variables withij;}, the weights associatedthat have to be performed on-line involve the computation
with ¥p; in the consensus matricé$’" computed in of the MPC control input and, in case of reconfiguration
(13) are set to zero, that ig, ¢ S* for ¢ > ¢, for all operations, the reconfiguration of neighbouring contrsleAs
the shared variables. This allows to manage the factregards the fault detection, it is necessary to compute ahea
that after unplugging the connected subsystems have Bainpling time the state estimates and thresholds, inaiuitie

access anymore to the signals fraep;. computation of the time-varying consensus matrix.
Beyond the above changes in the local estimators embedded
in the distributed FD framework as a consequence of the VIIl. EXAMPLES

subsystem unplugging after the detection of a fault, the re-
configuration of the control architecture has to be addrkase
well. Under Assumption 1-(ll1), for eache F;, a contraction
of the setV; takes place, since subsysteiy; has one parent
less. Then, a contraction takes place also ofV$gein (10) and
the setZ? already computed still verifies the inclusions in Step
(1) of Algorithm 1. Therefore, for eachi ¢ F;, the previous
choice of Z? (made before the unplugging) still guarantees
the feasibility of the LP problem in Step (IV) of Algorithm 1
which finally implies that there is no need of redesigning the
controllerCy;) to keep the overall stability.

In conclusion, thanks to the distributed MPC controllerd an
distributed fault detectors schemes we designed, the ta@tec
of a fault in a subsystem implies the isolation of the faulty
subsystem and the reconfiguration of local controllers antt f
detectors, at most, of parent and children subsystems. This ) )
guarantees that the fault is not propagated in the network. Fig. 3: Matrix composed of coupled van der Pol oscillators.

B. Subsystem plugging-in A. Coupled van der Pol oscillators

The plug-in of a subsystem into the LSS interconnected N this example, we apply the proposed methodologies to a
structure may be needed in case of replacement of a prépqatrix of coupled vdPOs as in Figure 3. They can be used to
ously unplugged subsystem the fault diagnoser in use beféfgdel many oscillating systems in a wide area of application
SUbSyStem disconnection can be reused. Since we assum (Ojtherwise if considering the plug-in of new subsystems, ikl check
controllersCy; existed for the subsystem and its children wheg, ' '

) ) ) 3 ) feasibility of this operation by verifying that the exéon of Algorithm
it was connected to the plant, this operation is always Id&si 1 for the new subsystem or its children does not stop.
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Fig. 5: Simulation of the networked vdPOs in Fig. 3. Dasheediare the absolute values of errefs = |y;) — %m| (where
|-| is used component-wise) and bold lines are the threshgjddor i = {10,11,12,19}. The same color has been used for
each scalar component of the error and the correspondirgr shaeshold.

including biological rhythms, heartbeat, chemical ostitins, a simulation where at = 0, all vdPOs exceptjy;, are

circadian rhythms [38]. connected and placed in a random position around the origin.
The dynamical model of theé-th coupled vdPO E(J[%) is  We consider that thel-st vdPO is plugged-in at time= 1.5s.
given by For0 <t < 2.5s, due to the presence of measurements errors,
. the state is kept around the origin. In particular each cdletr
L1 =2) Ci;) computes the control inputs shown in Figure 4c. At time
_ _ t = 1.5s, oscillator¥ ) is plugged-in connected as in Figure
B9 = — (14 |NilB)zpia) + B Z T[] (18) 3, henceNy = 17 : 20. Since all parents of; have
JEN; one more child, they receive state constraints from the new
— 54(55[21-,1] — D + g7 (T)up), oscillator and retune their controllers based on the pesen

of the new subsystem. THal-st oscillator is initialized with
where g (x}; 1)) = W is the function describing the z,,,(1.55) = (~2.5,0) and then the controller steers the state
nonlinear dynamics of an actuator. Each oscillatog M, around the origin. At time¢ = 2.5s, a fault occurs in thd 1-
is a subsystem with state; = (x[;,1),7,2) and input th vdPO: the actuator breaks down and saturates the control
up;, Where z; ;7 is the displacements of oscillatar with input, henceu;yj(t) = 8, vt > ¢, and we can also see in
respect to a given equilibrium position on the matrix; 5 Fig. 4b that the velocity of the1-th vdPO diverges. The next
is the velocity of the oscillatof anduy; is the force applied time instant, due to a large error between the state estimate
to oscillator i. For all vdPOs, we consideft = 0.1 and and the measured states, theth FD detects the fault, indeed
B = —0.3. Subsystems are equipped with the state constraitgsi1,2)(t + Ts) — Tj11,2)(t + Ts)| > €11,2)(t +T) (see Figure
12 llse < 30 [|2pi,2)|loe < 2,4 € M and with the input con- 6). At this time instant, the reconfiguration process starts
straints||uj; ||~ < 8. We obtain models:}; by discretizing the faulty subsystem is unplugged and then the neighbouring
continuous-time models witH; = 0.1 sec sampling time, oscillators £;, j = {10, 12,19}) retune their controllers and
using Euler discretization. In this example, the local fautheir fault detectors. At timé = ¢+ 107y, the11-th actuator is
detectors do not share variables, hedkg = ‘Zm. Moreover fixed, then the vdPO can be plugged in: therefore neighbgurin
the design parameter of fault detectors has been\ set).1. oscillators retune their controllers and fault detectorbe
As regards the control architecture, for each controller,set oscillator is initialized withz;1)(4107) = (2.5,0) and then

the controller steers the state around the origin. In Figlare

u = (0.4 + 0,13;[21, 1]) [@(x[?i T D)y 21 + v and 4b, we can note that for> ¢+107T, all states are still kept
’ ’ - - around the origin. In Figure 5, we can see that the estimators
+ (@) — Zp)] - of the neighboring oscillatorg = {10, 12,19} continue to

Then, we synthesize controlles;, i € M using Algorithm work and thresholds continue to guarantee the absencesef fal
1 alarms during all the reconfiguration procedures.

In the following simulation, we consider a matrix composed

of M = 21 vdPOs (see Figure 3). We also consider thB. Power Networks System

measurement errors bounded in the sets In this example, we apply the proposed state-feedback
0; = {oy € R2 g |l < 1071, PnPMPC and FD scheme to the_ PNS p_roposed in Appe_ndix

B of [31]. In the following we first design the Automatic

The modelling of the LSS, the design of PNPMPC controlleSeneration Control (AGC) layer for the PNS composed of

and the simulations have been performed using the PnPMBRI@as as in Figure 7, then we show how, after a fault in area 4,

toolbox for MatLab [39]. During the simulation, the controlwe can disconnect the faulty area (unplugging operatiod) an

actionug;)(t) computed by the controllef};), for all i € M, redesign the controllers of neighbouring areas (recordigur

is kept constant during the sampling interval and applied tperation). The dynamics of an area equipped with primary

the continuous-time system. In Figure 4a and 4b we shamntrol and linearized around the equilibrium value for all
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(b) Velocities of the vdPOs, i.e. state Fig. 7: Power network system of Scenario 2 in Appendix B
xp; 5 for eachi € M. of [31].
0 ‘ x., '
““Unplugging vdPO 11
5 system (19) are
“Plugging-in vdPO 21
0 1 0 0
< _Xjen; i p, 1 0
Ai({Pijtjen:) = %H %H 2 1
T, Ty
=54 Plugging-in vdPO 11,” 0 ﬁ 0 _Tii,
‘ . ‘ 0 0 0 0 0 0
0 2 4 6 0 Pij 00 0 _ 1
B, = A — | 2H; L — 2H;
t[s] i 9 s Lig 0 00 ol ™ 0
(c) Inputsug, i € M. T, 0 000 0

. ) - - : or the meaning of constants as well as parameter values we

SA%P‘E. Positions, velocities and control inputs for all thér:efer the reader to Appendix B of [31]. We highlight that all
parameter values are within the range of those used in Ghapte

12 of [40]. Model (19) is input decoupled since bal¥,.

and APy, act only on subsysterﬁ%. Moreover, subsystems

©.¢ are parameter dependent since the local dynamics depends

variables can be described by the following model [40] [ Y Py ) )

on the quantities- =57 —. Each subsysterE, is subject

to constraints om\¢; and ONAP,.¢, in Appendix B of [31].

We obtain modelsy; by discretizing mOdeISE% with 1
2% @y = Auzy+Biug +LiAPL+ Z Agjag s (19) sAec sampllng time, using exact dlsc_reuzatlon and treating

JeN: Pr,, x5, j € N; as exogenous signals. As regards the FD

architecture, each area is equipped with a local fault tetec
¥(; sharing some state variables. In particular area 1 and 2

shareA#,, area 2 and 3 sharAf;, area 2 and 5 sharAf;

wherez;) = (A0, Aw;, AP, AP,) is the stateu;;) = and area 3, 4 and 5 sharkd,. We note that the choice
APy, is the control input of each are@\ P, is the local of shared variables allow each FD to locally consider the
power load andV; is the set of neighbouring areas, i.e. areasffect of coupling terms and hence, from an electrical pofnt
directly connected tcE[(f] through tie-lines. The matrices ofview, to take into account how tie-line powers are exchanged



among areas. Moreover we consider the following bounded

measurement errors

)
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Step time | Areai | APp,
5 1 +0.10
15 2 -0.16
20 1 -0.22
20 2 +0.12
20 3 -0.10
30 3 +0.10
40 4 +0.08
40 5 -0.10

TABLE I: Load of powerA Py, (p.u.) for simulation+AP;,
means a step of required power, hence a decrease of the
frequency deviationAw; and therefore an increase of the
power reference\ Py, .

point of view, there is a fault in a local generator, hence,
for safety reasons, area 4 must be isolated in order to not
propagate faults in the PNS. However, the fault is not detkct
by the FD2[4], as it is possible to see in Fig.9 in the initial
part of the simulation. This is probably due to the fact that
the magnitude of the fault is lower than the measurement
and modeling uncertainties and therefore hidden by them.
Moreover, we also note that, in absence of disturbances, the
PNS is at steady-state, therefore the states change aroend t
steady-state equilibrium due to the measurement distagsan

In these conditions, then there is no guarantee to detect the
fault. At time instant = 80, the inertia constant/, is reduced
from 6 to 1. In Figure 9, we note that for < 82, the errors

ey | are always upper bounded by the threshalgs hence

no faults are detectédAt time instantt = 82, FD 2[4] detects

the fault in area 4, indeed at tinte= 82, |¢| AP, | > €[aP,,]-

Fig. 9: First simulation example: for each area, for eaclorgol | Therefore, area 4 is unplugged and controllé[r@ and FDs

dashed lines are the absolute values of eregrs= y;; — ;)

and bold lines are the corresponding threshelgds

0i ={ep €

R* ¢ |lollc < 107%}.

Y, @ = {3,5} are retuned. Note that the reconfiguration
operation does not involve areas 1 and 2 since they where not
connected with area 4 and they did not share any state vesiabl
with it. As a consequence, the reconfiguration process is not
propagated in the network. Next to the unplugging of area 4,
the new PNS can still compensate power loads and FDs do

The modelling of the LSS, the design of PnPMPC controllefot detect any fault
and the simulations have been performed using the PnPMPGNe propose a second simulation example (see Figures 10

toolbox for MatLab [39]. For each subsystexy,,

the con- and 11), where at = 50 we still consider that in area 4 the

troller Cj;), i € M is designed by executing Algorithm 1. Theinertia constant, is reduced fron8 to 6. However in this
aim of the AGC layer is to restore the frequency in each arezsample we change the power load in area Ad3,, = 0.15
next to step loads, therefore each controller must be dedigratt = 60 and AP, = —0.25 at¢ = 70. In Figures 10 and 11
in order to stabilize the local area around an equilibria thaimulation results are shown. For time instabiis< ¢ < 59,

depends oM\ Py,,.

FD X, the filter parameted is set t00.4.
In the simulation, step power loadsP;,, specified in Table can be compensated locally even in presence of the fault and
| have been used and they cause the step-like changes oftHeefault is still not detected. This is due to multiple reaso
control variables in Figure 8.
In Figure 8a we show, how in presence of loads, thmodeling uncertainties and the controller is robust enaiagh
frequency deviation is steered in a neighbourhood of zemompensate the increasing of requested power even in pesen

however, due to the presence of measurement ersgrs of the fault. At timet =

As regards fault diagnosis, for each locaas in the previous example, the fault is not detected by the

FD 2[4]. At time ¢ = 60 the increase of power load in area 4
the magnitude of the fault is lower than the measurement and

70 the power load changes from

(randomly extracted in the sef$;), Aw; cannot be perfectly AP;, = 0.15 to AP, = —0.25 and the fault is detected by

zeroed. In Figure 8b we note how the power referemses, f,

are changed in order to compensate for local loads.
We consider two simulation examples. In the first, at timeot hidden anymore. Summarizing, this second example shows

instant ¢

FD 2[4}. In this case even if the magnitude of the fault is not
changed, the power referenceP, ., changes and the fault is

50, the following fault occurs in area 4: thethat, as highlighted in Section VI, the detectability of alfa

inertia constant, is reduced fron8 to 6. From an electrical depends on the uncertainty as well as on the trajectories and



13

-3 Areal -3 Area?2
10x 10 4x 10
2
5
— oN
g g o
0
-2
-5 -4
0 50 100 0 50 100
t[s] t[s]
-3 Area3 -3 Area 4 3 Areab
2 X 10 2 x 10 4 x 10
1 1
3«) 3<r n 2
g0 30 !
-1 -1 0
-2 -2 -2
0 50 100 0 50 100 0 50 100
t[s] tfs] ts]

(a) Frequency deviation in each area controlled by PnPMPC contraNets. thatAw, = 0 after unplugging of area 4.
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(b) Load reference set-point in each area controlled by PnPMPCatlens: Note thatA P..;, = 0 after unplugging of area 4.

Fig. 8: First simulation example of a fault in ardaat time¢ = 50 andt¢ = 80: frequency deviation (panel 8a) and load
reference (panel 8b) in each area.

-3 Area 4 Area 4

0 20 40 60 80 100 0 20 40 60 80 100
t[s] tls]

(@) Frequency deviation in area 4 controlled by PnPMPC (b) Load reference set-point in area 4 controlled by PnPMPC
controllers. Note thaf\w, = 0 after unplugging of area 4. controllers. Note thal\P,.;, = 0 after unplugging of area 4.

Fig. 10: Second simulation of a fault in aréat timet = 50: frequency deviation (10a) and load reference (10b) in eaeb.

the excitability of the system. IX. CONCLUDING REMARKS

In this paper, a novel integrated architecture composed of a

SFor the convenience of the reader, in Figure 9, after thenfiguration  gistriputed MPC scheme and of a distributed FD architecture
process, errors and thresholds involving state variabfearea 4 are kept .

constants for display purposes. After fault detection, Itwal estimator is @S been proposed in the context of fault-tolerant control

stopped. for a class of large-scale nonlinear systems. The integrate
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T always feasible and its optimizefs; (0[¢) andvy; (0[t) verify
56[1] (O|t) — 0"1 andvm (O|t> — Omi, ast — oo.

Differently from [31], where coupling terms have been
defined as linear functions, subsystelg, i € M defined
in this paper take into account nonlinearities in the coupli

T T among subsystems.
memjmm Similarly to Step 1 of the proof of Theorem 6.1 in [31], we

0 50 50 100  aim at showing that ifc; (0) € X there isT > 0 such that
ti[;] ti[;]] z(;)(T) € Z; and hence di$E;, z(;(T)) = 0. From (1) and

(6), we can write

zp)(t 4 1) = Ay (t) + Biki () (t)) + wi(vy (1)) + ﬁz‘((ztc)))
where

ni(t) = Bi(vp () + Ri(z(t) — Rz (1)) (21)

and zj;) (t) = ;) () — 2(;1(0[t). In particular, ifz;;(0) € XY,
recursive feasibility of the MP@-problem (8) implies that
(20) holds for allt > 0.

Note that Step (l11) of Algorithm 1 guarantees that Assuimipti
0.04 6.3 in [31] is verified and therefore, the LP problem (6.14) in
i [31] is feasible for alk; € R™:. This implies that the function
oozl ‘ Ri(z(t)) in (20) is always well defined.
,5' )!‘, s hlp"j ﬂ.l. j‘lﬁ,f.:‘“ From the asymptotic convergence to zero of the nominal state
P A A SRR A A #;(0[t) and the input signaby; (0[¢), it holds
0 50 100

tfs] vo; >0, 313, > 0: Hj[i](O‘t)H < §; and||v[i](0\t)|| < 6,
(22)

Fig. 11. Second simulation: for each area, for each color,

dashed lines are the absolute values of eregys=y;;; — 4y ¢ = Li1. Moreover, according to [42], we can assume

affine map. In view of thisg;(-) is also globally Lipschitz,

ie.
control scheme guarantees closed-loop asymptotic stebili 5 L;>0
and constraints satisfaction at each time instant, whigeRbD
architecture allows to detect faulty subsystems guarageefor all (z(;), 2};)) such thatey,) € X; andxp;) — ;) € Z;. Using
the absence of false-alarms and the convergence the estima23) one can show that settirdg the following
also during reconfiguration processes. The innovative igeaimplication holds for alle; > 0:
to combine distributed MPC and distributed FD architecture . ~
where local controllers and state estimators can be dasigne |11 (010)[| < di and|[[o (O[)[| < & = [|7:(1)]] < e,
in a P_nP fashion, i.e. the oyerall model of the LSS is ne\_/%m () € X,. Therefore, from (22),
used in any step of the design phase. The proposed architec-
ture is suitable for several large-scale applicationgwatig
revamping of actuators and isolating faulty subsystemerbef
the fault is propagate in the network.

Future research efforts will be devoted to generalizing tr(
approach to a larger class of nonlinear systems and to &ddresy;s_ ~ o, 37, > 0: 2y (Olt) € 62,74, Yt > T
the important issue of optimal decomposition of the LSS
towards better fault detectability properties (prelinmneesults Hence, from (8b),
are given in [41]).

s R (g — 2r) — Ra(op)|] < Lill2gll (23)

_ €
Bl (1+L4)

Ve; > 0, E|Ti71 >0: ||777(t)” <€, Vt> Ti71. (24)

Since ;) (0[t) — O,,, ast — oo, andZ; containsB,,, (0,,)
gee Step (lll) of Algorithm 1), then

(25)

(i) (t) = 213y (01t)+ (g (1) =2 (O[t) € (1402,)Zi, VE > T .
(26)
APPENDIX From (20) we have, for all € M,

A. Proof of Theorem 1

Proof: The proof of Theorem 1 is an adaptation of the
proof of Theorem 9 in [19] to the nonlinear case. Due tohere wy;; = w;(Y)) + My, Vi € M. Let P; be the
space limitation in [19], this proof is available in [31] agnap that builds the vectopy; from {z(;}jen;, i.€. Y =
the proof of Theorem 6.1. First, we can easily show that, ?;({z(;}jen;) and define¥; = {P;({zj}jen;) : zp €
27;)(0) € XYV, the MPC¢ optimization problem defined n (8) is (1 + 4.,)Z;}. SettingT = max;em{Ti1,T;2} and 6, =

xp)(t 4 1) = Ay (t) + Biki(xp (1)) + o (t)  (27)



max;em 6z, USING (24) and (26), remembering that; is
the vector of coupling variables, one ha&$,> T

(8]
ﬁ)m S wi(\i/z) & B, (Om)

From Steps (lID)-(V) of Algorithm 1, sinceVY;
{Pi({z(j1}jens) = zp5 € X}, using (7), we can deduce that
¥; c ¥,. Under Assumption 1-(lll), we have [10]

(28) ]

w;(¥;) C Wi = w;(¥;) (299)

Therefore, there ig; € [0,1) (that does not depend aon) [
such that

wi(¥;) € &W;,
and then, from (28),
Wy € (1+0.)6W,; © B, (0,,), Vt >T.

(30)
[12]

(13]

Note that in (24) the parameter > 0 can be chosen arbitrarily
small. Assume that it verifies < (149, )&@;, Vi € M where

w,; are the radii of the balls in Assumption 6.3 in [31]. Thenj4]
using Assumption 6.3 in [31] we get far> T

wiiy(t) € (1+02)6 (Wi @ By, (0n,)) € (1+6:)&7Z7. (31)

i

(18]

In view of (26) and (31), Lemma 6.2 in [31] guarantees that
z € (146:)(Z; © (1 - &)ZY) (32) 18]

From Assumption 6.3 in [31], one h& & (1 *fi)Z? CZ;&
B(1-¢,).:(0n,) and hence, sinc&; contains the origin in its [17]
interior, there isu; € [0,1) such thatZ, © (1 — &)Z? C w.Z;.
From (32) we getrfg] € (1+6.)puiZ;. If in (25) we sets,

such that(1 + 6.)u; < 1, we have shown that for = 7 it  [18]
holds z(;; (T' + 1) € Z; and Step 1 of the proof is concluded
settingT = T + 1. [19]
The proof of Theorem 1 can be concluded using Steps 2 and
3 of the proof of Theorem 6.1 in [31]. In particular in Step
we prove the convergence of the overall state to the origih an
in Step 3 we prove stability of the closed-loop overall sgste [21]
We note that Steps 2 and 3 use the fact tha#Zset ][, Z;

is an RCI set for the overall closed-loop system. L IVPY
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