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Abstract

Generalised Polynomial Chaos (GPC) in conjunction with sparse grid stochastic
collocation and High Dimensional Model Representation (HDMR) is used to perform
uncertainty and global sensitivity analysis for the neutron chain survival and extinction
probabilities, with and without an intrinsic random source. Starting with a lumped
backward Master equation formulation, uncertainty is introduced by allowing the facto-
rial moments of the fission multiplicity distribution, the neutron lifetime, and strength
of the intrinsic source to be independent and uniformly distributed random variables.
A multidimensional Legendre chaos representation of the random survival and extinc-
tion probabilities is used to achieve optimal numerical convergence in the stochastic
dimension and the relative variance contributions from each random parameter are
then quantified using HDMR.

The underlying deterministic results of the model are found to closely match ana-
lytical benchmarks and, once uncertainty is introduced, the GPC results match both
Monte Carlo simulations and analytical results for polynomial order greater than two.
The GPC method is found to require significantly less computational time to achieve
a given accuracy on the survival and extinction probabilities than the Monte Carlo
method. It is found that, the probabilities are most sensitive to x; for lower ¢ and have
a significant sensitivity to x» in all cases. A chain’s survival probability is moderately
sensitive to the neutron lifetime early in simulation. In the subcritical case this sensi-
tivity increases as the simulation continues whilst it decreases in the supercritical case.
The extinction probability is sensitive to the source strength.

Keywords: Extinction Probability, Backward Master Equation, Polynomial Chaos,
Global Sensitivity

1. Introduction

A vast body of work has been published to date on the probabilities of extinc-
tion, survival and divergence of the neutron population in a multiplying medium Bell
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(1963, 1965); Williams (1974); Pazsit and Pal (2008); Prinja and Souto (2009, 2010);
Prinja (2012). These probabilities are key quantities in the characterization of strongly
stochastic neutronic systems (exemplified by multiplying media with weak internal
sources) where the fluctuations in the neutron number are large enough that low order
statistical moments, such as the mean and variance of the neutron number, do not
provide sufficient information to describe the instantaneous state of the neutron popu-
lation and to predict its time evolution. Applications where such stochastic behaviour
is important include: criticality excursions in spent fuel storage, in the handling of
fissile solutions in fuel fabrication and reprocessing; approach to critical under sub-
optimal reactor start-up conditions; preinitiation in fast burst research reactors; and
weak nuclear signatures in the passive detection of nuclear materials. Especially from a
safety viewpoint, it is clearly important to have an accurate estimate of the probability
that a neutron chain will grow without bound.

The subject of stochastic neutron populations lends itself to an elegant and com-
plete formulation based on the theory of discrete state, continuous time Markov pro-
cesses. For point or lumped systems, Master equations of the forward and backward
type can be derived for the probability of finding a neutron population of a certain size
at a certain time Bell (1963, 1965); Williams (1974); Pazsit and Pal (2008); Prinja and
Souto (2009); Prinja (2012). Both approaches yield systems of differential-difference
equations for the neutron number Probability Density Function (PDF), with one dis-
tinction being that the backward Master equation is nonlinear in the PDF while the
forward equation is linear. A key advantage of the backward formulation is that it
is not necessary to first obtain the complete neutron number distribution from which
to then extract the extinction or survival probabilities, as is the case with the for-
ward approach. Starting with the backward Master equation written in terms of the
generating function, explicit and closed, albeit nonlinear, differential equations for the
extinction and survival probabilities can be directly written down Bell (1965); Pazsit
and Pal (2008); Prinja (2012). Moreover, this can be done for both the lumped case
and unlumped case where the neutron phase space dependence is also included. The
backward formulation therefore allows accurate numerical calculation of these prob-
abilities under quite general conditions while also enabling analytical solutions to be
constructed when the physical model can be simplified.

What appears not to have been addressed in the literature is a systematic quan-
tification of the effects of uncertainty in the physical parameters on the extinction
and survival probabilities. The principal parameters with respect to which uncertainty
analysis would contribute to a better appreciation of the impact of growth and termi-
nation of chains are nuclear data — cross sections, fission neutron multiplicities, and
the strength of the intrinsic neutron source (e.g, spontaneous fission rate) — and, in
a lumped model, gross parameters such as the neutron lifetime as well as the system
reactivity. The relatively small number of compilations of multiplicity data for fissile
materials in the open literature confirm the large uncertainties in the different mea-
surements reported (Diven et al., 1956; Zucker and Holden, 1986; Orndoffl, 1957). On
the other hand, considerable effort has been devoted over the years to reducing cross
section data uncertainty for the important fissile materials. However, the intrinsic
source strength is generally not known with good accuracy (Radkowsky, 1964) and



the uncertainty in the neutron lifetime is potentially large as effects of physical geom-
etry, material heterogeneity, and energy dependence are collapsed and encapsulated in
a single parameter for use in a one speed point model. Moreover, depending on the
application, the system reactivity may also be subject to uncertainty.

In this paper we use a lumped backward model to carry out a detailed numerical
investigation of the effect of physical parameter uncertainty on the time-dependent
single neutron chain survival probability and the time-dependent extinction probabil-
ity when an intrinsic random source is present. Specifically, uncertainty is introduced
in the factorial moments of the fission neutron multiplicity distribution, the source
strength and the neutron lifetime, and all parameters are assumed to be independent
random variables each uniformly distributed about their respective reference values.
Strictly speaking, the uncertainty should be introduced directly into the fission neu-
tron multiplicities and propagated into the factorial moments but the constraint that
the multiplicity distribution be normalized correlates the multiplicities and signifi-
cantly complicates the uncertainty analysis. Although stochastic UQ methods of the
type considered here can be readily extended to accommodate correlated, Gaussian
distributed input variables, more advanced techniques are necessary to represent cor-
related non-Gaussian distributed input variables (Park et al., 2015). For this reason
we have, in this preliminary investigation, incorporated uncertainty directly into the
factorial moments, source strength and neutron lifetime and defer a more rigorous
representation of uncertainty in the multiplicities to a more comprehensive future in-
vestigation. The multiplication factor or k-eigenvalue is generally considered to be an
accurately known parameter for use in lumped systems, unlike the intrinsic source and
neutron lifetime, so it is not treated as an uncertain variable this work. We emphasize
that this does not represent a limitation of the methodology as it simply adds an extra
independent random variable, albeit at increased computational cost.

We further emphasize that one goal of this investigation is to consider the effect of
uncertainty due to the lumping of distributed systems, which constitutes another layer
of uncertainty over the uncertainty in underlying cross sections and numerical approx-
imation schemes. This arises because in the derivation of any value for the lumped
system an assumption regarding the neutron flux in terms of space, energy and angle
must be made in order to perform the appropriate averaging. However, particularly
when the neutron population is very low (as is the case in the systems studied in this
paper) the neutron flux is inherently stochastic in this regard which introduces a fur-
ther uncertainty beyond that of the uncertainty of the neutronics data of the medium
in which the neutrons exist. A rigorous treatment of uncertainty propagation in the
neutron chain probabilities of interest here, one where uncertainty can be introduced in
the fundamental measured parameters (cross sections, multiplicities), must be based on
an unlumped backward Master equation formulation that accommodates space, energy
and angle dependence and, although merited, such a study would be computationally
very demanding and beyond the scope of the present investigation. We hope to report
on a more thorough investigation along these lines at a later date.

The polynomial chaos method is used to express the output uncertainty in a spectral
expansion and stochastic collocation applied to obtain and solve uncoupled equations
for the deterministic expansion coefficients. This representation gives a full statisti-
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cal characterization of the uncertainty in the survival and extinction probabilities of
interest here from which statistical moments as well as PDFs are extracted in post
processing. Finally, a global sensitivity analysis is performed using High Dimensional
Model Representation (HDMR) which yields the relative contribution of each random
variable to the total variance. We emphasize that these results are not subject to the
restriction of linear sensitivity theory and hence provide a reliable quantification of the
sensitivity to each input parameter.

The scope of the paper is as follows. In the next section we present the backward
model for the survival and extinction probabilities, provide the reference data, and
give a closed form analytical solution for a special case that is useful for benchmarking
the numerical solution method used. Numerical solutions for baseline or reference
parameters are presented and discussed in the following section. A general framework
for conducting uncertainty analysis is then presented along with analytical solutions
for the PDF's of the unknowns in a special case. The generalized polynomial chaos
method for uncertainty quantification is introduced in the next section and detailed
numerical results and analysis from the implementation of this method using non-
intrusive sparse grid quadrature methods and global sensitivity analysis are presented.
We present some concluding remarks in the final section.

2. Backward Equations for the Extinction/Survival Probability

The backward equations for the single chain survival probability P(¢) and the ex-
tinction probability for random source sponsored chains Pg(t) are well known Bell
(1965); Pazsit and Pal (2008); Prinja (2012) and may be expressed as:

o0 () pry 2 S M, o=

T 7!

OPp(t) _ S, lxﬁs(_l)iﬁpi(t) Pp(t), Pgp(0)=1. (2)
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In the above, 7 is the neutron lifetime, py is the probability of fission, keg is the system
multiplication factor, Sy the intrinsic source strength, x; s and x; s are the factorial
moments of the neutron multiplicity distribution for fission and the source respectively
and Xomaz, f and Xmaz,s define where the relevant sums are truncated. These values are
not, in general, required to eb identical but, for the systems we describe in this paper,
we assume the source and fission have the same neutron multiplicity distribution (i.e.
the source is a fission source) and so x; f = X;s which we will henceforth simply call
Xi and Xmaz,f = Xmaz,s Which we will henceforth refer to as Xae. Xi are defined by:

)

(3)
where p, is the probability of v neutrons being emitted in a fission reaction and vy,q,
is the maximum number of neutrons emitted by a fission being considered. It then

Yomwv(v—1)...(v—i+1)p, fori=1,2,... Ve for 1 <1 < vpas
Xi = .
0 otherwise
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follows that p; = keg/7, where 7 = x; is the mean number of neutrons. Note that this
definition sets the limit that x,,e: < Vpmaee- Throughout this article we will set v, =7.

The multiplicity term in Equation (1) represents independent chains created by
neutrons born in induced fission reactions while the corresponding term in Equation(2)
refers to neutrons produced in spontaneous fission. Although in principle the induced
and spontaneous fission multiplicities may differ, we have assumed them to be identical.

For the purposes of this investigation, the system parameters are assumed to be
static, that is, time independent. This gives the simplification that the resulting sur-
vival and extinction probabilities depend only on the difference between final and initial
times as opposed to the two times separately. This time-translation invariance allows
the use of a forward time variable ¢ in Equations (1) and (2), representing the time
lapsed since the injection of the initial neutron. The initial condition P(0) =1 for the
single chain survival probability then corresponds to one initiating neutron at ¢ = 0
while Pg(0) = 1 for the source extinction probability corresponds to the situation that
no neutrons are present prior to the source being turned on.

2.1. Analytic Solution

In order to benchmark the numerical solutions of Equations (1) and (2) obtained
in the following sections, we use a closed form analytic solution that can be readily
obtained under the quadratic approximation (meaning chi,,., = 2) where the sum-
mations containing the factorial moments are truncated at order 2 Bell (1963); Prinja
and Souto (2009). Equation (1) then reduces to a Bernoulli equation which can be
transformed to a linear first order equation in the usual way and solved to obtain an
exact solution for P(t¢). This solution is then used in Equation (2) to obtain Pg(t).
After some algebra, we obtain:

exp(at)
P(t) = Y. ) (4)
1+ 52 [exp(at) — 1]
X/ -n
Put) = [1+ 2 (exp(at) = 1)| (5)
where the parameters «, x5 and 7 are defined as:
ke — 1
o= (6)
-
ke
X, = PrXz _ Xz_ ff’ (7)
T UT
25, 20\ SoT
=2 (Z) 3 ®)
X2 X2 off

We note that the above solutions are identical to those obtained by Bell using the
quadratic approximation in the forward formulation Bell (1963); Prinja and Souto
(2009). The solutions for the survival and source extinctions probabilities given by
Equations(4) and (5) correspond to a supercritical system for which keg > 1 or a > 0.



For a subcritical system, so that kg < 1, the above solutions are more conveniently
expressed as:

exp(—|alt)
Pt) = — , 0
1+ 2% 1 — exp(—fal?)]
X/ -n
Pe(t) = |1+ 501 = exp (-lalt)| (10)
where o« = —(1 — ker)/T = —|al, while for a critical system, i.e., keg = 1, @ = 0,
Equations (4) and (5) reduce to:
X2 t]7
Pt)=1+_—| (11)
x2t]™"

The quadratic approximation is known to be very accurate for systems that are
not too far off critical and for ¢ > 7, and the fact that it enables exact solutions to
be constructed makes this a useful model in general. We therefore use these solutions
to guide the physical interpretation of the numerical solutions obtained below when
all multiplicity terms are retained. To this end, it is helpful to consider the time-
asymptotic limit as t — oo of these solutions. For the single chain survival probability,
this limit is given by:

E(—keffil), k}eﬁr > 1

X2 Ko
P(oo) =10, kg < 1 (13)
0. kg =1

The above result shows that for a critical or subcritical system the chain will eventually
become extinct with probability one, while for a supercritical system there is a non-
zero probability that the chain will not have died out. Under the latter conditions, it
is known that the neutron population, if it has not become extinct, must necessarily
be infinite, and P(oc0) is then also referred to as the probability of divergence or the
Probability of Initiation (POI) Bell (1963); Prinja and Souto (2009, 2010). Further
noting that the factor 2—Z is nearly unity (see Table 1 below), we see that the POI is

well approximated by the excess reactivity:

keg — 1

eff

POI =

~ keﬂ - ]_, (14)

with the second approximation holding for a weakly supercritical system (keg ~ 1).
The corresponding ¢ — oo limits for the source extinction probability are given by:

0, keg > 1
-n
Pploc) = 3 [14+ 2tis] ", k<1 (15)
0. keg =1



This result shows that the neutron population can never become extinct for a critical
or supercritical system in the presence of a steadily emitting random source, regardless
of the source strength. However, there is a non-zero probability of the population
becoming extinct if the system is subcritical, with this probability depending strongly
on the source strength. The latter result simplifies to:

Pp(00) & (1 — kegt)™7 (16)

upon noting that n &~ Sy7 for a weakly subcritical system and again using the fact that
2U/x2 =~ 1. Another useful result is given by Pg(t) for at > 1, which can be inferred
from Equation (5) to be:

keff
keg — 1

SoT
PE(t) ~ ( ) exXp [—(k’eﬁ — 1)Sot] (17)
For a fixed k.g this indicates that the time constant for the variation of the source
extinction probability at late times is proportional to 1/Sy, the mean time between
emission of source particles, and not the neutron lifetime 7. Finally, the late time
variation of source extinction probability for a critical system is readily seen from
Equation (12) to be approximated by:

Pty = (5) s)

2.2. Reference Parameters

To numerically solve Equations(1) and (2) we use an algorithm found in Shampine
and Gordon (1975) which employs adaptive time-stepping to allow the computation-
ally efficient solution of these nonlinear first order ordinary differential equations. This
algorithm has proved efficient, accurate and robust in this application.

The reference values for the parameters chosen to investigate the time variation
of the survival and extinction probabilities, and relative to which uncertainty and
sensitivity computations are performed, were obtained from the published literature.
We use a value of 56.6 neutrons/s for the source strength Sy and a neutron lifetime 7
of 6.6x107 %, loosely based upon the GODIVA experiment (Orndoffl, 1957; Prinja and
Souto, 2009)(REFs: Peterson,Orndoff,Prinja2008). The multiplicities were taken from
Zucker and Holden (1986) and the factorial moments computed according to Equation
(3). Both sets of data are tabulated below in Table 1 . The multiplication factor keg
was not treated as a random variable but rather was varied systematically. That is, the
uncertainty and sensitivity analysis was carried out for fixed but different k.g values.

3. Numerical Results for Reference Case

In this section we present numerical results for P(t) and Pg(t) for the reference
parameters given in Section 2.2 and consider kg = 0.99,1.01 and 1.3, corresponding
to a subcritical, weakly supercritical and strongly supercritical system, respectively.
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0.0319004 1
0.1725213 | 2.4105
0.3361397 | 4.6231
0.3038798 | 6.7770
0.1266155 | 7.2424
0.0261843 | 5.3845
0.0026170 | 2.6004
0.0001421 | 0.7162
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Table 1: 23%U fission neutron multiplicities and factorial moments.

It is noted that the formulation of the point kinetics model in Equation which gives
rise to the quantity kg is based on the assumption the system is near critical and,
in the case where kg = 1.3, this approximation is not strictly applicable. It is to be
expected that this may introduce some error if the simulated results were compared to
experimental results. A full extension of the point kinetics model to a greater range
of reactivities is beyond the scope of this study so we use this standard formulation
and so, despite this limitation, this case is included in order to illustrate informative
qualitative behaviour.

As mentioned earlier, in addition to establishing the robustness and accuracy of the
deterministic solver, the numerical results displayed here helps develop a qualitative
feel for the dependence of the solution on the different parameters and aid in the
interpretation of the results when uncertainty is introduced into the parameters. The
numerical and analytical results under the quadratic approximation are displayed in
Figure 1, showing that the simulated results match the analytic results to a high degree
of accuracy and verifying the model is indeed solving Equations (1) and (2) accurately.
The numerical results confirm our earlier conclusions based on the analytic solution
that a single initiating neutron and its progeny will become extinct with certainty
unless the system is supercritical. In the presence of a random intrinsic source, on the
other hand, the population diverges with certainty unless the system is subcritical or
critical.

3.1. Base Line Results

We now consider the numerical solutions in the general case, with X,... set equal
to 7. The results are displayed in Figure 2. As can be seen, the survival chance
of a neutron chain is initially 1 before decreasing on a timescale comparable to a few
neutron lifetime 7 (6.6 x107%). For the subcritical case (keg=0.99) the time-asymptotic
survival probability, i.e., the POI, approaches 0. For the slightly supercritical case
(ker=1.01) it tends towards a steady value of approximately 0.01038, which is very
close to the analytic value of 0.010325 obtained using Equation (13) for the quadratic
approximation. The high supercritical case (k.g=1.3) tends towards a POI of 0.275,
while the quadratic approximation yields 0.24065, a relatively small 12.5% deviation
from the exact value for a highly reactive system.
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Figure 1: Comparison of the solution of the model’s results with Xmaez = 2 to the analytical results of
Equations (4) and (5).

In the presence of a random source, the probability of no neutrons being present at
a given time is 1 at {=0 and tends towards 0 with increasing time for all supercritical
cases. That is, the population always diverges in a supercritical (as well as critical)
system. For the subcritical case (ke.g=0.99), however, the probability approaches the
non-zero limiting value of 0.9999961. This is very close to one because neutrons and
any neutron chain which may ensue only survive in the system for an average of
~1x10~"s and only 56 are injected each second meaning the odds of there being a
non-zero number of neutrons in the system is very small at any given time. We note
that the corresponding exact result under the quadratic approximation obtained from
Equation (15) is 0.9999981, which is an extremely accurate value when compared to
the exact numerical result.

Before proceeding with the stochastic uncertainty analysis, we first consider the
effects of systematic changes in the system parameters on the single chain survival
probability and the source extinction probability.

3.2. Variation of keg

We first examine the POI, i.e., the asymptotic value of the single chain neutron
survival probability, as a function of k.g. Numerical results are obtained for values
of keg between 1 and 2.4105, the upper bound corresponding to k., and the survival
probability is recorded at 10s by which time it has asymptoted to the POI. The nu-
merical results as well as the exact result from the quadratic approximation given by
Equation (13) are shown in Figure 3. It is observed that the quadratic approximation
is accurate to within 0.33% for kg < 1.1 over which range the numerical results scale
linearly with kegq — 1, but for larger of kg it increasingly deviates from the exact value.
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Figure 2: The time-dependent single neutron chain and neutron extinction probability.
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Figure 3: Probability of initiation as a function of keg. The calculated values are produced by this
code With Xmaz = 7 whilst the quadratic approzimation is calculated by FEquation (13).

3.8. Variation of Xmaz

When comparing the time dependent analytical solutions in Figure 1 obtained
by setting Xme: = 2 to the numerical results in Figure 2 for the more general case
corresponding to Xme: = 7, they do not appear markedly different. However, in Figure
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3 a difference can be seen between the analytical (Y. = 2 case) and the simulated
case with chiy,., = 7. In Figure 4 we present a systematic variation of the value of the
value of X4 Over a broader variation of x,,q. values for three systems with different
criticalities.
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Figure 4: The time-dependent single meutron chain and neutron extinction probability for various
values of Xmaz-

As can be seen, regardless of the value of x,,q. used the results obtained are qualita-
tively similar. The final value of the single chain survival probability tends to zero for
all values of ¥4 and the extinction probability tends to 1-3.43x 107 for the case where
Xmaz = 2 and 1-3.90x 1076 for the case where Ymae = 7. For both supercritical cases
the extinction probability tends to zero for all values of Y,uq.. For the weakly super-
critical case the survival probability tends to 1.032x 1072 for the case where Ymaz = 2
and 1.038x1072 for the case where Yq: = 7. For the highly supercritical case the
survival probability tends to 0.241 for the case where ... = 2 and 0.275 for the case
where Xmae = 7. This continues the trend observed in Figure 3 where the results of
the case Xmazr = 2 and Ymae = 7 are more different for higher values of keg.

3.4. Variation of source strength

We consider next the effect of varying the intensity of the intrinsic neutron source
on the extinction probability Pg(t). We plot Pg(t) in Figure 5 for several values of S
for the three cases of kqg.

The extinction probability clearly shows a strong dependence on the source strength.
In the strongly supercritical case (k.s=1.3) the extinction possibility approaches 0 at
different rates depending on the source strength. We may note that the majority of
the drop from 1 to 0 occurs at a timescale of the order of % That is because for a
highly reactive system, there is a high probability of chains being sustained and hence a
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Figure 5: The time-dependent neutron extinction probability for various values of source strength.

low probability of extinction. This observation is consistent with the analytic solution
given by Equation (17) which shows that for keg not close to unity, the time scale is
determined by the inverse of the source strength.

For the weakly supercritical case (keg=1.01) the same qualitative pattern is true
- the higher the source strength the quicker the extinction probability drops to zero.
However, this time the timescale is approximately equal to g—?. This is because each
neutron only has ~ (keg —1) = 0.01 chance of initiating a chain reaction which does not
die out so it takes more injected neutrons before there is a large chance of one having
initiated a sustained reaction. This gives a time constant of 1/[So(keg — 1)], again
consistent with the analytical solution, Equation (17). In the subcritical case, although
the extinction probability reduces with increasing source strength, the probability of
extinction remains non-zero, confirming the analytical solution given by Equation (16).
This is in contrast to the supercritical cases where the population will ultimately
diverge.

4. Modelling Parameter Uncertainty

As discussed in Section 1, the model parameters are not known with precision due
to uncertainties in the data and the use of a lumped representation of the physical
system as discussed in Section 1. To evaluate the system response to uncertainty it
is necessary to (i) characterize the uncertainty in the input parameters, (ii) develop
a method to propagate the uncertainty through the model equations, and (iii) have a
framework for quantifying the resulting variability in the output variables, in our case
the single chain survival probability P(¢) and the extinction probability in the presence
of an intrinsic random source Pg(t). In this section and the next, we describe the ap-
plication of Monte Carlo and stochastic spectral techniques to uncertainty propagation
and quantification in the problem of interest here.

Irreducible or aleatoric uncertainty, as input parameter uncertainty is commonly
referred to, is traditionally described using probabilistic formulations in which the un-
certainty is characterized by suitable PDFs. As these distributions are not known in
advance, it is a customary procedure to implement several PDFs (uniform, normal,
lognormal, etc.) that have the same mean and variance, as well as covariance if the
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parameters are correlated. In this work, however, we consider only the uniform dis-
tribution and moreover assume all parameters are statistically independent, deferring
investigation of more complex characterizations of input variable uncertainty to future
work. Thus, the random variation of an arbitrary model parameter «; is bounded
between the limits @; min and a; max and the distribution of each «; is mapped to a
standard uniform random variable & with PDF:

pe(€)de =2 ge 1] (19)

The mapping is given by the following statement of conservation of probability:

gi (e 7
[ miepde = [ pataiaa
-1 1

N /51@ :/ai do@' |
-1 2 a; min Qd,max — Q4 min

4, min

and, for a given realization which we denote by the label w, this yields the relationship:
0i(w) = T + V30u (). (20)

From these results it readily follows that:
Qi min = 0 — \/gaai and  Qmax = 0 + \/gcrai, (21)

where @; is the mean and o,, is the standard deviation for the input parameter ;.

In the ensuing, the factorial moments y;, the neutron lifetime 7, and intrinsic
source strength Sy are taken to be independent and uniformly distributed parameters,
each with a mean value set equal to the corresponding reference value given in the
previous section, and a variance that must be prescribed. The chain survival and source
extinction probabilities are now time dependent stochastic processes, i.e., they are
random variables indexed by the time variable, and realizations of these probabilities
are obtained by solving Equations (1) and (2) for different realizations of the input
parameters. We emphasize the fact that these equations are now random differential
equations by writing them as:

i(t,w), P0)=1, (22

= [ e - e

o) _ o) [Z( XD pigy

=1

PE(t7w)7 PE(O) = 17 (23>

where all realizations are assumed to have the same initial value. Thus, propa-
gation of uncertainty reduces to solving the above equations for a sufficiently large
number of realizations of the input parameters drawn from their specified PDFs to
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create an ensemble of outputs, where each member of the ensemble consists of the
pair of probabilities as a function of time. This is followed by statistical processing
of this ensemble to extract usable quantitative information. Here we are specifically
interested in the mean and variance of the survival and extinction probabilities as a
function of time, as well as PDFs of these quantities at selected time instants. This
random sampling or Monte Carlo approach is widely employed for aleatoric UQ com-
putations as it is nonintrusive and hence very straightforward to implement. Besides
often being the only viable method, especially for problems with very large numbers of
variable inputs, it is commonly used to benchmark approximate but computationally
more efficient methods.

Given realizations of a model output J(w) generated using this random sampling
approach, the mean and variance can be computed as:

j(wz‘), (24)

S|
[
2|~

1

1

(T (wi) = T)?, (25)

I
=

2
07

=1

and the PDFs are constructed by accumulating contributions from all realizations
on an appropriate grid of the chain survival and source extinction probability values.
We note that the asymptotic numerical error of the Monte Carlo method scales as ap-
proximately O(N _%) where NV is the number of realizations of the deterministic system,
so that a sufficiently large ensemble must be computed in order to achieve reasonable
statistics. For this reason, alternative UQ techniques that converge faster than the
brute force random sampling approach presented above have been developed and are
gaining considerable traction. We will describe one such alternate in the next section,
which will also constitute a key contribution of this article. However, we first show
that the PDF's of the neutron probabilities of interest can be obtained exactly under
the quadratic approximation and assumed uniform distribution of input variable PDFs.
These exact solutions prove invaluable in establishing numerical convergence rates with
respect to the random dimension w of both the Monte Carlo and the stochastic spectral
UQ methods employed in this work.

4.1. Ezact Distribution of Single Chain Survival Probability in the Quadratic Approx-
imation

For each realization of the input variables, the survival and extinction probabilities
can be computed exactly when the quadratic approximation is used, as was demon-
strated in the previous section. In the case of the single chain survival probability,
this explicit solution can be combined with probability transformation rules to obtain
the PDFs of the two chain probabilities as a function of time when x5 only has an
associated uncertainty, as we demonstrate next.
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Recalling these solutions but now recognizing that the solutions represent individual
realizations, we write them as:

exp(a(w)t)

Plt,w) = 1+ géé:; lexp(a(w)t) — 1], (20)
" (w —n(w)
Pg(t,w)= |1+ ;ii((w)) (exp (a(w)t) — 1) : (27)

For a given realization w of the random parameters, the above solutions are deter-
ministic functions of time but at a fixed time these solutions are random variables.
The PDFs of the survival and extinction probabilities can be constructed at any given
time using the following transformation rule. Given a random scalar y(w) that is a

function of a finite number of random parameters §(w) = {&(w), &(w) -+ En(w)} and
a nonrandom real parameter ¢ through the mapping:

—

y(w,t) = glt,§(w)], (28)

the PDF of y is given by:

plnt) = [ 8 [y=o(t.8)] pe@ae, (29)

—

where p¢(€) is the joint distribution of the N random parameters and Dy is the N-
dimensional support. When the parameters are statistically independent, as is the case
here, the joint distribution factorizes into a product of the individual PDF's. Consider
the case when only the multiplicity moment y, is random in single chain survival
probability given by Equation (26). Then, the PDF may be written as:

X2,maz

5 [ __oxpal )} Pra(2) dxa (30)

Ss.1) = S i
Po(s,1) 1+ xo(t

X2,min

where s is a particular value of the single chain survival probability and

V(t) = m[exp(at) —1]. (31)

Reverting to the standard uniformly distributed random variable &, Equation (30)

becomes:
1

exp at d&

%@w_[4“1+wmm+ﬁ%@ =, (32)

Now changing the independent variable from £ to

y = s[1 +7(t)(xz + V30, §)] — exp(at), (33)
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and using the delta function identity d[ax] = (1/|a|)d[z], Equation (32) may be sim-
plified to yield:

Ymazx

! 5() [y + explat)] dy, (34)

2\/—’7( t)oy,s?

Ymin

ps(s,t) =

where the integration limits are given by:

Ymin = s[1 +7(1)(z — V30y,)] — exp(at)

= s[1 + Y(t)x2min] — exp(at), (35)
Yoae = Sl 2(0)(%5 + V30,,)] — explat)

= s[1 4 7(t)X2,maz) — exp(at). (36)

The integral will give a non-zero value only if y,,;, < 0 and ¥4 > 0, and the final
result may then be expressed as:

exp(at) exp(at)
2\/3’)/(15)0')(2 82 ) 1+'Y(t)x2,maz

exp(at)
1+’Y(t)x2,min

< s <

ps(3>t) = (37)

0 otherwise

where X2min and X2,me are defined in Equation (35) and Equation (36) respectively.
It is readily shown that f;m”zz* ps(s,t)ds = 1, where $,,;, and s,,4, are defined by the
lower and upper bounds on s given in Equation (37), and hence p(s,t) is a true PDF.

Also useful for benchmarking the numerical solutions are the mean and variance of
the single chain survival probability, which is readily obtained from the exact distri-
butions:

s(t) = / s pu(s,1)ds,

_ exp(at) N 1+ X2,maz(t)
 2v/30,,7(1) ! [1 + X2,min7(t):| o
ol(t) = / Tvnaz 5% py(s,t)ds — 5%(t)
exp(2at) 10} (39)

T 1 Xomin O]+ Xomary(1)]

Exact output distributions corresponding to random variation of other input pa-
rameters can be similarly derived.

5. Generalised Polynomial Chaos (GPC)

An alternative approach to the Monte Carlo method for uncertainty quantification
is the so called spectral stochastic expansion technique. This class of method repre-
sents the response (and/or inputs) in a suitable function space spanned by a polynomial
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basis (Spanos and Ghanem, 1989). Each of the polynomials, which are known as a
polynomial chaos, are orthogonal with respect to the joint distribution of the input
variables and form a complete set. The response function is then approximated using a
truncated expansion of the polynomial chaoses. Once the coefficients of the expansion
are computed, they may be used to calculate the statistics of the response function.
The maximum number of coefficients in the expansion is a function of the number of di-
mensions of the response surface, M, and the maximum polynomial order p. Depending
upon the manner in which the polynomial expansion is built, the number of coefficients
can increase exponentially with M and p. This is known as the curse of dimensionality.

In the original work by Wiener (Wiener, 1938) Gaussian random variables were used
with a Hermite polynomial basis to describe the model response. This so called Wiener-
Chaos expansion can approximate any functional in the continuously differentiable
Ly space and converges in the L, sense (Cameron and Martin, 1947). In practice,
any statistical distribution can be associated with an orthogonal polynomial (Xiu and
Karniadakis, 2002). This generalisation of Wiener-Chaos is known as Generalised
Polynomial Chaos (GPC). In this work the uncertainties are defined on the unit cube
OM = [—1, 1] for which the appropriate basis functions are the Legendre polynomials.
The model response, as a function of time t, is represented as follows:

X(t7 é) = Xo(t)ro -+ Z Xi1 (t>F1 (511)
=1
+ Z Z Xiyio (1) 2(&1, &)
i1=11=1
+ Z Z Z Xiqigis (t)ri% (6@'1’ gizv 6@5)

i1=1149=1143=1

+-- (40)
or more compactly:
X(tE = ) xa(h)®al§) €€[-1,1", (41)
acAM
where & = (&,, -+ ,&,,) is a vector of independent, identically distributed standard

uniform variables and A is the index set which is defined as AM = {a € N™} where
M is the number of dimensions. The subscript « is an index that denotes the orders
of the univariate Legendre polynomials in the product

M

Ca(€) = | [ La,(&). (42)

i=1
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The polynomial chaos basis functions are orthogonal which implies

@0 ®s) = [ a€)Bsle)p(€)de = [] N2, (43)

where d;; is the Kronecker delta and N7 is a normalisation constant which, for the
Legendre polynomials, is given by

!
2+ 17

(44)

)

Naturally, for the purposes of numerical computation, the series given by Equation
(41) must be truncated. The most commonly used approach is to restrict the maximum
total order of the multivariate polynomial basis to < p. This imposes the following
restriction on the index sets

M
AMP = Lo e NV . ||af|, <p} ; ||a|]152a,~.
i=1

For a number of random dimensions M and maximum polynomial order p the total
number of coefficients in the expansion is given by:

(M +p)!  [(M+p

Equation (41) can now be written as

X&) = D Xa(t)Palf) (46)

acAM.p

The statistics of the response function can be calculated from the coefficients of the
expansion in (46). Expressions for the mean and variance are

X(

t)
%

t), (47)
S x2(HPal8). (48)

acAM:P a#0

Xo(

There are two broad approaches to calculating these coefficients: the intrusive
approach and the non-intrusive approach. The intrusive method replaces the response
function in the model directly with the expansion in Equation (46)). A Galerkin
projection is then used to produce a set of coupled equations for the GPC coefficients,
see (Ghanem, 1999; Stefanou, 2009) for examples. This method provides accurate
solutions for the GPC coefficients but does become computationally demanding with
large M or p due to the rapid increase in the number of unknowns described in Equation
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(45). The intrusive method also requires the complete reformulation of any existing
code which is often difficult, if not impossible. Therefore, non-intrusive approaches
based on projection (Xiu and Hesthaven, 2005) have been proposed which calculate
the GPC coefficients via the following integral

[ @al§)X(1.£)de
Joi(&)de
which is calculated using a quadrature scheme. Thus its implementation is similar to

that of Monte Carlo, where the deterministic model is solved repetitively for a number
of discrete points in the random space.

Xa(t) (49)

5.1. Non-intrusive Sparse Grid Quadrature Methods

The multidimensional integral in the numerator of Equation (49), which is of the
form

1= fee (50)

can be costly to evaluate, particularly if the number of dimensions M is large.
One approach which has proven successful (Gerstner and Griebel, 1998; Nobile et al.,
2008) is the quadrature method. In the univariate case, a quadrature rule U, of level [
approximates an integral using a weighted sum of function evaluations by the following
expression:

Uf ~ sz’f(fi)- (51)
i=1

The immediate approach to the integral in Equation (50) is to take a tensor product
of the univariate rules in Equation (51) yielding the following expression:

If%2.”‘leil.”wimf(gil.”é.ilw)‘ (52>

However, this leads to an exponential dependence of the number of points on the
dimension M. This exponential dependence has been alleviated to some extent by
sparse-grid quadrature schemes. The Smolyak construction (Smolyak, 1963) for sparse
grids are built upon tensor products of the following hierarchical difference sets:

Ak = Um - Um—l with UO = 0, (53)

for £ > 1. The univariate quadrature rule in Equation (51) can then be built from
a summation of these difference sets, namely
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U=> Ay (54)

The Smolyak construction A(L, M) for a M dimensional quadrature rule of total
level L is

AL, M) = Y XA, (55)

ki <M+L£—1 i=1

where |k|; = Zf\il k; is the Ly norm. Thus, out of all the possible sets k € N, only
those are chosen whose 1-norm is smaller than a constant. If, instead, we use the |k|
norm

Z ZA,ﬂ e ® Apyy, (56)

k1=1

we recover the tensor product formula Equation (52) where the order for each
dimension is equal to £. For numerical purposes it is more convenient to rewrite
Equation (55) in terms of the univariate rules U,,,. The tensor product of the difference
sets Ag for an index set k is given by (Wasilkowski and Wozniakowski, 1995):

Al M) f = Z (_1)M+L—1—\k| <‘k:’ ) <® Uy, > (57)

M<|k|1<L+M—1

For integrals defined on the domain [—1, 1], a Gauss-Legendre quadrature is used
to construct the Smolyak sparse grids as it provides the optimal order of accuracy. A
comparison between a tensor product and Smolyak grid is shown in Fig.(6) for two
dimensions and a level £ = 3 quadrature rule.

5.2. Global Sensitivity Analysis

Sensitivity analysis can split into two different approaches, local and global. Local
methods approximate the sensitivity of the response variable to small changes about
some nominal point in the random space (D.G.Cacuci, 2003). Global methods compute
the same sensitivity but by varying the input parameters through their entire range of
variation. One approach for computing the global sensitivities is the ANOVA (ANalysis
Of VAriance) or Sobol expansion (Sobol, 2001; Sobol’, 2003). For a response function
X(t, &) with € € [-1,1]™ the Sobol expansion decomposes the response, at some time
t, into summands of increasing dimension, namely:
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(a) Tensor Product (b) Sparse Grid

Figure 6: Comparison of tensor product and sparse quadrature grids for a £ = 3 Gauss-Legendre
rule.

=1
+ Z Xi1,i2 (t7 5@'17 57,2)
1<i1<ia<M
+ -+ Xi1,"'7’i1\/l (ta 51‘17 T 7€i1\4)7 (58>

which can also be written in a more compact form:

X(t, &) = Z Xu(l, &u), (59)

uCD

where uw C D, where D := {1,---, M} denotes the set of coordinate indices and
x9(&p) = xo. The cardinality of the set w is defined as |u| and &, denotes the |u|
dimensional vector containing those components of £ that belong to the set u, i.e. &, =
(&)icu- The variance, or total variance, can also be written in terms of a hierarchical
expansion in the form of Equation (59), namely

or(t) = VarlX(e.0) = [ X€p(€)E - X0

[_171]1\/1

= ) ), (60)

uCD,uéh

where the variance components in Equation (60) can be calculated from the follow-
ing expression:

21



vu = / X2 (1, €4)p(€u)dEo. (61)
[—1,1]lwl

The Sobol sensitivity indices are defined as:

V.
Sy = —, 62
o (62)

and by definition:

> Su=1 (63)

Thus, each index S, is a sensitivity measure describing the contribution that the
set of variables u have on the total variance. A total sensitivity coefficient S, can also
be defined in order to assess the total effect that a single input parameter, i, has on
the response and is defined as a sum over all indices that involve parameter i, namely

uCD,uéd,icu

Thus, the total sensitivity coefficient embodies the sole influence of parameter ¢
as well as the cooperative effect with any number of other parameters. It is straight
forward to show that Equation (64) may be written as:

Sn=1-— > S (65)

uCD,ugd,i¢u

where the summation now involves all indexes w that do not contain the index 7.

The Sobol sensitivities are usually calculated using Monte Carlo (Saltelli et al.,
2000) which requires significant computation effort particularly when the number of
dimensions, M, is large. An alternative method, which is based upon GPC, has been
proposed in Sudret (2008) and used to solve time independent structural mechanics
problems (Blatman and Sudret, 2010; Crestaux et al., 2009) and also dynamical prob-
lems (Sandoval et al., 2012). To calculate the sensitivity indices from the polynomial
chaos coefficients we must first re-order the expansion in (40) and collect terms in-
volving an equal number of dimensions. To do this, we define the following index
sets

‘ o . ap >0 Vk:LM kE(il,"',is)
-7:11,~~~,zs—{a' =0 VYk=1,---M k¢ (i, i) [’ (66)
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Thus, the set F;, ... ;. contains only those polynomials that depend on the parameters
&y 5 &, We can now re-write the GPC expansion in (40) as follows:

X&) =%+ Y xal(t)Pa()

i=1 a€F;

+ Z Z Xa(t>(pa<€i17£i2)

1<i1<ig<M CXG}—Z‘LQ

+ -+ Z Xa(t)q)a(giw'“ ’giM)’ (67)

OtE]:il’... i

which can be written in the more compact form as

X&) =D ) xa(t)Paltw). (68)

Equation (68) is the GPC analogue of the Sobol expansion in Equation (59) where
each of the components X, (¢,€) has been expanded using the set polynomial basis
functions F,, that solely involve the variable w.

The components of the total variance can be calculated using Equation (60) as
follows:

Vy = / X2 (t,&,)dEy
[—1,1]lul

= x2 2 (£,)dE,
Soan) [ vhleade
=Y XN (69)

aE]:u

Therefore the total sensitivity measure Sz, in Equation (65) can be written as

Spo=1-— 1 > <N (70)

5.3. Results

In this section we assign an uncertainty to combinations of the parameters y;, 7
and Sy and observe the resulting uncertainties on the outputs. Unless stated otherwise,
all uncertain parameters will have a uniform probability distributions with a standard
deviation of 10% of the reference value quoted in Section 2.2 (meaning there is a
uniform probability function between about 83% and 117% of the base value) whilst
all other parameters will be treated as deterministic and having the value quoted in
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Section 2.2. x; will always be deterministic because it is the mean number of neutrons
produced per fission and allowing this to be uncertain would allow the value of k.g to
be uncertain, which is the not the goal of this uncertainty analysis.

By default, the simulation will be run until 10s for the cases k.g=1.01 and k.g=1.3
but only to 1x107%s for the case k.s=0.99. This is because, for the subcritical case,
both the mean and standard deviation of the single chain survival probability tends
towards zero and this makes calculating these values and the Relative Standard Devi-
ation (RSD) difficult at late times. In the superctritical cases the mean and standard
deviation tend toward to a steady value and so are not affected by this limitation.

5.3.1. Convergence for the Quadratic Case

In the quadratic case we set Ymqa=2 and assign uncertainty to y» only. We run
the code for various polynomial chaos orders and three different values of kg using a
maximum sparse grid collocation scheme level of 6, which requires the evaluation of 127
points in stochastic space. This is compared against the analytic solution produced by
Equations (38) and (39) in Figure 7. This shows that both the polynomial chaos model
simulation and the Monte Carlo simulation produce results very similar to the analytic
solution. For each k.g the mean values are qualitatively similar to the corresponding
deterministic case in Figure 1 whilst the RSD tends towards approximately 10%.
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Figure 7: The mean and RSD of the probability of survival of a single neutron chain for three different
values of ke produced (with xmar=2 and uncertainty assigned to 2 only) by the polynomial chaos
and Monte Carlo and the analytical result.

We may also compute the analytical PDF of the probability of a single neutron
chain surviving from the Polynomial Chaos Expansion (PCE). This is achieved by
inserting a set of random variables directly into the PCE producing a realisation of
the response. Repeating this procedure many times yields an ensemble of realisations
which may be “binned” to form a PDF.
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We compare this analytic PDF to that produced by the polynomial chaos and
Monte Carlo simulations at various different times in Figure 8. It can be seen that the
polynomial chaos result for order 1 provides a poor approximation whilst order 2 and
order 3 provide much better approximations to the analytical result. The Monte Carlo
simulation was carried out with 100,000 realisations and retains significant variation
compared to the analytical result, as might be expected from randomly sampled data,
although it does still approximate the analytic result.
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Figure 8: The PDF of the probability of one neutron chain surviving until a given time with x,q:=2
and uncertainty assigned to yo only. Each method of simulation was used to produce a probability
function with 200 bins.

We may examine the convergence and the computational efficiency of the system in
this case as there is an analytical solution for both the mean and standard deviation.
The measure of the error we choose to use is defined in Equation (71):

fln tmaz) ’XS M= exp u |Xa(t)|t=expu|)du
ln(tmln Xa (t)lt:exp u

In(tmin) — n(tmaz) ’
where € is the error measure, u is the logarithm of time, X(t) is the simulated result,
X, (t) is the analytical result, t,,, is the smallest time at which simulated data is output

(71)

25



from the model (1x107'%) and ¢,,4, is the time at which the simulation ends (10s for
the supercritical cases and 1x1075s for the subcritical case). X may represent the
mean or standard deviation of the single chain survival probability. This formulation
ensures that the contribution to the error between 1x107% and 1x107% is given the
same weight as the contribution to the error made between 1x107°s and 1x1075s.
This is important as the change in variables happens over a range of timescales. The
error as a function of number of realisations is shown in Figure 9 and as a function of
computational running time in Figure 10.
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Figure 9: The error as defined by Equation (71) for different values of keg for both the mean and
standard deviation of the single neutron chain survival probability as a function of the number of
realisations. For the polynomial chaos case different numbers of realisations are achieved by altering
the level of the collocation scheme.

Figures 9 and 10 show that, providing there are at least 7 realisations (i.e. the use
of collocation scheme level 2 or above), the polynomial chaos scheme does not converge
significantly with higher numbers of realisations. When the collocation scheme is used
at level 1 (3 realisations) the evaluations of the mean and standard deviation are
very poor, particularly for higher PC orders. This is to eb expected because, for each
polynomial order a number of points equal to the polynomial order plus one is required
to fit a curve precisely and so, for polynomial order 3 and higher collocation scheme 2
or higher is required to a system with sufficient constraints to fit a meaningful set of
polynomials. Further points than are required may still improve the fit (as is observed)
by providing more information when evaluating the coefficients of the polynomial.

Increasing PC order was observed to generally decrease the error in standard de-
viation more than the mean as the mean is already fairly well converged at PC order
1. Increasing the polynomial order past 4 provides small or no gains in accuracy to
the standard deviation. This may be because of the limitations in machine accuracy
preventing further convergence being observed. However, by this stage the mean and
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Figure 10: The error as defined by Equation (71) for different values of keg for both the mean and
standard deviation of the single neutron chain survival probability as a function of computational
running time.

standard deviation are sufficiently converged for all practical purposes.

For a given collocation scheme the increase in computational time with increasing
PC order is small compared to the increase in computational time which accompanies
an increase in collocation scheme level. This implies the majority of computational
time is, in this case, associated with evaluating each realisation instead of with the
overheads associated with projecting on the polynomials and calculating statistics.

The Monte Carlo simulations sees a slow improvement in accuracy as the number
of realisations is increased. However, it is clear that they are not as accurate or efficient
as the polynomial chaos simulations (providing a high enough level collocation scheme
is used) and would require a very large number of realisations at a high computational
cost before am accuracy comparable to that of the polynomial chaos simulations could
be achieved.

5.8.2. Uncertainty on all Parameters

We now allow all parameters (x; for 2 < i < 7, 7 and Sp) be simultaneously un-
certain. To keep running times reasonable with the increased number of stochastic
dimensions, the polynomial chaos order of these simulations will be 3 and the colloca-
tion scheme level used will be 5 (equivalent to 54,673 points). It was found that a high
level collocation scheme was needed to provide a sufficiently large number of points to
reduce the error associated with integration over the stochastic dimensions for the pur-
poses of calculating sensitivities to different input parameters. The means and RSDs
for both the single chain survival probability and the source extinction probability for
the three values of k.g are shown in Figure 11, alongside the corresponding results for
100,000 Monte Carlo realisations.
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Figure 11: The means and RSDs of the single chain survival probability and source extinction prob-
ability for the three values of kg studied with all parameters uncertain.

Figure 11 shows that the means appear very similar to the deterministic results
in Figure 2, indicating that the qualitative response is not drastically changed by the
added uncertainty. The RSDs all tend towards a steady value if the mean tends towards
a steady value (the single chain survival probability for the super-critical cases and the
source extinction probability in the sub-critical case). In the other cases the RSD begins
to rise as time continues, becoming very large. This occurs because differences in how
quickly the value in question tends towards zero can cause the ratio of the maximum
and minimum values of the response surface as a function of 7 to grow which, in turn,
increases the RSD. This also tends to amplify variation between the polynomial chaos
results and the Monte Carlo simulation caused by a finite polynomial chaos order or
number of Monte Carlo realisations. Indeed, significant deviation between the two sets
of results is only found in cases where the mean tends towards zero. Otherwise, the
agreement between polynomial chaos and Monte Carlo is good.

We may also examine the PDF for the survival of a single neutron chain in this
cases where all parameters are uncertain. These results are shown in Figure 12. In
each case the Monte Carlo and Polynomial Chaos simulations are in good agreement.
In each case the PDF is approximately centred on the relevant mean value at that time
found in Figure 11. The PDFs bear some resemblance to those in Figure 8 although,
in this case, they tend to be more rounded due to uncertainty in a larger number of
parameters.

The Sobol sensitivity of the results of the simulations to each of the uncertain
parameters may also be studied, as described in Section 5.2. These results for each of
the values of keg studied are shown in Figure 13.

The first observation is, as might be expected, the sensitivity to y; increases as 1
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Figure 12: The PDF for the survival probability of a single chain of neutrons for the three values
of keg studied with all parameters uncertain. All Monte Carlo simulations performed with 100,000
realisations.

decreases. Mathematically this is because the contribution due to y; in Equation (1)
is proportional to PE—? which decreases with increasing ¢. Physically this is because y;
with large ¢ is related to the unlikely cases where a fission produces a large number of
neutrons (see Table 1 and 3).

In the subcritical case the single chain survival probability is most sensitive to xo
at low t. This is because Y- is the primary characterisation of the neutron multiplicity
distribution and this distribution dictates the probability of a neutron chain surviving
a given number of generations. At higher ¢ the probability of a chain surviving is very
low and falling, with the rate at which it is falling controlled primarily by the neutron
lifetime.

For the subcritical case the source extinction probability is governed by the aver-
age time a neutron chain will survive and the rate at which new neutron chains are
instigated. The former is governed by y2 and 7 whilst the latter is governed by Sy
and these three parameters have approximately equal sensitivities when ¢ is large. At
small ¢ the dependence on 7 is weak because the probability of a neutron chain having
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Figure 13: The sensitivity of the single chain survival and source extinction probabilities for each of
the values of keg studied

been initiated is initially zero and rises as time progresses.

In the supercritical cases we see that the single chain survival probability is most
sensitive to xo at all values of . This is because Yy, is the primary characterisation of
the neutron multiplicity distribution and this distribution dictates the probability of
a neutron chain surviving a given number of generations. However, at low times, the
single chain survival probability is also sensitive to the neutron lifetime 7 which deter-
mines how many generations have occurred in a given time period. As time becomes
larger, however, the number of neutron generations which have passed becomes less
important as a given neutron chain will have either died out or multiplied into such a
large number of neutrons it will not die out. As a result, the corresponding sensitivity
to 7 falls.

The supercritical source extinction probability is most sensitive to the values of x»
and Sp. At the time when the single neutron chain survival probability is decreasing
most quickly (~1x107"s) the neutron lifetime is also important. As time progresses
however, the source extinction probability tends to zero. At this point the neutron
lifetime becomes irrelevant and the sensitivity to it decreases rapidly. For the k.g=1.3
case the sensitivity to all parameters except xo and Sy begins to rise at around t=1s.
There’s no obvious physical reason for this and, given that the sensitivity to a large
number of parameters rises to the same value at the same rate at this time it seems
likely that this is caused by numerical issues which occur as the source extinction
probability becomes very small.
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6. Conclusions

The deterministic method of solving the equations has been proven accurate when
compared to both Monte Carlo and analytical results. These results showed, as might
be expected, that a single neutron chain in a subcritical system will always be absorbed
whilst, in a supercritical system, the survival probability will tend to a finite value. In
the subcritical case the source extinction probability will tend towards a finite value
dependent upon the rate at which neutrons are injected and how long a neutron chain
lasts on average before being absorbed. In the supercritical case the source extinction
probability case always tends towards zero as eventually one of the injected neutrons
will result in a chain which multiplies to a large number of neutrons.

Once the method of GPC is used to model the effects of uncertainty the methods
are, again, found to agree well with both the Monte Carlo and analytic solutions. It
is found that, whilst a relatively low number of Monte Carlo realisations provides a
result which is quantitatively similar to the analytic solution in terms of mean and RSD,
a much larger number of realisations are required to produce a qualitatively similar
probability distribution or a well converged mean and RSD in a quantitative sense.
Meanwhile, the method of GPC provides a well converged mean for very low polynomial
orders and collocation scheme levels. The RSD, however, becomes significantly more
accurate as the polynomial order increases, but not as the collocation scheme level
increases (providing sufficient realisations are evaluated to perform the integration in
stochastic space). Overall, the GPC method is significantly more computationally
efficient that the Monte Carlo simulation.

It is found that a high order collocation scheme level is require to provide enough
points to accurately evaluate the sensitivities when all parameters are uncertain. It is
found that the neutron lifetime is important in the subcritical case and in the super-
critical case where the time is of the same order as the neutron lifetime. The source
strength is important in all cases for the neutron source extinction probability. The
values of y; are important for low values of 7 in almost all cases. When several param-
eters are important simultaneously, it is common for the simulation to have a similar
sensitivity to each important parameter.

Future work in this area would involve the migration from a mono-energetic, space-
independent model to a more complex model. This would allow the study of the effects
of uncertainty of other parameters including nuclear cross-sections as well as an analysis
of the effect of the location of the source which initialises the neutron chains.
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