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## Abstract

This work presents some contributions to the fields of approximation, analysis and control of large-scale systems. Consequently the Thesis consists of three parts. The first part covers approximation topics and includes several contributions to the area of model reduction. Firstly, model reduction by moment matching for linear and nonlinear time-delay systems, including neutral differential time-delay systems with discrete-delays and distributed delays, is considered. Secondly, a theoretical framework and a collection of techniques to obtain reduced order models by moment matching from input/output data for linear (timedelay) systems and nonlinear (time-delay) systems is presented. The theory developed is then validated with the introduction and use of a low complexity algorithm for the fast estimation of the moments of the NETS-NYPS benchmark interconnected power system. Then, the model reduction problem is solved when the class of input signals generated by a linear exogenous system which does not have an implicit (differential) form is considered. The work regarding the topic of approximation is concluded with a chapter covering the problem of model reduction for linear singular systems. The second part of the Thesis, which concerns the area of analysis, consists of two very different contributions. The first proposes a new "discontinuous phasor transform" which allows to analyze in closed-form the steady-state behavior of discontinuous power electronic devices. The second presents in a unified framework a class of theorems inspired by the Krasovskii-LaSalle invariance principle for the study of "liminf" convergence properties of solutions of dynamical systems. Finally, in the last part of the Thesis the problem of finite-horizon optimal control with input constraints is studied and a methodology to compute approximate solutions of the resulting partial differential equation is proposed.
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## Chapter 1

## Introduction

### 1.1 Motivation and objectives

In this section we motivate the work of the Thesis and set its objectives. We begin giving an intuitive explanation of some basic terminology and concepts that are used through the Thesis.

### 1.1.1 Representing the evolution of reality

Evolving phenomena are characterized by quantities that change with time. Since the variation of certain quantities depends on the variation of other quantities, we can distinguish between outputs (the first quantities) and inputs (the second quantities). With the expression "dynamical system" we refer to the mathematical relation that describes the effect of the inputs on the outputs when all the other unrelated quantities are neglected. A very simple example of dynamical system is represented by the equation

$$
\begin{equation*}
M \ddot{x}(t)=u(t)+M g+K x(t)-F \dot{x}(t) . \tag{1.1}
\end{equation*}
$$

This equation represents the dynamics of a mass-spring-damper system in which $M$ is the mass, $K$ is the elastic constant, $F$ in the friction constant and $g$ is the gravity. The term $u$ represents an input to the system that can be freely chosen and for this reason it is called control variable or, more simply, control. The quantity $M g$ represents an external input that cannot be chosen and therefore is referred to as a disturbance. In system (1.1) it can be noticed that the variable $x$, along with its time derivatives, can be used to represent
the time history of the system from the initial time $t_{0}$ until time $t$. This variable $x$ is called state at time $t$, or simply state of the system.

Dynamical systems can be represented by several different classes of mathematical relations. If the time variable $t$ takes real values, then the resulting system is a continuous-time system, e.g. system (1.1). On the other hand if the time variable takes integer values, then the system is a discrete-time system. Both continuous and discrete systems are powerful mathematical representations of evolving phenomena and both of them have interesting and characteristic properties. The reason one representation may be preferred over the other depends on the particular phenomenon studied. For instance, it is far more intuitive to represent the dynamics of digital devices, e.g. microcontrollers, with discrete systems since the time variable is related to the period of the clock inside each of these devices and thus these devices are themselves discrete-time by nature.

Another important property which is used to distinguish between classes of dynamical systems is linearity and nonlinearity. Again, the same phenomenon can be represented by a linear or a nonlinear system; however, these two representations are not equivalent. A linear system is usually represented by the equation

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B u(t)  \tag{1.2}\\
& y(t)=C x(t)
\end{align*}
$$

where $A, B$ and $C$ are constant matrices and $y$ is the output of the system. As a contrast, nonlinear systems are represented by means of nonlinear differential equations of the form

$$
\begin{align*}
& \dot{x}(t)=f(x(t), u(t)),  \tag{1.3}\\
& y(t)=h(x(t)),
\end{align*}
$$

where $f$ and $h$ are nonlinear mappings. Linear systems have the important advantage that they are mathematically "tractable". A large amount of results are known for these systems and strong claims can be proved easily. However, they have the disadvantage that they are very rarely, if ever, faithful representations of the original phenomenon since most real-life dynamics are nonlinear. Thus, the results that can be achieved with linear analysis often do not describe accurately the behavior of reality. On the other hand,
results developed for nonlinear systems, which provide a more faithful representation of the actual phenomenon and show a richer dynamics, are in comparison weak.

It is timely now to explain the meaning of the words "richer dynamics" of nonlinear systems with respect to linear systems. A first notable difference concerns the properties of the equilibrium points and the presence of the finite escape time phenomenon. Equilibrium points are the solutions of the differential equations (1.2) or (1.3), when $\dot{x}$ is equal to zero and $u$ is constant and represent those states of the system from which the system does not depart unless a variation of the state, however little, happens. It is straightforward to see that equation (1.2) can have only one isolated equilibrium point because this is the solution of a linear equation. On the other hand, since the mapping $f$ in (1.3) can be a high order algebraic equation or a transcendental equation, nonlinear systems can have multiple isolated equilibrium points and, as a consequence, the asymptotic behavior of the trajectories may vary depending on the initial state of the system. It is easy to show that if there is an unstable equilibrium point, namely an equilibrium point for which any variation of the state causes a departure of the state of the system from that point, the trajectories of (1.2) can only (and will) approach infinity asymptotically as time goes to infinity, because the solution of the differential equation (1.2) is governed by exponential functions. On the other hand, nonlinear systems may have trajectories that approach infinity in a finite time interval, amid several other different possible behaviors, a property which is referred to as finite escape time [1].

A second notable difference regards oscillation and periodic behaviors. A linear system can oscillate if and only if there are pairs of purely imaginary poles (a subset of the eigenvalues of $A$ ). This is a condition that is extremely sensitive to perturbations of the model of the system. On the contrary nonlinear systems can generate oscillations that are robust to variations of the model. In addition, the amplitude of the oscillations of linear systems depends upon the initial conditions. As a contrast, the amplitude and the period of the oscillations generated by nonlinear systems may be independent from the initial conditions. This kind of oscillations is called limit cycle.

The last remarkable difference shown by nonlinear systems is chaos and multiple modes of behavior. The trajectories of (1.2) can only approach an equilibrium point, a periodic orbit
or an almost-periodic orbit. The dynamics of (1.3) can be so rich that they may exhibit chaotic behavior. As a consequence, the value of the state at time $T$ may be substantially different if an infinitesimal variation of the initial condition is considered. An example of chaotic dynamical system is the Lorenz system that can generate a strange attractor [2]. In addition to chaos, nonlinear systems can change mode of behavior for little variations of the input $u$, whereas linear systems change behavior smoothly with respect to $u$. Thus equilibrium points, limit cycles and strange attractors may disappear, or appear, varying the input of the nonlinear system.

Linear and nonlinear systems are not the only two possible representations of the evolution of phenomena. Another distinction that can be made is between time-varying and timeinvariant systems. As it can be noted by equation (1.2), the mathematical law that expresses the dynamics of the state $x$ does not depend on the time. Of course, the state $x$ and the control $u$ are time dependent, but the mathematical law is fixed. This is an example of a time-invariant system, i.e. the dynamics of the system does not depend on time. Replacing equation (1.2) with

$$
\begin{align*}
& \dot{x}(t)=A(t) x(t)+B(t) u(t),  \tag{1.4}\\
& y(t)=C(t) x(t),
\end{align*}
$$

we obtain a rather general representation, known as time-varying system, in which the matrices $A, B$ and $C$ change with time. The relation in this case is still linear, but the form (1.4) is more general than the ones expressed by (1.2) since it represents a dynamical system in which the parameters that are present in the mathematical equations are timevarying.

A last class of systems that is relevant for the Thesis is the class of time-delay systems. A very simple linear time-delay system can be represented as

$$
\begin{equation*}
\dot{x}(t)=A x(t)+A_{1} x(t-\tau)+B u(t) \tag{1.5}
\end{equation*}
$$

in which $\tau$ is called delay. This class of systems represents the idea that the evolution of the phenomenon at time $t$ does not depend only on the present state and input, but
depends also on the past value, delayed by $\tau$, of the state.
Combinations of these classes of systems can be obtained resulting in different level of generality of the phenomena which they represent and difficulty of analysis and control.

### 1.1.2 Objectives of the Thesis

The objective of the Thesis is to shed light on fundamental problems regarding the study of dynamical systems, namely modeling, analysis and control. In fact, almost any problem concerning dynamical systems can be grouped in one of these three categories. Modeling is the problem of the selection of the mathematical representation of a phenomenon and of the determination of the parameters of this representation. Analysis is the problem of studying the behavior of dynamical systems, e.g. determining the equilibrium points, stability or instability, transient behavior and asymptotic behavior. Control is the problem of changing the current behavior of the system to obtain an alternative behavior.

Whichever representation we are using, and whatever the objective, the problem becomes more complicated when large-scale systems are considered. Large-scale systems are dynamical systems composed by a large number of differential equations and may results, for instance, from the interconnection of several simple subsystems. When considering largescale systems another problem becomes fundamental: the approximation of the large-scale system with a lower dimensional representation.

The Thesis explores the topics of approximation, analysis and control of large-scale dynamical systems proposing novel solutions to some of the many open problems in this wide area of research. In particular the topics covered consist of the model reduction for the classes of systems we have introduced (and a few more), the steady-state analysis of switching circuits, the description of the asymptotic behavior of nonlinear systems and the problem of optimal control.

### 1.2 Contribution of the Thesis

The Thesis is organized in three parts, each divided in several chapters. Every chapter has its own introduction, presentation of the problem, theoretical development and examples. The examples are always organized in a subsection titled "Example: ...".

The only exception is Chapter 5 which is an "application" chapter. This chapter builds upon the theoretical results of the previous chapters and presents the validation of these results from an applicative point of view, i.e. the practical problem takes the majority of the attention over the mathematical technicalities. A brief description of each part and chapter follows.

Part I is the most substantial part of the Thesis, consists of six chapters and covers the topic of approximation.

Chapter 2 provides an introduction to the problem of model reduction by moment matching. We introduce the interpolation approach to moment matching, which is how moment matching has been classically interpreted in the linear framework. Then, we move to the steady-state approach introduced in [3]. Exploiting this description of moment, we give the solution of the problem of model reduction by moment matching achieving additional properties for linear and nonlinear systems. These basic results are instrumental for the development of the remaining of Part I.

Chapter 3 deals with the problem of model reduction for linear and nonlinear time-delay systems. The notion of moment is extended to linear time-delay systems, the solvability of the resulting Sylvester-like equation is discussed and the equivalent steadystate description is given. These results are subsequently extended to neutral systems and systems with distributed-delays. A family of systems achieving moment matching is presented and a simple example based on the model of a LC transmission line is given. The possibility of interpolating a larger number of points maintaining the same "number of equations" is investigated. Two examples, one inspired by [4] and one inspired by the problem of the automatic control of a platoon of vehicles, illustrate the results. Then, the center manifold theory for time-delay systems is used to extend the definition of moment to nonlinear time-delay systems and a family of systems achieving moment matching for nonlinear time-delay systems is given. The possibility of interpolating multiple moments is investigated and the problem of obtaining a reduced order model of an unstable system
is discussed. The theory is illustrated by the reduction of a nonlinear neutral time-delay equation describing the torsional dynamics of an oilwell drillstring. Finally, the characterization of the moments at infinity for linear and nonlinear time-delay systems is presented.

Chapter 4 presents a theoretical framework and a collection of techniques to obtain reduced order models by moment matching from input/output data for linear (time-delay) systems and nonlinear (time-delay) systems. We begin by giving a preliminary analysis to compute on-line estimates of the moments of a linear system. Then approximations which converge asymptotically to the moments of the linear (nonlinear) system are given. A discussion on the computational complexity associated with the evaluation of these approximations is presented, a recursive least-square formula is given and a moment estimation algorithm is provided. A simple example in which the average heartbeat under "stress" is measured is used to show how to estimate the moment of a nonlinear system. Then, a family of reduced order models for linear (nonlinear) systems and linear (nonlinear) time-delay systems, respectively, is given. We discuss how several properties, e.g. matching with prescribed eigenvalues or zeros, can be enforced in the present scenario. A linear reduced order model computed with the method proposed in the chapter is estimated for a system of order $n=1010[4,5]$. A nonlinear reduced order model constructed using an approximation of the moment of the DC-to-DC Ćuk converter provides a further example.

Chapter 5 provides a validation of the theory developed in Chapters 2 and 4. We present a low complexity algorithm for the fast estimation of the moments of MIMO systems. The estimated moments are exploited for the model reduction of large-scale interconnected power systems. The technique offers, simultaneously, a low computational complexity approximation of the moments and the possibility to easily enforce constraints on the reduced order model. This possibility is used to preserve selected slow and poorly damped modes which are important both from a mathematical and physical point of view. The problem of the choice of the so-called tangential directions is also studied and an heuristic for their approximation is given. The techniques have been validated with
the study of the dynamic response of the NETS-NYPS benchmark system.

Chapter 6 investigates the limitations of the description of moment based on a signal generator described by differential equations. With the final aim of solving the model reduction problem for a class of input signals generated by a linear exogenous system which does not have an implicit (differential) form, a time-varying parametrization of the steady-state of the system is used to extend, exploiting an integral matrix equation, the definition of moment to this class of input signals. The equivalence of the new definition and the one based on the Sylvester equation is proved under specific conditions. Special attention is given to periodic signals due to the wide range of practical applications where these are used. Reduced order models matching the steady-state response of explicit signal generators are given for linear systems and several connections with the classical reduced order models are drawn.

Chapter 7 extends the model reduction techniques to linear singular systems. Combining the interpolation-based and the steady-state-based description of moment a partitioned projector is constructed. The contribution of the slow subsystem and the contribution of the fast subsystem to the moment are separated. The information on the fast subsystem is encoded in the projector and it is not lost by the moment matching technique. Moreover, the output of reduced order models based on this projector approximates the output of the system only when consistent initial conditions are taken into account. Exploiting this partitioned projector, several families of reduced order models are proposed. In particular, a purely fast, a purely slow and a "simple" family of reduced order models are given. The possibility of maintaining the impulsive controllability property is investigated and a few examples are used to illustrate the results.

Part II is another significant part of the Thesis, consists of two chapters and covers analysis topics.

Chapter 8 shows the somewhat obvious fact that the phasors of an electric circuit are the moments on the imaginary axis of the linear system describing the
circuit. Exploiting this relation, we can analyze circuits powered by discontinuous sources. A new "discontinuous phasor transform", which allows to analyze in closed-form the steady-state behavior of discontinuous power electronic devices, is defined and the $v-i$ characteristics for inductors, capacitors and resistors is described in terms of this new phasor transform. The new quantities maintain their physical meaning: the instantaneous power, the average power and the reactive power in the phasor domain are defined. The analytic potential of the new tool is illustrated studying the steady-state response of power inverters and of wireless power transfer systems with non-ideal switches.

Chapter 9 presents in a unified framework a class of theorems inspired by the Krasovskii-LaSalle invariance principle. The contribution of the chapter is a tool to study "lim inf" convergence properties of solutions of dynamical systems. In particular the theorems give sufficient conditions to determine the convergence in the mean and the "lim inf" convergence. These theorems are derived by a relaxation of Matrosov and Small-gain Theorems, and they are based on a "lim inf" Barbalat's Lemma. Additional technical assumptions to have "lim" convergence are given. The "lim inf" / "lim" relation and the role of some of the assumptions are illustrated by means of examples.

Part III is the shortest part of the Thesis, consists of one chapter and covers a control topic.

Chapter 10 studies the finite-horizon optimal control problem with input constraints, which consists of controlling the state of a dynamical system over a finite time interval (possibly unknown) minimizing a cost functional, while satisfying hard constraints on the input. In this framework, the minimum time optimal control problem and some related problems are of interest for both theory and applications. For linear systems the solution of the problem often relies upon the use of bang-bang control signals. For nonlinear systems the "shape" of the optimal input is in general not known. The control input can be found solving a Hamilton-Jacobi-Bellman (HJB) partial differential equation (pde): it typically consists of a combination of bang-bang controls and singular arcs. In
this chapter a methodology to approximate the solution of the HJB pde is proposed. This approximation yields a dynamic state feedback law. The theory is illustrated by means of two examples: the minimum time optimal control problem for an industrial wastewater treatment plant and the Goddard problem, i.e. a maximum range optimal control problem.

Finally, the Thesis is concluded with a summary of the work and directions for future work.

### 1.3 Notation

Standard notation has been adopted in the Thesis, most of which is defined in this section and used throughout the remainder of the Thesis. When new notation, not included in this section is introduced, this is defined in the relevant parts of the Thesis.

The symbol $\mathbb{R}_{\geq 0}\left(\mathbb{R}_{>0}\right)$ denotes the set of non-negative (positive) real numbers; $\mathbb{C}_{<0}$ denotes the set of complex numbers with strictly negative real part; $\mathbb{C}_{0}$ denotes the set of complex numbers with zero real part and $\mathbb{D}_{<1}$ the set of complex numbers with modulo less than one.

The symbol $I$ denotes the identity matrix and $\sigma(A)$ denotes the spectrum of the matrix $A \in \mathbb{R}^{n \times n}$. The symbol $\otimes$ indicates the Kronecker product and $\|A\|$ indicates the induced Euclidean matrix norm. Given a list of $n$ elements $a_{i}$, $\operatorname{diag}\left(a_{i}\right)$ indicates a diagonal matrix with diagonal elements equal to the $a_{i}$ 's. The vectorization of a matrix $A \in \mathbb{R}^{n \times m}$, denoted by $\operatorname{vec}(A)$, is the $n m \times 1$ vector obtained by stacking the columns of the matrix $A$ one on top of the other, namely $\operatorname{vec}(A)=\left[a_{1}^{\top}, a_{2}^{\top}, \ldots, a_{m}^{\top}\right]^{\top}$, where $a_{i} \in \mathbb{R}^{n}$ are the columns of $A$ and the superscript $T$ denotes the transposition operator. The superscript * indicates the conjugate transpose operator.

The symbol $\Re[z]$ indicates the real part of the complex number $z, \Im[z]$ denotes its imaginary part and $\iota$ denotes the imaginary unit. The symbol $\epsilon_{k}$ indicates a vector with the $k$-th element equal to 1 and with all the other elements equal to 0 . Given a function $f, \bar{F}$ represents its phasor at $\omega$, whereas $\langle f(t)\rangle$ indicates its time average.

Given a set of delays $\left\{\tau_{j}\right\}$, the symbol $\mathfrak{R}_{T}^{n}=\mathfrak{R}_{T}^{n}\left([-T, 0], \mathbb{R}^{n}\right)$, with $T=\max _{j}\left\{\tau_{j}\right\}$, indicates the set of continuous functions mapping the interval $[-T, 0]$ into $\mathbb{R}^{n}$ with the
topology of uniform convergence [6]. The subscripts " $\tau_{j}$ " and " $\chi_{j}$ " denote the translation operator, e.g. $x_{\tau_{j}}(t)=x\left(t-\tau_{j}\right)$.

Let $\bar{s} \in \mathbb{C}$ and $A(s) \in \mathbb{C}^{n \times n}$. Then $\bar{s} \notin \sigma(A(s))$ means that $\operatorname{det}(\bar{s} I-A(\bar{s})) \neq 0$. $\sigma(A(s)) \subset \mathbb{C}_{<0}$ means that for all $\bar{s}$ such that $\operatorname{det}(\bar{s} I-A(\bar{s}))=0, \bar{s} \in \mathbb{C}_{<0}$.

The symbol $\mathcal{L}(f(t))$ denotes the Laplace transform of the function $f(t)$ (provided that $f(t)$ is Laplace transformable) and $\mathcal{L}^{-1}\{F(s)\}$ denotes the inverse Laplace transform of $F(s)$ (provided it exists). With some abuse of notation, $\sigma(\mathcal{L}(f(t)))$ denotes the set of poles of $\mathcal{L}(f(t))$. Given two functions, $f: Y \rightarrow Z$ and $g: X \rightarrow Y$, with $f \circ g: X \rightarrow Z$ we denote the composite function $(f \circ g)(x)=f(g(x))$ which maps all $x \in X$ to $f(g(x)) \in Z$.

### 1.4 Published material

The introduction to the problem of model reduction by moment matching given in Chapter 2 is partly contained in the book chapter [7]. The problem of the model reduction of time-delay systems covered in Chapter 3 has been published in the conference papers [8,9], in the journal paper [10] and is partly included in [7]. The topic of data-driven model reduction discussed in Chapter 4 is contained in the conference papers [11,12] and in the journal paper [13]. The conference paper [14] and the journal paper [15] encompass the application of model reduction to power systems given in Chapter 5. Chapter 6, which deals with the problem of model reduction for explicit signal generators, has been published in the conference paper [16] and in the journal paper [17]. The topic in Chapter 7 is included in the conference paper [18]. The theory regarding the discontinuous phasor transform and its applications in power electronics presented in Chapter 8 are contained in the conference paper [19] and in the journal paper [20]. The theorems for the study of weak converge properties given in Chapter 9 are published in the conference paper [21] and in the journal paper [22]. The work reported in Chapter 10 on the approximate finite-horizon optimal control with input constraints has been published in the conference paper [23] and in the journal paper [24]. Finally, note that a few contributions of the author, submitted soon after the writing of the draft of the Thesis, have not been included [25-27].

## Part I

## Approximation

## Chapter 2

## Model reduction by moment matching

### 2.1 Introduction

The availability of mathematical models is essential for the analysis, control and design of modern technological devices. As the computational power has advanced, the complexity of these mathematical descriptions has increased. This has maintained the computational needs at the top or over the available possibilities [28]. A solution to this problem is represented by the use of reduced order models, which are exploited in the prediction, analysis and control of a wide class of physical behaviors. For instance, reduced order models are used to simulate or design weather forecast models, very large scale integrated circuits or networked dynamical systems [5]. The model reduction problem can be informally formulated as the problem of finding a simplified description of a dynamical system in specific operating conditions, preserving at the same time specific properties, e.g. stability. For linear systems, the problem has been addressed from several perspectives which can be divided into two main groups: singular value decomposition (SVD)-based approximation methods and moment matching, or Krylov-based, approximation methods. The use of the notion of Hankel operators [29-31] and the theory of balanced realizations [32-35], belong to the first group, whereas the use of interpolation theory and the notion of projections [36-44] belong to the latter. For further detail and an extensive list of references see the monograph [5]. The additional difficulties of the reduction of nonlinear systems carry
the need to develop different or "enhanced" techniques. The problem of model reduction for special classes of systems, such as differential-algebraic systems, bilinear systems and mechanical/Hamiltonian systems has been studied in [45-48]. Energy-based methods have been proposed in [34,49,50]. Other techniques, based on the reduction around a limit cycle or a manifold, have been presented in [51,52]. Model reduction methods based on proper orthogonal decomposition have been developed for linear and nonlinear systems, see e.g. [53-57]. Finally, note that some computational aspects have been investigated in $[52,55,58,59]$.

The goal of this chapter is to review the model reduction techniques for linear and nonlinear systems based on the "steady-state" notion of moment introduced in [60] and [3] exploiting the center manifold theory. The advantage of moment matching over the SVDbased methods is that the numerical implementation is much more efficient [5, Section 14.1]. The major drawback, however, is the difficulty in the moment matching methods to preserve important properties of the original system. The first outcome of the "steadystate" notion of moment is the ability to preserve some properties of the original system overcoming some of the drawbacks of the moment matching methods. The second outcome is the extension of the model reduction theory by moment matching to nonlinear systems. This has led to new results in the area of model reduction, see e.g. [61-63].

The rest of the chapter is organized as follows. In Section 2.2 we introduce the interpolation approach to moment matching, which is how moment matching has been classically interpreted in the linear framework. In Section 2.3 we move to the steady-state approach introduced in [3]. In Section 2.4 we provide families of linear reduced order models and we study the possibility to achieve moment matching with additional properties. In Section 2.5 we present some results on the model reduction problem by moment matching for nonlinear systems.

The material presented in this chapter is not original work of the author but it is due to $[3,60]$. It is herein reported because it is instrumental for the development of the rest of the Approximation Part of the Thesis. Note finally that part of this chapter has been published in the book chapter [7] as a review report on model reduction by moment matching.

### 2.2 The interpolation approach

In this section we briefly recall the notion of moment and the related model reduction techniques as presented in [5]. We refer to this family of methods as "interpolation-based" methods. The key element to understand this framework is that the moment matching problem is interpreted as a problem of interpolation of points on the complex plane. Consider a linear, single-input, single-output, continuous-time, system described by the equations

$$
\begin{equation*}
\dot{x}=A x+B u, \quad y=C x \tag{2.1}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{1 \times n}$. Let

$$
W(s)=C(s I-A)^{-1} B
$$

be the associated transfer function and assume that (2.1) is minimal, i.e. controllable and observable. The $k$-moment of system (2.1) at $s_{i}$ is defined as the $k$-th coefficient of the Laurent series expansion of the transfer function $W(s)$ in a neighborhood of $s_{i} \in \mathbb{C}$ (see [5, Chapter 11]), provided it exists.

Definition 1. [5] Let $s_{i} \in \mathbb{C} \backslash \sigma(A)$. The 0 -moment of system (2.1) at $s_{i}$ is the complex number

$$
\eta_{0}\left(s_{i}\right)=C\left(s_{i} I-A\right)^{-1} B .
$$

The $k$-moment of system (2.1) at $s_{i}$ is the complex number

$$
\eta_{k}\left(s_{i}\right)=\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}}\left(C(s I-A)^{-1} B\right)\right]_{s=s_{i}}
$$

with $k \geq 1$ integer.
In the interpolation-based notion of moment a reduced order model is such that its transfer function (and derivatives of this) takes the same values of the transfer function (and derivatives of this) of system (2.1) at $s_{i}$. This is graphically represented in Fig. 2.1 in which the magnitude (top) and phase (bottom) of the transfer function of a reduced order model (dashed/red line) matches the respective quantities of a given system (solid/blue line) at the point $s_{i}=30 \iota$. Since a minimal system can be entirely described by its transfer


Figure 2.1: Diagrammatic illustration of the interpolation approach. Magnitude (top graph) and phase (bottom graph) plots of a given system (solid/blue line) and of a reduced order model (dashed/red line). The green circle represents the interpolation point.
function, such a system can be effectively reduced using this technique.
In this framework the problem of model reduction by moment matching can be formulated as the problem of finding the Petrov-Galerkin projectors $V \in \mathbb{R}^{n \times \nu}$ and $W \in \mathbb{R}^{n \times \nu}$, with $W^{*} V=I$, such that the model described by the equations

$$
\begin{equation*}
\dot{\xi}=F \xi+G u, \quad \psi=H \xi \tag{2.2}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, u(t) \in \mathbb{R}, \psi(t) \in \mathbb{R}, F \in \mathbb{R}^{\nu \times \nu}, G \in \mathbb{R}^{\nu \times 1}, H \in \mathbb{R}^{1 \times \nu}$ and

$$
\begin{equation*}
F=W^{*} A V, \quad G=W^{*} B, \quad H=C V \tag{2.3}
\end{equation*}
$$

matches the moments of the given systems at a set of points $s_{i}$. The problem of model reduction by moment matching using the Petrov-Galerking projectors is thoroughly described in [5] and it is the subject of intensive research, see e.g. [36-40, 42, 43]. Herein we report a few results which are instrumental for the aims of the Thesis. We invite the reader to refer to [5] for additional details.

Proposition 1. [5] Consider $s_{j} \in \mathbb{C} \backslash \sigma(A)$, with $j=1, \ldots, \nu$. The transfer function of the reduced order model (2.2), with

$$
V=\left[\begin{array}{lll}
\left(s_{1} I-A\right)^{-1} B & \cdots & \left(s_{\nu} I-A\right)^{-1} B \tag{2.4}
\end{array}\right]
$$

a generalized reachability matrix and $W$ any left inverse of $V$, interpolates the transfer function of system (2.1) at the points $s_{j}$, with $j=1, \ldots, \nu$.

Proposition 2. [5] Consider $s_{0} \in \mathbb{C} \backslash \sigma(A)$. The transfer function of the reduced order model (2.2), with

$$
V=\left[\begin{array}{llll}
\left(s_{0} I-A\right)^{-1} B & \left(s_{0} I-A\right)^{-2} B & \cdots & \left(s_{0} I-A\right)^{-\nu} B \tag{2.5}
\end{array}\right]
$$

a generalized reachability matrix and $W$ any left inverse of $V$, interpolates the transfer function of system (2.1) and its $\nu-1$ derivatives at the point $s_{0}$.

The techniques which result from these propositions are called rational interpolation methods by projection, or Krylov methods. We note that the matrix $W$ is a free parameter since it has to satisfy only a "mild" constraint, namely that it is a left inverse of $V$. However, the selection of $W$ such that the reduced order model exhibits specific properties is in general a difficult problem. All the results presented to exploit the free parameters of the matrix $W$ play, with different aims, on the possibility of interpolating more, somewhat special, points. The first of these results, which we recall here, provides a method for the so-called two-sided interpolation.

Proposition 3. [5] Consider $s_{j} \in \mathbb{C} \backslash \sigma(A)$, with $j=1, \ldots, 2 \nu$, the generalized reachability matrix

$$
\bar{V}=\left[\begin{array}{lll}
\left(s_{1} I-A\right)^{-1} B & \cdots & \left(s_{\nu} I-A\right)^{-1} B \tag{2.6}
\end{array}\right],
$$

and the generalized observability matrix

$$
\bar{W}=\left[\begin{array}{lll}
\left(s_{\nu+1} I-A^{*}\right)^{-1} C^{*} & \cdots & \left(s_{2 \nu} I-A^{*}\right)^{-1} C^{*} \tag{2.7}
\end{array}\right] .
$$

Assume that $\operatorname{det}\left(\bar{W}^{*} \bar{V}\right) \neq 0$, then the transfer function of the reduced order model (2.2) with $V=\bar{V}$ and $W=\bar{W}\left(\bar{V}^{*} \bar{W}\right)^{-1}$ interpolates the transfer function of system (2.1) at the points $s_{j}$, with $j=1, \ldots, 2 \nu$.

From a numerical point of view, the computation of the matrices $V$ and $W$ defined in this chapter can be performed using the two-sided Lanczos or the Arnoldi algorithms [5], which are algorithms originally devised for the iterative approximation of the eigenvalues of a matrix. We can now summarize the main advantages of the Krylov methods [5]:

- the number of operations needed to compute a reduced order model of order $k$ given a system of order $n$ using Lanczos or Arnolfi factorization is $\mathcal{O}\left(\nu n^{2}\right)$ for dense systems and $\mathcal{O}\left(\nu^{2} n\right)$ for sparse systems;
- only matrix-vector multiplications are required, i.e. no matrix factorizations or inversions are needed;
- Krylov methods can also be applied to multi-input, multi-output systems;
- Krylov methods have simple algorithms and high convergence rate.

However, the drawbacks of the Krylov methods are [5]:

- the reduced order model may be unstable even though the original system is stable;
- the algorithms break down if during the iteration some rank conditions (see [5, Pag. 350]) are not satisfied;
- there is no systematic technique to preserve important properties of the system, for instance maintaining prescribed eigenvalues, relative degree, zeros, $L_{2}$-gain, or preserving compartmental constraints;
- the interpolation-based methods cannot be applied to nonlinear systems (or more general classes of systems), since for these we cannot define a transfer function.

Note that a solution to the problem of preservation of passivity and stability has been proposed in $[64,65]$, as reported here.

Lemma 1. [5] If the interpolation points in Proposition 3 are chosen so that $s_{j}$, with $j=1, \ldots, \nu$, are stable spectral zeros, i.e. they are such that $W^{*}\left(-s_{j}\right)+W\left(s_{j}\right)=0$, and $s_{j+\nu}=-s_{j}$, with $j=1, \ldots, \nu$, i.e. the interpolation points are chosen as zeros of the spectral factors and their mirror images, the projected system is both stable and passive.

However, this lemma requires that specific moments are matched. Hence, the designer cannot choose arbitrary moments which, as we see later, should be in general considered a drawback in the moment matching approach. Moreover, there is a lack of system theoretic understanding behind why a particular interpolation point is related to a property like passivity. Finally, in Lemma 1 all the free parameters (the matrix $W$ ) are used and no additional property can be preserved.

A possible solution to these issues is offered by the "steady-state-based" approach to moment matching, which is introduced in the next section.

### 2.3 The steady-state approach

As just observed the interpolation approach cannot be extended to nonlinear systems for which the idea of interpolating points in the complex plane partially loses its meaning (see, however, [66] and [67] for some results on the interpolation problem for nonlinear systems). In [3] (see also [41], [42]) a characterization of moment for system (2.1) has been given in terms of the solution of a Sylvester equation as follows.

Lemma 2. [3] Consider system (2.1), $s_{i} \in \mathbb{C} \backslash \sigma(A)$, for all $i=1, \ldots, \eta$. There exists a one-to-one ${ }^{1}$ relation between the moments $\eta_{0}\left(s_{1}\right), \ldots, \eta_{k_{1}-1}\left(s_{1}\right), \ldots, \eta_{0}\left(s_{\eta}\right), \ldots, \eta_{k_{\eta}-1}\left(s_{\eta}\right)$ and the matrix $C \Pi$, where $\Pi$ is the unique solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L=\Pi S, \tag{2.8}
\end{equation*}
$$

with $S \in \mathbb{R}^{\nu \times \nu}$ any non-derogatory ${ }^{2}$ matrix with characteristic polynomial

$$
\begin{equation*}
p(s)=\prod_{i=1}^{\eta}\left(s-s_{i}\right)^{k_{i}}, \tag{2.9}
\end{equation*}
$$

where $\nu=\sum_{i=1}^{\eta} k_{i}$, and $L$ is such that the pair $(L, S)$ is observable.
The importance of this formulation, which resulted in several developments in the area of model reduction by moment matching, see e.g. [61,63] and [10-12,16, 17], is that
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$$
\begin{array}{ll}
\dot{\omega}(t)=S \omega(t) & u(t)=L \omega(t) \\
\begin{array}{l}
\dot{x}(t)=A x(t)+B u(t) \\
y(t)=C x(t)
\end{array} \quad y(t)=\begin{array}{l}
C \Pi \omega(t)+ \\
+C e^{A t}(x(0)-\Pi \omega(0))
\end{array}
\end{array}
$$
\]

Figure 2.2: Diagrammatic illustration of Theorem 1. The term denoting the steadystate response is circled.
it establishes, through the Sylvester equation (2.8), a relation between the moments and the steady-state response of the output of the system. This is summarized in the following result and illustrated in Fig. 2.2.

Theorem 1. [3] Consider system (2.1), $s_{i} \in \mathbb{C} \backslash \sigma(A)$, for all $i=1, \ldots, \eta$, and $\sigma(A) \subset \mathbb{C}_{<0}$. Let $S \in \mathbb{R}^{\nu \times \nu}$ be any non-derogatory matrix with characteristic polynomial (2.9). Consider the interconnection of system (2.1) with the system

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad u=L \omega \tag{2.10}
\end{equation*}
$$

with $L$ and $\omega(0)$ such that the triple $(L, S, \omega(0))$ is minimal. Then there exists a one-to-one relation between the moments $\eta_{0}\left(s_{1}\right), \ldots, \eta_{k_{1}-1}\left(s_{1}\right), \ldots, \eta_{0}\left(s_{\eta}\right), \ldots, \eta_{k_{\eta}-1}\left(s_{\eta}\right)$ and the steady-state response of the output $y$ of such interconnected system.

Remark 1. By one-to-one relation we mean that the moments are uniquely determined by the steady-state response of $y(t)$ and vice versa. Exploiting this fact, in Chapter 4 the problem of model reduction for unknown linear systems from input/output data is studied. Therein, an algorithm that, given the signal $\omega$ and the output $y$, retrieves the moments of a system for which the matrices $A, B$ and $C$ are not known is devised.

The reduction technique based on this notion of moment consists in the interpolation of the steady-state response of the output of the system: a reduced order model is such that its steady-state response is equal to the steady-state response of the output of system (2.1) (provided it exists). Thus, the problem of model reduction by moment matching has been changed from a problem of interpolation of points to a problem of interpolation of signals. The output of the reduced order model has to behave as the output of the original system for a class of input signals, a concept which can be translated to nonlinear systems, time-delay systems and infinite dimensional systems, $[3,10]$. This fact
also highlights the importance for the moment matching techniques of letting the designer free to choose the interpolation points, which are related to the class of inputs to the system.

### 2.4 Model reduction by moment matching for linear systems

### 2.4.1 Moment matching

Exploiting this new notion of moment, in [3] a family of reduced order models that achieve moment matching is given. The main advantage of this family lies on the ease of choosing the free parameters to preserve additional properties.

Definition 2. [3] Consider the signal generator (2.10). The system described by the equations

$$
\begin{equation*}
\dot{\xi}=F \xi+G u, \quad \psi=H \xi \tag{2.11}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, \psi(t) \in \mathbb{R}, F \in \mathbb{R}^{\nu \times \nu}, G \in \mathbb{R}^{\nu \times 1}, H \in \mathbb{R}^{1 \times \nu}$ is a model of system (2.1) at $S$ if system (2.11) has the same moments at $S$ as (2.1).

Lemma 3. [3] Consider system (2.1) and the signal generator (2.10). Suppose $\sigma(A) \cap$ $\sigma(S)=\emptyset$. Then the system (2.11) is a model of system (2.1) at $S$ if there exists a unique solution $P$ of the equation

$$
\begin{equation*}
F P+G L=P S \tag{2.12}
\end{equation*}
$$

such that

$$
\begin{equation*}
H P=C \Pi \tag{2.13}
\end{equation*}
$$

where $\Pi$ is the unique solution of (2.8).
Several methods and algorithms to solve equation (2.8) are presented in [5]. However, note that the determination of the matrix $\Pi$ may be computationally expensive because one of its dimensions depends on the order of the system to be reduced. An alternative approach proposed in [3] to avoid solving equation (2.8) when the solution $\Pi$ has dimension $n \times \nu$ consists in using Arnoldi or Lanczos algorithms as follows. Consider system (2.1) and construct a reduced order model achieving moment matching at $S$ with any efficient algorithm $[5,68,69]$. At this point it is sufficient to apply the steady-state-
based model reduction techniques discussed in this chapter considering the reduced order model just obtained as the system to be reduced. This time the matrix $\Pi$ will have the smaller dimensions $\nu \times \nu$. Note also that the results in Chapter 4 can be used to determine a reduced order model in a even more computationally efficient way. This last strategy is exploited in Chapter 5 for the reduction of large-scale interconnected power system.

The computation of the solution $P$ of the Sylvester equation (2.12) of the reduced order model can be avoided altogether. In fact, as shown in [3], the family of systems

$$
\begin{equation*}
\dot{\xi}=(S-G L) \xi+G u, \quad \psi=C \Pi \xi, \tag{2.14}
\end{equation*}
$$

with $G$ any matrix such that $\sigma(S) \cap \sigma(S-G L)=\emptyset$, belongs to the family (2.11) and contains all the models of dimension $\nu$ interpolating the moments of system (2.1) at $S$.

Remark 2. With the expression "the family (2.11) contains all the models of dimension $\nu$ " we mean that all the models that can be obtained using Krylov projectors are encoded in the family of systems (2.11) [3]. Thus the models obtained with the two approaches are equivalent. The advantage of this formulation is that the family of systems (2.11) is parametrized in $G$, which allows to set with ease several properties of the reduced order model, as shown in the next section. For instance, setting the eigenvalues of the reduced order model is an easy task, whereas with the classic Krylov method this is rather difficult.

It can be observed that the family of models (2.14) is built on three ideas: avoiding to solve equation (2.12), selecting the solution as $I$; copying the dynamics of the signal generator (2.10), i.e. the relation $\xi=\omega$ holds for the steady-state of $\xi$; and having a convenient parametrization for the family of reduced order models for which additional constraints can be easily imposed.

Remark 3. The state $\xi$ of system (2.14) taken in isolation does not hold any information regarding system (2.1), but it contains only information about the signal generator ( $S$ and $L$ ) and $\nu$ free parameters $(G)$. This suggests that any use of the reduced order model has to take into account both the state $\xi$ and the output $\psi$. In fact, model reduction by moment matching consists in the problem of interpolating the steady-state output response of the system [16]. Even though not as evident, this holds true also for the
family of models (2.11).

Remark 4. [3] This approach differs from the interpolation-based approach presented in Section 2.2. In fact, the relation between the projector $W$ and the properties of the reduced order models is nontrivial because it does not possess a system theoretic interpretation, see $[43,44,64,70]$. On the contrary, in the approach presented in [3] and reported in the remainder of this section, the family of reduced order models achieving moment matching is parameterized explicitly by the matrix $G$. Consequently, procedures to construct the matrix $G$ achieving additional properties can be easily obtained.

Remark 5. In addition to the Krylov interpolation theory, other connections can be established with the so-called Georgiou-Kimura parametrization [36,71,72], and the NevanlinnaPick interpolation problem [73]. A discussion of these connections can be found in [3].

### 2.4.2 Model reduction by moment matching with additional properties

We recall here the solution to the problem of achieving moment matching with additional constraints on the reduced order model which is relevant for Chapters 3 and 4. The proofs are omitted and can be found in [3]. Note also that therein other problems, such as matching with a passivity constraint and matching with $L_{2}$-gain, are discussed and solved.

## Matching with prescribed eigenvalues [3]

Given a set $\Lambda=\left\{\lambda_{1}, \cdots, \lambda_{\nu}\right\}$ of $\nu$ values $\lambda_{i} \in \mathbb{C}$, with $\Lambda \cap \sigma(S)=\emptyset$, we consider the problem of determining $G$ such that system (2.14) has eigenvalues equal to the elements of $\Lambda$. This objective has been achieved with the interpolation-based notion of moment in $[70,74]$. In the steady-state-based framework this problem can be solved simply selecting $G$ such that

$$
\begin{equation*}
\sigma(S-G L)=\Lambda \tag{2.15}
\end{equation*}
$$

## Matching with prescribed relative degree, zeros, or a compartmental constraint

Consider system (2.14) and the problem of selecting $G$ such that the system has a given relative degree $r \in[1, \nu]$, prescribed zeros or satisfies a compartmental constraint [75-77].

Definition 3. [3] System (2.14) has relative degree $r$ if

$$
\left[\begin{array}{c}
C \Pi  \tag{2.16}\\
\vdots \\
C \Pi S^{r-2} \\
C \Pi S^{r-1}
\end{array}\right] G=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
\gamma
\end{array}\right],
$$

for some non-zero $\gamma$.
The following result holds.
Theorem 2. [3] The following statements are equivalent.
(RD) Equation (2.16) has a solution $G$ for all $r \in[1, \nu]$.
(Z1) The zeros of system (2.14) can be arbitrarily assigned by a proper selection of $G$.
(Z2) The zeros of the system

$$
\begin{equation*}
\dot{\xi}=S \xi+G u, \quad \psi=C \Pi \xi \tag{2.17}
\end{equation*}
$$

can be arbitrarily assigned by a selection of $G$.
(C) There is a matrix $G$ such that system (2.17) has a diagonal positive realization.
(O1) The system

$$
\begin{equation*}
\dot{\xi}=S \xi, \quad \psi=C \Pi \xi, \tag{2.18}
\end{equation*}
$$

is observable.
(O2) The system

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad \dot{x}=A x+B L \omega, \quad y=C x, \tag{2.19}
\end{equation*}
$$

is observable.

### 2.5 Model reduction by moment matching for nonlinear systems

### 2.5.1 The notion of moment

An important contribution of [3] is the extension of the model reduction techniques by moment matching to nonlinear systems. Consider a nonlinear, single-input, single-output,
continuous-time system described by the equations

$$
\begin{equation*}
\dot{x}=f(x, u), \quad y=h(x) \tag{2.20}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, f$ and $h$ smooth mappings, a signal generator described by the equations

$$
\begin{equation*}
\dot{\omega}=s(\omega), \quad u=l(\omega) \tag{2.21}
\end{equation*}
$$

with $\omega(t) \in \mathbb{R}^{v}, s$ and $l$ smooth mappings, and the interconnected system

$$
\begin{equation*}
\dot{\omega}=s(\omega), \quad \dot{x}=f(x, l(\omega)), \quad y=h(x) \tag{2.22}
\end{equation*}
$$

In addition, suppose that $f(0,0)=0, s(0)=0, l(0)=0$ and $h(0)=0$. Similarly to the linear case the interconnection of system (2.20) with the signal generator captures the property that we are interested in preserving the behavior of the system only for specific input signals. The following assumptions and definitions provide a generalization of the notion of moment.

Assumption 1. The signal generator (2.21) is observable, i.e. for any pair of initial conditions $\omega_{a}(0)$ and $\omega_{b}(0)$, such that $\omega_{a}(0) \neq \omega_{b}(0)$, the corresponding output trajectories $l\left(\omega_{a}(t)\right)$ and $l\left(\omega_{b}(t)\right)$ are such that $l\left(\omega_{a}(t)\right)-l\left(\omega_{b}(t)\right) \not \equiv 0$, and Poisson stable ${ }^{3}$ with $\omega(0) \neq$ 0 .

Assumption 2. The zero equilibrium of the system $\dot{x}=f(x, 0)$ is locally exponentially stable.

Lemma 4. [3] Consider system (2.20) and the signal generator (2.21). Suppose Assumptions 1 and 2 hold. Then there is a unique mapping $\pi(\omega)$, locally defined in a neighborhood of $\omega=0$, which solves the partial differential equation

$$
\begin{equation*}
\frac{\partial \pi}{\partial \omega} s(\omega)=f(\pi(\omega), l(\omega)) \tag{2.23}
\end{equation*}
$$

Remark 6. Lemma 4 implies that the interconnected system (2.22) possesses an invariant manifold described by the equation $x=\pi(\omega)$.
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Figure 2.3: Diagrammatic illustration of Theorem 3. The term denoting the steadystate response is circled.

Definition 4. [3] Consider system (2.20) and the signal generator (2.21). Suppose Assumption 1 holds. The function $h \circ \pi$, with $\pi$ solution of equation (2.23), is the moment of system (2.20) at ( $s, l$ ).

Theorem 3. [3] Consider system (2.20) and the signal generator (2.21). Suppose Assumptions 1 and 2 hold. Then the moment of system (2.20) at $(s, l)$ coincides with the steady-state response of the output of the interconnected system (2.22).

The result is illustrated in Fig. 2.3 which represents the nonlinear counterpart of Fig. 2.2.

Remark 7. [3] While for linear systems it is possible to define $k$-moments for every $s_{i} \in \mathbb{C}$ and for any $k \geq 0$, for nonlinear systems it may impossible to provide general statements if the input signal generated by system (2.21) is unbounded. Hence, we assume that the trajectories generated by the signal generator are bounded.

### 2.5.2 Markov parameters of a nonlinear system

In [3] the steady-state-based notion of moment has been extended also to moment at infinity. This notion is relevant for the results in Chapter 3 and thus it is herein recalled. For the linear system (2.1) the $k$-moments at infinity are defined as $\eta_{k}(\infty)=C A^{k-1} B$ (with $\eta_{0}(\infty)=0$ ), i.e. the first $k+1$ moments at infinity coincide with the first $k+1$ Markov parameters [5]. Recall also that ${ }^{4}$

$$
C A^{k} B=\left.\frac{d^{k}}{d t^{k}}\left(C e^{A t} B\right)\right|_{t=0}=y_{I}^{(k)}\left(0^{+}\right),
$$

[^2]where $y_{I}$ denotes the impulse response of the system. Consider now a nonlinear affine system ${ }^{5}$ described by equations of the form
\[

$$
\begin{equation*}
\dot{x}=f(x)+g(x) u, \quad y=h(x) \tag{2.24}
\end{equation*}
$$

\]

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}$ and $f, g$ and $h$ smooth mappings. The $k$-moment at infinity, for $k \geq 0$, of the nonlinear system (2.24) are defined as $\eta_{k}(\infty)=y_{I}^{(k)}\left(0^{+}\right)$(with $\left.\eta_{0}(\infty)=0\right)$. Reduced order models which match the $0, \ldots, k$ moments at infinity of system (2.24) can be constructed exploiting these definitions. See [3] for more details and an example.

### 2.5.3 Moment matching

We are now ready to introduce the notion of reduced order model by moment matching for nonlinear systems.

Definition 5. [3] Consider the signal generator (2.21). The system described by the equations

$$
\begin{equation*}
\dot{\xi}=\phi(\xi, u), \quad \psi=\kappa(\xi) \tag{2.25}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}$, is a model at $(s, l)$ of system (2.20) if system (2.25) has the same moment at $(s, l)$ as $(2.20)$. In this case, system (2.25) is said to match the moment of system (2.20) at $(s, l)$. Furthermore, system (2.25) is a reduced order model of system (2.20) if $\nu<n$.

Lemma 5. [3] Consider system (2.20), system (2.25) and the signal generator (2.21). Suppose Assumptions 1 and 2 hold. System (2.25) matches the moments of (2.20) at ( $s, l$ ) if the equation

$$
\begin{equation*}
\phi(p(\omega), l(\omega))=\frac{\partial p}{\partial \omega} s(\omega) \tag{2.26}
\end{equation*}
$$

has a unique solution $p$ such that

$$
\begin{equation*}
h(\pi(\omega))=\kappa(p(\omega)) \tag{2.27}
\end{equation*}
$$

where $\pi$ is the (unique) solution of equation (2.23).

[^3]In other words, we have to determine the mappings $\phi, \kappa$ and $p$ such that equations (2.26) and (2.27) hold. We introduce the following assumption to simplify the problem.

Assumption 3. There exist mappings $\kappa$ and $p$ such that $\kappa(0)=0, p(0)=0, p$ is locally continuously differentiable, equation (2.27) holds and det $\left.\frac{\partial p(\omega)}{\partial \omega}\right|_{\omega=0} \neq 0$, i.e. the mapping $p$ possesses a local inverse $p^{-1}$.

Remark 8. [3] Similar to the linear case, Assumption 3 holds selecting $p(\omega)=\omega$ and $\kappa(\omega)=h(\pi(\omega))$.

Finally, as shown in [3], the system described by the equations

$$
\begin{equation*}
\dot{\xi}=s(\xi)-\delta(\xi) l(\xi)+\delta(\xi) u, \quad \psi=h(\pi(\xi)) \tag{2.28}
\end{equation*}
$$

where $\delta$ is any mapping such that the equation

$$
\begin{equation*}
\frac{\partial p}{\partial \omega} s(\omega)=s(p(\omega))-\delta(p(\omega)) l(p(\omega))+\delta(p(\omega)) l(\omega), \tag{2.29}
\end{equation*}
$$

has the unique solution $p(\omega)=\omega$, is a family of reduced order models of (2.20) at $(s, l)$.

### 2.5.4 Model reduction by moment matching with additional properties

Similarly to the linear case we can determine the conditions on the mapping $\delta$ such that the reduced order model satisfies additional properties. The proofs are omitted and can be found in [3]. Note also that therein other problems, such as matching with prescribed zero dynamics, matching with a passivity constraint and matching with $L_{2}$-gain, are discussed and solved.

## Matching with asymptotic stability [3]

Consider the problem of determining a reduced order model (2.28) which has an asymptotically stable zero equilibrium. This problem can be solved if it is possible to select the mapping $\delta$ such that the zero equilibrium of the system $\dot{\xi}=s(\xi)-\delta(\xi) l(\xi)$ is locally asymptotically stable. To this end, for instance, it is sufficient that the pair $\left(\left.\frac{\partial l(\xi)}{\partial \xi}\right|_{\xi=0},\left.\frac{\partial s(\xi)}{\partial \xi}\right|_{\xi=0}\right)$ is observable.

## Matching with prescribed relative degree

The problem of constructing a reduced order model which has a given relative degree $r \in[1, \nu]$ at some point $\bar{\xi}$ can be solved selecting $\delta$ as follows.

Theorem 4. [3] For all $r \in[1, \nu]$ there exists a $\delta$ such that system (2.28) has relative degree $r$ at $\bar{\xi}$ if and only if the codistribution

$$
\begin{equation*}
d \mathcal{O}_{\nu}=\operatorname{span}\left\{d h(\pi(\xi)), \cdots, d L_{s}^{\nu-1} h(\pi(\xi))\right\} \tag{2.30}
\end{equation*}
$$

has dimension $\nu$ at $\bar{\xi}$.

## Matching and nonlinear systems at $\boldsymbol{S} \boldsymbol{\omega}$ [3]

Finally, in [3] the problem of model reduction for nonlinear systems when the signal generator is a linear system has been considered. This problem, which is relevant for one of the results developed in Chapter 3, is important because the resulting reduced order models have a very simple description, namely

$$
\begin{aligned}
& \dot{\xi}=(S-\delta(\xi) L) \xi+\delta(\xi) u, \\
& \psi=h(\pi(\xi)),
\end{aligned}
$$

with $\delta$ a free mapping. A further simplification can be achieved with the selection $\delta(\xi)=G$, for some constant matrix $G$. In fact, in this case the family of reduced order models is described by a linear differential equation with a nonlinear output map. The two obvious advantages of this result are that the matrix $G$ can be selected to achieve the additional properties presented in Section 2.4.2 and that the determination of the reduced order model reduces to the computation of the mapping $h \circ \pi$. This can be determined as suggested in [80, Section 4.2 and 4.3] or as shown in Chapter 4.

### 2.6 Conclusion

In this chapter we have reviewed the model reduction technique by moment matching. We have recalled the classical interpolation theory and we have then introduced the steady-state-based notion of moment. Exploiting this description of moment the solution of the problem of model reduction by moment matching for linear and nonlinear systems achiev-
ing additional properties has been given and an enhancement of the notion of frequency response for nonlinear systems has been presented. These basic results are instrumental for the developments in the rest of the Thesis.

## Chapter 3

## Model reduction of neutral systems with discrete and distributed delays

### 3.1 Introduction

In this chapter we extend the model reduction techniques based on moment matching to a general class of linear and nonlinear differential time-delay systems. Time-delay systems are a class of infinite dimensional systems extensively studied in the literature, e.g. see the monographs [81-87] and the survey papers $[6,88,89]$. From a practical point of view every dynamical system presents delays of some extent, see for instance [85, 90], in which several examples from biology, chemistry, physics and engineering are discussed. Delays in closed-loop systems can generate unexpected behaviors: for instance "small" delays may be destabilizing [89, 91-95], while "large" delays may be stabilizing [96-99].

The problem of model reduction of time-delay systems is a classic topic in control theory. The optimal reduction (in the sense of some norm) is listed as an unsolved problem in systems theory in [100] and several results have been given using rational interpolations, e.g. [101-103], see also [104-110]. Recent results include model order reduction techniques for linear time-delay systems, see e.g. [111-113], and for infinite dimensional systems, see e.g. $[114,115]$ in which operators are used to provide reduced order models for linear systems.

In this chapter the model reduction theory introduced in Chapter 2 is extended to linear and nonlinear time-delay systems. For linear systems, it is shown that the moments of the system are fully characterized by the solution of a Sylvester-like equation. Although Sylvester equations have been widely studied (see for instance [116, 117]), some care is needed to extend the classical results to the particular Sylvester-like equation that arises in the chapter. The results are then generalized to the class of linear neutral differential time-delay systems with discrete and distributed delays. A family of systems that achieve moment matching is characterized and connections with the results of Chapter 2 are drawn. As noted in [118] a reduced order model with time-delays may lead to improvements in the approximation. Accordingly, the possibility to maintain the delay in the reduced order model is discussed and, in addition, it is shown that the introduction of delays can be used to improve the approximation, interpolating at a larger number of points. For nonlinear systems, the description of moment is based on the center manifold theory for time-delay systems and is derived using the steady-state response of the system. The conditions and properties of the center manifold hold as for finite dimensional systems, see e.g. [81, 119]. Exploiting this interpretation, a parameterized family of models described by differential time-delay equations is characterized. In addition, the notion of moment at infinity for linear and nonlinear time-delay systems is investigated and a brief discussion for nonlinear neutral differential time-delay systems is given. Finally, the problem of obtaining a reduced order model of the open-loop system given the closed-loop system is discussed and solved.

The rest of the chapter is organized as follows. In Section 3.2 the notion of moment is extended to linear time-delay systems (Section 3.2.1), the solution of the resulting Sylvesterlike equation is discussed (Section 3.2.2) and a revisitation of this description is given using the notion of steady-state response (Section 3.2.3). The results are then extended to neutral systems and systems with distributed-delays (Section 3.2.4). A family of systems achieving moment matching is presented (Sections 3.2.5 and 3.2.6) and a simple example based on the model of a LC transmission line is given (Section 3.2.7). The possibility of interpolating a larger number of points maintaining the same "number of equations" is investigated (Section 3.2.8). Two examples, one inspired by [4] (Section 3.2.9) and one
inspired by the problem of the automatic control of a platoon of vehicles, illustrate the results (Section 3.2.10). In Section 3.3 the center manifold theory for time-delay systems is used to extend the definition of moment to nonlinear time-delay systems (Section 3.3.1) and a family of systems achieving moment matching for nonlinear time-delay systems is given (Sections 3.3.2 and 3.3.3). The possibility of interpolating multiple moments is investigated (Section 3.3.4) and the problem of "open-loop" reduced order models is discussed (Section 3.3.5). The theory is illustrated by the reduction of a nonlinear neutral differential time-delay equation describing the torsional dynamics of an oilwell drillstring (Section 3.3.6). In Section 3.4 the characterization of the moments at infinity for linear and nonlinear time-delay systems is presented. Finally Section 3.5 contains some concluding remarks.

All the results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference papers [8], [9], in the book chapter [7] and in the journal paper [10].

### 3.2 Linear time-delay systems

In this section we derive a model reduction theory for linear differential time-delay systems. To keep the notation as simple as possible we begin with the class of systems with discretedelays and we then discuss the extension of the results to more general types of delays and representations in Section 3.2.4.

### 3.2.1 Definition of $\Pi$ : linear time-delay systems

Consider a linear, single-input, single-output, continuous-time, time-delay system with constant discrete-delays described by the equations ${ }^{1}$

$$
\begin{array}{ll}
\dot{x}=\sum_{j=0}^{\varsigma} A_{j} x_{\tau_{j}}+\sum_{j=\varsigma+1}^{\mu} B_{j} u_{\tau_{j}}, & y=\sum_{j=0}^{\varsigma} C_{j} x_{\tau_{j}}  \tag{3.1}\\
x(\theta)=\phi(\theta), & -T \leq \theta \leq 0
\end{array}
$$

[^4]with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, \phi \in \mathfrak{R}_{T}^{n}, A_{j} \in \mathbb{R}^{n \times n}$ and $C_{j} \in \mathbb{R}^{1 \times n}$ with $^{2} j=0, \ldots, \varsigma$, $B_{j} \in \mathbb{R}^{n \times 1}$ with $j=\varsigma+1, \ldots, \mu, \tau_{0}=0$ and $\tau_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, \mu$. Let
\[

$$
\begin{equation*}
W(s)=\bar{C}(s)(s I-\bar{A}(s))^{-1} \bar{B}(s) \tag{3.2}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\bar{A}(s)=\sum_{j=0}^{\varsigma} A_{j} e^{-s \tau_{j}}, \quad \bar{B}(s)=\sum_{j=\varsigma+1}^{\mu} B_{j} e^{-s \tau_{j}}, \quad \bar{C}(s)=\sum_{j=0}^{\varsigma} C_{j} e^{-s \tau_{j}} \tag{3.3}
\end{equation*}
$$

be the associated transfer function and assume (3.1) is minimal ${ }^{3}$, i.e. controllable and observable. We begin defining the moments of system (3.1) at some $s_{i} \in \mathbb{C}$ and showing that there exists a one-to-one relation between the moments and the (unique) solution of a Sylvester-like equation.

Definition 6. Let $s_{i} \in \mathbb{C} \backslash \sigma(\bar{A}(s))$. The 0 -moment of system (3.1) at $s_{i}$ is the complex number

$$
\eta_{0}\left(s_{i}\right)=\bar{C}\left(s_{i}\right)\left(s_{i} I-\bar{A}\left(s_{i}\right)\right)^{-1} \bar{B}\left(s_{i}\right)
$$

The $k$-moment of system (3.1) at $s_{i}$ is the complex number

$$
\eta_{k}\left(s_{i}\right)=\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}} \bar{C}(s)(s I-\bar{A}(s))^{-1} \bar{B}(s)\right]_{s=s_{i}}
$$

with $k \geq 1$ integer.

This definition of moment is justified by the fact that, as already stated, the $k$ moment of a linear system at $s_{i}$ is defined as the $k$-th coefficient of the Laurent series expansion of the transfer function $W(s)$ at $s_{i} \in \mathbb{C}$ (see Chapter 2), provided it exists.

Lemma 6. Consider system (3.1) and let $s_{i} \in \mathbb{C} \backslash \sigma(\bar{A}(s))$. Assume that $\widetilde{\Pi} \in \mathbb{R}^{n \times \nu}$ is the unique solution of the Sylvester-like equation

$$
\begin{equation*}
\sum_{j=0}^{\varsigma} A_{j} \widetilde{\Pi} e^{-\Sigma_{k} \tau_{j}}+\sum_{j=\varsigma+1}^{\mu} B_{j} L_{k} e^{-\Sigma_{k} \tau_{j}}=\widetilde{\Pi} \Sigma_{k} \tag{3.4}
\end{equation*}
$$

[^5]with $L_{k}=\left[\begin{array}{llll}1 & 0 & \ldots & 0\end{array}\right] \in \mathbb{R}^{(k+1)}$ and

$$
\Sigma_{k}=\left[\begin{array}{ccccc}
s_{i} & 1 & 0 & \ldots & 0 \\
0 & s_{i} & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & s_{i} & 1 \\
0 & \ldots & \ldots & 0 & s_{i}
\end{array}\right] \in \mathbb{R}^{(k+1) \times(k+1)}
$$

Then

$$
\left[\begin{array}{ccc}
\eta_{0}\left(s_{i}\right) & \ldots & \eta_{k}\left(s_{i}\right)
\end{array}\right]=\sum_{j=0}^{\varsigma} C_{j} \widetilde{\Pi} e^{-\Sigma_{k} \tau_{j}} \Psi_{k}
$$

where $\Psi_{k}=\operatorname{diag}\left(1,-1,1, \ldots,(-1)^{k}\right) \in \mathbb{R}^{(k+1) \times(k+1)}$.

Proof. Let $\widetilde{\Pi}=\left[\begin{array}{llll}\widetilde{\Pi}_{0} & \widetilde{\Pi}_{1} \ldots & \widetilde{\Pi}_{k}\end{array}\right]$. Since $\Sigma_{k}$ is in Jordan form then

$$
e^{-\Sigma_{k} \tau_{j}}=e^{-s_{i} \tau_{j}}\left[\begin{array}{ccccc}
1 & -\tau_{j} & \frac{\left(-\tau_{j}\right)^{2}}{2} & \ldots & \frac{\left(-\tau_{j}\right)^{k-1}}{(k-1)!} \\
0 & 1 & -\tau_{j} & \ldots & \frac{\left(-\tau_{j}\right)^{k-2}}{(k-2)!} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 1 & -\tau_{j} \\
0 & \ldots & \ldots & 0 & 1
\end{array}\right]
$$

Thus, the first column of equation (3.4) can be rewritten as

$$
\begin{equation*}
\sum_{j=0}^{\varsigma} A_{j} \widetilde{\Pi}_{0} e^{-s_{i} \tau_{j}}+\sum_{j=\varsigma+1}^{\mu} B_{j} e^{-s_{i} \tau_{j}}=\widetilde{\Pi}_{0} s_{i} \tag{3.5}
\end{equation*}
$$

the second column can be rewritten as

$$
\begin{equation*}
\sum_{j=0}^{\varsigma} A_{j} e^{-s_{i} \tau_{j}} \widetilde{\Pi}_{1}+\sum_{j=0}^{\varsigma}-\tau_{j} A_{j} e^{-s_{i} \tau_{j}} \widetilde{\Pi}_{0}-\sum_{j=\varsigma+1}^{\mu} \tau_{j} B_{j} e^{-s_{i} \tau_{j}}=\widetilde{\Pi}_{1} s_{i}+\widetilde{\Pi}_{0} \tag{3.6}
\end{equation*}
$$

and so on until the last column

$$
\begin{equation*}
\sum_{l=k}^{0} \sum_{j=0}^{\varsigma} A_{j} \widetilde{\Pi}_{k-l} \frac{\left(-\tau_{j}\right)^{l}}{l!} e^{-s_{i} \tau_{j}}+\sum_{j=\varsigma+1}^{\mu} B_{j} \frac{\left(-\tau_{j}\right)^{k}}{k!} e^{-s_{i} \tau_{j}}=\widetilde{\Pi}_{k} s_{i}+\widetilde{\Pi}_{k-1} \tag{3.7}
\end{equation*}
$$

As a result, $\widetilde{\Pi}_{0}$ can be determined from equation (3.5) as

$$
\widetilde{\Pi}_{0}=\left(s_{i} I-\sum_{j=0}^{\varsigma} A_{j} e^{-s_{i} \tau_{j}}\right)^{-1} \sum_{j=\varsigma+1}^{\mu} B_{j} e^{-s_{i} \tau_{j}}=\left(s_{i} I-\bar{A}\left(s_{i}\right)\right)^{-1} \bar{B}\left(s_{i}\right),
$$

$\widetilde{\Pi}_{1}$ from equation (3.6) and $\widetilde{\Pi}_{0}$ as

$$
\begin{aligned}
\widetilde{\Pi}_{1}= & -\left(s_{i} I-\sum_{j=0}^{\varsigma} A_{j} e^{-s_{i} \tau_{j}}\right)^{-1}\left(I+\sum_{j=1}^{\varsigma} \tau_{j} A_{j} e^{-s_{i} \tau_{j}}\right)\left(s_{i} I-\sum_{j=0}^{\varsigma} A_{j} e^{-s_{i} \tau_{j}}\right)^{-1} \sum_{j=\varsigma+1}^{\mu} B_{j} e^{-s_{i} \tau_{j}} \\
& -\left(s_{i} I-\sum_{j=0}^{\varsigma} A_{j} e^{-s_{i} \tau_{j}}\right)^{-1} \sum_{j=\varsigma+1}^{\mu} \tau_{j} B_{j} e^{-s_{i} \tau_{j}}=\left[\frac{d}{d s}\left((s I-\bar{A}(s))^{-1} \bar{B}(s)\right)\right]_{s=s_{i}} .
\end{aligned}
$$

Iterating for all $k$, yields

$$
\widetilde{\Pi}_{k}=\frac{1}{k!}\left[\frac{d^{k}}{d s^{k}}\left((s I-\bar{A}(s))^{-1} \bar{B}(s)\right)\right]_{s=s_{i}} .
$$

Finally, exploiting the columns of $\widetilde{\Pi}$, the moments can be written as

$$
\begin{aligned}
\sum_{j=0}^{\varsigma} C_{j} \widetilde{\Pi} e^{-\Sigma_{k} \tau_{j}} & =\left[\begin{array}{llll}
\sum_{j=0}^{\varsigma} C_{j} \widetilde{\Pi}_{0} e^{-s_{i} \tau_{j}} & \ldots & \sum_{l=k}^{0} \sum_{j=0}^{\varsigma} C_{j} \widetilde{\Pi}_{k-l} \frac{\left(-\tau_{j}\right)^{l}}{l!} e^{-s_{i} \tau_{j}}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\bar{C}\left(s_{i}\right) \widetilde{\Pi}_{0} & \ldots & \sum_{l=k}^{0} \frac{1}{l!} \frac{d^{l}}{d s^{l}}[\bar{C}(s)]_{s=s_{i}} \widetilde{\Pi}_{k-l}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\eta_{0}\left(s_{i}\right) & \ldots & (-1)^{k} \eta_{k}\left(s_{i}\right)
\end{array}\right]
\end{aligned}
$$

which proves the claim.

Equation (3.4) can be written eliminating the fact that $\Sigma_{k}$ and $L_{k}$ have a special structure. As a result the following holds.

Theorem 5. Consider system (3.1) and let $s_{i}$, with $i=1, \ldots, \eta$, be a set of numbers such that $s_{i} \in \mathbb{C} \backslash \sigma(\bar{A}(s))$. Let $S \in \mathbb{R}^{\nu \times \nu}$ be any non-derogatory matrix with characteristic polynomial

$$
\begin{equation*}
p(s)=\prod_{i=1}^{\eta}\left(s-s_{i}\right)^{k_{i}} \tag{3.8}
\end{equation*}
$$

where $\nu=\sum_{i=1}^{\eta} k_{i}$, and $L$ be such that the pair $(L, S)$ is observable. Assume that $\Pi$ is the
unique solution of the Sylvester-like equation

$$
\begin{equation*}
\sum_{j=0}^{\varsigma} A_{j} \Pi e^{-S \tau_{j}}-\Pi S=-\sum_{j=\varsigma+1}^{\mu} B_{j} L e^{-S \tau_{j}} \tag{3.9}
\end{equation*}
$$

Then there exists a one-to-one relation between the moments $\eta_{0}\left(s_{1}\right), \ldots, \eta_{k_{1}-1}\left(s_{1}\right), \ldots$, $\eta_{0}\left(s_{\eta}\right), \ldots, \eta_{k_{\eta}-1}\left(s_{\eta}\right)$ and the matrix $\sum_{j=0}^{\varsigma} C_{j} \Pi e^{-S \tau_{j}}$.
Proof. Note that it is sufficient to prove the claim for $\eta=1$. By observability of the pair $(L, S)$ there is a unique invertible matrix $T$ such that $S=T^{-1} \Sigma_{k} T$ and $L=L_{k} T$. Then equation (3.9) becomes

$$
\sum_{j=0}^{\varsigma} A_{j} \Pi e^{-\left(T^{-1} \Sigma_{k} T\right) \tau_{j}}-\Pi T^{-1} \Sigma_{k} T=-\sum_{j=\varsigma+1}^{\mu} B_{j} L e^{-\left(T^{-1} \Sigma_{k} T\right) \tau_{j}}
$$

The claim follows defining $\widetilde{\Pi}=\Pi T^{-1}$, recalling that $e^{T^{-1} X T}=T^{-1} e^{X} T$ and that the moments are coordinates invariant.

### 3.2.2 Solution of the Sylvester-like equation

Equation (3.9) is a Sylvester equation only if $\varsigma=0$. Nevertheless, it is a linear equation in $\Pi$ and it can be solved with the use of the vectorization operator and the Kronecker product. To this end, it is necessary to determine when the equation admits a unique solution. In this section we solve this problem in the general case and for two special cases.

Lemma 7. Equation (3.9) has a unique solution if and only if $s_{i} \in \mathbb{C} \backslash \sigma(\bar{A}(s))$ for all $i=1, \ldots, \eta$.

Proof. Suppose, without loss of generality, that the matrix $S$ is in complex Jordan form. Then the matrices $S^{\top}$ and $e^{-S^{\top} \tau_{j}}$ are lower triangular and their $i$-th eigenvalue is $s_{i}$ and $e^{-s_{i} \tau_{j}}$, respectively. We recall that the eigenvalues of the sum of lower triangular matrices is the sum of the eigenvalues. The claim follows since equation (3.9) has a unique solution (see $[116,117]$ ) if and only if

$$
\operatorname{det}\left(\sum_{j=0}^{\varsigma}\left(e^{-S^{\top} \tau_{j}} \otimes A_{j}\right)-S^{\top} \otimes I\right) \neq 0
$$

which holds if and only if

$$
\prod_{i=1}^{\eta} \operatorname{det}\left(\sum_{j=0}^{\varsigma} A_{j} e^{-s_{i} \tau}-s_{i} I\right) \neq 0
$$

hence the claim.

Corollary 1. Equation (3.9) has a unique solution if the following holds.

- $A_{0}=0, A_{1} \neq 0, \mu=\varsigma=1$, and $\sigma\left(A_{1}\right) \cap \sigma\left(S e^{S \tau}\right)=\emptyset$.
- The matrices $A_{j}$ for $j=0,1, \ldots, \varsigma$ commute and $\sum_{j=0}^{\mu} e^{-s_{l} \tau_{j}} \lambda_{j i} \neq s_{l}$ for $i=1, \ldots, n$ and $l=1, \ldots, \eta$, with $\lambda_{j i}$ and $s_{l}$ eigenvalues of $A_{j}$ and $S$, respectively.

Proof: The claim is a direct consequence of the use of the vectorization operator (see $[116,117]$ ).

### 3.2.3 Definition of $\Pi$ : linear time-delay systems - Revisited

To prepare the ground for the study of nonlinear time-delay systems, in this section we revisit the interpolation-based description of moment developed just now and give the equivalent steady-state-based description using the center manifold theory. The center manifold theory for time-delay systems has been widely studied. The results in [119] establish that the theory for finite dimensional systems can be extended to infinite dimensional systems (and thus to time-delay systems). In particular, as for finite dimensional systems, if the linearized system has $q$ eigenvalues on the imaginary axis then there exists a $q$-dimensional local integral manifold (referred to as center manifold) for the original system. In addition, the well-defined restriction of the dynamics of the system to the manifold is finite dimensional. An overview on the center manifold theory for time-delay systems has been given in [81] and references therein.

Theorem 6. Let $S \in \mathbb{R}^{\nu \times \nu}$ be any non-derogatory matrix with characteristic polynomial (3.8). Consider system (3.1) and assume $s_{i} \in \mathbb{C} \backslash \sigma(\bar{A}(s))$, with $i=1, \ldots, \eta$, and $\sigma(\bar{A}(s)) \subset \mathbb{C}_{<0}$. Consider the interconnection of system (3.1) with the system

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad u=L \omega, \tag{3.10}
\end{equation*}
$$

with $L$ and $\omega(0)$ such that the triple $(L, S, \omega(0))$ is minimal. Then there exists a one-to-one relation between the moments $\eta_{0}\left(s_{1}\right), \ldots, \eta_{k_{1}-1}\left(s_{1}\right), \ldots, \eta_{0}\left(s_{\eta}\right), \ldots, \eta_{k_{\eta}-1}\left(s_{\eta}\right)$ and the steady-state response of the output of such interconnected system.

Proof. Consider the interconnection of system (3.1) with system (3.10). By the assumptions on $\sigma(\bar{A}(s))$ and $\sigma(S)$, the interconnected system has a globally well-defined invariant manifold given by $\mathcal{M}=\left\{(x, \omega) \in \mathbb{R}^{n+\nu}: x=\Pi \omega\right\}$, with $\Pi$ the unique solution of the Sylvester-like equation (3.9). We prove now that $\mathcal{M}$ is attractive. Consider the equation

$$
\overbrace{x-\Pi \omega}^{i}=\sum_{j=0}^{\varsigma} A_{j} x_{\tau_{j}}+\sum_{j=\varsigma+1}^{\mu} B_{j} L \omega_{\tau_{j}}-\Pi S \omega=\sum_{j=0}^{\varsigma} A_{j} x_{\tau_{j}}+\left(\sum_{j=\varsigma+1}^{\mu} B_{j} L e^{-S \tau_{j}}-\Pi S\right) \omega
$$

in which we used the fact that $\omega\left(t-\tau_{j}\right)=e^{-S \tau_{j}} \omega(t)$. Substituting (3.9) in the right-hand side of the last equation, yields

$$
\overbrace{x-\Pi \omega}^{i}=\sum_{j=0}^{\varsigma} A_{j}\left(x_{\tau_{j}}-\Pi \omega_{\tau_{j}}\right) .
$$

Computing the Laplace transform on both sides yields

$$
s(X(s)-\Pi \Omega(s))-(x(0)-\Pi \omega(0))=\left(\sum_{j=0}^{\varsigma} A_{j} e^{-s \tau_{j}}\right)(X(s)-\Pi \Omega(s))
$$

and, by the assumptions on $\sigma(\bar{A}(s))$, we have

$$
X(s)-\Pi \Omega(s)=(s I-\bar{A}(s))^{-1}(x(0)-\Pi \omega(0)) .
$$

Finally, computing the inverse Laplace transform, yields

$$
x(t)-\Pi \omega(t)=\mathcal{L}^{-1}\left\{(s I-\bar{A}(s))^{-1}(x(0)-\Pi \omega(0))\right\} .
$$

Since $\sigma(\bar{A}(s)) \subset \mathbb{C}_{<0}$, by [81, Chapter 1, Theorem 6.2], $\mathcal{M}$ is attractive. As a result

$$
\begin{aligned}
y(t) & =\sum_{j=0}^{\varsigma} C_{j}\left(x_{\tau_{j}}-\Pi \omega_{\tau_{j}}\right)+\sum_{j=0}^{\varsigma} C_{j} \Pi \omega_{\tau_{j}} \\
& =\sum_{j=0}^{\varsigma} C_{j} \Pi \omega_{\tau_{j}}+\sum_{j=0}^{\varsigma} C_{j} \mathcal{L}^{-1}\left\{(s I-\bar{A}(s))^{-1}(x(0)-\Pi \omega(0))\right\} e^{-S \tau_{j}}=\sum_{j=0}^{\varsigma} C_{j} \Pi e^{-S \tau_{j}} \omega+\varepsilon(t),
\end{aligned}
$$

where $\sum_{j=0}^{\varsigma} C_{j} \Pi e^{-S \tau_{j}} \omega(t)$ describes the steady-state response, whereas

$$
\varepsilon(t)=\sum_{j=0}^{\varsigma} C_{j} \mathcal{L}^{-1}\left\{(s I-\bar{A}(s))^{-1}(x(0)-\Pi \omega(0))\right\} e^{-S \tau_{j}},
$$

describes the transient response which vanishes exponentially. This proves the claim.

Remark 9. Exploiting Theorem 6, in Chapter 4 the problem of model reduction for linear time-delay systems from input/output data is addressed. Therein, an algorithm that, given the signal $\omega$ and the output $y$, retrieves the moments of a system for which the matrices $A_{j}, B_{j}$ and $C_{j}$ are not known is devised.

Note that the importance of Theorem 6 goes beyond the simple computation of the moments because it highlights the relation between the steady-state response and the moments.

### 3.2.4 A general class of linear time-delay systems

All the results presented for discrete-delays can be generalized to linear neutral differential time-delay systems with distributed-delays. Consider a linear, single-input, single-output, continuous-time, neutral time-delay system with discrete-delays and distributed-delays described by the equations

$$
\begin{align*}
& \dot{x}=\sum_{j=1}^{q} D_{j} \dot{x}_{c_{j}}+\sum_{j=0}^{\varsigma} A_{j} x_{\tau_{j}}+\sum_{j=\varsigma+1}^{\mu} B_{j} u_{\tau_{j}}+\sum_{j=1}^{r} \int_{t-h_{j}}^{t}\left(G_{j} x(\theta)+H_{j} u(\theta)\right) d \theta, \\
& y=\sum_{j=0}^{\varsigma} C_{j} x_{\tau_{j}},  \tag{3.11}\\
& x(\theta)=\phi(\theta), \\
& \quad-T \leq \theta \leq 0,
\end{align*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, \phi \in \mathfrak{R}_{T}^{n}, A_{j} \in \mathbb{R}^{n \times n}$ and $C_{j} \in \mathbb{R}^{1 \times n}$ with $j=0, \ldots, \varsigma$, $B_{j} \in \mathbb{R}^{n \times 1}$ with $j=\varsigma+1, \ldots, \mu, D_{j} \in \mathbb{R}^{n \times n}$ with $j=1, \ldots, q, G_{j} \in \mathbb{R}^{n \times n}$ and $H_{j} \in \mathbb{R}^{n \times 1}$ with $j=1, \ldots, r, \tau_{0}=0, \tau_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, \mu, c_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, q$ and
$h_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, r$. The transfer function $W(s)$ is defined by (3.2) with

$$
\begin{align*}
& \bar{A}(s)=\sum_{j=1}^{q} D_{j} s e^{-s c_{j}}+\sum_{j=0}^{\varsigma} A_{j} e^{-s \tau_{j}}+\sum_{j=1}^{r} G_{j} \frac{1-e^{-s h_{j}}}{s} \\
& \bar{B}(s)=\sum_{j=\varsigma+1}^{\mu} B_{j} e^{-s \tau_{j}}+\sum_{j=1}^{r} H_{j} \frac{1-e^{-s h_{j}}}{s}  \tag{3.12}\\
& \bar{C}(s)=\sum_{j=0}^{\varsigma} C_{j} e^{-s \tau_{j}}
\end{align*}
$$

Theorem 7. Assume $0 \notin \sigma(S)$. Theorem 5 holds, with the same assumptions, for system (3.11) replacing equation (3.9) with

$$
\begin{align*}
\sum_{j=0}^{\varsigma} A_{j} \Pi e^{-S \tau_{j}}+\sum_{j=1}^{r} G_{j} \Pi S^{-1}(I- & \left.e^{-S h_{j}}\right)+\sum_{j=1}^{q} D_{j} \Pi S e^{-S c_{j}}-\Pi S=  \tag{3.13}\\
& =-\sum_{j=\varsigma+1}^{\mu} B_{j} L e^{-S \tau_{j}}-\sum_{j=1}^{r} H_{j} L S^{-1}\left(I-e^{-S h_{j}}\right)
\end{align*}
$$

Proof. The proof is similar to that of Theorem 5, hence it is omitted.

We introduce the following stability condition (i.e. a "formal stability" condition, see [122], [6]).

Assumption 4. Assume the difference equation

$$
x(t)+\sum_{j=1}^{q} D_{j} x\left(t-c_{j}\right)=0
$$

is asymptotically stable.

Theorem 8. Assume $0 \notin \sigma(S)$ and Assumption 4 holds. Theorem 6 holds, with the same assumptions, for system (3.11).

Proof. The claim can be proved noting that $\sigma(\bar{A}(s)) \subset \mathbb{C}_{<0}$, with the definitions in (3.12), and Assumption 4 guarantee asymptotic stability of system (3.11) [123], [6]. The additional assumption that $S$ is invertible is necessary because in equation (3.13) the distributeddelays generate terms in $S^{-1}$.

Remark 10. As noted in [124], many systems can be described by the equations (3.11) with, in most cases, a single neutral delay, i.e. $q=1$. In this case Assumption 4 holds if $\sigma\left(D_{1}\right) \subset \mathbb{D}_{<1}$, see [81] and [125].

Remark 11. Since hyperbolic partial differential equations can be locally expressed as neutral time-delay systems and, conversely, any time-delay $y(t)=u(t-\tau)$ can be represented by a classical transport equation (see [126], [83], [6]), the techniques presented in this chapter can be used to establish a model reduction theory for some classes of partial differential equations: the example we study in Section 3.3.6 is, in fact, a neutral system originated from a partial differential equation. A similar remark applies for other relations, such as the ones established between time-delay systems and fractional derivation equations [127].

To keep the notation light only the discrete-delay case is considered in the remaining of the chapter. However, the extension of the following results to system (3.11) is straightforward.

### 3.2.5 Reduced order model for linear time-delay systems

In this and the following sections a family of systems achieving moment matching is presented and the possibility of interpolating a larger number of points maintaining the same "number of equations" is investigated.

Definition 7. Consider the signal generator (3.10). The system described by the equations

$$
\begin{equation*}
\dot{\xi}=\sum_{j=0}^{\varrho} F_{j} \xi_{\chi_{j}}+\sum_{j=\varrho+1}^{\rho} G_{j} u_{\chi_{j}}, \quad \psi=\sum_{j=0}^{d} H_{j} \xi_{\chi_{j}}, \tag{3.14}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, \psi(t) \in \mathbb{R}, F_{j} \in \mathbb{R}^{\nu \times \nu}$ for $j=0, \ldots, \varrho, G_{j} \in \mathbb{R}^{\nu \times 1}$ for $j=\varrho+1, \ldots, \rho$, $H_{j} \in \mathbb{R}^{1 \times \nu}$ for $j=0, \ldots, k, \chi_{0}=0$ and $\chi_{j} \in \mathbb{R}_{>0}$ for $j=1, \ldots, \max \{\rho, d\}$, is a model of system (3.1) at $S$, if system (3.14) has the same moments at $S$ as (3.1).

Lemma 8. Consider system (3.1) and the signal generator (3.10). Suppose $\sigma(S) \cap$ $\sigma(\bar{A}(s))=\emptyset$. Then the system (3.14) is a model of system (3.1) at $S$, if there exists a unique solution $P$ of the equation

$$
\begin{equation*}
\sum_{j=0}^{\varrho} F_{j} P e^{-S \chi_{j}}-P S=-\sum_{j=\varrho+1}^{\rho} G_{j} L e^{-S \chi_{j}}, \tag{3.15}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sum_{j=0}^{\varsigma} C_{j} \Pi e^{-S \tau_{j}}=\sum_{j=0}^{d} H_{j} P e^{-S \chi_{j}}, \tag{3.16}
\end{equation*}
$$

where $\Pi$ is the unique solution of (3.9). System (3.14) is a reduced order model of system (3.1) at $S$ if $\nu<n$, or if $\varrho<\varsigma$, or if $\rho<\mu$, or if $d<\varsigma$.

Proof. The claim is a consequence of Definition 7 and the definition of moment. In fact, note that equation (3.15) defines the moments of the reduced order model, whereas equation (3.16) gives the matching condition between the moments of the system to be reduced and the moments of the reduced order model.

The following lemma assures that the solution $P$ exists, is unique and that equation (3.16) have a solution.
Lemma 9. Let $\bar{F}(s)=\sum_{j=0}^{\varrho} F_{j} e^{-s \chi_{j}}$. Equation (3.15) has a unique solution $P$ and equation (3.16) has a solution uniquely determined by the matrices $H_{j}$ if and only if $s_{i} \notin \sigma(\bar{F}(s))$ for all $i=1, \ldots, \eta$ and the pair $(L, S)$ is observable.

Proof. The uniqueness of the solution $P$ of equation (3.15) follows from the arguments given in Section 3.2.2. The observability of the pair $(L, S)$ guarantees that $P$ is full rank and, as a consequence, (3.16) can always be solved.

### 3.2.6 Reduced order model with free $\boldsymbol{F}_{\boldsymbol{j}}$

To construct a family of models that achieves moment matching at $\nu$ points one could select

$$
\begin{align*}
& F_{0}=S-\sum_{j=\varrho+1}^{\rho} G_{j} L e^{-S \chi_{j}}-\sum_{j=1}^{\varrho} F_{j} e^{-S \chi_{j}}  \tag{3.17}\\
& H_{0}=\sum_{j=0}^{\varsigma} C_{j} \Pi e^{-S \tau_{j}}-\sum_{j=1}^{d} H_{j} e^{-S \chi_{j}},
\end{align*}
$$

and note that this selection solves equations (3.15), (3.16) for $P=I$. This yields the family of reduced order models described by the equations

$$
\begin{align*}
& \dot{\xi}=\left(S-\sum_{j=\varrho+1}^{\rho} G_{j} L e^{-S \chi_{j}}-\sum_{j=1}^{\varrho} F_{j} e^{-S \chi_{j}}\right) \xi+\sum_{j=1}^{\varrho} F_{j} \xi_{\chi_{j}}+\sum_{j=\varrho+1}^{\rho} G_{j} u_{\chi_{j}},  \tag{3.18}\\
& \psi=\left(\sum_{j=0}^{\varsigma} C_{j} \Pi e^{-S \tau_{j}}-\sum_{j=1}^{d} H_{j} e^{-S \chi_{j}}\right) \xi+\sum_{j=1}^{d} H_{j} \xi_{\chi_{j}}
\end{align*}
$$

with $G_{j}$ and $F_{j}$ any matrices such that $s_{i} \notin \sigma(\bar{F}(s))$, for all $i=1, \ldots, \eta$.
The proposed model has several free design parameters, namely $G_{j}, F_{j}, H_{j}, \chi_{j}$,
$\varrho, \rho$ and $d$. We note that selecting $\varrho=0, \rho=1, d=0$ and $\chi_{1}=0$ (in this case we define $G=G_{1}$ ), yields a reduced order model with no delays. In other words, we reduce an infinite dimensional system to a finite dimensional one, of dimension $\nu$. This reduced order model coincides with the one in Chapter 2 (equation (2.14)) and all results therein are directly applicable: the parameter $G$ can be selected to achieve matching with prescribed eigenvalues, matching with prescribed relative degree, etc.

Remark 12. The problem of reducing an infinite dimensional system to a finite dimensional one is not new in literature, see e.g. [114, 115, 128], and is how the model reduction has been traditionally intended for time-delay systems, see e.g. [100-110, 129], in which the problem of reducing the transfer function of a linear time-delay system to a rational function is studied. A variety of methods are used, e.g. Padé approximation, Taylor expansions, spline approximations and Hankel operator.

On the other hand, the choice of eliminating the delays is likely to destroy some underlying dynamics of the model and, as shown in [96-99, 118], delays are not always detrimental (for example to stability). With this in mind, a possible choice is to keep $F_{j}, G_{j}$ and $H_{j}$ free with $\varrho=d=\varsigma$ and $\rho=\mu$. In this case we can use the matrices $F_{j}, G_{j}$ and $H_{j}$, with $\tau_{j}=\chi_{j}$, to maintain some important physical properties of the delay structure of the system.

### 3.2.7 Example: model of a LC transmission line

To illustrate the above idea consider the example in Section 2.5 of [85] in which a model of a LC transmission line in considered. The linear neutral differential time-delay system is described by the equations

$$
\begin{align*}
& \dot{x}=A x+D \dot{x}_{\tau}+B u,  \tag{3.19}\\
& y=C x,
\end{align*}
$$

with

$$
\begin{gathered}
A=-\frac{1}{C_{1}}\left[\begin{array}{cc}
\frac{1}{R_{1}}+\sqrt{\frac{C_{0}}{L_{0}}} & 0 \\
-C_{1} & 0
\end{array}\right], \quad D=\left[\begin{array}{cc}
0 & -\frac{2}{C_{1}} \sqrt{\frac{C_{0}}{L_{0}}} \alpha \\
0 & \alpha
\end{array}\right], \\
B=\left[\begin{array}{ll}
b_{1} & b_{2}
\end{array}\right]^{\top}, \quad C=\left[\begin{array}{ll}
c_{1} & c_{2}
\end{array}\right],
\end{gathered}
$$

$$
\alpha=\frac{1-R_{0} \sqrt{\frac{C_{0}}{L_{0}}}}{1+R_{0} \sqrt{\frac{C_{0}}{L_{0}}}}, \quad \tau=2 \sqrt{L_{0} C_{0}},
$$

in which $C_{1} \in \mathbb{R}_{>0}, R_{1} \in \mathbb{R}_{>0}, C_{0} \in \mathbb{R}_{>0}, L_{0} \in \mathbb{R}_{>0}, R_{0} \in \mathbb{R}_{>0}, b_{1} \in \mathbb{R}, b_{2} \in \mathbb{R}, c_{1} \in \mathbb{R}$ and $c_{2} \in \mathbb{R}$. The system is such that if $R_{0} \sqrt{C_{0} / L_{0}}=1$ the delay part of the system disappears (a phenomenon called line-matching) and the model can be described by a system of ordinary differential equations. In the reduced model it is desirable to maintain this property to preserve the physical structure of the system. To simplify the example, suppose $S=1$ and $L=1$. Then the vector $\Pi$ can be computed from equation (3.13), that in this case is

$$
A \Pi+D \Pi e^{-\tau}-\Pi=-B,
$$

which has a unique solution if

$$
-\frac{1}{C_{1}}\left(\frac{1}{R_{1}}+\sqrt{\frac{C_{0}}{L_{0}}}\right) \neq 1, \quad e^{-\tau} \frac{1-R_{0} \sqrt{\frac{C_{0}}{L_{0}}}}{1+R_{0} \sqrt{\frac{C_{0}}{L_{0}}}} \neq 1 .
$$

Hence, a family of reduced order models, parameterized in $G$, is described by the equations

$$
\begin{align*}
\dot{\xi} & =\left(1-e^{-\tau} \alpha-G\right) \xi+\alpha \dot{\xi}_{\tau}+G u,  \tag{3.20}\\
\psi & =C \Pi \xi .
\end{align*}
$$

Both equations (3.19) and (3.20) describe linear neutral differential time-delay systems when $R_{0} \sqrt{C_{0} / L_{0}} \neq 1$ and linear delay-free systems otherwise.

### 3.2.8 Reduced order model interpolating at $(\varrho+1) \nu$ points

The matrices $F_{j}$ and $H_{j}$ in (3.18) are design parameters. In this section we show how to exploit them to achieve moment matching at more than $\nu$ points, still maintaining the same dimension $\nu$ of the matrix $F_{0}$. We analyze the case in which $\varrho=1, \rho=3$ and $d=1\left(F_{1}, G_{2}, G_{3}\right.$ and $H_{1}$ are the free parameters), for ease of notation. We further assume without loss of generality that there are no delays in the equation of the output $y$ of system (3.1). The general case can be analyzed in a similar way.

Proposition 4. Let $S_{a} \in \mathbb{R}^{\nu \times \nu}$ and $S_{b} \in \mathbb{R}^{\nu \times \nu}$ be two non-derogatory matrices such that
$\sigma\left(S_{a}\right) \cap \sigma\left(S_{b}\right)=\emptyset$ and let $L_{a}$ and $L_{b}$ be such that the pairs ( $L_{a}, S_{a}$ ) and ( $L_{b}, S_{b}$ ) are observable. Let $\Pi_{a}=\Pi$ be the unique solution of (3.9), with $L=L_{a}$ and $S=S_{a}$, and let $\Pi_{b}=\Pi$ be the unique solution of (3.9), with $L=L_{b}$ and $S=S_{b}$. Consider $F_{0}$ and $H_{0}$ as in (3.17) with $\chi_{2}=0, S=S_{a}$ and $L=L_{a}$.

- If $d=1$ and $L=L_{a}=L_{b}$, system (3.14) with the selection

$$
\begin{align*}
& F_{1}=\left(S_{b}-S_{a}-G_{3}\left(e^{-S_{b} \chi_{3}}-e^{-S_{a} \chi_{3}}\right)\right)\left(e^{-S_{b} \chi_{1}}-e^{-S_{a} \chi_{1}}\right)^{-1}, \\
& F_{0}=S_{a}-G_{2} L-G_{3} L e^{-S_{a} \chi_{3}}-F_{1} e^{-S_{a} \chi_{1}},  \tag{3.21}\\
& H_{1}=\left(C \Pi_{b}-C \Pi_{a}\right)\left(e^{-S_{b} \chi_{1}}-e^{-S_{a} \chi_{1}}\right)^{-1}, \\
& H_{0}=C \Pi_{a}-H_{1} e^{-S_{a} \chi_{1}}
\end{align*}
$$

belongs to the family (3.18) and is a reduced order model of system (3.1) achieving moment matching at $S_{a}$ and $S_{b}$, for any $G_{2}$ and $G_{3}$ such that $s_{i} \notin \sigma(\bar{F}(s))$, for all $i=1, \ldots, \eta$.

- If $d=0$, the family (3.18) with

$$
\begin{align*}
F_{1}=( & P_{b} S_{b}-  \tag{3.22}\\
& S_{a} P_{b}+G_{2} L_{a} P_{b}+G_{3} L_{a} e^{-S_{b} \chi_{3}} P_{b} \\
& \left.-G_{2} L_{b}-G_{3} L_{b} e^{-S_{b} \chi_{3}}\right)\left(P_{b} e^{-S_{b} \chi_{1}}-e^{-S_{a} \chi_{1}} P_{b}\right)^{-1}
\end{align*}
$$

is, for some $P_{b}$ such that $C \Pi_{a} P_{b}=C \Pi_{b}$, a reduced order model of system (3.1) achieving moment matching at $S_{a}$ and $S_{b}$, for any $G_{2}$ and $G_{3}$ such that $s_{i} \notin \sigma(\bar{F}(s))$, for all $i=1, \ldots, \eta$.

Proof. We begin with the case $d=1$. Easy computations show that

$$
\begin{align*}
& F_{0}=S_{a}-G_{2} L_{a}-G_{3} L_{a} e^{-S_{a} \chi_{3}}-F_{1} e^{-S_{a} \chi_{1}}  \tag{3.23}\\
& H_{0}=C \Pi_{a}-H_{1} e^{-S_{a} \chi_{1}}
\end{align*}
$$

defined in (3.17), solve

$$
\begin{align*}
& F_{0} P_{a}+F_{1} P_{a} e^{-S_{a} \chi_{1}}-P_{a} S_{a}=-G_{2} L_{a}-G_{3} L_{a} e^{-S_{a} \chi_{3}},  \tag{3.24}\\
& C \Pi_{a}=H_{0} P_{a}+H_{1} P_{a} e^{-S_{a} \chi_{1}},
\end{align*}
$$

with $P_{a}=I . F_{1}$ given in (3.22) solves the equation

$$
F_{0} P_{b}+F_{1} P_{b} e^{-S_{b} \chi_{1}}-P_{b} S_{b}=-G_{2} L_{b}-G_{3} L_{b} e^{-S_{b} \chi_{3}}
$$

for any invertible $P_{b}$. Substituting $H_{0}$ in

$$
\begin{equation*}
C \Pi_{b}=H_{0} P_{b}+H_{1} P_{b} e^{-S_{b} \chi_{1}}, \tag{3.25}
\end{equation*}
$$

yields

$$
H_{1}=\left(C \Pi_{b}-C \Pi_{a} P_{b}\right)\left(P_{b} e^{-S_{b} \chi_{1}}-e^{-S_{a} \chi_{1}} P_{b}\right)^{-1} .
$$

The matrices $F_{0}, F_{1}, H_{0}, H_{1}$ are such that the resulting reduced order model achieves moment matching at $S_{a}$ and $S_{b}$ and selecting $L=L_{a}=L_{b}$ and $P_{b}=I$ they yield (3.21). If $d=0$, equation (3.25) reduces to

$$
C \Pi_{b}=H_{0} P_{b}
$$

for some $P_{b}$. We then have to prove that there always exists a $P_{b}$ such that $C \Pi_{a} P_{b}=C \Pi_{b}$ and $F_{1}$ is well-defined. To prove the first claim note that the condition consists in finding $\nu^{2}$ parameters to solve $\nu$ equations. If $C \Pi_{a} \neq 0$ there exist always such a $P_{b}$, full rank and upper triangular (possibly after a change of coordinates). Finally note that by the hypotheses on the system and the signal generator there exists at least a component of $C \Pi_{a}$ which is not zero. To prove the second claim we have to show that

$$
\begin{equation*}
\operatorname{rank}\left\{P_{b} e^{-S_{b} \chi_{1}}-e^{-S_{a} \chi_{1}} P_{b}\right\}=\nu \tag{3.26}
\end{equation*}
$$

Note now that selecting $S_{a}$ and $S_{b}$ in complex Jordan form implies that the matrices in equation (3.26) are all upper triangular. Condition (3.26) can be rewritten as

$$
\pi_{b i}\left(e^{-s_{b i} \chi_{1}}-e^{-s_{a i} \chi_{1}}\right) \neq 0, \quad \forall i=1, \ldots, \nu,
$$

with $\pi_{b i}, s_{a i}$ and $s_{b i}$ the eigenvalues of $P_{b}, S_{a}$ and $S_{b}$, respectively. Since $\sigma\left(S_{a}\right) \cap \sigma\left(S_{b}\right)=\emptyset$ then $\sigma\left(e^{-S_{a} \chi_{1}}\right) \cap \sigma\left(e^{-S_{b} \chi_{1}}\right)=\emptyset$, hence the claim follows.

The family of systems characterized in Proposition 4 achieves moment matching at
$2 \nu$ interpolation points. Note that the matrices $G_{2}$ and $G_{3}$ remain free parameters and they can be used to achieve the properties discussed in Chapter 2. For instance $G_{2}$ and $G_{3}$ can be used to set both the eigenvalues of $F_{0}$ and $F_{1}$. In addition, note that $G_{j}$ has exactly $\nu$ free parameters. Hence, for instance, to assign the eigenvalues of $j F_{j}$ matrices, $j G_{j}$ matrices are needed. In [62], as already hinted in [3], it has been shown how to select $G$ (our $G_{2}$ ) to achieve the two-sided interpolation, i.e. how to exploit the free parameter $G$ to achieve interpolation at $2 \nu$ points. The two techniques may be combined and, in the case of Proposition 4, $G_{2}$ and $G_{3}$ may be selected to achieve interpolation at $4 \nu$ points.

Remark 13. The result can be generalized to $\varrho>1$ delays, obtaining a reduced order model that interpolates at $(\varrho+1) \nu$ points. This result can be used also when the system to be reduced is not a time-delay system. In other words, a system described by ordinary differential equations can be reduced to a system described by time-delay differential equations with an arbitrary number of delays $\varrho$ achieving moment matching at $(\varrho+1) \nu$ points. This property of interpolating an arbitrary large number of points comes to the cost that the reduced order model becomes an infinite dimensional system. However, as noted in $[96-99,118]$, a reduced model with time delays may have better properties than one without delays.

### 3.2.9 Example: a system of order $n=1006$

To illustrate the idea of approximating delay-free systems with time-delay systems exploiting the additional degrees of freedom to increase the number of interpolation points, we consider an example inspired by [4] (see also [5]). The example is a single-input, singleoutput system of order $n=1006$, which has a Bode plot with three peaks, described by the equations

$$
\dot{x}=A x+B u, \quad y=C x,
$$

where $A=\operatorname{diag}\left(A_{1}, A_{2}, A_{3}, A_{4}\right)$, with

$$
A_{1}=\left[\begin{array}{cc}
-1 & 10 \\
-10 & -1
\end{array}\right], \quad A_{2}=\left[\begin{array}{cc}
-1 & 20 \\
-20 & -1
\end{array}\right], \quad A_{3}=\left[\begin{array}{cc}
-1 & 40 \\
-40 & -1
\end{array}\right]
$$



Figure 3.1: Bode plot of the system (solid line), of the delay-free reduced order model (dash-dotted line) and of the time-delay reduced order model (dotted line). The squares indicate the first set of interpolation points, whereas the circles indicate the second set.
and

$$
A_{4}=\operatorname{diag}(-1,-2, \ldots,-1000), \quad B^{\top}=C=[\underbrace{10 \ldots 10}_{6 \text { times }} \underbrace{1 \ldots 1}_{1000 \text { times }}] .
$$

We start with obtaining a linear delay-free reduced order model of order $\nu=8$. The matrices of the signal generator (3.10) have been selected as $S=S_{a}=\operatorname{diag}\left(S_{2}, S_{3}, S_{4}, S_{5}\right)$, with $S_{2}=1.57 S_{1}, S_{3}=2 S_{1}, S_{4}=3.4 S_{1}, S_{5}=4.5 S_{1}$, where $S_{1}=A_{1}+I$, and $L$ randomly generated, to interpolate the moments close to the three peaks. The delay-free model (3.18) has been constructed with the technique presented in Chapter 2 assigning the eigenvalues of $F_{0}$ such that $\sigma\left(F_{0}\right) \subset \sigma(A)$. Fig. 3.1 shows the Bode plot of the system to be reduced (solid line) and of this reduced order model (dash-dotted line). The interpolation points are indicated by four squares. Note that the reduced order model approximates poorly the system because few interpolation points have been used (for comparison in [5] the order of the reduced order model is $\nu=11$, while in [11] $\nu=13$ ). We apply the technique presented in Proposition 4. The matrix $S_{b}$ has been selected as $S_{b}=\operatorname{diag}\left(S_{6}, S_{7}, S_{8}, S_{1}\right)$,
with $S_{7}=7 S_{1}, S_{8}=10 S_{1}$ and

$$
S_{6}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

Selecting $\chi=\chi_{1}=\chi_{3}=0.05$, yields

$$
F_{0}=S_{a}-\left(S_{b}-S_{a}\right)\left(e^{-S_{b} \chi}-e^{-S_{a} \chi}\right)^{-1} e^{-S_{a} \chi}-G_{2} L,
$$

and

$$
F_{1}=\left(S_{b}-S_{a}\right)\left(e^{-S_{b} \chi}-e^{-S_{a} \chi}\right)^{-1}-G_{3} L
$$

Note that, because of the selection $\chi_{1}=\chi_{3}, F_{0}$ does not depend upon $G_{3}$. Thus, the eigenvalues of both $F_{0}$ and $F_{1}$ have been assigned such that $\sigma\left(F_{0}\right)=\sigma\left(F_{1}\right) \subset \sigma(A)$. In Fig. 3.1, the Bode plot of this reduced order model is represented by the dotted line. Three additional interpolation points are indicated with the circles. In addition the plot shows clearly that the model interpolates the point at zero, which is confirmed by a direct computation. Thus, the addition of one delay improved the quality of the approximation of the system without increasing the size of the matrices. However, note that a delay-free model with $\nu=16$ would be a better approximation because the introduction of the delay is, at the same time, detrimental (in particular at high frequencies).

Remark 14. Although it is possible to interpolate at several different points $s_{i}$ maintaining the same dimension $\nu$, the order of interpolation at $s_{i}$ cannot exceed $\nu$ because it is limited, by definition, by the dimension of the matrix $S_{j}$.

### 3.2.10 Example: reduction of a platoon of vehicles

Consider a controlled platoon of vehicles as presented in [130,131]. The platooning problem consists in controlling a group of vehicles tightly spaced following a leader, all moving in longitudinal direction. The advantages of the automatic cruise control is twofold. First, the use of automatic control to replace human drivers and their low-predictable reaction time with respect to traffic problems (spacing of around 30 m at $60 \mathrm{~km} / \mathrm{h}$ ) can reduce the spacing distance between vehicles, consequently decreasing the traffic congestion. Second, the automatic control reduces the human error factor and then increases safety. In recent
years successful experiments involving autonomous vehicles have been carried out (e.g. the Google driver-less cars), and the use of this technology may be possible in the immediate future. However, when a large number of vehicles is considered, to study the dynamics of the whole platoon to guarantee individual vehicle stability and avoid slinky-type effect (i.e. the amplification of the spacing errors between subsequent vehicles as the vehicle "index" increases) can be computationally demanding (see [132]).

In what follows we use a model well-studied (see [85, 130, 131]), for which the solution of the platooning problem is known, to illustrate the results of the chapter. In particular, we are interested in reducing the number of vehicles to only a leader and a following car. Let $x_{i}(t)$ be the position of the $i$-th vehicle with respect to some well-defined reference, $v_{i}(t)$ its speed, $a_{i}(t)$ its acceleration and denote with $e_{i}=x_{i+1}-x_{i}-\ell_{i}$ the spacing error, with $\ell_{i}>0$ the minimum separation distance. The resulting model is described by the equations

$$
\begin{align*}
& \dot{e}_{i}(t)=v_{i+1}(t)-v_{i}(t), \\
& \dot{v}_{i}(t)=a_{i}(t),  \tag{3.27}\\
& \dot{a}_{i}(t)=-\frac{a_{i}(t)}{c}+\frac{1}{c}\left[k_{s} e_{i}(t-\tau)+k_{v}\left(v_{i+1}(t-\tau)-v_{i}(t-\tau)\right)\right],
\end{align*}
$$

where $c>0$ is the engine time constant, $\tau>0$ is the total delay (including fueling and transport, etc.) for each vehicle, and $k_{s}$ and $k_{v}$ are the transmission gains between the vehicles. To this platoon we add a leader car with dynamics described by the equations

$$
\begin{align*}
& \dot{v}_{n}(t)=a_{n}(t), \\
& \dot{a}_{n}(t)=-\frac{a_{n}(t)}{c}+\frac{1}{c} k_{v}\left(u(t)-v_{n}(t)\right), \tag{3.28}
\end{align*}
$$

where $u(t)$ is a desired velocity imposed on the leader with no delay. We select as output of the system the sum of all the spacing errors, namely the distance between the first and the last vehicle. We rewrite the system in compact form as

$$
\begin{align*}
& \dot{x}(t)=A_{0} x(t)+A_{1} x(t-\tau)+B u(t), \\
& y(t)=C x(t), \tag{3.29}
\end{align*}
$$

with

$$
\begin{gathered}
A_{0}=\frac{1}{c}\left[\begin{array}{cccccc}
A_{0}^{1} & A_{0}^{2} & 0 & \ldots & 0 & 0 \\
0 & A_{0}^{1} & A_{0}^{2} & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 & \vdots \\
\vdots & \ddots & 0 & A_{0}^{1} & A_{0}^{2} & 0 \\
0 & \ldots & \ldots & 0 & A_{0}^{1} & A_{0}^{3} \\
0 & \ldots & \ldots & \ldots & 0 & A_{0}^{4}
\end{array}\right], \quad A_{1}=\frac{1}{c}\left[\begin{array}{cccccc}
A_{1}^{1} & A_{1}^{2} & 0 & \ldots & 0 & 0 \\
0 & A_{1}^{1} & A_{1}^{2} & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 & \vdots \\
\vdots & \ddots & 0 & A_{1}^{1} & A_{1}^{2} & 0 \\
0 & \ldots & \ldots & 0 & A_{1}^{1} & A_{1}^{3} \\
0 & \ldots & \ldots & \ldots & \ldots & 0
\end{array}\right], \\
B \\
C
\end{gathered}
$$

where

$$
\begin{gathered}
A_{0}^{1}=\left[\begin{array}{ccc}
0 & -c & 0 \\
0 & 0 & c \\
0 & 0 & -1
\end{array}\right], A_{0}^{2}=\left[\begin{array}{ccc}
0 & c & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], A_{0}^{3}=\left[\begin{array}{cc}
c & 0 \\
0 & 0 \\
0 & 0
\end{array}\right], A_{0}^{4}=\left[\begin{array}{cc}
0 & c \\
-k_{v} & -1
\end{array}\right], \\
A_{1}^{1}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
k_{s} & -k_{v} & 0
\end{array}\right], A_{1}^{2}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & k_{v} & 0
\end{array}\right], A_{1}^{3}=\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
k_{v} & 0
\end{array}\right] .
\end{gathered}
$$

## Simulations

We consider $n=8$ identical vehicles with $c=0.25 s, k_{s}=0.875 s^{-2}, k_{v}=2.5 s^{-1}$ and $\tau=0.005 \mathrm{~s}$.

We propose two reduced order models that match the 0 -moments at $s_{1}=0, s_{2,3}= \pm \pi / 5$, $s_{4,5}= \pm \pi / 30$, with $u(t)=L \omega(t), \dot{\omega}(t)=S \omega(t), L=\left[\begin{array}{llll}1 & 0 & 1 & 0\end{array}\right]^{\prime}$, , and described by the equations

$$
\begin{align*}
& \dot{\xi}(t)=F_{0} \xi(t)+F_{1} \xi(t-\tau)+G u(t),  \tag{3.30}\\
& \psi(t)=C \Pi \xi(t)
\end{align*}
$$

with $F_{0}$ defined as in (3.17) and $F_{1}$ free. Note that the number of equations decreases from $3 n-1$ to $\nu$. We denote with $\psi_{I}$ the output of the system (3.30) when $F_{1}$ is defined


Figure 3.2: Speed of the eight vehicles.
as

$$
F_{1}=\frac{1}{c}\left[\begin{array}{cc}
A_{1}^{1} & A_{1}^{3}  \tag{3.31}\\
0 & 0
\end{array}\right] .
$$

Note that $F_{1}$ has the same structure of $A_{1}$. We denote with $\psi_{0}$ the output of the system (3.30) when $F_{1}=0$. In the latter case all the eigenvalues of the matrix $F_{0}$ have been placed at $-\frac{1}{2}$. The input given to the system consists of a speed increase from 0 to $20 \mathrm{~m} / \mathrm{s}=72 \mathrm{~km} / \mathrm{h}$ in 15 s , a constant speed of $20 \mathrm{~m} / \mathrm{s}$ for 30 s and a deceleration to $0 \mathrm{~m} / \mathrm{s}$ in 15 s . The speed of the vehicles are shown in Fig. 3.2. Fig. 3.3 shows the time histories of the output signals $y(t)$ (solid line), $\psi_{I}(t)$ (dashed line), $\psi_{0}(t)$ (dotted line). Fig. 3.4 shows the absolute errors between $y(t)$ and $\psi_{I}(t)$ (dashed line), and between $y(t)$ and $\psi_{0}(t)$ (dotted line). We see that the output is similar in the three cases and that the reduced order model with delays is tighter to the system, i.e. the ratio between the area under the error curve of the model with delays and the area under the error curve of the model with no delays is 0.799 .


Figure 3.3: Output signals $y(t)$ (solid line), $\psi_{I}(t)$ (dashed line), and $\psi_{0}(t)$ (dotted line).


Figure 3.4: Absolute errors between $y(t)$ and $\psi_{I}(t)$ (dashed line), and between $y(t)$ and $\psi_{0}(t)$ (dotted line).

### 3.3 Model reduction for nonlinear time-delay systems

In this section we derive an extension of the model reduction method for nonlinear differential time-delay systems. To keep the notation simple we consider, without loss of generality, only delays (discrete or distributed) in the state and in the input, i.e. the output is delay-free. The neutral case is briefly discussed at the end of the section.

### 3.3.1 Definition of $\pi$ : nonlinear time-delay systems

Consider a nonlinear, single-input, single-output, continuous-time, time-delay system described by the equations

$$
\begin{align*}
& \dot{x}=f\left(x_{\tau_{0}}, \ldots, x_{\tau_{\varsigma}}, u_{\tau_{\varsigma}+1}, \ldots, u_{\tau_{\mu}}\right), \quad y=h(x),  \tag{3.32}\\
& x(\theta)=\phi(\theta), \quad-T \leq \theta \leq 0,
\end{align*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, \phi \in \mathfrak{R}_{T}^{n}, \tau_{0}=0, \tau_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, \mu$ and $f$ and $h$ smooth mappings. Consider a signal generator described by the equations

$$
\begin{equation*}
\dot{\omega}=s(\omega), \quad u=l(\omega) \tag{3.33}
\end{equation*}
$$

with $\omega(t) \in \mathbb{R}^{\nu}, s$ and $l$ smooth mappings, and the interconnected system

$$
\begin{align*}
\dot{\omega} & =s(\omega) \\
\dot{x} & =f\left(x_{\tau_{0}}, \ldots, x_{\tau_{\varsigma}}, l\left(\omega_{\tau_{\varsigma+1}}\right), \ldots, l\left(\omega_{\tau_{\mu}}\right)\right)  \tag{3.34}\\
y & =h(x)
\end{align*}
$$

Suppose that $f(0, \ldots, 0,0, \ldots, 0)=0, s(0)=0, l(0)=0$ and $h(0)=0$.
Assumption 5. The signal generator (3.33) is observable and Poisson stable with $\omega(0) \neq$ 0.

Assumption 6. Assume the zero equilibrium of the system $\dot{x}=f\left(x_{\tau_{0}}, \ldots, x_{\tau_{\varsigma}}, 0, \ldots, 0\right)$ is locally exponentially stable.

Lemma 10. Consider system (3.32) and the signal generator (3.33). Suppose Assumptions 5 and 6 hold. Then there exists a unique mapping $\pi(\omega)$, locally defined in a neigh-
borhood of $\omega=0$, which solves the partial differential equation

$$
\begin{equation*}
\frac{\partial \pi}{\partial \omega} s(\omega)=f\left(\pi\left(\bar{\omega}_{\tau_{0}}\right), \ldots, \pi\left(\bar{\omega}_{\tau_{\varsigma}}\right), l\left(\bar{\omega}_{\tau_{\varsigma}+1}\right), \ldots, l\left(\bar{\omega}_{\tau_{\mu}}\right)\right) \tag{3.35}
\end{equation*}
$$

where $\bar{\omega}_{\tau_{i}}=\Phi_{\tau_{i}}^{s}(\omega)$, with $i=0, \ldots, \mu$, is the flow of the vector field $s$ at $-\tau_{i}$, see [78].
Remark 15. Lemma 10 implies that the interconnected system (3.34) possesses an invariant manifold, described by the equation $x=\pi(\omega)$. Note that the partial differential equation (3.35) is independent of time (as equation (3.9) and the correspondent equations given in Chapter 2), e.g. if $s(\omega)=S \omega$ then $\bar{\omega}_{\tau_{i}}=e^{-S \tau_{i}} \omega$.

Definition 8. Consider system (3.32) and the signal generator (3.33). Suppose Assumption 5 holds. The function $h \circ \pi$, with $\pi$ solution of equation (3.35), is the moment of system (3.32) at $(s, l)$.

Theorem 9. Consider system (3.32) and the signal generator (3.33). Suppose Assumptions 5 and 6 hold. Then the moment of system (3.32) at $(s, l)$ coincides with the steadystate response of the output of the interconnected system (3.34).

Proof. Under the stated assumptions there exist a well-defined center manifold described by $x=\pi(\omega)$. In addition, the assumptions on the signal generator guarantee that the steady-state response of the output is locally well-defined and it is described by $h(\pi(\omega))$ (see [133]).

### 3.3.2 Reduced order model for nonlinear time-delay systems

In this section a family of systems achieving moment matching is given.
Definition 9. Consider system (3.32) and the signal generator (3.33). Suppose Assumption 5 and 6 hold. Then the system

$$
\begin{equation*}
\dot{\xi}=\phi\left(\xi_{\chi_{0}}, \ldots, \xi_{\chi_{e}}, u_{\chi_{\rho+1}}, \ldots, u_{\chi_{\rho}}\right), \quad \psi=\kappa(\xi), \tag{3.36}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, u(t) \in \mathbb{R}, \psi(t) \in \mathbb{R}, \chi_{0}=0, \chi_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, \rho$, and $\phi$ and $\kappa$ smooth mappings, is a model of system (3.32) at $(s, l)$ if system (3.36) has the same moment at $(s, l)$ as system (3.32).

Lemma 11. Consider system (3.32) and the signal generator (3.33). Suppose Assump-
tion 5 and 6 hold. Then system (3.36) is a model of system (3.32) at $(s, l)$ if the equation

$$
\begin{equation*}
\frac{\partial p}{\partial \omega} s(\omega)=\phi\left(p\left(\bar{\omega}_{\chi_{0}}\right), \ldots, p\left(\bar{\omega}_{\chi_{\varrho}}\right), l\left(\bar{\omega}_{\chi_{\varrho+1}}\right), \ldots, l\left(\bar{\omega}_{\chi_{\rho}}\right)\right) \tag{3.37}
\end{equation*}
$$

where $\bar{\omega}_{\chi_{i}}=\Phi_{\chi_{i}}^{s}(\omega)$, with $i=0, \ldots, \rho$, has a unique solution $p$ such that

$$
\begin{equation*}
h(\pi(\omega))=\kappa(p(\omega)) \tag{3.38}
\end{equation*}
$$

where $\pi$ is the unique solution of (3.35). System (3.36) is a reduced order model of system (3.32) at $(s, l)$ if $\nu<n$, or if $\varrho<\varsigma$, or if $\rho<\mu$.

Proof. The claim follows from Definition 9 and the definition of moment.

### 3.3.3 The identity family of models

We now identify a simple family of models.

Assumption 7. There exist mappings $\kappa$ and $p$ such that $\kappa(0)=0, p(0)=0, p$ is locally continuously differentiable, equation (3.38) holds and $p$ has a local inverse $p^{-1}$.

Consistently with Lemma 11, a family of models that achieves moment matching at $(s, l)$ is described by

$$
\begin{align*}
\dot{\xi} & =\Phi\left(\xi, \bar{\xi}_{\chi_{1}}, \ldots, \bar{\xi}_{\chi_{\varrho}}\right)+\frac{\partial p(\omega)}{\partial \omega} \gamma\left(\xi_{\chi_{1}}, \ldots, \xi_{\chi_{\varrho}}\right)+\frac{\partial p(\omega)}{\partial \omega} \sum_{j=\varrho+1}^{\rho} \delta_{j}(\xi) u_{\chi_{j}}  \tag{3.39}\\
\psi & =\kappa(\xi)
\end{align*}
$$

with

$$
\Phi\left(\xi, \bar{\xi}_{\chi_{1}}, \ldots, \bar{\xi}_{\chi_{\varrho}}\right)=\left[\frac{\partial p(\omega)}{\partial \omega}\left(s(\omega)-\gamma\left(p\left(\bar{\omega}_{\chi_{1}}\right), \ldots, p\left(\bar{\omega}_{\chi_{\varrho}}\right)\right)-\sum_{j=\varrho+1}^{\rho} \delta_{j}(p(\omega)) l\left(\bar{\omega}_{\chi_{j}}\right)\right)\right]_{\omega=p^{-1}(\xi)}
$$

where $\bar{\xi}_{\chi_{j}}=\left[\bar{\omega}_{\chi_{j}}\right]_{\omega=p^{-1}(\xi)}, \kappa$ and $p$ are such that Assumption 7 holds, $p$ is the unique solution of (3.37) and $\delta_{j}$ and $\gamma$ are free mappings.

Assumption 7 holds with the selection $p(\omega)=\omega$ and $\kappa(\omega)=h(\pi(\omega))$. This yields a family
of models described by the equations

$$
\begin{align*}
\dot{\xi} & =s(\xi)-\sum_{j=\varrho+1}^{\rho} \delta_{j}(\xi) l\left(\bar{\xi}_{\chi_{j}}\right)-\gamma\left(\bar{\xi}_{\chi_{1}}, \ldots, \bar{\xi}_{\chi_{\varrho}}\right)+\gamma\left(\xi_{\chi_{1}}, \ldots, \xi_{\chi_{\varrho}}\right)+\sum_{j=\varrho+1}^{\rho} \delta_{j}(\xi) u_{\chi_{j}} \\
\psi & =h(\pi(\xi)) \tag{3.40}
\end{align*}
$$

where $\delta_{j}$ and $\gamma$ are arbitrary mappings such that equation (3.37), namely

$$
\begin{aligned}
\frac{\partial p}{\partial \omega} s(\omega) & =s(p(\omega))-\sum_{j=\varrho+1}^{\rho} \delta_{j}(p(\omega)) l\left(p\left(\bar{\omega}_{\chi_{l}}\right)\right)-\gamma\left(p\left(\bar{\omega}_{\chi_{1}}\right), \ldots, p\left(\bar{\omega}_{\chi_{\varrho}}\right)\right) \\
& +\gamma\left(p\left(\omega_{\chi_{1}}\right), \ldots, p\left(\omega_{\chi_{\varrho}}\right)\right)+\sum_{j=\varrho+1}^{\rho} \delta_{j}(p(\omega)) l\left(\omega_{\chi_{j}}\right)
\end{aligned}
$$

has the unique solution $p(\omega)=\omega$.

The nonlinear model (3.40) is the direct counterpart of the linear model (3.18). The model has several free design parameters, namely $\delta_{j}, \gamma, \chi_{j}, \varrho$ and $\rho$. We note that selecting $\gamma \equiv 0, \varrho=0, \rho=1$ and $\chi_{1}=0$ (in this case we define $\delta=\delta_{1}$ ), yields a reduced order model with no delays. This reduced order model coincides with the one in Chapter 2 (equation (2.28)) and all results therein are directly applicable: the mapping $\delta$ can be selected to achieve matching with asymptotic stability, matching with prescribed relative degree, etc. However, as stressed previously in the chapter, the choice of eliminating the delays is likely to destroy some important dynamics of the model.

Remark 16. As in the case of linear time-delay systems the results of this section can be extended to more general classes of time-delay systems provided that, for such systems, the center manifold theory applies. In particular, one can consider the class of neutral differential time-delay systems described by equations of the form

$$
\begin{align*}
& d\left(\dot{x}_{\tau_{0}}, \ldots, \dot{x}_{\tau_{\varsigma_{1}}}\right)=f\left(x_{\tau_{\varsigma_{1}+1}}, \ldots, x_{\tau_{\varsigma_{2}}}, u_{\tau_{\varsigma_{2}+1}}, \ldots, u_{\tau_{\mu}}\right)  \tag{3.41}\\
& y=h(x)
\end{align*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, \tau_{0}=0, \tau_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, \mu$ and $d, f$ and $h$ smooth mappings. The center manifold theory does not hold for this class of systems for a general mapping $d$. Specific cases have to be considered and we refer the reader
to [81], [125], [122] and references therein. Note, however, that for the simple case

$$
\begin{align*}
& \dot{x}+D \dot{x}_{\tau_{1}}=f\left(x_{\tau_{2}}, \ldots, x_{\tau_{\varsigma_{1}}}, u_{\tau_{\varsigma_{1}+1}}, \ldots, u_{\tau_{\mu}}\right)  \tag{3.42}\\
& y=h(x)
\end{align*}
$$

with $D \in \mathbb{R}^{n \times n}$, the center manifold theory holds as for standard time-delay systems if the matrix $D$ is such that $\sigma(D) \subset \mathbb{D}_{<1}$.

### 3.3.4 Matching at $h \circ \pi_{a}$ and $h \circ \pi_{b}$

In this section we present a nonlinear version of the result of Section 3.2.8, namely we show how to exploit the free parameters to achieve moment matching at two moments $h \circ \pi_{a}$ and $h \circ \pi_{b}$ maintaining the same number of equations describing the reduced order model. Consider system (3.32) and, to simplify the exposition, the signal generators described by the linear equation

$$
\dot{\omega}=S_{a} \omega, \quad u=L_{a b} \omega
$$

As highlighted in Chapter 2, considering the model reduction problem for nonlinear systems when the signal generator is a linear system is of particular interest since the reduced order models have a very simple description. This observation holds true also in the case of time-delay systems, namely a nonlinear time-delay system can be approximated by a linear time-delay equation with a nonlinear output map. Hence, a reduced order model of system (3.32) at $\left(S_{a}, L_{a b}\right)$ is given by the family

$$
\begin{align*}
\dot{\xi} & =F_{0} \xi+F_{1} \xi_{\chi}+G_{2} u+G_{3} u_{\chi}  \tag{3.43}\\
\psi & =\kappa_{0}(\xi)+\kappa_{1}\left(\xi_{\chi}\right)
\end{align*}
$$

with $\kappa_{0}$ and $\kappa_{1}$ smooth mappings, if there exists a unique matrix $P_{a}$ such that

$$
\begin{aligned}
& F_{0} P_{a}+F_{1} P_{a} e^{-S_{a} \chi}-P_{a} S_{a}=-G_{2} L_{a b}-G_{3} L_{a b} e^{-S_{a} \chi} \\
& h\left(\pi_{a}(\omega)\right)=\kappa_{0}\left(P_{a} \omega\right)+\kappa_{1}\left(P_{a} e^{-S_{a} \chi} \omega\right)
\end{aligned}
$$

Consider now another signal generator described by the linear equation

$$
\dot{\omega}=S_{b} \omega, \quad u=L_{a b} \omega
$$

and the problem of selecting $F_{0}, F_{1}, G_{2}, G_{3}, \kappa_{0}$ and $\kappa_{1}$ such that the reduced order model (3.43) matches the moments of system (3.32) at ( $S_{a}, L_{a b}$ ) and ( $S_{b}, L_{a b}$ ).

Proposition 5. Let $S_{a} \in \mathbb{R}^{\nu \times \nu}$ and $S_{b} \in \mathbb{R}^{\nu \times \nu}$ be two non-derogatory matrices such that $\sigma\left(S_{a}\right) \cap \sigma\left(S_{b}\right)=\emptyset$ and let $L_{a b}$ be such that the pairs ( $L_{a b}, S_{a}$ ) and ( $L_{a b}, S_{b}$ ) are observable. Let $\pi_{a}(\omega)=\pi(\omega)$ be the unique solution of (3.35), with $L=L_{a b}$ and $S=S_{a}$, and let $\pi_{b}(\omega)=\pi(\omega)$ be the unique solution of (3.35), with $L=L_{a b}$ and $S=S_{b}$. Then system (3.43) with the selection

$$
\begin{aligned}
& F_{1}=\left(S_{b}-S_{a}-G_{3}\left(e^{-S_{b} \chi}-e^{-S_{a} \chi_{3}}\right)\right)\left(e^{-S_{b} \chi}-e^{-S_{a} \chi}\right)^{-1}, \\
& F_{0}=S_{a}-G_{2} L_{a b}-G_{3} L_{a b} e^{-S_{a} \chi}-F_{1} e^{-S_{a \chi} \chi}, \\
& \kappa_{0}(\omega)=h\left(\pi_{a}(\omega)\right)-\kappa_{1}\left(e^{-S_{a} \chi} \omega\right),
\end{aligned}
$$

and $\kappa_{1}$ a mapping such that

$$
\kappa_{1}\left(e^{-S_{b} \chi} \omega\right)-\kappa_{1}\left(e^{-S_{a} \chi} \omega\right)=h\left(\pi_{b}(\omega)\right)-h\left(\pi_{a}(\omega)\right),
$$

is a reduced order model of the nonlinear time-delay system (3.32) achieving moment matching at $\left(S_{a}, L_{a b}\right)$ and $\left(S_{b}, L_{a b}\right)$, for any $G_{2}$ and $G_{3}$ such that $s_{i} \notin \sigma\left(F_{0}+F_{1} e^{-s \chi}\right)$, for all $s_{i} \in \sigma\left(S_{a}\right)$ and $s_{i} \in \sigma\left(S_{b}\right)$.

Proof. As showed in the proof of Proposition 4, $F_{0}$ and $F_{1}$ solve the two Sylvester equations

$$
\begin{aligned}
& F_{0} P_{a}+F_{1} P_{a} e^{-S_{a} \chi}-P_{a} S_{a}=-G_{2} L_{a b}-G_{3} L_{a b} e^{-S_{a} \chi}, \\
& F_{0} P_{b}+F_{1} P_{b} e^{-S_{b} \chi}-P_{b} S_{b}=-G_{2} L_{a b}-G_{3} L_{a b} e^{-S_{b} \chi},
\end{aligned}
$$

with $P_{a}=P_{b}=I$. It remains to determine the mappings $\kappa_{0}$ and $\kappa_{1}$ that solve the matching conditions

$$
\begin{aligned}
& h\left(\pi_{a}(\omega)\right)=\kappa_{0}(\omega)+\kappa_{1}\left(e^{-S_{a} \chi} \omega\right), \\
& h\left(\pi_{b}(\omega)\right)=\kappa_{0}(\omega)+\kappa_{1}\left(e^{-S_{b} \chi} \omega\right) .
\end{aligned}
$$

Solving the first equation with respect to $\kappa_{0}$ and substituting the resulting expression in the second yields

$$
\kappa_{1}\left(e^{-S_{b} \chi} \omega\right)-\kappa_{1}\left(e^{-S_{a} \chi_{\omega}}\right)=h\left(\pi_{b}(\omega)\right)-h\left(\pi_{a}(\omega)\right),
$$

from which the claim follows.

The family of linear time-delay systems with nonlinear output mapping characterized in Proposition 5 matches the moments $h \circ \pi_{a}$ and $h \circ \pi_{b}$ of the nonlinear system (3.32). Note that the matrices $G_{2}$ and $G_{3}$ remain free parameters and they can be used to achieve the properties discussed in Section 2.5.4.

Remark 17. Proposition 5 can be generalized to $\hat{\varrho}>1$ delays, obtaining a reduced order model that match $(\hat{\varrho}+1) \nu$ moments. The result can also be generalized to nonlinear generators $s_{i}(\omega)$ assuming that the flow $\Phi_{\chi_{i}}^{s_{i}}(\omega)$ is known for all the delays $\chi_{i}$ and that $\gamma\left(\xi_{\chi_{1}}, \ldots, \xi_{\chi_{\hat{e}}}\right)$ in (3.40) is replaced by $\hat{\gamma}_{1}\left(\xi_{\chi_{1}}\right)+\cdots+\hat{\gamma}_{\hat{\varrho}}\left(\xi_{\chi_{\hat{e}}}\right)$.

Remark 18. Similarly to Proposition 4, the number of delays in (3.32) does not play a role in Proposition 5. Thus, this result can be applied to reduce a system with an arbitrary number of delays always obtaining a reduced order model with, for example, two delays.

### 3.3.5 Open-loop reduced order model

We consider now the problem of obtaining a reduced order model of an open-loop system from the closed-loop system. This problem may arise when the system to be reduced is not stable and we have to apply a feedback to use the reduction techniques proposed, yet we are interested in the reduced order model of the uncontrolled system. For ease of notation we assume that there are no delays on the input $u$.

Consider a closed-loop, nonlinear, single-input, single-output, continuous-time, time-delay system described by the equations

$$
\begin{equation*}
\dot{x}=f\left(x_{\tau_{0}}, \ldots, x_{\tau_{\mu_{1}}}, u\right), \quad u=g\left(x_{\epsilon_{0}}, \ldots, x_{\epsilon_{\mu_{2}-1}}\right)+v_{\tau_{\mu_{2}}}, \quad y=h(x) \tag{3.44}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, v(t) \in \mathbb{R}, y(t) \in \mathbb{R}, \tau_{0}=0, \tau_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, \mu_{1}$, $\epsilon_{0}=0, \epsilon_{j} \in \mathbb{R}_{>0}$ with $j=1, \ldots, \mu_{2}$ and $f, g$ and $h$ smooth mappings. Consider the signal generator (3.33) and the interconnected system

$$
\begin{equation*}
\dot{\omega}=s(\omega), \quad \dot{x}=f\left(x_{\tau_{0}}, \ldots, x_{\tau_{\mu_{1}}}, g\left(x_{\epsilon_{0}}, \ldots, x_{\epsilon_{\mu_{2}-1}}\right)+l\left(\omega_{\tau_{\mu_{2}}}\right)\right), \quad y=h(x) . \tag{3.45}
\end{equation*}
$$

Suppose that $f(0, \ldots, 0,0)=0, g(0, \ldots, 0,0)=0, s(0)=0, l(0)=0$ and $h(0)=0$.

Assumption 8. Assume the zero equilibrium of the system $\dot{x}=$ $f\left(x_{\tau_{0}}, \ldots, x_{\tau_{\mu_{1}}}, g\left(x_{\epsilon_{0}}, \ldots, x_{\epsilon_{\mu_{2}-1}}\right)\right)$ is locally exponentially stable.

Lemma 12. Consider system (3.44) and the signal generator (3.33). Suppose Assumptions 5 and 8 hold. Then there exists a unique mapping $\pi(\omega)$, locally defined in a neighborhood of $\omega=0$, which solves the partial differential equation

$$
\begin{equation*}
\frac{\partial \pi}{\partial \omega} s(\omega)=f\left(\pi\left(\bar{\omega}_{\tau_{0}}\right), \ldots, \pi\left(\bar{\omega}_{\tau_{\mu}}\right), g\left(\pi\left(\bar{\omega}_{\epsilon_{0}}\right), \ldots, \pi\left(\bar{\omega}_{\epsilon_{\mu_{2}-1}}\right)\right)+l\left(\bar{\omega}_{\tau_{\mu_{2}}}\right)\right) \tag{3.46}
\end{equation*}
$$

where $\bar{\omega}_{\tau_{i}}=\Phi_{\tau_{i}}^{s}(\omega)$, with $i=0, \ldots, \mu_{1}$, and $\bar{\omega}_{\epsilon_{i}}=\Phi_{\epsilon_{i}}^{s}(\omega)$, with $i=0, \ldots, \mu_{2}$.

Definition 10. Consider system (3.44) and the signal generator (3.33). Suppose Assumption 5 and 8 hold. Then the system

$$
\begin{equation*}
\dot{\xi}=\phi\left(\xi_{\chi_{0}}, \ldots, \xi_{\chi_{\rho}}, u\right), \quad \psi=\kappa(\xi) \tag{3.47}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, u(t) \in \mathbb{R}, \chi_{0}=0, \chi_{j} \in \mathbb{R}_{>0}$, with $j=1, \ldots, \rho$, and $\phi$ and $\kappa$ smooth mappings, is an open-loop model of system (3.44) at $(s, l)$ if the system

$$
\begin{equation*}
\dot{\xi}=\phi\left(\xi_{\chi_{0}}, \ldots, \xi_{\chi_{\rho}}, u\right), \quad u=g\left(\pi\left(p^{-1}\left(\xi_{\epsilon_{0}}\right)\right), \ldots, \pi\left(p^{-1}\left(\xi_{\epsilon_{\mu_{2}-1}}\right)\right)\right)+v_{\chi_{\mu_{2}}}, \quad \psi=\kappa(\xi) \tag{3.48}
\end{equation*}
$$

with $v(t) \in \mathbb{R}, \pi$ the unique solution of (3.46) and $p$ invertible and the unique solution of the equation

$$
\begin{equation*}
\frac{\partial p}{\partial \omega} s(\omega)=\phi\left(p\left(\bar{\omega}_{\chi_{0}}\right), \ldots, p\left(\bar{\omega}_{\chi_{\rho}}\right), l\left(\bar{\omega}_{\chi_{\mu_{2}}}\right)\right) \tag{3.49}
\end{equation*}
$$

where $\bar{\omega}_{\chi_{i}}=\Phi_{\chi_{i}}^{s}(\omega)$, with $i=0, \ldots, \rho$, such that

$$
\begin{equation*}
h(\pi(\omega))=\kappa(p(\omega)) \tag{3.50}
\end{equation*}
$$

is a model of the (closed-loop) system (3.45) at $(s, l)$.

Obtaining a reduced order model of an open-loop system given the closed-loop system solves the problem of the reduction of nonlinear systems when their zero equilibrium is not locally exponentially stable, extending the model reduction technique by moment matching to a larger class of systems. We illustrate this point with the next example.

### 3.3.6 Example: model of an oilwell drillstring

Consider a neutral type model of the torsional dynamics of an oilwell drillstring as presented in [134], [135], and [136]. In recent years, there has been increasing interest on the modeling and analysis of oilwell drilling vibrations because of its economic consequences (see [137] for an overview). In drilling operations the nonlinear interaction between the bit of the drillstring and the bottom of the hole originates the stick-slip phenomenon. This consists in the undesired event that a constant rotational velocity applied on the top of the string does not translate to a steady speed at the bottom of the hole. In particular the bit undergoes intervals where it is completely blocked and intervals where the accumulated energy is released and the rotational speed becomes larger than the prescribed value. Among several models of the dynamics of the system which have been presented, we consider the model presented in [134] (see [138] for an alternative). This model is described by the neutral differential time-delay system

$$
\begin{align*}
& \dot{x}=\bar{\Upsilon} \dot{x}_{\tau_{1}}-\Psi x-\Psi \bar{\Upsilon} x_{\tau_{1}}-\frac{1}{I_{B}} T(x)+\frac{1}{I_{B}} \bar{\Upsilon} T\left(x_{\tau_{1}}\right)+2 \frac{\Psi c_{a}}{\Lambda} \Omega_{\tau_{2}}  \tag{3.51}\\
& y=x
\end{align*}
$$

with

$$
\bar{\Upsilon}=\frac{c_{a}-\sqrt{I G_{s} J}}{c_{a}+\sqrt{I G_{s} J}}, \quad \Psi=\frac{\sqrt{I G_{J}}}{I_{B}}, \quad \Lambda=c_{a}-\sqrt{I G_{s} J}
$$

where $x(t)$ is the angular velocity at the bottom of the string, $y(t)$ is the output of the system, $\Omega(t)$ is the input variable, $I$ is the inertia, $J$ is the geometrical moment of inertia, $G_{s}$ is the shear modulus, $I_{B}$ is the lumped inertia representing the block at the bottom, $c_{a}$ is a constant related to the local torsion of the drillstring, $\tau_{2}=\Gamma, \tau_{1}=2 \Gamma, \Gamma=L_{s} \sqrt{\frac{I}{G_{s} J}}$ and $L_{s}$ is the length of the string. The nonlinear function $T$ describes the bit-rock interaction. Several models of this function have been proposed (for an overview see [137]). One model is given by the equation $[134,139]$,

$$
\begin{equation*}
T(x)=c_{b} x+W_{o b} R_{b}\left[\mu_{c b}+\left(\mu_{s b}-\mu_{c b}\right) e^{-\frac{\gamma_{b}}{v_{f}}|x|}\right] \operatorname{sign}(x) \tag{3.52}
\end{equation*}
$$

Table 3.1: Parameters of the model of the oilwell drillstring

| $G_{s}=79.3 \cdot 10^{9} \mathrm{~N} / \mathrm{m}^{2}$, | $I=0.095 \mathrm{~kg} \cdot \mathrm{~m}$, | $L_{s}=1172 \mathrm{~m}$, |
| :--- | :---: | ---: |
| $J=1.19 \cdot 10^{-5} \mathrm{~m}^{4}$, | $R_{b}=0.155575$, | $v_{f}=1$, |
| $W_{o b}=97347 \mathrm{~N}$, | $I_{B}=89 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, | $\mu_{c b}=20 \mathrm{rad} / \mathrm{s}$, |
| $c_{a}=2000 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$, | $\mu_{s b}=0.8$, | $\gamma_{b}=0.9$, |
| $c_{b}=0.03 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} / \mathrm{rad}$, | $t_{g}=10$. | $\zeta_{1}=6.96 \cdot 10^{3}$ |
| $\zeta_{2}=0.09$, |  |  |

where $\mu_{s b}, \mu_{c b}$ are, respectively, the static and Coulomb friction coefficients, $W_{o b}$ is the weight on the bit, $R_{b}$ is the bit radius, $\gamma_{b}$ is a positive constant defining the decaying velocity of the exponential, $v_{f}$ is a constant velocity introduced to have appropriate units and $c_{b}$ is the viscous damping coefficient. This function has the disadvantages, for the sake of illustrating the results of this chapter, of being discontinuous and hard to simulate with sufficient precision.

The function

$$
\begin{equation*}
T(x)=\frac{\zeta_{1} x}{x^{2}+\zeta_{2}} \tag{3.53}
\end{equation*}
$$

where $\zeta_{1}, \zeta_{2}$ are positive parameters, has been proposed in [140]. This function has the advantage to be continuous, however, it does not approximate (3.52) sufficiently well far from $x=0$. We propose, as a continuous approximation of (3.52), the function

$$
\begin{equation*}
T(x)=c_{b} x+W_{o b} R_{b}\left[\mu_{c b}+\left(\mu_{s b}-\mu_{c b}\right) e^{-\frac{\gamma_{b}}{v_{f}}|x|}\right] \tanh \left(t_{g} x\right) \tag{3.54}
\end{equation*}
$$

where $t_{g}$ is the gain of the hyperbolic tangent. Fig. 3.5 shows the graphs of the functions (3.52), (3.53), (3.54) and the error between (3.52) and (3.53) and between (3.52) and (3.54), as a function of the angular velocity $x$.

## Simulations

The parameters have been selected as in [135] and are listed in Table 3.1. System (3.51), with (3.54), has been simulated using the Matlab solver ddensd with relative and absolute tolerances of $10^{-5}$ (the smallest presently supported) and $10^{-6}$, respectively. Fig. 3.6 shows the state of system (3.51), with (3.54) and $\Omega(t)=r(t)=$ const, for different values


Figure 3.5: Top: graphs of the function (3.52) (solid line), (3.53) (dotted line) and (3.54) (dashed line). Bottom: graphs of the error between (3.52) and (3.53) (dotted line) and between (3.52) and (3.54) (dashed line).
of the desired angular velocity $r$. The typical behavior of the interaction between bit and rock can be seen, i.e. for high values of $r$ the steady-state is constant whereas for low values of $r$ the stick-slip phenomenon is present.

System (3.51), with (3.54), is a nonlinear neutral differential time-delay system for which the origin is not exponentially asymptotically stable and Lemma 11 cannot be directly applied. However, several closed-loop feedbacks have been proposed to asymptotically stabilize the origin of the system. We apply the feedback control law proposed in [135], namely

$$
\begin{equation*}
\Omega(t)=k_{1} \dot{x}\left(t-\tau_{2}\right)+k_{2} x\left(t-\tau_{2}\right)+r(t) \tag{3.55}
\end{equation*}
$$

where $k_{1}=-0.05$ and $k_{2}=0.36$. For the closed-loop system (3.51), with (3.54) and (3.55), we compute numerically the solution of equation (3.35). The function $\pi$ is approximated by the piecewise continuous function

$$
\pi(\omega)= \begin{cases}0, & \omega \leq 5.7 \\ 1.5633 \omega-5.9250, & \omega>5.7\end{cases}
$$



Figure 3.6: Angular speed of the system (3.51), with (3.54), for different values of $r$ : $20 \mathrm{rad} / \mathrm{s}$ (solid line), $15 \mathrm{rad} / \mathrm{s}$ (dashed line) and $10 \mathrm{rad} / \mathrm{s}$ (dotted line). Note the stick-slip phenomenon for $r(t)=10 \mathrm{rad} / \mathrm{s}$.

A simple reduced order model achieving moment matching at $\dot{\omega}=s(\omega)=0$ and belonging to the family of models (3.40) is described by the equations

$$
\begin{equation*}
\dot{\xi}=-\delta(\xi)\left[\xi-r_{\tau_{2}}\right], \quad \psi=\pi(\xi) \tag{3.56}
\end{equation*}
$$

Fig. 3.7 shows a comparison between the output of system (3.51), with (3.54) and (3.55), and the output of the reduced order model (3.56), with $\delta=2$, for various desired angular velocities.

We are now interested, using system (3.56), in obtaining a model of the open-loop system (3.51) with (3.54). An open-loop model of system (3.51), with (3.54), achieving moment matching at $\dot{\omega}=0$ is given by

$$
\begin{equation*}
\dot{\xi}=-\delta(\xi)\left[\xi-\mu_{\tau_{2}}\right], \quad \psi=\pi(\xi) \tag{3.57}
\end{equation*}
$$

with $\mu=-k_{1} \pi\left(\dot{\xi}_{\tau_{2}}\right)-k_{2} \pi\left(\xi_{\tau_{2}}\right)+r$.
Fig. 3.8 shows the time histories of the output of the open-loop system (3.51), with (3.54),


Figure 3.7: Time histories of the output of system (3.51), with (3.54) and (3.55), (dotted line) and the output $\psi$ of the reduced order model (3.56), with $\delta=2$, (dashed line) for various desired velocities.


Figure 3.8: Time histories of the output of system (3.51), with (3.54), (solid line) and of system (3.57) (dashed line) with $\delta(z)=q z^{2}+\varepsilon$ for $r=25, q=0.0333, \varepsilon=0.3$ (top) and $r=15, q=0.125, \varepsilon=0.01$ (bottom).
and of the model (3.57), with $\delta(z)=q z^{2}+\varepsilon$, for $r=25, q=0.0333, \varepsilon=0.3$ (top) and $r=15, q=0.125, \varepsilon=0.01$ (bottom). We can see that the model (3.57) and the openloop system (3.51), with (3.54), have the same steady-state value and that, using the free mapping $\delta$, the transient behavior can be partially recovered.

### 3.4 Moment at infinity

We conclude the chapter with the characterization of the moments at infinity for linear and nonlinear time-delay systems. The description of moment given in Definitions 6 and 8 does not characterize the moments at $s_{i}=+\infty$. Since, as already pointed out, the $k$ moments of linear delay-free systems at $s_{i}$ are defined as the first $k$ coefficients of the Laurent series expansion of the transfer function $W(s)$ at $s_{i} \in \mathbb{C}$, in a similar way the $k$ moments at infinity can be computed by evaluating the expansion at infinity of the transfer function. In addition, by using the final value theorem (see e.g. [5] and [141]), the moments from 1 to $k+1$ correspond to the $j=0, \ldots, k$ coefficients of the expansion at $t=0^{+}$of the impulse response (with $\eta_{0}(\infty)=0$ ).

Note that for differential time-delay systems, the transfer function $W(s)$ is transcendental. This implies that the computation of the limit at $s=+\infty$ has to be done with care. As noted in [141] there is widespread carelessness in the definition of the Laplace transform and its properties. In our case, it is fundamental to determine what is the meaning of the limit at infinity because the result (if well-defined) would depend upon which direction at infinity is considered. As explained in [141], in this context the limit has to be taken along the positive real axis. Then we have the following results ${ }^{4}$.

Theorem 10. Let $\Upsilon$ be the set of values of $j=\varsigma+1, \ldots, \mu$ such that $\tau_{j}=0$.
Consider system (3.1).

- If $\Upsilon \neq \emptyset$ then the $k$ moments at infinity are $\eta_{k}(\infty)=\sum_{j \in \Upsilon} C A_{0}^{k-1} B_{j}$, with $\eta_{0}(\infty)=0$.
- If $\Upsilon=\emptyset$ then all the moments at infinity are identically zero.

Consider system (3.32).

- If $\Upsilon \neq \emptyset$ then the $k$ moments at infinity $\operatorname{are}^{5} \eta_{k}(\infty)=y_{I}^{(k)}\left(0^{+}\right)$, with $\eta_{0}(\infty)=0$.

[^6]- If $\Upsilon=\emptyset$ then all the moments at infinity are identically zero.

Proof. By the equivalence between the moments at infinity and the impulse response at $t=0^{+}$, it follows that if $\tau_{j}=0$ for some $j=\varsigma+1, \ldots, \mu$ the behavior of the systems at $0^{+}$is the same as the corresponding delay-free system (because no delay on the state has "kicked in" at $t=0^{+}$). If $\tau_{j} \neq 0$ for all $j=\varsigma+1, \ldots, \mu$ then the impulse response is delayed and it follows that the response at $0^{+}$is identically zero. Once established that the behavior is as for delay-free systems, the proof is as in [3].

Remark 19. From Theorem 10 it appears that a finite dimensional system is sufficient to characterize the moments at infinity and we can use it to match the moments at infinity as described in Chapter 2. However, note that some properties of the transfer function are lost with a finite dimensional system. In fact if, for instance, $\tau_{j} \neq 0$ for some $j=1, \ldots, \varsigma$ and $\tau_{j}=0$ for some $j=\varsigma+1, \ldots, \mu$ the expansion at infinity along the negative real axis is identically zero, while for finite dimensional systems the expansion is the same as along the positive real axis. Or, if $\tau_{1}=\tau_{\varsigma+1}>0$ and $\tau_{j}=0$ for $i=2, \ldots, \varsigma, \varsigma+2, \ldots, \mu$, then the first coefficient of the expansion at infinity along the negative real axis is $-C B_{1}$ for timedelay systems, while zero (i.e. the same as along the positive axis) for finite dimensional systems. This suggests that a finite dimensional model that matches the moments of the system at infinity may not be a good approximation of the dynamics of the system far from $t=0$ and that to preserve the properties of the transcendental transfer function it is necessary to choose a model with the same delay structure as the original system.

### 3.5 Conclusion

The model reduction theory based on moment matching has been extended to linear and nonlinear differential time-delay systems. The model reduction problem has been solved first for linear time-delay systems. The description of moment has been given in terms of the unique solution of a Sylvester-like equation. This has been subsequently extended to neutral differential time-delay systems with distributed and discrete delays. A family of systems achieving moment matching has been proposed and the problem of interpolating a larger number of points maintaining the same number of equations has been studied and solved. Then the definition of moment developed for linear time-delay systems has been extended to nonlinear systems by means of the center manifold theory.

The moments at infinity have been characterized for both linear and nonlinear time-delay systems and a parameterized family of models achieving moment matching has been given. The solution to the problem of obtaining a reduced order model of an unstable system has been given and connections with the delay-free framework, classical results in the literature and further developments have been drawn throughout the chapter. Finally, the theory has been illustrated by means of several examples.

## Chapter 4

## Data-driven model reduction for linear and nonlinear, possibly time-delay, systems

### 4.1 Introduction

The model reduction techniques that we have presented, as well as the majority of any model reduction method presented in the literature, assume the knowledge of a state-space model of the system to be reduced. However, in practice this model is not always available. In this chapter, inspired by the learning algorithm given in [142-144] to solve a model-free adaptive dynamic programming problem (see also the references therein, e.g. $[145,146]$ ), we propose data-driven on-line algorithms for the model reduction of linear and nonlinear, possibly time-delay, systems. Collecting at a given sequence of time instants $t_{k}$ time-snapshots (which resemble the ones used to compute a proper orthogonal decomposition (POD), see e.g. [55, 147-149]) of the input and output of the system, an algorithm is devised to define a family of reduced order models (in the framework introduced in Chapter 2) at each instant of the iteration $t_{k}$. The reduced order model asymptotically matches the moments of the unknown system to be reduced. This algorithm has several advantages with respect to an identification plus reduction technique: there is no need to identify the system, which is expensive both in terms of computational power and storage memory; since the reduced order model matches the moments of the unknown system, it
is not just the result of a low-order identification but it actually retains some properties of the larger system; since the proposed algorithm determines directly the moment of a nonlinear system from the input and output data, it does not involve the computation of the solution of a partial differential equation, which is usually difficult.

The rest of the chapter is organized as follows. In Section 4.2 .1 we give a preliminary analysis to compute on-line estimates of the moments of a linear system. In Section 4.2.2 (4.3.1) approximations which converge asymptotically to the moments of the linear (nonlinear) system are given. Therein, a discussion on the computational complexity associated to the evaluation of these approximations is presented, a recursive least-square formula is given and a moment estimation algorithm is provided. In Section 4.3.2 we present a simple experiment in which we show how to estimate the moment of a nonlinear system using the measured average heartbeat under "stress". In Sections 4.2.3 (4.3.3) and 4.2.4 (4.3.4) we give a family of reduced order models for linear (nonlinear) systems and linear (nonlinear) time-delay systems, respectively. In Section 4.2 .5 we discuss how several properties, e.g. matching with prescribed eigenvalues or zeros, can be enforced in the present scenario. In Section 4.2.6 a linear reduced order model computed with the method proposed in the chapter is estimated for a system of order $n=1010[4,5]$. In Section 4.3.5 a nonlinear reduced order model constructed using an approximation of the moment of the DC-to-DC Ćuk converter provides a further example. Finally Section 4.4 contains some concluding remarks.

All the results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference papers [11], [12] and in the journal paper [13].

### 4.2 Linear (time-delay) systems

For the sake of convenience we report here the equations of system (2.1), namely

$$
\begin{equation*}
\dot{x}=A x+B u, \quad y=C x, \tag{4.1}
\end{equation*}
$$

and the Sylvester equation (2.8), namely

$$
\begin{equation*}
A \Pi+B L=\Pi S \tag{4.2}
\end{equation*}
$$

which will be used through the chapter. The quantities appearing in the equations retain their original meaning.

### 4.2.1 A preliminary analysis

In this section we provide a preliminary analysis assuming to know the matrices $A, B, C$ and the state $x(0)$ in equation (4.1). This analysis is used in the following section for the development of an estimation algorithm which, this time, does not use the matrices $A, B$, $C$ and the state $x(0)$. To this end we make the following assumptions.

Assumption 9. The input $u$ of system (4.1) is described by the equations

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad u=L \omega \tag{4.3}
\end{equation*}
$$

with $S$ such that $\sigma(S) \subset \mathbb{C}_{0}$. In addition, assume that the triple $(L, S, \omega(0))$ is minimal.
Assumption 10. System (4.1) is asymptotically stable, i.e. $\sigma(A) \subset \mathbb{C}_{<0}$, and minimal.

Assumption 9 has a series of implications. The hypothesis on the eigenvalues of $S$ is reasonable since the contribution of the negative eigenvalues of $S$ to the response of the system decays to zero. The minimality of the triple $(L, S, \omega(0))$, which in turn implies the observability of the pair $(L, S)$, guarantees that all the modes of $S$ are present in the signals $\omega$ and $u$ and it can be seen as a condition of persistency of excitation of order $\nu$, see [150]. The choice of the particular structure (4.3) for the input $u$ is limiting in applications in which the input cannot be arbitrarily chosen. We suggest in Section 4.2.2 a possible way to deal with alternative input signals. Note that the two assumptions imply that $\sigma(A) \cap \sigma(S)=\emptyset$, which in turn implies that equation (4.2) has a unique solution or, equivalently, that the steady-state in Theorem 1 is well-defined. Hence, recalling from Section 2, Assumptions 9 and 10 yield for all $t \in \mathbb{R}$

$$
\begin{equation*}
x(t)=\Pi \omega(t)+e^{A t}(x(0)-\Pi \omega(0)) . \tag{4.4}
\end{equation*}
$$

Theorem 11. Let the time-snapshots $Q_{k} \in \mathbb{R}^{n p \times n \nu}$ and $\chi_{k} \in \mathbb{R}^{n p}$ be defined as

$$
Q_{k}=\left[\begin{array}{c}
\omega\left(t_{k-p+1}\right)^{\top} \otimes I-\omega(0)^{\top} \otimes e^{A t_{k-p+1}} \\
\vdots \\
\omega\left(t_{k-1}\right)^{\top} \otimes I-\omega(0)^{\top} \otimes e^{A t_{k-1}} \\
\omega\left(t_{k}\right)^{\top} \otimes I-\omega(0)^{\top} \otimes e^{A t_{k}}
\end{array}\right]
$$

and

$$
\chi_{k}=\left[\begin{array}{c}
x\left(t_{k-p+1}\right)-e^{A t_{k-p+1}} x(0) \\
\vdots \\
x\left(t_{k-1}\right)-e^{A t_{k-1}} x(0) \\
x\left(t_{k}\right)-e^{A t_{k}} x(0)
\end{array}\right]
$$

respectively, where $0 \leq t_{0}<t_{1}<\cdots<t_{k-p}<\cdots<t_{k}<\cdots<t_{q}$, with $p>0$ and $q \geq p$, and define $T_{k}^{p}=\left\{t_{k-p+1}, \ldots, t_{k-1}, t_{k}\right\}$. Assume the matrix $Q_{k}$ has full rank, then

$$
\begin{equation*}
\operatorname{vec}(\Pi)=\left(Q_{k}^{\top} Q_{k}\right)^{-1} Q_{k}^{\top} \chi_{k} \tag{4.5}
\end{equation*}
$$

Proof. Equation (4.4) can be rewritten as

$$
\begin{equation*}
\Pi \omega(t)-e^{A t} \Pi \omega(0)=x(t)-e^{A t} x(0) \tag{4.6}
\end{equation*}
$$

Using the vectorization operator and the Kronecker product on equation (4.6) yields

$$
\operatorname{vec}(\Pi \omega(t))-\operatorname{vec}\left(e^{A t} \Pi \omega(0)\right)=\operatorname{vec}\left(x(t)-e^{A t} x(0)\right)
$$

and

$$
\begin{equation*}
\left(\omega(t)^{\top} \otimes I-\omega(0)^{\top} \otimes e^{A t}\right) \operatorname{vec}(\Pi)=\operatorname{vec}\left(x(t)-e^{A t} x(0)\right) \tag{4.7}
\end{equation*}
$$

Computing equation (4.7) at all elements of $T_{k}^{p}$ yields

$$
\begin{equation*}
Q_{k} \operatorname{vec}(\Pi)=\chi_{k} \tag{4.8}
\end{equation*}
$$

If the matrix $Q_{k}$ has full rank, we can compute $\Pi$ from the last equation yielding equation (4.5).

Note that the selection of the set $T_{k}^{p}$ can affect the quality of the data and the
rank of the matrix $Q_{k}$. Thus, to assure that $T_{k}^{p}$ is non-pathological [151] we introduce the following technical assumption.

Assumption 11. The elements of $T_{k}^{\nu}$ are such that $\operatorname{rank}\left(\left[\begin{array}{lll}\omega\left(t_{k-\nu+1}\right) & \ldots & \omega\left(t_{k}\right)\end{array}\right]\right)=$ $\nu$ for all $k$.

Remark 20. If Assumption 9 holds, i.e. $(S, \omega(0))$ is controllable, it is always possible to choose the elements of $T_{k}^{\nu}$ such that Assumption 11 holds. Vice versa Assumption 11 implies the controllability of $(S, \omega(0))$. See [26] for more details.

Lemma 13. Suppose Assumptions 9,10 and 11 hold. If $p=\nu, Q_{k}$ is full rank.

Proof. Consider the $i$-block element of the matrix $Q_{k}$, namely

$$
\omega\left(t_{i}\right)^{\top} \otimes I-\omega(0)^{\top} \otimes e^{A t_{i}}
$$

Note that the properties of the Kronecker product yield

$$
\begin{aligned}
& \omega\left(t_{i}\right)^{\top} \otimes I-\omega(0)^{\top} \otimes e^{A t_{i}}=\omega(0)^{\top} e^{S^{\top} t_{i}} \otimes I I-\omega(0)^{\top} I \otimes I e^{A t_{i}}= \\
& \quad=\left(\omega(0)^{\top} \otimes I\right)\left(e^{S^{\top} t_{i}} \otimes I\right)-\left(\omega(0)^{\top} \otimes I\right)\left(I \otimes e^{A t_{i}}\right)=\left(\omega(0)^{\top} \otimes I\right)\left(e^{S^{\top} t_{i}} \otimes I-I \otimes e^{A t_{i}}\right) .
\end{aligned}
$$

Since $\sigma(A) \subset \mathbb{C}_{<0}$ and $\sigma(S) \subset \mathbb{C}_{0}$, the controllability of $(S, \omega(0))$ implies that the $i$-block element of the matrix $Q_{k}$ is a $n \times n \nu$ matrix of rank $n$. Assumption 11 implies that $\nu$ of these blocks are linearly independent for any $t_{i}>0$. As a result $Q_{k}$ is a square full rank matrix.

Remark 21. Since real data are affected by noise the assumptions of Lemma 13 may not hold. In this case $p$ can be taken larger than $n \nu$ and, as well-known from linear algebra and remarked in [142] and [150], the solution of equation (4.5) is the least squares solution of (4.8).

The discussion carried out so far has the drawback that requires information on the state of the system. In practice, this is usually not the case and only the output $y$ is available.

Theorem 12. Let the time-snapshots $R_{k} \in \mathbb{R}^{w \times n \nu}$ and $\Upsilon_{k} \in \mathbb{R}^{w}$ be defined as

$$
R_{k}=\left[\begin{array}{c}
\left(\omega(0)^{\top} \otimes C\right)\left(e^{S^{\top} t_{k-w+1}} \otimes I-I \otimes e^{A t_{k-w+1}}\right) \\
\vdots \\
\left(\omega(0)^{\top} \otimes C\right)\left(e^{S^{\top} t_{k-1}} \otimes I-I \otimes e^{A t_{k-1}}\right) \\
\left(\omega(0)^{\top} \otimes C\right)\left(e^{S^{\top} t_{k}} \otimes I-I \otimes e^{A t_{k}}\right)
\end{array}\right],
$$

and

$$
\Upsilon_{k}=\left[\begin{array}{c}
y\left(t_{k-w+1}\right)-C e^{A t_{k-w+1}} x(0) \\
\vdots \\
y\left(t_{k-1}\right)-C e^{A t_{k-1}} x(0) \\
y\left(t_{k}\right)-C e^{A t_{k}} x(0)
\end{array}\right],
$$

respectively. Assume the matrix $R_{k}$ has full rank, then

$$
\begin{equation*}
\operatorname{vec}(\Pi)=\left(R_{k}^{\top} R_{k}\right)^{-1} R_{k}^{\top} \Upsilon_{k} \tag{4.9}
\end{equation*}
$$

Proof. The result can be proved following the same steps used to obtain equation (4.5).

Lemma 14. Suppose Assumptions 9,10 and 11 hold. If $w=n \nu, R_{k}$ is full rank.
Proof. The proof is similar to the one of Lemma 13, although this time also the observability of $(C, A)$ is used.

### 4.2.2 On-line moment estimation from data

Equation (4.5) contains terms that depend upon the matrix $A$ and the initial states $x(0)$ and $\omega(0)$. However, we note that given the stability hypothesis of the system, these terms are exponentially decaying functions.

Definition 11. Let the time-snapshots $\widetilde{Q}_{k} \in \mathbb{R}^{n p \times n \nu}$ and $\widetilde{\chi}_{k} \in \mathbb{R}^{n p}$ be

$$
\widetilde{Q}_{k}=\left[\begin{array}{lll}
\omega\left(t_{k-p+1}\right) \otimes I & \ldots & \omega\left(t_{k-1}\right) \otimes I \\
\omega\left(t_{k}\right) \otimes I
\end{array}\right]^{\top}
$$

and

$$
\widetilde{\chi}_{k}=\left[\begin{array}{lll}
x\left(t_{k-p+1}\right)^{\top} & \ldots & x\left(t_{k-1}\right)^{\top} x\left(t_{k}\right)^{\top}
\end{array}\right]^{\top} .
$$

Assume the matrix $\widetilde{Q}_{k}$ has full rank, then following the same steps used to obtain equa-
tion (4.5), we define

$$
\begin{equation*}
\operatorname{vec}\left(\widetilde{\Pi}_{k}\right)=\left(\widetilde{Q}_{k}^{\top} \widetilde{Q}_{k}\right)^{-1} \widetilde{Q}_{k}^{\top} \widetilde{\chi}_{k} \tag{4.10}
\end{equation*}
$$

Note that if Assumption 11 holds and $p=\nu, \widetilde{Q}_{k}$ is full rank.

Lemma 15. Suppose Assumptions 9, 10 and 11 hold. There exists a matrix $\bar{\Pi}$ such that $\lim _{t_{k} \rightarrow \infty} \widetilde{\Pi}_{k}=\bar{\Pi}$.

Proof. By Assumption 9 and 10 there exists a matrix $\bar{\Pi}$ such that the steady-state response $x^{s s}(t)$ of the interconnection of system (4.1) and the generator (4.3) is described by the equation $x^{s s}(t)=\bar{\Pi} \omega(t)$. Then substituting $\widetilde{\chi}_{k}^{s s}=\widetilde{Q}_{k} \operatorname{vec}(\bar{\Pi})$ in equation (4.10), yields

$$
\lim _{t_{k} \rightarrow \infty} \operatorname{vec}\left(\widetilde{\Pi}_{k}\right)=\left(\widetilde{Q}_{k}^{\top} \widetilde{Q}_{k}\right)^{-1} \widetilde{Q}_{k}^{\top} \widetilde{\chi}_{k}^{s s}=\operatorname{vec}(\bar{\Pi})
$$

which is well-defined by Assumption 11 if $p=\nu$.

Theorem 13. Let $\Pi$ be the solution of equation (4.2). Suppose Assumptions 9, 10 and 11 hold. There exists a sequence $\left\{t_{k}\right\}$ such that

$$
\lim _{k \rightarrow \infty} \widetilde{\Pi}_{k}=\Pi
$$

Proof. The matrix $\widetilde{\Pi}_{k}$ defined in equation (4.10) is such that

$$
\begin{equation*}
x\left(t_{k}\right)=\widetilde{\Pi}_{k} \omega\left(t_{k}\right) \tag{4.11}
\end{equation*}
$$

whereas $\Pi$ is such that

$$
\begin{equation*}
\left.\dot{x}(t)\right|_{t=t_{k}}=\Pi S \omega\left(t_{k}\right)+A e^{A t_{k}}(x(0)-\Pi \omega(0)) \tag{4.12}
\end{equation*}
$$

hold. Consider the first equation of system (4.1) computed at $t_{k}$, namely

$$
\begin{equation*}
\left.\dot{x}(t)\right|_{t=t_{k}}=A x\left(t_{k}\right)+B L \omega\left(t_{k}\right) . \tag{4.13}
\end{equation*}
$$

Substituting equations (4.11) and (4.12) in equation (4.13) yields

$$
\Pi S \omega\left(t_{k}\right)+A e^{A t_{k}}(x(0)-\Pi \omega(0))=A \widetilde{\Pi}_{k} \omega\left(t_{k}\right)+B L \omega\left(t_{k}\right)
$$

and

$$
\left(A \widetilde{\Pi}_{k}+B L-\Pi S\right) \omega\left(t_{k}\right)=A e^{A t_{k}}(x(0)-\Pi \omega(0)),
$$

from which, using equation (4.2) and Assumption 10, the equation

$$
\left(\widetilde{\Pi}_{k}-\Pi\right) \omega\left(t_{k}\right)=e^{A t_{k}}(x(0)-\Pi \omega(0))
$$

follows. By Assumption 9 there exists a sequence $\left\{t_{k}\right\}$, with $\lim _{k \rightarrow \infty} t_{k}=\infty$, such that for any $t_{i} \in\left\{t_{k}\right\}, \omega\left(t_{i}\right) \neq 0$ and Assumption 11 holds. By Assumption 10

$$
\lim _{k \rightarrow \infty}\left(\widetilde{\Pi}_{k}-\Pi\right) \omega\left(t_{k}\right)=\lim _{k \rightarrow \infty} e^{A t_{k}}(x(0)-\Pi \omega(0))=0,
$$

and by Assumptions 11 and Lemma 15, $\lim _{k \rightarrow \infty}\left(\widetilde{\Pi}_{k}-\Pi\right)=\lim _{k \rightarrow \infty}(\bar{\Pi}-\Pi)=0$. It follows that $\widetilde{\Pi}_{k}$ converges asymptotically to $\Pi$.

Remark 22. Equation (4.11) is reminiscent of the POD of the collection $\left\{x\left(t_{i}\right)\right\}$. However, the two concepts are quite different. In fact, the POD of $\left\{x\left(t_{i}\right)\right\}$ is

$$
\left[\begin{array}{lll}
x\left(t_{0}\right) & \ldots & x\left(t_{q}\right)
\end{array}\right]=\underbrace{\left[\begin{array}{lll}
u\left(t_{0}\right) & \ldots & u\left(t_{q}\right)
\end{array}\right]}_{U} \Delta
$$

with $\Delta \in \mathbb{R}^{q \times q}$ and $U^{*} U=I$, where the superscript * indicates the complex conjugate transpose. The dimensions of $\Delta$ are related to the number of samples, whereas the dimensions of $\Pi$ are related to the ones of the system to be reduced and of the signal generator. In fact, the POD is a decomposition of the entire cloud of data $\left\{x\left(t_{i}\right)\right\}$ along the vectors $u\left(t_{i}\right)$, called principal directions of $\left\{x\left(t_{i}\right)\right\}$ [5]. Instead, in the technique proposed in this chapter the oldest data are discarded as soon as new data satisfying Assumption 11 is collected. As a consequence, while $\Delta$ is built to describe the entire dynamics of $\left\{x\left(t_{i}\right)\right\}, \Pi$ is built to describe only the steady-state response of the system to be reduced. The result is that the POD is usually used with the Petrov-Galerkin projection for a SVD-based approximation [148], [55], whereas this technique is a moment matching method.

A similar discussion can be carried out for equation (4.9) that contains also terms which depend upon the matrix $C$. In this case note that equation (4.4) can be written as

$$
y(t)=C \Pi \omega(t)+\varepsilon(t),
$$

with $\varepsilon(t)=C e^{A t}(x(0)-\Pi \omega(0))$ an exponentially decaying signal.
Theorem 14. Define the time-snapshots $\widetilde{R}_{k} \in \mathbb{R}^{w \times \nu}$ and $\widetilde{\Upsilon}_{k} \in \mathbb{R}^{w}$ as

$$
\widetilde{R}_{k}=\left[\begin{array}{llll}
\omega\left(t_{k-w+1}\right) & \ldots & \omega\left(t_{k-1}\right) & \omega\left(t_{k}\right)
\end{array}\right]^{\top}
$$

and

$$
\widetilde{\Upsilon}_{k}=\left[\begin{array}{llll}
y\left(t_{k-w+1}\right) & \ldots & y\left(t_{k-1}\right) & y\left(t_{k}\right)
\end{array}\right]^{\top} .
$$

Assume the matrix $\widetilde{R}_{k}$ has full rank, then

$$
\begin{equation*}
\operatorname{vec}\left(\widetilde{C \Pi}_{k}\right)=\left(\widetilde{R}_{k}^{\top} \widetilde{R}_{k}\right)^{-1} \widetilde{R}_{k}^{\top} \widetilde{\Upsilon}_{k}, \tag{4.14}
\end{equation*}
$$

is an approximation of the on-line estimate $C \Pi_{k}$, namely there exists a sequence $\left\{t_{k}\right\}$ such that

$$
\lim _{k \rightarrow \infty} \widetilde{C \Pi}_{k}=C \Pi
$$

Proof. Equation (4.14) can be derived following the same steps used to obtain equation (4.5). We delay the proof of the convergence of the limit to $C \Pi$ to Chapter 5 (Theorem 18).

Note that if Assumption 11 holds and $w=\nu, \widetilde{R}_{k}$ is full rank.
Remark 23. The matrix $\widetilde{R}_{k}$ is considerably smaller than $R_{k}$ since it is not obtained from Kronecker products.

With equation (4.14) we are not able to retrieve the matrix $\widetilde{\Pi}_{k}$, but only $\widetilde{C \Pi}_{k}$. However, as shown in equation (2.14), we only need $C \Pi$ to compute the reduced order model, i.e. $\Pi$ is not explicitly required. Equation (4.14) is a classic least-square estimation formula. The following result holds.

Theorem 15. Assume that $\Phi_{k}=\left(\widetilde{R}_{k}^{\top} \widetilde{R}_{k}\right)^{-1}$ and $\Psi_{k}=\left(\widetilde{R}_{k-1}^{\top} \widetilde{R}_{k-1}+\omega\left(t_{k}\right) \omega\left(t_{k}\right)^{\top}\right)^{-1}$ are full rank for all $t \geq t_{r}$ with $t_{r} \geq t_{w}$. Given $\operatorname{vec}\left(\widetilde{C \Pi_{r}}\right), \Phi_{r}$ and $\Psi_{r}$, the recursive least-square formula

$$
\begin{align*}
\operatorname{vec}\left(\widetilde{C \Pi}_{k}\right)=\operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right) & +\Phi_{k} \omega\left(t_{k}\right)\left(y\left(t_{k}\right)-\omega\left(t_{k}\right)^{\top} \operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right)\right)  \tag{4.15}\\
& -\Phi_{k} \omega\left(t_{k-w}\right)\left(y\left(t_{k-w}\right)-\omega\left(t_{k-w}\right)^{\top} \operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right)\right),
\end{align*}
$$

with

$$
\begin{equation*}
\Phi_{k}=\Psi_{k}-\Psi_{k} \omega\left(t_{k-w}\right)\left(I+\omega\left(t_{k-w}\right)^{\top} \Psi_{k} \omega\left(t_{k-w}\right)\right)^{-1} \omega\left(t_{k-w}\right)^{\top} \Psi_{k} \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{k}=\Phi_{k-1}-\Phi_{k-1} \omega\left(t_{k}\right)\left(I+\omega\left(t_{k}\right)^{\top} \Phi_{k-1} \omega\left(t_{k}\right)\right)^{-1} \omega\left(t_{k}\right)^{\top} \Phi_{k-1} . \tag{4.17}
\end{equation*}
$$

holds for all $t \geq t_{r}$.

Proof. The formula is obtained adapting the results in [150] (see also [152-154]) to the present scenario, in which at each step we acquire a new measure and we discard an old measure: for completeness we provide the details of the proof. Note that

$$
\begin{aligned}
\Phi_{k}^{-1}=\widetilde{R}_{k}^{\top} \widetilde{R}_{k}=\sum_{i=k-w+1}^{k} \omega\left(t_{i}\right) \omega\left(t_{i}\right)^{\top} & =\sum_{i=k-w}^{k-1} \omega\left(t_{i}\right) \omega\left(t_{i}\right)^{\top}+\omega\left(t_{k}\right) \omega\left(t_{k}\right)^{\top}-\omega\left(t_{k-w}\right) \omega\left(t_{k-w}\right)^{\top} \\
& =\Phi_{k-1}^{-1}+\omega\left(t_{k}\right) \omega\left(t_{k}\right)^{\top}-\omega\left(t_{k-w}\right) \omega\left(t_{k-w}\right)^{\top}
\end{aligned}
$$

and that rewriting equation (4.14) for $k-1$ yields

$$
\widetilde{R}_{k-1}^{\top} \widetilde{\Upsilon}_{k-1}=\sum_{i=k-w}^{k-1} \omega\left(t_{i}\right) y\left(t_{i}\right)=\Phi_{k-1}^{-1} \operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right) .
$$

Substituting the first equation in the second we obtain

$$
\sum_{i=k-w}^{k-1} \omega\left(t_{i}\right) y\left(t_{i}\right)=\Phi_{k}^{-1} \operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right)-\omega\left(t_{k}\right) \omega\left(t_{k}\right)^{\top} \operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right)+\omega\left(t_{k-w}\right) \omega\left(t_{k-w}\right)^{\top} \operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right)
$$

which substituted in (4.14), namely

$$
\operatorname{vec}\left(\widetilde{C \Pi}_{k}\right)=\Phi_{k}\left(\sum_{i=k-w}^{k-1} \omega\left(t_{i}\right) y\left(t_{i}\right)+\omega\left(t_{k}\right) y\left(t_{k}\right)-\omega\left(t_{k-w}\right) y\left(t_{k-w}\right)\right)
$$

yields equation (4.15). Finally equations (4.16) and (4.17) are obtained applying recursively the matrix inversion lemma [150] to

$$
\Phi_{k}=\left(\Psi_{k}^{-1}-\omega\left(t_{k-w}\right) \omega\left(t_{k-w}\right)^{\top}\right)^{-1}
$$

and

$$
\Psi_{k}=\left(\Phi_{k-1}^{-1}+\omega\left(t_{k}\right) \omega\left(t_{k}\right)^{\top}\right)^{-1}
$$

Remark 24. The construction of the initial values vec $\left(\widetilde{C \Pi}_{r}\right), \Phi_{r}$ and $\Psi_{r}$ needed to start the recursion can be done in two ways: the first consists in using equation (4.14) to build $\operatorname{vec}\left(\widetilde{C \Pi}_{r}\right), \Phi_{r}$ and $\Psi_{r}$ and then updating the estimate with the equations in Theorem 15. However, this method has the drawback of requiring the inversion of $\left(\widetilde{R}_{k}^{\top} \widetilde{R}_{k}\right)^{-1}$. The second method consists in starting with dummy initial values vec $\left(\widetilde{C \Pi_{r}}\right), \Phi_{r}$ and $\Psi_{r}$. Since the formulas "forget" the oldest measurements, after a sufficient number of iterations all the dummy measurements are forgotten.

Remark 25. For single-input, single-output systems the two matrix inversions in the definition of $\Phi_{k}$ and $\Psi_{k}$ are two divisions. Equations (4.15)-(4.16)-(4.17) can be used to compute a fast, on-line, estimate of $\widetilde{C \Pi}_{k}$, since the computational complexity of updating (4.15) is $\mathcal{O}(1)$. Thus, the implementation of equations (4.15)-(4.16)-(4.17) to update $\widetilde{C \Pi}_{k}$ is preferred to equation (4.14), which has a computational complexity, when $w=\nu$, of ${ }^{1}$ $\mathcal{O}\left(\nu^{2.373}\right)$ at each iteration $k$.

Remark 26. In comparison, the Arnoldi or Lanczos procedure for the model reduction by moment matching have a computational complexity of $\mathcal{O}\left(\nu n^{2}\right)$ [5, Section 14.1] (or $\mathcal{O}(\alpha \nu n)$ for a sparse matrix $A$, with $\alpha$ the average number of non-zero elements per row/column of $A$ ). In addition, note that these procedures require a model to be reduced and thus further expensive computation has to be considered for the identification of the original system.

The approximations $\widetilde{\Pi}_{k}$ and $\widetilde{C \Pi}_{k}$ can be computed with the following algorithm.
Algorithm 1. Let $k$ be a sufficiently large integer. Select $\eta>0$ sufficiently small. Select $w \geq n \nu(w \geq \nu$, respectively $)$.

1: Construct the matrices $\widetilde{Q}_{k}$ and $\widetilde{\chi}_{k}\left(\widetilde{R}_{k}\right.$ and $\widetilde{\Upsilon}_{k}$, respectively $)$.
2: If $\operatorname{rank}\left(\widetilde{Q}_{k}\right)=n \nu\left(\operatorname{rank}\left(\widetilde{R}_{k}\right)=\nu\right.$, respectively) then compute $\widetilde{\Pi}_{k}\left(\widetilde{C \Pi}_{k}\right.$, respectively) solving equation (4.10) ((4.14), or (4.15), respectively).

Else increase $w$.

[^7]If $k-w<0$ then restart the algorithm selecting a larger initial $k$.

3: If

$$
\begin{equation*}
\left\|\widetilde{\Pi}_{k}-\widetilde{\Pi}_{k-1}\right\|>\frac{\eta}{t_{k}-t_{k-1}}, \quad\left(\left\|\widetilde{C \Pi}_{k}-\widetilde{C \Pi}_{k-1}\right\|>\frac{\eta}{t_{k}-t_{k-1}}, \text { respectively }\right) \tag{4.18}
\end{equation*}
$$

then $k=k+1$ go to 1 .
4: Stop.
Remark 27. It is not always possible to arbitrarily select the input of the system to be reduced. For instance the input signal may be composed by several unwanted frequencies. Instead of system (4.3), consider the input described by the equations

$$
\dot{\omega}=S \omega, \quad u=L \omega+v,
$$

with $v(t) \in \mathbb{R}^{n}$ an unknown signal. In this case the output response of system (4.1) is

$$
y(t)=C \Pi \omega(t)+C e^{A t}(x(0)-\Pi \omega(0))+\int_{0}^{t} e^{A(t-\tau)} B v(\tau) d \tau
$$

which can be written as

$$
y(t)=C \Pi \omega(t)+\varepsilon(t)+\mathfrak{v}(t)
$$

with $\mathfrak{v}(t)=\int_{0}^{t} e^{A(t-\tau)} B v(\tau) d \tau$ and $\varepsilon(t)=C e^{A t}(x(0)-\Pi \omega(0))$. One can then apply the filtering techniques given in [150, Chapter 11]: we filter out $\mathfrak{v}$ from $y$ and $u$ with a band-pass filter and apply the results of the chapter to the filtered $y_{f}$ and $u_{f}$.

### 4.2.3 Families of reduced order models

Using the approximations given by Algorithm 1 a reduced order model of system (4.1) can be defined at each instant of time $t_{k}$.

Definition 12. Consider system (4.1) and the signal generator (4.3). Suppose Assumptions 9,10 and 11 hold. Then the system

$$
\begin{equation*}
\dot{\xi}=F_{k} \xi+G_{k} u, \quad \psi=H_{k} \xi \tag{4.19}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, F_{k} \in \mathbb{R}^{\nu \times \nu}, G_{k} \in \mathbb{R}^{\nu \times 1}, H_{k} \in \mathbb{R}^{1 \times \nu}$, is a model of system (4.1) at $S$ at
time $t_{k}$, if there exists a unique solution $P_{k}$ of the equation

$$
\begin{equation*}
F_{k} P_{k}+G_{k} L=P_{k} S \tag{4.20}
\end{equation*}
$$

such that

$$
\begin{equation*}
\widetilde{C \Pi}_{k}=H_{k} P_{k} \tag{4.21}
\end{equation*}
$$

where $\widetilde{C \Pi}_{k}$ is the solution of (4.14).
Proposition 6. Select $P_{k}=I$, for all $k \geq 0$. If $\sigma\left(F_{k}\right) \cap \sigma(S)=\emptyset$ for all $k \geq 0$, then the model

$$
\begin{equation*}
\dot{\xi}=\left(S-G_{k} L\right) \xi+G_{k} u, \quad \psi=\widetilde{C \Pi}_{k} \xi \tag{4.22}
\end{equation*}
$$

is a model of system (4.1) at $S$ for all $t_{k}$.
The result is a consequence of Definition 12 and Chapter 2.

### 4.2.4 Linear time-delay systems

The results developed so far can be easily extended to linear time-delay systems renaming the moments of system (3.1) in Chapter 3 as $\overline{C \Pi}=\sum_{j=0}^{\varsigma} C_{j} \Pi e^{-S \tau_{j}}$. Theorem 13 holds for the linear time-delay system (3.1) replacing $\widetilde{C \Pi}_{k}$ with $\widetilde{C \Pi}_{k}$ which is an approximation of $\overline{C \Pi}$ (the proof is a simple exercise).

Definition 13. Consider system (3.1) and the signal generator (4.3). Assume $\sigma(\bar{A}(s)) \subset$ $\mathbb{C}_{<0}$, system (3.1) is minimal and suppose Assumptions 9 and 11 hold. Then the system

$$
\begin{equation*}
\dot{\xi}=\sum_{j=0}^{\varrho} F_{j, k} \xi_{\chi_{j}}+\sum_{j=\varrho+1}^{\rho} G_{j, k} u_{\chi_{j}}, \quad \psi=\sum_{j=0}^{d} H_{j, k} \xi_{\chi_{j}} \tag{4.23}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, \psi(t) \in \mathbb{R}, F_{j, k} \in \mathbb{R}^{\nu \times \nu}$ for $j=0, \ldots, \varrho, G_{j, k} \in \mathbb{R}^{\nu \times 1}$ for $j=\varrho+1, \ldots, \rho$, $H_{j, k} \in \mathbb{R}^{1 \times \nu}$ for $j=0, \ldots, k, \chi_{0}=0$ and $\chi_{j} \in \mathbb{R}_{>0}$ for $j=1, \ldots, \max \{\rho, d\}$, is a model of system (3.1) at $S$ at time $t_{k}$, if there exists a unique solution $P_{k}$ of the equation

$$
\begin{equation*}
\sum_{j=0}^{\varrho} F_{j, k} P_{k} e^{-S \chi_{j}}-P_{k} S=-\sum_{j=\varrho+1}^{\rho} G_{j, k} L e^{-S \chi_{j}} \tag{4.24}
\end{equation*}
$$

such that

$$
\begin{equation*}
\widetilde{C \Pi}_{k}=\sum_{j=0}^{d} H_{j, k} P_{k} e^{-S \chi_{j}} \tag{4.25}
\end{equation*}
$$

where $\widetilde{\overline{C \Pi}}_{k}$ is the solution of (4.14).
Proposition 7. Let $\bar{F}_{k}(s)=\sum_{j=0}^{\varrho} F_{j, k} e^{-s \chi_{j}}$ and select $P_{k}=I$ for all $k \geq 0$. If $\sigma\left(\bar{F}_{k}(s)\right) \cap$ $\sigma(S)=\emptyset$ for all $k \geq 0$, then the model

$$
\begin{align*}
\dot{\xi} & =\left(S-\sum_{j=\varrho+1}^{\rho} G_{j, k} L e^{-S \chi_{j}}-\sum_{j=1}^{\varrho} F_{j, k} e^{-S \chi_{j}}\right) \xi+\sum_{j=1}^{\varrho} F_{j, k} \xi_{\chi_{j}}+\sum_{j=\varrho+1}^{\rho} G_{j, k} u_{\chi_{j}} \\
\psi & =\left(\widetilde{C \Pi}_{k}-\sum_{j=1}^{d} H_{j, k} e^{-S \chi_{j}}\right) \xi+\sum_{j=1}^{d} H_{j, k} \xi_{\chi_{j}} \tag{4.26}
\end{align*}
$$

is a model of system (3.1) at $S$ for all $t_{k}$.
The result is a consequence of Definition 13 and Chapter 3.

### 4.2.5 Properties of the exponentially converging models

In Chapters 2 and 3, see also [3,10], we have studied the problem of enforcing additional properties and constraints on the reduced order model. In this section we go through these properties to determine if, and under which conditions, they hold for the models (4.22) and (4.26).

## Matching with prescribed eigenvalues

Consider system (4.22) and the problem of determining at every $k$ the matrix $G_{k}$ such that $\sigma\left(F_{k}\right)=\left\{\lambda_{1, k}, \ldots, \lambda_{\nu, k}\right\}$ for some prescribed values $\lambda_{i, k}$. The solution of this problem is well-known and consists in selecting $G_{k}$ such that

$$
\sigma\left(S-G_{k} L\right)=\sigma\left(F_{k}\right)
$$

This is possible for every $k$ and for all $\lambda_{i, k} \notin \sigma(S)$ and note that $G_{k}$ is independent from the estimate $\widetilde{C \Pi}_{k}$. Note also that by observability of $(L, S), G_{k}$ is unique at every $k$.

## Matching with interpolation at $2 \nu$ points

Let $S_{a} \in \mathbb{R}^{\nu \times \nu}$ and $S_{b} \in \mathbb{R}^{\nu \times \nu}$ be two non-derogatory matrices such that $\sigma\left(S_{a}\right) \cap \sigma\left(S_{b}\right)=\emptyset$ and let $L_{a b}$ be such that the pairs $\left(L_{a b}, S_{a}\right)$ and $\left(L_{a b}, S_{b}\right)$ are observable. Let $\widetilde{C \Pi}_{a, k}=\widetilde{C \Pi}_{k}$ computed with (4.14) with $L=L_{a b}$ and $S=S_{a}$, and let $\widetilde{C \Pi}_{b, k}=\widetilde{C \Pi}_{k}$ computed with (4.14) with $L=L_{a b}$ and $S=S_{b}$. Consider system (4.26) with $\varrho=1, \rho=3, d=1$,
$\chi_{2}=0$ and the problem of determining $F_{1, k}$ and $H_{1, k}$ such that system (4.26) is a model of system (3.1) at $S_{a}$ and $S_{b}$ at time $t_{k}$. This problem is solved for every $k$ by the selection (see Proposition 4)

$$
\begin{align*}
& F_{1, k}=\left(S_{b}-S_{a}-G_{3, k}\left(e^{-S_{b} \chi_{3}}-e^{-S_{a} \chi_{3}}\right)\right)\left(e^{-S_{b} \chi_{1}}-e^{-S_{a} \chi_{1}}\right)^{-1}, \\
& F_{0, k}=S_{a}-G_{2, k} L_{a b}-G_{3, k} L_{a b} e^{-S_{a} \chi_{3}}-F_{1, k} e^{-S_{a} \chi_{1}}, \\
& H_{1, k}=\left(\widetilde{C \Pi}_{b, k}-\widetilde{C \Pi}_{a, k}\right)\left(e^{-S_{b} \chi_{1}}-e^{-S_{a} \chi_{1}}\right)^{-1},  \tag{4.27}\\
& H_{0, k}=\widetilde{C \Pi}_{a, k}-H_{1} e^{-S_{a} \chi_{1}},
\end{align*}
$$

which belongs to the family (4.26) for any $G_{2, k}$ and $G_{3, k}$ such that $\sigma\left(\bar{F}_{k}(s)\right) \cap \sigma(S)=\emptyset$.

## Matching with prescribed relative degree, matching with prescribed zeros,

 matching with compartmental constraintsThese problems can be solved at each $k$ as detailed in Chapter 2 if and only if

$$
\operatorname{rank}\left[\begin{array}{c}
s I-S  \tag{4.28}\\
\widetilde{C \Pi}_{k}
\end{array}\right]=n,
$$

for all $s \in \sigma(S)$ at $k$. Even though the asymptotic value of $\widetilde{C \Pi}_{k}$ satisfies this condition there is no guarantee that the condition holds for all $k$. However, if the condition holds for the asymptotic value, there exists $\bar{k} \gg 0$ such that for all $k \geq \bar{k}$ equation (4.28) holds.

### 4.2.6 Example: A system of order $\boldsymbol{n}=1010$

In this section we apply Algorithm 1 to a system similar to the one used in Section 3.2.9 (see also $[4,5]$ ). The system has order $n=1010$ and it has Bode plot with five peaks. The state space matrices of system (4.1) are given by $A=\operatorname{diag}\left(A_{1}, A_{2}, A_{3}, A_{4}, A_{5}, \bar{A}\right)$, with

$$
A_{i}=\left[\begin{array}{cc}
-1 & a_{i} \\
-a_{i} & -1
\end{array}\right], \quad \bar{A}=\operatorname{diag}(-1,-2, \ldots,-1000)
$$

$a_{1}=50, a_{2}=100, a_{3}=150, a_{4}=200, a_{5}=400$, and $B^{\top}=C=[\underbrace{10 \ldots 10}_{10 \text { times }} \underbrace{1 \ldots 1}_{1000 \text { times }}]$. The matrices of the signal generator (4.3) have been selected as $S=$ $\operatorname{diag}\left(0, S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, \bar{S}\right)$, with $S_{1}=A_{1}+I, S_{2}=0.5 S_{1}, S_{3}=1.5 S_{1}, S_{4}=2 S_{1}$,


Figure 4.1: Bode plot of the system (solid/blue line), of the reduced order model at $t_{12803}=8 s$ (dotted/red line), of the reduced order model at $t_{22334}=14 s$ (dashdotted/cyan line) and of the reduced order model at $t_{39873}=25 \mathrm{~s}$ (dashed/black line). The circles indicate the interpolation points.


Figure 4.2: The colored mesh represents the magnitude of the transfer function of the reduced order model as a function of $t_{k}$, with $8 \leq t_{k} \leq 14 \mathrm{~s}$. The solid/black line indicates the magnitude of the transfer function of the reduced order model for the exact moments $C \Pi$.


Figure 4.3: The grey mesh represents the phase of the transfer function of the reduced order model as a function of $t_{k}$, with $8 \leq t_{k} \leq 14 \mathrm{~s}$. The solid/red line indicates the phase of the transfer function of the reduced order model for the exact moments $C \Pi$.
$S_{5}=4 S_{1}$ and

$$
\bar{S}=\left[\begin{array}{cc}
\frac{1}{5} S_{1} & I \\
0 & \frac{1}{5} S_{1}
\end{array}\right]
$$

to interpolate the moments at 0 and close to the five frequency peaks.
A reduced order model (4.22) at time $t_{k}$ has been constructed assigning the eigenvalues of $F_{k}$. Fig. 4.1 shows the Bode plot of the system (solid/blue line), of the reduced order model at $t_{12803}=8 s$ (dotted/red line), of the reduced order model at $t_{22334}=14 s$ (dashdotted/cyan line) and of the reduced order model at $t_{39873}=25 \mathrm{~s}$ (dashed/black line). Note that the frequencies of interest, indicated with circles, are interpolated already at $t_{12803}=8 s$. We see also that the error between the reduced order model and the system decreases as $t_{k}$ increases and that at $t_{39873}=25 \mathrm{~s}$ the frequency responses of the reduced order model and the system match over a wide range of frequencies. The surface in Fig. 4.2 (4.3, respectively) represents the magnitude (phase, respectively) of the transfer function of the reduced order model as a function of $t_{k}$, with $8 \leq t_{k} \leq 14 \mathrm{~s}$. The solid/black (solid/red, respectively) line indicates the magnitude (phase, respectively) of the transfer
function of the reduced order model for the exact moments $C \Pi$. The figures show how the approximated magnitude and phase of model (4.22) at $S$ of system (4.1) evolve over time and approach the respective quantities of the exact reduced order model as $t_{k} \rightarrow \infty$. The approximated and actual Bode plot are indistinguishable at $t_{k}=25 \mathrm{~s}$, but the figures are sliced at $t_{k}=14$ to show the detail of the initial convergence, when the Bode plot changes more swiftly. Note also that we have tested different color schemes to ease the individuation of the evolution of the two graphs. This resulted in the two different codings used in Fig. 4.2 and 4.3.

### 4.3 Nonlinear (time-delay) systems

For the sake of convenience we report here the equations of system (2.20), namely

$$
\begin{equation*}
\dot{x}=f(x, u), \quad y=h(x), \tag{4.29}
\end{equation*}
$$

of the signal generator (2.21), namely

$$
\begin{equation*}
\dot{\omega}=s(\omega), \quad u=l(\omega), \tag{4.30}
\end{equation*}
$$

and the partial differential equation (2.23), namely

$$
\begin{equation*}
\frac{\partial \pi}{\partial \omega} s(\omega)=f(\pi(\omega), l(\omega)) \tag{4.31}
\end{equation*}
$$

which will be used through the chapter. The quantities appearing in the equations retain their original meaning.

### 4.3.1 On-line moment estimation from data

Solving equation (4.31) with respect to the mapping $\pi$ is a difficult task even when there is perfect knowledge of the dynamics of the system, i.e. the mapping $f$. When $f$ is not known equation (4.31) may be solved numerically requiring information on the state of the system. In practice, this is usually not the case and only the output $y$ is available, with the consequence that also the mapping $h$ has to be known.
Note that given the exponential stability hypothesis on the system and Theorem 3, the
equation

$$
\begin{equation*}
y(t)=h(\pi(\omega(t)))+\varepsilon(t) \tag{4.32}
\end{equation*}
$$

where $\varepsilon(t)$ is an exponentially decaying signal, holds. We introduce the following assumption.

Assumption 12. The mapping $h \circ \pi$ belongs to the function space identified by the family of continuous basis functions $\varphi_{j}: \mathbb{R}^{\nu} \rightarrow \mathbb{R}$, with $j=1, \ldots, M$ ( $M$ may be $\infty$ ), i.e. there exist $\pi_{j} \in \mathbb{R}$, with $j=1, \ldots, M$, such that

$$
h(\pi(\omega))=\sum_{j=1}^{M} \pi_{j} \varphi_{j}(\omega),
$$

for any $\omega$.

Let

$$
\begin{aligned}
\Gamma & =\left[\begin{array}{llll}
\pi_{1} & \pi_{2} & \ldots & \pi_{N}
\end{array}\right] \\
\Omega(\omega(t)) & =\left[\begin{array}{llll}
\varphi_{1}(\omega(t)) & \varphi_{2}(\omega(t)) & \ldots & \varphi_{N}(\omega(t))
\end{array}\right]^{\top}
\end{aligned}
$$

with $N \leq M$. Using a weighted sum of basis functions, equation (4.32) can be written as

$$
\begin{equation*}
y(t)=\sum_{j=1}^{N} \pi_{j} \varphi_{j}(\omega(t))+e(t)+\varepsilon(t)=\Gamma \Omega(\omega(t))+e(t)+\varepsilon(t), \tag{4.33}
\end{equation*}
$$

where $e(t)=\sum_{N+1}^{M} \pi_{j} \varphi_{j}(\omega(t))$ is the error resulting by stopping the summation at $N$. Consider now the approximation

$$
\begin{equation*}
y(t) \approx \sum_{j=1}^{N} \widetilde{\pi}_{j} \varphi_{j}(\omega(t))=\widetilde{\Gamma} \Omega(\omega(t)) \tag{4.34}
\end{equation*}
$$

which neglects the approximation error $e(t)$ and the transient error $\epsilon(t)$. Let $\Gamma_{k}$ be an on-line estimate of the matrix $\Gamma$ computed at $T_{k}^{w}$, namely computed at the time $t_{k}$ using the last $w$ instants of time $t_{i}$ assuming that $e(t)$ and $\epsilon(t)$ are known. Since this is not the case in practice, define $\widetilde{\Gamma}_{k}=\left[\begin{array}{llll}\widetilde{\pi}_{1} & \widetilde{\pi}_{2} & \ldots & \widetilde{\pi}_{N}\end{array}\right]$ as the approximation, in the sense of (4.34), of the estimate $\Gamma_{k}$. Finally we can compute this approximation as follows.

Theorem 16. Define the time-snapshots $\widetilde{U}_{k} \in \mathbb{R}^{w \times N}$ and $\widetilde{\Upsilon}_{k} \in \mathbb{R}^{w}$ as

$$
\widetilde{U}_{k}=\left[\begin{array}{llll}
\Omega\left(\omega\left(t_{k-w+1}\right)\right) & \ldots & \Omega\left(\omega\left(t_{k-1}\right)\right) & \Omega\left(\omega\left(t_{k}\right)\right)
\end{array}\right]^{\top}
$$

and

$$
\widetilde{\Upsilon}_{k}=\left[\begin{array}{llll}
y\left(t_{k-w+1}\right) & \ldots & y\left(t_{k-1}\right) & y\left(t_{k}\right)
\end{array}\right]^{\top} .
$$

If $\widetilde{U}_{k}$ is full rank, then

$$
\begin{equation*}
\operatorname{vec}\left(\widetilde{\Gamma}_{k}\right)=\left(\widetilde{U}_{k}^{\top} \widetilde{U}_{k}\right)^{-1} \widetilde{U}_{k}^{\top} \widetilde{\Upsilon}_{k}, \tag{4.35}
\end{equation*}
$$

is an approximation of the estimate $\Gamma_{k}$
To ensure that the approximation is well-defined for all $k$, we give an assumption in the spirit of persistency of excitation.

Assumption 13. For any $k \geq 0$, there exist $\bar{K}>0$ and $\alpha>0$ such that the elements of $T_{k}^{K}$, with $K>\bar{K}$, are such that

$$
\frac{1}{K} \widetilde{U}_{k}^{\top} \widetilde{U}_{k} \geq \alpha I
$$

Note that if Assumption 13 holds (see [143] for a similar argument), $\widetilde{U}_{k}^{\top} \widetilde{U}_{k}$ is full rank. To ease the notation we introduce the following definition.

Definition 14. The estimated moment of system (4.29) is defined as

$$
\begin{equation*}
{\widetilde{h \circ} \pi_{N, k}}=\widetilde{\Gamma}_{k} \widetilde{U}_{k} \tag{4.36}
\end{equation*}
$$

with $\widetilde{\Gamma}_{k}$ computed with (4.35).
An equivalent of Theorem 15 can be formulated in the nonlinear framework. The recursive least-square algorithm is obtained with $\Omega\left(\omega\left(t_{k}\right)\right)$ playing the role of $\omega\left(t_{k}\right), \widetilde{U}_{k}$ playing the role of $\widetilde{R}_{k}$ and $\widetilde{\Gamma}_{k}$ playing the role of $\widetilde{C \Pi}_{k}$, namely

$$
\begin{align*}
\operatorname{vec}\left(\widetilde{\Gamma}_{k}\right)=\operatorname{vec}\left(\widetilde{\Gamma}_{k-1}\right) & +\Phi_{k} \Omega\left(\omega\left(t_{k}\right)\right)\left(y\left(t_{k}\right)-\Omega\left(\omega\left(t_{k}\right)\right)^{\top} \operatorname{vec}\left(\widetilde{\Gamma}_{k-1}\right)\right)  \tag{4.37}\\
& -\Phi_{k} \Omega\left(\omega\left(t_{k-w}\right)\right)\left(y\left(t_{k-w}\right)-\Omega\left(\omega\left(t_{k-w}\right)\right)^{\top} \operatorname{vec}\left(\widetilde{C \Pi}_{k-1}\right)\right)
\end{align*}
$$

with $\Phi_{k}=\left(\widetilde{U}_{k}^{\top} \widetilde{U}_{k}\right)^{-1}$ and $\Psi_{k}=\left(\widetilde{U}_{k-1}^{\top} \widetilde{U}_{k-1}+\Omega\left(\omega\left(t_{k}\right)\right) \Omega\left(\omega\left(t_{k}\right)\right)^{\top}\right)^{-1}$.
Remark 28. Similarly, Algorithm 1 can be adapted to the present scenario, with straightforward variations, to determine the approximation $\widetilde{h \circ}_{N, k}$.


Figure 4.4: Steady-state average heartbeat for five iteration of the experiment for velocities from 1 to $10.5 \mathrm{~km} / \mathrm{h}$ (top graph) and inclines from 0 to 8 (bottom graph).

Theorem 17. Suppose Assumptions 1, 2, 12 and 13 hold. Then

$$
\lim _{t \rightarrow \infty}\left(h(\pi(\omega(t)))-\lim _{N \rightarrow M}{\left.\widetilde{h \circ} \pi_{N, k}(\omega(t))\right)=0 . . . ~}_{\text {. }}\right.
$$

Proof. Assumption 13 guarantees that the approximation $\widetilde{\Gamma}_{k}$ is well-defined for all $k$, whereas Assumptions 1 and 2 guarantee that Theorem 3 holds and thus that $h \circ \pi$ is welldefined. The quantity $\left\|\varepsilon\left(t_{k}\right)\right\|$ vanishes exponentially to zero by Assumption 2 . Hence, by Assumption 12, $\lim _{N \rightarrow M} \widetilde{h \circ}^{N, k}(\omega(t))$ converges to $h(\pi(\omega(t)))$.

Remark 29. The framework presented here to approximate the moment of nonlinear systems exploits the estimation techniques based on basis functions. However, note that the results of the following sections hold also when the estimation techniques used to approximate $h \circ \pi$ are different. In fact, the approach based on basis functions should be considered as an example used to formalize the results of the chapter.

### 4.3.2 Experiment: nonlinear moment of the average heartbeat model

An experiment has been carried out to illustrate how to estimate the moment of a nonlinear system in a practical example. A test subject ran on a treadmill starting from a resting


Figure 4.5: Estimated moment of the average heartbeat (solid line) and validation dataset (circles) for the velocity experiment (top graph) and for the incline experiment (bottom graph).
position. In the first experiment a certain constant speed (from 1 to $10.5 \mathrm{~km} / \mathrm{h}$ ) has been set and the subject ran at that speed for a period of time sufficient to make his average heartbeat constant. This value corresponds to the steady-state response of his average heartbeat for a constant input speed, i.e. $\dot{\omega}=0$. The experiment has been iterated five times and the measured steady-state average heartbeat values for different constant velocities are shown in the top graph of Fig. 4.4. In the second experiment, the incline (from option 0 to 8 ) of the treadmill has been considered as a constant input (for all the incline options the speed has been kept constant to $8 \mathrm{~km} / \mathrm{h}$ ). The steady-state average values of the heartbeat are shown in the bottom graph of Fig. 4.4. Also this experiment has been iterated five times. A polynomial fitting of the data gives the estimated moment

$$
\begin{aligned}
\widetilde{h \circ}_{9, \eta}(\omega)= & -0.0003578 \omega^{8}+0.01431 \omega^{7}-0.2233 \omega^{6}+1.682 \omega^{5}-5.852 \omega^{4}+4.429 \omega^{3} \\
& +24.44 \omega^{2}-54.66 \omega+100.2,
\end{aligned}
$$

for the velocity experiment and

$$
\widetilde{h \circ}_{4, \eta}(\omega)=0.1169 \omega^{3}-1.63 \omega^{2}+11.86 \omega+114.1
$$

for the incline experiment. Note that the basis functions for the first experiment are the polynomials of order eight, whereas the basis functions for the second experiment are the polynomials of order three. Instead of using (4.35), the fitting has been performed with the function fit of MATLAB ${ }^{\text {TM }}$ directly using the steady-state values. Fig. 4.5 shows the estimated moment in blu/solid line and a validation set of data, indicated with circles, taken from a sixth iteration of the experiment for the velocity experiment (top graph) and the incline experiment (bottom graph). Then the estimated moment can be used to obtain a reduced order model as defined in the following section.

### 4.3.3 Families of reduced order models

Using the approximation given by (4.36) a reduced order model of system (4.29) can be defined at each instant of time $t_{k}$.

Definition 15. Consider system (4.29) and the signal generator (4.30). Suppose Assumptions $1,2,12$ and 13 hold. Then the system

$$
\begin{equation*}
\dot{\xi}=\phi_{k}(\xi, u), \quad \psi=\kappa_{k}(\xi) \tag{4.38}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, u(t) \in \mathbb{R}, \psi(t) \in \mathbb{R}$ and $\phi_{k}$ and $\kappa_{k}$ smooth mappings, is a model of system (4.29) at $(s, l)$ at time $t_{k}$, i.e. system (4.38) has the same moment of system (4.29) at $(s, l)$, if the equation

$$
\begin{equation*}
\frac{\partial p_{k}}{\partial \omega} s(\omega)=\phi_{k}\left(p_{k}(\omega), l(\omega)\right) \tag{4.39}
\end{equation*}
$$

has a unique solution $p_{k}$ such that

$$
\begin{equation*}
{\widetilde{h \circ} \pi_{N, k}(\omega)}=\kappa_{k}\left(p_{k}(\omega)\right) \tag{4.40}
\end{equation*}
$$

where $\widetilde{h \circ \pi_{N, k}}(\omega)$ is obtained by (4.35).

Proposition 8. Let $\delta_{k}$ be such that, for all $k \geq 0$,

$$
\frac{\partial p_{k}}{\partial \omega} s(\omega)=s\left(p_{k}(\omega)\right)-\delta_{k}\left(p_{k}(\omega)\right) l\left(p_{k}(\omega)\right)+\delta_{k}\left(p_{k}(\omega)\right) l(\omega)
$$

has the unique solution $p_{k}(\omega)=\omega$ and select $\kappa_{k}(\omega)=\widetilde{h \circ}_{N, k}(\omega)$. Then the system described by the equations

$$
\begin{align*}
\dot{\xi} & =s(\xi)-\delta_{k}(\xi) l(\xi)+\delta_{k}(\xi) u  \tag{4.41}\\
\psi & =\widetilde{h \circ} \circ_{N, k}(\xi)
\end{align*}
$$

is a model of system (4.29) at $(s, l)$ for all $t_{k}$.

The result is a consequence of Definition 15 and Chapter 2.

Remark 30. Similarly to the linear case (see Section 4.2.5), the conditions given in Chapter 2 to enforce additional properties upon the reduced order model can be adapted to hold in the present scenario.

### 4.3.4 Nonlinear time-delay systems

The results developed so far can be extended to nonlinear time-delay systems. In fact, since the output $y(t)$ of system (3.32) can be described by the equation (4.33), Theorem 17 holds for the nonlinear time-delay system (3.32). For ease of notation we consider only one delay in the state and one delay in the input.

Definition 16. Consider system (3.32) and the signal generator (4.30). Suppose Assumptions $1,6,12$ and 13 hold. Then the system

$$
\begin{equation*}
\dot{\xi}=\phi_{k}\left(\xi, \xi_{\chi_{1}}, u, u_{\chi_{2}}\right), \quad \psi=\kappa_{k}(\xi) \tag{4.42}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, u(t) \in \mathbb{R}, \psi(t) \in \mathbb{R}, \chi_{j} \in \mathbb{R}_{>0}$ with $j=1,2$ and $\phi_{k}$ and $\kappa_{k}$ smooth mappings, is a model of system (3.32) at $(s, l)$ at time $t_{k}$, i.e. system (4.42) has the same moment of system (3.32) at $(s, l)$, if the equation

$$
\begin{equation*}
\frac{\partial p_{k}}{\partial \omega} s(\omega)=\phi_{k}\left(p_{k}(\omega), p_{k}\left(\bar{\omega}_{\chi_{1}}\right), l(\omega), l\left(\bar{\omega}_{\chi_{2}}\right)\right) \tag{4.43}
\end{equation*}
$$



Figure 4.6: The functions $h(\pi(\omega))$ (solid line) and $\widetilde{h \circ \pi}(\omega)$ (dotted line) for $\omega \in(0,0.9]$. The seven data points are represented by squares.
has a unique solution $p_{k}$ such that

$$
\begin{equation*}
{\widetilde{h \circ} \pi_{N, k}(\omega)=\kappa_{k}\left(p_{k}(\omega)\right), ~}_{\text {and }} \tag{4.44}
\end{equation*}
$$

where $\widetilde{h \circ \pi_{N, k}}(\omega)$ is obtained by (4.35).

### 4.3.5 Example: approximated nonlinear model of the Ćuk converter

In this section we illustrate the results of the chapter by means of two examples. Both examples are based on the averaged model of the DC-to-DC Ćuk converter [156]. We begin obtaining a scalar reduced order model which achieves moment matching at zero. In this case the exact expression of the mapping $h \circ \pi$ is known and we can compare it directly with the approximation obtained from a polynomial expansion. In the second part of the section we obtain a planar reduced order model with nonlinear state dynamics using an input generated by a nonlinear mapping $l$. In this case the exact expression of the mapping $\pi$ is not known and the results of the chapter are used to obtain an approximation of the mapping $h \circ \pi$.



Figure 4.7: Top: time histories of the output of system (4.45) (solid line) and of the reduced order model (dotted line) for the set of input given by $\omega$ equal to $0.35,0.85$, $0.75,0.55,0.33,0.15$ and 0.45 . Bottom: error between the two outputs.

Table 4.1: Parameters of the model of the DC-to-DC Ćuk converter [156]

| $L_{1}=10 \mathrm{mH}$ | $L_{3}=10 \mathrm{mH}$ | $C_{2}=22 \mu \mathrm{~F}$ |
| :--- | :---: | :---: |
| $C_{4}=22 \mu \mathrm{~F}$ | $E=12 \mathrm{~V}$ | $G=0.0447 \mathrm{~S}$ |

The averaged model of the DC-to-DC Ćuk converter is given by the equations [156]

$$
\begin{align*}
L_{1} \dot{x}_{1} & =-(1-u) x_{2}+E, & & C_{2} \dot{x}_{2}=(1-u) x_{1}+u x_{3} \\
L_{3} \dot{x}_{3} & =-u x_{2}-x_{4}, & & C_{4} \dot{x}_{4}=x_{3}-G x_{4}  \tag{4.45}\\
y & =x_{4} & &
\end{align*}
$$

where $x_{1}(t) \in \mathbb{R}_{\geq 0}$ and $x_{3}(t) \in \mathbb{R}_{\leq 0}$ describe the currents, $x_{2}(t) \in \mathbb{R}_{\geq 0}$ and $x_{4}(t) \in \mathbb{R}_{\leq 0}$ the voltages, $L_{1}, C_{2}, L_{3}, E$ and $G$ positive parameters and $u(t) \in(0,1)$ a continuous control signal which represents the slew rate of a pulse width modulation circuit used to control the switch position in the converter. In the remaining of the chapter we used the numerical values given in [156], reported in Table 4.1, to simulate system (4.45).

## Moment at zero

In [3], a scalar reduced order model of system (4.45) achieving moment matching at zero has been given. It has been shown that the moment of the system is described by

$$
h(\pi(\omega))=E \frac{\omega}{\omega-1} .
$$

We simulated system (4.45) with $u=\omega(0)$, where $\omega(0)$ switched every 0.05 s between the values of $0.2,0.3,0.4,0.5,0.6,0.7$ and 0.8 . We have then applied the results of the chapter selecting the horizon length $w$ equal to 1 and fixing the value of $\widetilde{h \circ \pi}(\omega)$ to the one just before the switching time. Then a cubic interpolation has been used to fit the seven points obtained from the simulations. Fig. 4.6 shows the function $h(\pi(\omega))$ (solid line) and the approximation $\widetilde{h \circ \pi}(\omega)$ (dotted line) for values of $\omega \in(0,0.9]$. The seven data points are represented by squares. Note that the approximation is close to the actual moment of the system for $\omega \in(0,0.85]$.

The reduced order model is chosen as a linear system of order $\nu=1$ with eigenvalue equal to -230 (to yield a reduced order model with "response time" comparable to the one of the system). The top plot in Fig. 4.7 shows the time histories of the output of system (4.45) (solid line) and of the reduced order model (dotted line) for the set of inputs given by $\omega$ equal to $0.35,0.85,0.75,0.55,0.33,0.15$ and 0.45 . Note that no one of these values is one of the seven data points. The error between the two outputs is shown in the bottom graph of Fig. 4.7. The figure shows an overall good approximation of system (4.45). The error is comparable with the one shown in the simulation in [3] and it is due to the transient error $\varepsilon(t)$ caused by approximating a four dimensional nonlinear system with a scalar model.

## Planar reduced order model

In the previous example the approximated moment of the system has been compared with the exact mathematical expression. However, the example is very simple since the generator is scalar and the input is constant. In this section we present the case in which the input is generated by the equations

$$
\dot{\omega}_{1}=-75 \omega_{2}, \quad \dot{\omega}_{2}=75 \omega_{1}, \quad u=\max \left(0.15, \frac{1}{2}\left(\omega_{1} \omega_{2}+\omega_{1}^{3}+\frac{1}{2}\right)\right) .
$$



Figure 4.8: Surface obtained from the data points computed with $\omega(t)$ and $y(t)$.

Note that this produces a positive input signal with higher order harmonics.
Simulations have been carried out with a few values of $\omega(0)$ selected in the set $[0.75,0.75] \times$ $[0.75,0.75]$, which generate inputs $u$ in the set $[0.15,0.93]$. For each simulation, once reached the steady-state, the time-history of $y(t)$ has been extracted over one period and a map between $y(t)$ and each pair $\left(\omega_{1}(t), \omega_{2}(t)\right)$ has been extrapolated. Then the simulation has been repeated for other values of $\omega(0)$. Fig. 4.8 shows the extrapolated $\widetilde{h \circ \pi}(\omega)$. An interesting area is the foremost/blue region of the surface, where the input $u$ is equal to 0.93 . This is close to 1 : for this value the output of the converter becomes negatively unbounded.

We use a two-dimensional polynomial fitting of order five to obtain an analytical expression of the moment for $\omega(0) \in[0.6,0.6] \times[0.6,0.6]$, which generate inputs $u$ in the set ${ }^{2}$

[^8]

Figure 4.9: Top graph: time histories of the output of system (4.45) (solid/blue line) and of the nonlinear reduced order model (dotted/red line) for the input sequence represented in the bottom graph. The switching times are indicated by solid/gray vertical lines. Middle graph: absolute error (dashed/green line) between the two outputs.
[0.15, 0.62], yielding

$$
\begin{align*}
\widetilde{h \circ \pi}(\omega)_{15, \eta}= & -3.781-3.116 \omega_{1}+0.641 \omega_{2}-1.71 \omega_{1}^{2}-9.964 \omega_{1} \omega_{2}-1.243 \omega_{2}^{2}-12.23 \omega_{1}^{2} \omega_{2} \\
& +5.185 \omega_{1} \omega_{2}^{2}-1.764 \omega_{2}^{3}-6.876 \omega_{1}^{2} \omega_{2}^{2}-3.026 \omega_{1} \omega_{2}^{3}+0.8862 \omega_{2}^{4}+14.63 \omega_{1}^{2} \omega_{2}^{3} \\
& -1.709 \omega_{1} \omega_{2}^{4}+1.173 \omega_{2}^{5} \tag{4.46}
\end{align*}
$$

This polynomial approximation fits well the red region of the surface in Fig. 4.8, whereas in the blue region it does not decrease as fast as the actual output of the system. This suggests that the following results can be improved if another fitting function is used.

The reduced order model is chosen as in Proposition 8, with $\delta_{\eta}=220\left[\begin{array}{ll}1 & 1\end{array}\right]^{\top}$, namely

$$
\begin{aligned}
\dot{\xi}_{1} & =75 \xi_{2}+220\left(u-\max \left(0.15, \frac{1}{2}\left(\xi_{1} \xi_{2}+\xi_{1}^{3}+\frac{1}{2}\right)\right)\right) \\
\dot{\xi}_{2} & =-75 \xi_{1}+220\left(u-\max \left(0.15, \frac{1}{2}\left(\xi_{1} \xi_{2}+\xi_{1}^{3}+\frac{1}{2}\right)\right)\right) \\
\psi & =\widetilde{h \circ \pi}(\xi)_{15, \eta}
\end{aligned}
$$

The top graph in Fig. 4.9 shows the time histories of system (4.45) (solid/blue line) and of the reduced order model (dotted/red line) for the input sequence represented in the bottom graph. The input is obtained switching $\omega(0)$ every 0.5 s (the switching times are indicated by solid/gray vertical lines). $\omega(0)$ takes, in order, the values of $(-0.45,-0.45)$, $(-0.25,-0.45),(0.15,0.05)$ and $(0.5,0.5)$. The middle graph in Fig. 4.9 shows the absolute error (dashed/green line) between the two outputs. We note that the larger absolute error is in the third and fourth simulation. In the third, the error is due to poor transient performance and the problem could be alleviated with a selection of $\delta_{\eta}$ as a function of $\xi$. The poor approximation for the fourth input is caused by the fact that the input signal lives at the edge of the area approximated by (4.46), where $\widetilde{h \circ \pi}(\omega)$ is not well-fitted.

### 4.4 Conclusion

We have presented a theoretical framework and a collection of techniques to obtain reduced order models by moment matching from input/output data for linear (time-delay) systems and nonlinear (time-delay) systems. The approximations proposed in the chapter have been exploited to construct families of reduced order models. We have shown that these models asymptotically match the moments of the unknown system to be reduced. Conditions to enforce additional properties upon the reduced order model have been discussed. The use of the algorithm is illustrated by several examples, experimental and simulated.

## Chapter 5

## Model reduction of power systems with preservation of physical properties

### 5.1 Introduction

Since the mathematical models used to describe power systems can easily have hundreds of states, inputs and outputs, the simulation of power systems for dynamic analysis, trajectory sensitivity analysis and control design is a computationally intensive task. Hence, the model reduction problem, some times also referred to as the problem of dynamic equivalencing in the power and energy community [157], is central to modern research on power systems. At the basis of the use of dynamic equivalencing in power systems there is the idea of distinguishing between a study area, the description of which is maintained in full detail, and an external area, consisting of the remaining part of the network, which is reduced. The study area can be precisely analyzed and controlled while still considering the interaction of the interconnection of such area with a less faithful representation of a larger external area. Thus, when doing model reduction of power systems the main aim is not to obtain the best possible approximation, e.g. minimizing an error norm on the frequency response of the system, but having a dynamic behavior of the interconnection between the reduced order model and the study area as close as possible to the one of the original nonlinear power system. In other words, we are interested in the faithful
reproduction of the behavior of the system for a specific class of input signals, neglecting the behavior outside the operating conditions.

Historically, coherency-based methods have been used in model reduction of power systems, see e.g. [158-161]. These methods are based on the physical properties of the electrical machines connected to the network. The idea is to find coherent generators, i.e. machines which behave similarly when the same input is applied. Once coherent generators are identified a dynamic equivalent generator is used to replace them. In recent years, the power systems community has started to be interested in reduction techniques based on mathematical properties instead of physical ones. One of the reasons of this interest is the flexibility of having a reduction technique that is not based on the physics of the generators and, as a consequence, the possibility of reducing networks with renewable energy sources. Among these methods, balanced truncation and Krylov projectors have been successfully used in power systems reduction, see e.g. [157, 162, 163]. However, the real applicability of the reduced order models obtained with mathematical methods is limited by the fact that the preservation of some physical characteristics, such as some specific modes, is of paramount importance for applications in power systems. Poorly damped modes, also called electromechanical modes [164], are important in the small-signal stability analysis of a power system since they are responsible for most of the oscillating behavior. Similarly, slow modes characterize how fast the response of the system reaches the steady-state. While previous attempts to maintain these modes are essentially ad hoc, since with the classical Krylov methods it is very hard to preserve a certain set of eigenvalues, the problem of assigning a prescribed set of modes has been solved with the approach reported in Chapter 2, see also [3].

The first contribution of this chapter is the validation of the model reduction techniques presented in Chapter 2 and the study of the behavior of the obtained reduced order models. In particular, the methods have been used to assign arbitrary eigenvalues to the reduced order model, i.e. maintaining slow and poorly damped modes. In this chapter it is shown that it is not necessary to increase the order of the reduced order model to improve the quality of the approximation of the system: to achieve this goal it may be sufficient to select a different set of eigenvalues to be preserved in the reduced order model. More-
over, it is also shown that increasing the order of the reduced model gives no guarantee of improving significantly the quality of the approximation if a wrong set of eigenvalues is preserved.

The second contribution of the chapter consists in extending the techniques given in Chapters 2 and 4 to multi-input, multi-output (MIMO) systems. Power systems are not only described by a large number of states, they also have a high number of inputs and outputs. To deal with this, we discuss the so-called tangential interpolation problem which is used in the model reduction of MIMO systems. An algorithm to approximate the tangential directions is given and connections with the literature are drawn. Since classical efficient Krylov algorithms suffer the usual drawback of not preserving specific modes, we present a low computational complexity algorithm for the model reduction of MIMO systems which is able to preserve specific properties. This algorithm is a MIMO version of the algorithm presented in Chapter 4. The algorithm, exploiting the inputs and outputs of the system instead of operations on large matrices, offers a computationally efficient method to approximate MIMO reduced order models. The simulation section illustrates the performance of the algorithm, the design of the reduced order model and the dynamic behavior of the interconnection of the study area with the approximated model.

The rest of the chapter is organized as follows. In Section 5.2 we introduce the problem of the reduction of MIMO systems. In Section 5.3 we derive the algorithm for the approximation of the moments of MIMO systems. In Section 5.4.1 we describe the nonlinear model which represents the study area of the power system and the linear model which represents the external area. In Section 5.4.2 the NETS-NYPS benchmark system is described. In Section 5.4.3 an heuristic to approximate the tangential directions is given. In Section 5.4.4 the reduced order model is designed. In Section 5.4.5 the use of the algorithm is illustrated and in Section 5.4.6 the fault response of the interconnection between the study area and the reduced order model is simulated. In this section we also perform a study of the importance of preserving the correct set of modes versus increasing the order of the reduced order model.

All the results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference paper [14] and in the journal
paper [15].

### 5.2 Model Reduction of MIMO Systems

Consider a linear MIMO, continuous-time, system described by the equations

$$
\begin{equation*}
\dot{x}=A x+B u, \quad y=C x \tag{5.1}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}, y(t) \in \mathbb{R}^{p}, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{p \times n}$. Let $W(s)=C(s I-A)^{-1} B: \mathbb{C} \mapsto \mathbb{C}^{p \times m}$ be the associated transfer function and assume that (5.1) is minimal. If we characterize the moments of this MIMO system as in Definition 1, we have $m p \nu$ interpolation conditions (the $m p$ components of $W$ at $\nu$ points), whereas the dimensions of $C \Pi$ is only $p \nu$. While a possible solution to this problem is to inflate the order of the reduced order model, this substantially increases the dimension of the model and the reduction may even no longer make sense if $m \nu \geq n$, which is a likely situation in the analysis of power systems. A workaround to this drawback consists in "merging" some of the conditions together. However, the merging of the interpolation conditions has to be done in a specific way to preserve the information of the original individual moments. This is the idea behind the tangential interpolation approach, initially proposed in [165]. The tangential interpolation approach can be embedded in the framework we have presented with the following definition.

Definition 17. Let $s_{i} \in \mathbb{C} \backslash \sigma(A)$ and $l_{i} \in \mathbb{R}^{m \times 1}$. The $k$-moment of system (5.1) at $s_{i}$ along $l_{i}$ is the complex number

$$
\eta_{k}\left(s_{i}\right)=\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}} C(s I-A)^{-1} B\right]_{s=s_{i}} l_{i},
$$

with $k \geq 0$ integer.
Hence, the moment matching conditions become $[63,120]$

$$
\begin{equation*}
\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}} W(s)\right]_{s=s_{i}} l_{i}=\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}} \hat{W}(s)\right]_{s=s_{i}} l_{i}, \tag{5.2}
\end{equation*}
$$

with $i=1, \ldots, \nu$, where $\hat{W}(s)$ is the transfer function of the reduced order model.

Remark 31. The $p \nu$ tangential interpolation conditions (5.2) are weaker than the original $p m \nu$ matching conditions. Since this approach consists in replacing $m$ equations with one, the resulting model is not in general as good as a model which interpolates all the $m$ conditions. This is the price to pay to maintain the order of the reduced order model independent from the number of inputs. Moreover, this suggests that the selection of the vectors $l_{i}$ has to be done with care to obtain a reliable reduced order model.

Remark 32. In [162] the authors present the block Krylov approach of [166]. This approach, predating the development of the tangential interpolation theory in [165], inflates the dimension of the reduced order model to satisfy the $p m \nu$ matching conditions. However, the authors have recognized this drawback and, in fact, they do not apply this method in the application part of the paper. In fact, claiming "in order to limit the size of the Krylov subspaces, we consider that the matrix B [...] is the sum of the input matrices" they are applying a single input algorithm on an approximated system. They have also pointed out that "in general, such kind of heuristics for economy in the size of the base [...] does not work well". Interestingly, a theoretical explanation for the poor general performance can be given revisiting their approximated approach in the tangential framework. It can be easily shown that adding the columns of the matrix $B$ corresponds to using moment matching with tangential directions $l_{i}=\left[\begin{array}{lll}1 & \ldots & 1\end{array}\right]^{\top}$. Thus, the performance can be improved selecting different directions.

Exploiting Definition 17, Lemma 2 can be adapted to the MIMO case. Let $S \in \mathbb{R}^{\nu \times \nu}$ be a non-derogatory matrix and $L=\left[l_{1} l_{2} \ldots l_{\nu}\right] \in \mathbb{R}^{m \times \nu}, l_{i} \in \mathbb{R}^{m \times 1}, i=1, \ldots, \nu$, be such that the pair $(L, S)$ is observable. Then the moments of the system along $L$ are in one-to-one relation with $C \Pi$, with $\Pi \in \mathbb{R}^{n \times \nu}$ the unique solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L=\Pi S \tag{5.3}
\end{equation*}
$$

Finally, the family of systems [3]

$$
\begin{equation*}
\dot{\xi}=(S-G L) \xi+G u, \quad \psi=C \Pi \xi, \tag{5.4}
\end{equation*}
$$

with $S-G L \in \mathbb{R}^{\nu \times \nu}, G \in \mathbb{R}^{\nu \times m}$ and $C \Pi \in \mathbb{R}^{p \times \nu}$ contains all the models of dimension $\nu$ interpolating the moments of system (5.1) at $S$ along $L$ if $G$ is such that $\sigma(S) \cap \sigma(S-G L)=$

Ø. Hence, we say that system (5.4) is a model of (5.1) at $S$ along L. System (5.4) is a reduced order model of system (5.1) at $S$ along $L$ if $\nu<n$.

Remark 33. The family of systems (5.4) represents reduced order models of system (5.1) for any matrix $L$, i.e. for any tangential direction. However, as already remarked, the quality of the approximation depends on the choice of $L$. We also note that the tangential directions depend upon the reduced order model and the reduced order model depends upon the tangential directions. Thus, the determination of the directions is a difficult problem.

Remark 34. In the interpolation framework, algorithms have been proposed to approximate iteratively the vectors $l_{i}$, see e.g. [44]. However, these solutions do not allow to select the interpolation points nor to preserve a prescribed set of eigenvalues. While these algorithms may work when specific physical properties are not important, in the case of power systems the preservation of slow and poorly damped modes is important for giving a physical meaning to the reduced order models [14].

### 5.3 A low complexity MIMO algorithm for the computation of the moments

In this section we extended to MIMO systems Algorithm 1 presented in Chapter 4 for the computation of the moments of a SISO system from input/output data. Although the algorithm has been primarily devised to compute the moments when the matrices $A, B, C$ are not available, it has also the advantage of being a computationally fast method for the approximation of the moments of a system. In fact, as already pointed out, for SISO systems the algorithm has a computational complexity of $\mathcal{O}\left(g \nu^{2.373}\right)(g$ is a small scalar that will be defined later), whereas the Arnoldi or Lanczos procedures for the approximation of the moments have a computational complexity of $\mathcal{O}\left(\nu n^{2}\right)$ (both complexities are multiplied by $p$ in the MIMO case).

Remark 35. We do not claim that the algorithm we are presenting here can be used to approximate the moments from actual input/output data of power systems. In fact, for a power system, which is a nonlinear system, we do not have any guarantee on the approximation given by the algorithm when measurements generated by such a nonlinear system are used. However, in addition to propose this algorithm for the fast computation
of the moments, this chapter lays also the foundations to solve the problem of input/output model reduction from real data in two ways: the input/ouput data of a power system can be filtered by means of a linear filter; the nonlinear version of the algorithm proposed in Chapter 4 can be extended to MIMO systems and used with the measured data. However, the use of these methods for the reduction of power systems is not trivial and it would deserve its own dedicated research. For the aims of this chapter, we limit ourself to use the algorithm as a mean to approximate the moments without solving equation (5.3), which is computationally expensive.

Theorem 18. Consider the interconnection of system (5.1) with the signal generator

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad u=L \omega . \tag{5.5}
\end{equation*}
$$

Assume $\sigma(A) \subset \mathbb{C}_{<0}, \sigma(S) \subset \mathbb{C}_{0}$ and that the triple $(L, S, \omega(0))$ is minimal. Let $0 \leq t_{0}<t_{1}<\cdots<t_{k-h}<\cdots<t_{k}<\cdots<t_{q}$, with $h>0$ and $q \geq h$ and $T_{k}^{h}=\left\{t_{k-h+1}, \ldots, t_{k-1}, t_{k}\right\}$ and assume that the elements of $T_{k}^{\nu}$ are such that $\operatorname{rank}\left(\left[\begin{array}{lll}\omega\left(t_{k-\nu+1}\right) & \ldots & \omega\left(t_{k}\right)\end{array}\right]\right)=\nu$ for all $k$. Define the time-snapshots $\widetilde{R}_{k} \in \mathbb{R}^{g \nu \times \nu}$ and $\widetilde{\Upsilon}_{k}^{j} \in \mathbb{R}^{g \nu}$ as

$$
\widetilde{R}_{k}=\left[\begin{array}{llll}
\omega\left(t_{k-w+1}\right) & \ldots & \omega\left(t_{k-1}\right) & \omega\left(t_{k}\right)
\end{array}\right]^{\top}
$$

and

$$
\widetilde{\Upsilon}_{k}^{j}=\left[\begin{array}{llll}
y^{j}\left(t_{k-w+1}\right) & \ldots & y^{j}\left(t_{k-1}\right) & y^{j}\left(t_{k}\right)
\end{array}\right]^{\top},
$$

where $y^{j}\left(t_{i}\right)$ is the $j$-th row of $y\left(t_{i}\right)$. If $g=1$, the matrix $\widetilde{R}_{k}$ has full rank and

$$
\begin{equation*}
\operatorname{vec}\left(\widetilde{C^{j} \Pi_{k}}\right)=\left(\widetilde{R}_{k}^{\top} \widetilde{R}_{k}\right)^{-1} \widetilde{R}_{k}^{\top} \widetilde{\Upsilon}_{k}^{j}, \tag{5.6}
\end{equation*}
$$

is an approximation of $C^{j} \Pi$, with $C^{j}$ the $j$-th row of $C$, i.e. there exists a sequence $\left\{t_{k}\right\}$ such that

$$
\lim _{k \rightarrow \infty}{\widetilde{C^{j}} \Pi_{k}}^{=}=C^{j} \Pi .
$$

Proof. The matrix $\Pi$ defined in equation (5.3) is such that the condition

$$
\begin{equation*}
\left.\dot{x}(t)\right|_{t_{k}}=\Pi S \omega\left(t_{k}\right)+A e^{A t_{k}}\left(x(0)-\Pi_{k} \omega(0)\right) \tag{5.7}
\end{equation*}
$$

holds. Consider the first equation of system (5.1) computed at $t_{k}$, namely

$$
\begin{equation*}
\left.\dot{x}(t)\right|_{t_{k}}=A x\left(t_{k}\right)+B L \omega\left(t_{k}\right) . \tag{5.8}
\end{equation*}
$$

Substituting (5.7) in equation (5.8) yields

$$
\Pi S \omega\left(t_{k}\right)+A e^{A t_{k}}\left(x(0)-\Pi_{k} \omega(0)\right)=A x\left(t_{k}\right)+B L \omega\left(t_{k}\right)
$$

and multiplying on the left-hand side by $C^{j} A^{-1}$ we obtain

$$
C^{j} A^{-1} \Pi S \omega\left(t_{k}\right)+C^{j} e^{A t_{k}}\left(x(0)-\Pi_{k} \omega(0)\right)=C^{j} x\left(t_{k}\right)+C^{j} A^{-1} B L \omega\left(t_{k}\right) .
$$

The matrix $\widetilde{C^{j} \Pi_{k}}$ defined in equation (5.6) is such that

$$
\begin{equation*}
C^{j} x\left(t_{k}\right)=y^{j}\left(t_{k}\right)={\widetilde{C^{j}} \Pi_{k} \omega\left(t_{k}\right), ~}_{\text {rem }} \tag{5.9}
\end{equation*}
$$

which yields

$$
C^{j} A^{-1} \Pi S \omega\left(t_{k}\right)+C^{j} e^{A t_{k}}\left(x(0)-\Pi_{k} \omega(0)\right)=\widetilde{C j}^{j} \Pi_{k} \omega\left(t_{k}\right)+C^{j} A^{-1} B L \omega\left(t_{k}\right)
$$

and

$$
\left({\widetilde{C^{j}} \Pi_{k}}_{k} C^{j} A^{-1}(B L-\Pi S)\right) \omega\left(t_{k}\right)=C^{j} e^{A t_{k}}(x(0)-\Pi \omega(0))
$$

Using equation (5.3), yields

$$
\left(\widetilde{C}^{j} \Pi_{k}-C^{j} \Pi\right) \omega\left(t_{k}\right)=C^{j} e^{A t_{k}}(x(0)-\Pi \omega(0))
$$

The rest of the proof follows from Lemma 15 and Theorem 13 in Chapter 4.
Then a MIMO version of Algorithm 1 can be formulated.
Algorithm 2. Let $k$ be a sufficiently large integer. Select $\eta_{j}>0$, with $j=1, \ldots, p$ sufficiently small. Select the integer $g \geq 1$.

1: Construct the matrices $\widetilde{R}_{k}$ and $\widetilde{\Upsilon}_{k}^{j}$ for all $j=1, \ldots, p$.
2: If $\operatorname{rank}\left(\widetilde{R}_{k}\right)=\nu$ then compute $\widetilde{C^{j} \Pi_{k}}$ solving equation (5.6) for all $j=1, \ldots, p$.
Else increase $g$.

If $k-g \nu<0$ then restart the algorithm selecting a larger initial $k$.
3: If $\left\|{\widetilde{C^{j} \Pi^{\prime}}}_{k}-{\widetilde{C^{j} \Pi_{k-1}}}_{k}\right\|>\frac{\eta_{j}}{t_{k}-t_{k-1}}$ for some $\eta_{j}$ then $k=k+1$ go to 1 .
4: Stop.
Remark 36. If $g=1$ the matrix $\widetilde{R}_{k}$ is full rank. However, in practice numerical approximations in the computation of $\widetilde{R}_{k}$ may cause loss of rank. For this reason we formulate the algorithm with the possibility of increasing the number of measurements. As a consequence Algorithm 2 gives a least square approximation of the moments. According to our experience, good values of $g$ can usually be selected in the set $[1,10]$ depending on the system. In the simulations presented in this chapter $g=4$.

### 5.4 Application to Power Systems

### 5.4.1 Power system model

We describe a power system composed of $n_{m}$-machines and $n_{b}$-bus with the classical model, see $[167,168]$, which is normally used in the literature of model reduction of power systems, see e.g. [157, 162, 163]. The model is described by the differential equations

$$
\begin{align*}
\dot{\delta}_{i} & =\omega_{i}-\omega_{s} \\
\frac{2 H_{i}}{\omega_{s}} \dot{\omega}_{i} & =T_{M_{i}}-D_{i}\left(\omega_{i}-\omega_{s}\right)-E_{i}^{2} G_{i i}-E_{i} \sum_{j=1, j \neq i}^{n_{m}}\left(E_{j} G_{i j} \cos \left(\delta_{i}-\delta_{j}\right)+E_{j} B_{i j} \sin \left(\delta_{i}-\delta_{j}\right)\right), \tag{5.10}
\end{align*}
$$

with $i=1, \ldots, n_{m}$, where $\delta_{i}$ and $\omega_{i}$ are the rotor angle and angular velocity, respectively, of the $i$-th machine, $\omega_{s}$ is the reference angular velocity, $H_{i}$ and $D_{i}$ are the inertia and damping coefficients, respectively, of the $i$-th machine, $E_{i}$ is the internal voltage of the $i$-th machine, $Y_{i j}=G_{i j}+\iota B_{i j}$ is the admittance between the machines $i$ and $j, G_{i i}$ is the self-conductance of the $i$-th machine and $T_{M_{i}}$ is the mechanical input power of the $i$-th machine.

In the literature on model reduction of power systems the study area and the external area are sometimes modeled as two separate entities interconnected each other with $n_{p}$-tie-lines, see e.g. [157, 162]. However, this is a somewhat strong approximation. In fact, note that if the two power systems, study area and external area, are interconnected then we have a unique large power system and the power flow analysis which defines the parameters
of system (5.10) has to be updated. Using the tie-lines only to exchange the input and output of the two systems gives the considerable simplification that the number of inputs and outputs corresponds to the arbitrary number of tie-lines.

On the contrary, in this chapter the division in study area and external area is a pure exercise of labeling. In fact, the whole power system is described by equations (5.10) and the division in study and external area can be done over every region of the power system using the actual buses as interconnecting lines between the two areas. This approach has the advantage of improving the fidelity of the simulation of the power system. The drawback is that the number of inputs of the external area is the number of machines of the study area and the number of outputs of the external area is the number of machines of the external area, and vice versa. However, since with the considered method the dimension of the reduced order model does not depend upon the number of inputs and outputs, a large number of inputs and outputs is not an issue for the technique we are presenting. Thus, consider an external areas composed of $e_{m}$-machines and a study areas composed of $s_{m}$-machines, with $s_{m}+e_{m}=n_{m}$. The study area is described by system (5.10) for $i=e_{m}+1, \ldots, s_{m}$. The input of the study area (output of the external area) is $\delta_{j}$, with $j=1, \ldots, e_{m}$. The external area is described by the linearization of system (5.10) around an equilibrium point, namely

$$
\left[\begin{array}{c}
\Delta \dot{\delta}  \tag{5.11}\\
\Delta \dot{\omega}
\end{array}\right]=\left[\begin{array}{cc}
0 & I \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{c}
\Delta \delta \\
\Delta \omega
\end{array}\right]+\left[\begin{array}{c}
0 \\
B_{2}
\end{array}\right] \Delta u, \quad y=\left[\begin{array}{ll}
C_{1} & 0
\end{array}\right]\left[\begin{array}{c}
\Delta \delta \\
\Delta \omega
\end{array}\right]
$$

where $\Delta \delta_{i}=\delta_{i}-\delta_{i}^{0}, \Delta \omega_{i}=\omega_{i}-\omega_{i}^{0}$, with $i=1, \ldots, e_{m}, \Delta u_{j}=u_{j}-u_{j}^{0}=\delta_{j}-\delta_{j}^{0}$, with $j=$ $e_{m}+1, \ldots, n_{m},\left(\delta^{0}, \omega^{0}, u^{0}\right)$ is an equilibrium point and the remaining matrices are defined as $A_{21}=\omega_{s} \operatorname{diag}\left(2 H_{i}\right)^{-1} K, A_{22}=-\omega_{s} \operatorname{diag}\left(2 H_{i}\right)^{-1} \operatorname{diag}\left(D_{i}\right)$ and $B_{2}=\omega_{s} \operatorname{diag}\left(2 H_{i}\right)^{-1} Z$, with the components of $K$ and $Z$ defined as

$$
\begin{equation*}
K_{i j}=E_{i} E_{j} B_{i j} \cos \left(\delta_{i}^{0}-\delta_{j}^{0}\right)-E_{i} E_{j} B_{i j} \sin \left(\delta_{i}^{0}-\delta_{j}^{0}\right), \tag{5.12}
\end{equation*}
$$



Figure 5.1: Line diagram of the 68 -bus system, see [164].
for $i=1, \ldots, e_{m}, j=1, \ldots, e_{m}$ and $j \neq i$,

$$
\begin{equation*}
K_{i i}=\sum_{j=1, j \neq i}^{e_{m}+s_{m}}-E_{i} E_{j} B_{i j} \cos \left(\delta_{i}^{0}-\delta_{j}^{0}\right)+E_{i} E_{j} B_{i j} \sin \left(\delta_{i}^{0}-\delta_{j}^{0}\right) \tag{5.13}
\end{equation*}
$$

for $i=1, \ldots, e_{m}$, and

$$
\begin{equation*}
Z_{i k}=E_{i} E_{k} B_{i k} \cos \left(\delta_{i}^{0}-\delta_{k}^{0}\right)-E_{i} E_{k} B_{i k} \sin \left(\delta_{i}^{0}-\delta_{k}^{0}\right) \tag{5.14}
\end{equation*}
$$

for $i=1, \ldots, e_{m}$ and $k=e_{m}+1, \ldots, s_{m}$.

### 5.4.2 NETS-NYPS benchmark system

The theory presented is validated on the interconnected New England test system (NETS) and New York test system (NYPS) 68-bus, 16 -machine, 5 -area power system, shown in Fig. 5.1, see [164]. The study area, composed of the machines 14,15 and 16 , is interconnected with the bus-lines $18-50,18-49$ and $41-40$ to the external area, composed of the machines from 1 to 13 . The separation in study and external area follows the geographical distribution of the power system and the tie-lines are actual bus-lines of the power system. The system to be reduced has $n=26, m=3, p=13$. The parameters of system (5.10) have been computed in MATLAB ${ }^{T M}$ as follows. With the script Init_MultiMachine.m, which can be downloaded from [164], the line data, the power flow results, the generator direct axis transient reactance and the inertia values $H_{i}$ of the machines have been gener-
ated. Following the theory presented in [167], see also [168], we have computed the reduced bus admittances $Y_{i j}$, the equilibrium voltages $E_{i}$ and the equilibrium angles $\delta_{i}$. The mechanical input powers $T_{M_{i}}$ have been computed from these quantities and equations (5.10) written at the equilibrium point. The damping coefficients $D_{i}$ have been generated with the function rand. Finally, the quantities of the linearized system have been computed directly from (5.12)-(5.13)-(5.14).

### 5.4.3 Approximation of $L$

To determine the reduced order model we have to select the interpolation points (by constructing the signal generator) and the eigenvalues that we want to maintain. In this section we present the heuristic that has been used to construct the matrix $L$ of the signal generator.

Algorithm 3. Let $r=1$ and $j=1$. Consider $C^{j}$ the $j$-th row of $C, B^{r}$ the $r$-th column of $B$ and $l_{i}^{r}$ the $r$-th element of $l_{i}$.

1. Consider the system $\left(A, \tilde{B}=B^{1}, C^{1}\right)$ and design a reduced order model with $l_{i}^{1}=1$, for all $i=1, \ldots, \nu$, i.e. select the interpolation points and the desired eigenvalues of the reduced order model to achieve the desired approximation of the resulting SISO system.
2. If $r<m$ then $r=r+1$. Using the same interpolation points and desired eigenvalues compute a reduced order model of the multi-input system $\left(A, \tilde{B}=\left[\begin{array}{ll}\tilde{B} & B^{r}\end{array}\right], C^{1}\right)$ as $\min _{l_{i}^{r}}\|W-\hat{W}\|_{\mathcal{H}_{2}}$, where $\|\cdot\|_{\mathcal{H}_{2}}$ is the $\mathcal{H}_{2}$ norm. Repeat.
Else with the obtained matrix $L$, the same interpolation points and desired eigenvalues compute a reduced order model of $(A, B, C)$.

## 3. Stop.

This heuristic is justified by the observation that $L$ is involved in combining $m$ elements. Thus, we may expect that we can ignore the fact that the system is multi-output in the approximation of $L$. In addition, one can expect that the set of interpolation points and prescribed eigenvalues which have been selected to obtain a desired approximation on the truncated SISO system can be used on the MIMO system. This is justified by the observation that we still want to maintain an approximation on the truncated system as


Figure 5.2: Eigenvalues of the linear system (5.11) (crosses) and of the reduced order model (5.4) (squares). The dash-dotted lines represent the $10 \%$ damping ratio.
close as possible to the one we have designed. As a consequence of these observations, the approximation of the $m \nu$ elements of $L$ has been reduced to the problem of determining $m-1$ independent scalars $l_{i}^{r}$.

Remark 37. There is no guarantee that this heuristic works in general. However, our simulations have shown that the resulting $L$ is at least locally optimal with respect the $\mathcal{H}_{2}$ norm. A small variation of any of the obtained elements of $L$ causes a rapid increase of the $\mathcal{H}_{2}$ norm.

### 5.4.4 Design of the reduced order model

The selection of the interpolation points and of the eigenvalues of the reduced order model used in this section corresponds to the "Case 4" $(\nu=10)$ analyzed in Section 5.4.6 and we therefore refer the reader to that section. Therein with a fault behavior analysis it is shown that good time-domain performance can be obtained with a reduced order model of order between 6 and 12 if the correct slow and poorly damped modes are preserved. System (5.11) has been simulated with the input generated by the signal generator (5.5). The matrix of the generator has been selected as $S=\operatorname{diag}\left(S_{0}, 2.12 \bar{S}, 2.79 \bar{S}, 3.42 \bar{S}, 5 \bar{S}\right)$,
with

$$
S_{0}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad \bar{S}=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

which corresponds to choosing the interpolation points at 0 (zero and first order moment), $0.3374 \mathrm{~Hz}, 0.444 \mathrm{~Hz}, 0.5443 \mathrm{~Hz}$ and 0.7958 Hz (all zero order moments). The reduced order model is computed with $L$ approximated using Algorithm 3 and $C \Pi$ approximated with Algorithm 2. We determine the six least damped and the four slowest eigenvalues of system (5.11) and we assign them to the reduced order model (5.4). In Fig. 5.2 the eigenvalues of system (5.11) are represented with crosses, whereas the eigenvalues of the reduced order model are depicted with squares. In the figure the modes in the area between the two dash-dotted lines are well-damped (more than $10 \%$ damping ratio), whereas the others are considered poorly damped [164].

### 5.4.5 Approximation of the moments

In this section we illustrate the performance of Algorithm 2 by showing how the approximated reduced order model improves as $k$ in Algorithm 2 increases. The surfaces in Fig. 5.3 represent the magnitude (left graphs) and phase (right graphs) of the elements $W_{1,1}$ (top), $W_{10,2}$ (middle), $W_{11,3}$ (bottom) of the transfer matrix of the reduced order model as a function of $t_{k}$, with $3.4448 \leq t_{k} \leq 48.4299 \mathrm{~s}$. For comparison, the solid/black lines indicate the magnitude and phase of the respective elements of the transfer matrix of the reduced order model for the exact moments $C \Pi$, i.e. computed solving equation (5.3). The figures show how the approximated magnitude and phase of the reduced order model (5.4) evolve over time and approach the respective quantities of the exact reduced order model as $t_{k} \rightarrow \infty$. Finally note that we have chosen to show these three particular components of the transfer matrix because the rest of the components are very similar to these. These are the components that present the most distinctive graphical features. Fig. 5.4 shows the magnitude of the elements $W_{1,1}$ (top), $W_{10,2}$ (middle) and $W_{11,3}$ (bottom) of the transfer matrix of system (5.11) (solid lines) and of the reduced order model (dotted lines). We note that the curves of the reduced order model are close to the curves of the system along all the frequencies. As expected, the approximation is not uniformly good


Figure 5.3: The mesh represents the magnitude (left graphs) and phase (right graphs) of the elements $W_{1,1}$ (top), $W_{10,2}$ (middle), $W_{11,3}$ (bottom) of the transfer matrix of the reduced order model as a function of $t_{k}$, with $3.4448 \leq t_{k} \leq 48.4299 \mathrm{~s}$. The solid/black lines indicate the magnitude and phase of the respective elements of the transfer matrix of the reduced order model (5.4) for the exact moments $C \Pi$, i.e. computed solving equation (5.3).


Figure 5.4: Magnitude of the elements $W_{1,1}$ (top), $W_{10,2}$ (middle) and $W_{11,3}$ (bottom) of the transfer matrix of system (5.11) (solid lines) and of the reduced order model (5.4) (dotted lines).
for all the elements of $W$. In fact, the curve in the top graph does not approximate the given system as well as the one of the other two graphs. This is caused by the use of the tangential interpolation, i.e. we are trying to capture more information maintaining the same number of parameters (the order of the reduced order model).

### 5.4.6 Selection of the modes to be preserved

In this section we study the problem of selecting the dimension of the reduced order model and the modes to be preserved through a fault behavior analysis of the interconnected system. We first challenge the common belief that to improve the approximation it is necessary to increase the number of interpolation points, i.e. the dimension of the reduced order model. Then we show that to improve the approximation it is sufficient to preserve specific modes, namely poorly damped and slow modes. Note that for each case that we consider we show only one randomly chosen Bode plot (for the sake of this chapter, the 2nd diagonal term of the transfer function) out of the total thirty-nine. This section justifies the selection of the order $\nu=10$ and of the interpolation points and eigenvalues to be preserved that have been used in the previous sections.


Figure 5.5: Case 1. Eigenvalues of the linear system (5.11) (crosses) and of the reduced order model (5.4) (squares). The dash-dotted lines represent the $10 \%$ damping ratio.

Case 1: we start with computing a reduced order model of dimension $\nu=12$. The interpolation points have been chosen to be at 0 (zero and first moment), at 0.234 Hz , $0.3374 \mathrm{~Hz}, 0.444 \mathrm{~Hz}, 0.5443 \mathrm{~Hz}, 0.7958 \mathrm{~Hz}$ (all zero moments). Note that the solution of equation (5.3) can be computed with the function Sylvester of MATLAB. However, the result is very imprecise for the MIMO system considered. Then we have implemented a custom function based on the Kronecker product, see e.g. [5]. We determine the twelve least damped eigenvalues of system (5.11) and we assign them to the reduced order model (5.4) (see Fig. 5.5). Fig. 5.6 shows the Bode plot of the 2nd diagonal term of the transfer matrix of system (5.11) (solid lines) and of the reduced order model (dotted lines). We can see that the two graphs starts to diverge already around 0.0318 Hz and that the behavior from medium to high frequencies is very different. A dynamic simulation of the power system is performed. A self-clearing fault at bus 14 of the study area occurring at $t=1 \mathrm{~s}$ and cleared at 1.15 s is simulated. Fig. 5.7 shows the angular velocities (large) and respective absolute errors (insert) of the study area when this is connected to the nonlinear system describing the external area (solid lines) and when it is connected to the reduced order model (dotted lines). The approximation given by the reduced order model is totally


Figure 5.6: Case 1. Bode plot (2nd diagonal term of the transfer function) of the linear system (5.11) (solid lines) and of the reduced order model (5.4) (dotted lines) for the set of eigenvalues shown in Fig. 5.5.


Figure 5.7: Case 1. Large: angular velocities of the study area when this is connected to the nonlinear system describing the external area (solid lines) and when it is connected to the reduced order model (5.4) (dotted lines) with the eigenvalues shown in Fig. 5.5. Insert: absolute errors between the time histories.


Figure 5.8: Case 2. Eigenvalues of the linear system (5.11) (crosses) and of the reduced order model (5.4) (squares). The dash-dotted line represent the $10 \%$ damping ratio.
unsatisfactory. Although Fig. 5.6 shows a good approximation of the steady state (low frequency), the interconnection of the reduced order model and the study area is unstable. In fact, the fault generates high frequency oscillations which make the trajectories of the system exit the region of attraction of the equilibrium point.

Case 2: the common approach used to improve the quality of the approximation is to increase the order of the reduced model with the hope that the new reduced order model be able to better capture the dynamics of the system to be reduced. We show that this is not necessary. We keep the same order $\nu=12$ maintaining the same matrices $S$ and $L$. This time we assign as eigenvalues the six most poorly damped modes and the six slowest modes (see Fig. 5.8). Fig. 5.9 shows the Bode plot of the 2nd diagonal term of the transfer matrix of system (5.11) (solid lines) and of the reduced order model (dotted lines). We note that the two graphs are close. The dynamic simulation graph for this case is omitted since it is similar to the next, more interesting, case. Thus we see that the eigenvalues retained in the reduced order model play a role that can be more important of the order of the reduction.

Case 3: to strengthen this last observation we now decrease the order of the reduced


Figure 5.9: Case 2. Bode plot (2nd diagonal term of the transfer function) of the linear system (5.11) (solid lines) and of the reduced order model (5.4) (dotted lines) for the set of eigenvalues shown in Fig. 5.8.


Figure 5.10: Case 3. Eigenvalues of the linear system (5.11) (crosses) and of the reduced order model (5.4) (squares). The dash-dotted lines represent the $10 \%$ damping ratio.


Figure 5.11: Case 3. Bode plot (2nd diagonal term of the transfer function) of the linear system (5.11) (solid lines) and of the reduced order model (5.4) (dotted lines) for the set of eigenvalues shown in Fig. 5.10.


Figure 5.12: Case 3. Large: angular velocities of the study area when this is connected to the nonlinear system describing the external area (solid lines) and when it is connected to the reduced order model (5.4) (dotted lines) with the eigenvalues shown in Fig. 5.10. Insert: absolute errors between the time histories.


Figure 5.13: Case 4. Large: angular velocities of the study area when this is connected to the nonlinear system describing the external area (solid lines) and when it is connected to the reduced order model (5.4) (dotted lines) with the eigenvalues shown in Fig. 5.2. Insert: absolute errors between the time histories.
model to $\nu=6$. The interpolation points have been chosen as a subset of the previous case, namely 0 (zero and first moment), 0.3374 Hz and 0.5443 Hz (all zero moments). This time we maintain the four most poorly damped modes and the two slowest modes (see Fig. 5.10). Fig. 5.11 shows the Bode plot of the 2 nd diagonal term of the transfer matrix of system (5.11) (solid lines) and of the reduced order model (dotted lines). We see that in this case the reduced order model is a better approximation with respect to case $1(\nu=12$ with a bad selection of eigenvalues) but obviously a worse approximation with respect to case $2(\nu=12$ with a good selection of eigenvalues). However, for the dynamic behavior of interest this approximation is sufficiently good. In fact, Fig. 5.12 shows the angular velocities (large) and respective absolute errors (insert) of the study area when this is connected to the nonlinear system describing the external area (solid lines) and when it is connected to the reduced order model (dotted lines). We see that the two time histories are almost indistinguishable.

Case 4: we finally study the case $\nu=10$ that we have used in the previous sections. The order of 10 is a compromise between the minimal and maximal dimensions that we
have analyzed. Fig. 5.13 shows the angular velocities (large) and respective absolute errors (insert) of the study area when this is connected to the nonlinear system describing the external area (solid lines) and when it is connected to the reduced order model (dotted lines). We see that also in this case the two time histories are almost indistinguishable. Thus, the analysis and control of the nonlinear system describing the study area can be performed using the interconnection of such area with the reduced order model instead of the full nonlinear description of the external area: in fact, the dynamic response to a fault is almost identical but the number of the equations is reduced.

### 5.5 Conclusion

In this chapter we have provided a validation of the theory developed in Chapters 2 and 4. We have presented a low complexity algorithm for the fast estimation of the moments of MIMO systems. The estimated moments have been exploited for the model reduction of large-scale interconnected power systems. The technique that we have demonstrated offers, simultaneously, a low computational complexity approximation of the moments and the possibility to easily enforce constraints on the reduced order model. This possibility has been used to preserve selected slow and poorly damped modes which are important both from a mathematical and physical point of view. The problem of the choice of the so-called tangential directions has also been studied and an heuristic for their approximation has been given. The techniques have been validated with the study of the dynamic response of the NETS-NYPS benchmark system.

## Chapter 6

## Model reduction by matching the steady-state response of explicit signal generators

### 6.1 Introduction

In this chapter we generalize the model reduction by moment matching with regards to the class of input signals considered. In Chapter 2 we have shown that the moments of a linear system are in one-to-one relation with the eigenvalues of the dynamic matrix $S$ of the exogenous system $\dot{\omega}=S \omega$. Now, we consider input signals generated by a linear exogenous system represented in explicit form ${ }^{1}$, i.e. an implicit (differential) form may not exist. This direction of investigation is motivated by a large number of applications in which standard operating conditions are associated to non-continuous or non-differential input signals. For instance, power converters are controlled by means of pulse width modulated (PWM) signals or sawtooth signals ${ }^{2}$, see e.g. [171], [172], [173], and [174]. To achieve this extension, a new integral equation to characterize the moments is given. Under specific assumptions, the equivalence of this new definition and the one based on the Sylvester equation given in Chapter 2 is proved. Finally a new family of reduced order models is presented and connections with the family of models given in Chapter 2 are

[^9]drawn.
The rest of the chapter is organized as follows. In Section 6.2 we give a formal description of the problem addressed. In Section 6.3 the definition of moment is reformulated for explicit signal generators. In Section 6.4 a family of reduced order models for linear systems is introduced. Finally Section 6.5 contains some concluding remarks.

All the results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference paper [16] and in the journal paper [17].

### 6.2 Problem formulation

Since the moments of the system described by the equations

$$
\begin{equation*}
\dot{x}=A x+B u, \quad y=C x \tag{6.1}
\end{equation*}
$$

are related to the solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L=\Pi S \tag{6.2}
\end{equation*}
$$

is based on the availability of a differential representation of the signal generator, namely equation

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad u=L \omega \tag{6.3}
\end{equation*}
$$

However, there are notable applications in which this may not be the case. For instance, as already noted in the introduction, the input of a dynamical system describing a power electronic device can often be a PWM wave which cannot be represented as the output of a system described by smooth differential equations. For this reason we introduce the following definition.

Definition 18. Let $x$, with $x(t) \in \mathbb{R}^{n}$, be the state of a dynamical system $\Sigma$. Let $u$, with $u(t) \in \mathbb{R}^{m}$, be the input of $\Sigma$. Let $t_{0}$ and $x_{0}=x\left(t_{0}\right)$ be the initial time and the initial state, respectively. If there exists a function $\phi: \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ such that

$$
\begin{equation*}
x(t)=\phi\left(t, t_{0}, x_{0}, u\right) \tag{6.4}
\end{equation*}
$$

for all $t \geq t_{0}$, we call equation (6.4) the representation in explicit form [169], or the explicit model, of $\Sigma$.
Assume $\phi\left(t, t_{0}, x_{0}, u\right)$ has a continuous derivative with respect to $t$ for every $t_{0}, x_{0}$ and $u$, and there exists a function $f: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ continuous for each $t$ over $\mathbb{R}^{n} \times \mathbb{R}^{m}$ such that

$$
\begin{equation*}
\dot{x}=f(x, u) . \tag{6.5}
\end{equation*}
$$

We call the differential equation (6.5) the representation in implicit form [170], or the implicit model, of $\Sigma$.

The goal of the chapter is to extend the theory developed in Chapter 2 for linear signal generators which have an implicit model to signal generators in explicit form.

To gain insight on the use of explicit models for signal generators, we look now at the linear generator in equation (6.3) making two trivial observations. The first one is that the interpolation points $s_{i}$, eigenvalues of $S$, are the poles of the Laplace transform of the free output response of system (6.3). The second one is that an input signal which is the sum of sinusoidal signals can be generated by equation (6.3) defining the matrix $S$ such that the eigenvalues of $S$ are in relation with the angular frequencies of the sinusoidal signals. We now try to reinterpret these two observations for a signal generator which does not have an implicit model. To begin with consider a square wave $\Pi(t)$ defined as

$$
\sqcap(t)=\operatorname{sign}(\sin (t))= \begin{cases}1, & (k-1) \pi<t<k \pi \\ 0, & t=k \pi \text { or } t=(k+1) \pi \\ -1, & k \pi<t<(k+1) \pi\end{cases}
$$

with $\operatorname{sign}(0)=0$, and $k=1,3,5, \ldots,+\infty$. The Laplace transform of this function is

$$
\mathcal{L}(\sqcap(t))=\frac{1-e^{-s \pi}}{s\left(1+e^{-s \pi}\right)}
$$

and this has the poles

$$
\bar{s}=0, \quad \bar{s}_{j}=(2 j+1) \iota,
$$

with $j=-\infty, \ldots,-1,0,1, \ldots,+\infty$. We see, then, that if we "insist on" the relation
between the implicit model and the Laplace transform and if we want to compute a reduced order model with the technique presented in Chapter 2, we have to interpolate at infinitely many points $s_{i}$. This is suggested also by the second observation. Since the function $\Pi(t)$ is periodic, it admits a Fourier series, namely

$$
\sqcap(t)=\frac{4}{\pi} \sum_{k=1,3,5, \ldots,+\infty}^{\infty} \frac{1}{k} \sin (k t) .
$$

Then, consistently with the second observation we again have to interpolate at infinitely many points. Both these observations suggest that we could describe $\sqcap(t)$ by means of the infinite dimensional system [175]

$$
\dot{\omega}=\left[\begin{array}{ccccccc}
\ddots & \ddots & & & & & \\
\ddots & +2 \iota & 0 & & & & \\
& 0 & +\iota & 0 & & & \\
& & 0 & 0 & 0 & & \\
& & & 0 & -\iota & 0 & \\
& & & & 0 & -2 \iota & \ddots \\
& & & & & \ddots & \ddots
\end{array}\right] \omega,
$$

with output $\square=\hat{P} \omega$ for some "matrix" $\hat{P}$. This shows a limitation of the current approach. In fact, to interpolate at infinitely many points we need an "infinite dimensional mapping" $\Pi$ and an infinite dimensional reduced order model (see [114]).

To overcome these issues we consider signal generators in explicit form. Thus, consider

$$
\begin{equation*}
\omega(t)=\Lambda\left(t, t_{0}\right) \omega_{0}, \quad u=L \omega, \tag{6.6}
\end{equation*}
$$

with $\Lambda\left(t, t_{0}\right) \in \mathbb{R}^{\nu \times \nu}$ such that $\Lambda\left(t_{0}, t_{0}\right)=I$. Note that this model provides a very general class of models which contains the implicit model (6.3), but that describes several other signal generators. For instance, any periodic signal can be described by (6.6) with the property

$$
\begin{equation*}
\Lambda\left(t, t_{0}\right)=\Lambda\left(t-T, t_{0}\right), \quad t \geq T+t_{0}, \tag{6.7}
\end{equation*}
$$

where $T$ is the period of the signal $u$. Alternatively (6.6) can represent a signal generator described by a time-varying system of the form

$$
\begin{equation*}
\dot{\omega}=S(t) \omega, \quad u=L \omega \tag{6.8}
\end{equation*}
$$

in which case $\Lambda\left(t, t_{0}\right)$ is (with additional assumptions, e.g. the semigroup property) the transition matrix associated to (6.8) [176, Section 3].

Since the definition of moment given in this chapter is based on the existence of the steadystate response of system (6.1) driven by (6.6), we need to introduce further hypotheses on the class of input signals (6.6).

Assumption 14. The vector $\omega(t)$ defined in equation (6.6) has a strictly proper Laplace transform with non-negative poles.

Assumption 14 is a standard condition for the existence of a well-defined steadystate response of the state of system (6.1) driven by (6.6) [177-179].

Assumption 15. The matrix valued function $\Lambda\left(t, t_{0}\right)$ is non-singular for all $t \geq t_{0}$.
Assumption 15 is essential to have uniqueness of the solution $\omega(t)$ of (6.6). Note, in fact, that it is always satisfied by a generator of the form (6.3) and it is required for the uniqueness of the solution of system (6.8) (see e.g. [176]).

Assume now that there exists a set $\mathcal{T} \subset \mathbb{R}_{\geq 0}$ in which $\Lambda\left(t, t_{0}\right)$ is differentiable with respect to $t$ and consider the time-varying system described by the equation

$$
\begin{equation*}
\dot{z}(t)=G(t)^{\top} z(t) \tag{6.9}
\end{equation*}
$$

with $G(t)=-\dot{\Lambda}\left(t, t_{0}\right) \Lambda\left(t, t_{0}\right)^{-1}$. Let $\Phi\left(t, t_{0}\right)$ be the transition matrix of system (6.9).
Assumption 16. The function $G(t)$ is piecewise continuous with respect to $t$. Moreover, there exist $T \geq t_{0}$ and a polynomial $p(t)$ such that $\left\|\Phi\left(t, t_{0}\right)^{\top}\right\| \leq p(t)$ for all $t \geq T$.

This last technical assumption guarantees that the norm of $z(t)$ in system (6.9) does not diverge to infinity exponentially [176, Section 29] and it is needed, as shown in the next section, to guarantee that the steady-state response $x_{s}(t)$ of system (6.1) driven by (6.6) can be written as $x_{s}(t)=\Pi(t) \omega(t)$ for some matrix valued function $\Pi(t)$. Moreover, the piecewise continuity of $G(t)$ guarantees that the steady-state response is unique. Note
that Assumption 16 is a generalization of the assumption (used through the Thesis) that $S$ in (6.3) is such that $\sigma(S) \subset \mathbb{C}_{\geq 0}$. In this case $G(t)=-S$ and if $\sigma(S) \subset \mathbb{C}_{\geq 0}$, the condition $\left\|e^{-S\left(t-t_{0}\right)}\right\| \leq p(t)$ holds trivially.

Assumption 17. The triple $\left(L, \Lambda, \omega\left(t_{0}\right)\right)$ is minimal, i.e. $L$ and $\omega\left(t_{0}\right)$ are such that $\sigma\left(\mathcal{L}\left(L \Lambda\left(t, t_{0}\right) \omega\left(t_{0}\right)\right)\right)=\sigma\left(\mathcal{L}\left(\Lambda\left(t, t_{0}\right)\right)\right)$.

This condition is derived from the observation that the minimality of $(L, S, \omega(0))$ is equivalent to the condition $\sigma\left(\mathcal{L}\left(L e^{S t} \omega(0)\right)\right)=\sigma(S)$. This condition guarantees, together with the minimality of $(A, B, C)$, that all the modes of $\omega$ are excited and observable in the output, and captures the requirement that one wants that the dynamics of the signal generator is fully present in the steady-state response of the system.

Remark 38. Assumptions 14, 15, 16 and 17 are "mild" assumptions. For instance, they are satisfied by the general class of discontinuous periodic signals which are considered in the remaining of the chapter.

As already anticipated, among all the possible signals generated by an explicit model, we are particularly interested in periodic signals, which are generated by system (6.6) with the property (6.7) and its generalizations (see the next section).

### 6.3 Integral definition of moment

In this section we give a definition of moment in the case in which the signal generator does not have an implicit model. We begin by showing that the interconnection of system (6.1) with the signal generator (6.6) possesses a steady-state response $x_{s}(t)$ described by the relation $x_{s}(t)=\Pi(t) \omega(t)$ for some matrix valued function $\Pi(t)$. The following result holds.

Theorem 19. Consider system (6.1) and the signal generator (6.6). Assume Assumptions 15 and 16 hold, $\sigma(A) \subset \mathbb{C}_{<0}$ and $\Lambda(t)$ is almost everywhere differentiable. Let

$$
\begin{equation*}
\Pi(t)=\left(e^{A\left(t-t_{0}\right)} \Pi\left(t_{0}\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) d \tau\right) \Lambda\left(t, t_{0}\right)^{-1}, \tag{6.10}
\end{equation*}
$$

be a family of matrix valued functions parametrized in $\Pi\left(t_{0}\right) \in \mathbb{R}^{n \times \nu}$. Then there exists a unique $\Pi_{\infty}\left(t_{0}\right)$ such that, for any $\Pi\left(t_{0}\right), \lim _{t \rightarrow+\infty} \Pi(t)-\Pi_{\infty}(t)=0$, where $\Pi_{\infty}(t)$ is the solution of (6.10) with $\Pi\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right)$. Moreover, if $x\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right) \omega\left(t_{0}\right)$ then $x(t)-$
$\Pi_{\infty}(t) \omega(t)=0$ for all $t \geq t_{0}$, and the set $\mathcal{M}_{\infty}=\left\{(x, \omega) \in \mathbb{R}^{n+\nu} \mid x(t)=\Pi_{\infty}(t) \omega(t)\right\}$ is attractive.

Proof. Let $\mathcal{T} \subset \mathbb{R}_{\geq 0}$ be a set in which $\Lambda\left(t, t_{0}\right)$ is differentiable with respect to $t$. Differentiating both sides of equation (6.10) over $\mathcal{T}$ yields

$$
\begin{aligned}
\dot{\Pi}(t) \Lambda\left(t, t_{0}\right)+\Pi(t) \dot{\Lambda}\left(t, t_{0}\right)-A e^{A\left(t-t_{0}\right)} \Pi\left(t_{0}\right) & =B L \Lambda\left(t, t_{0}\right)+A \int_{t_{0}}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) d \tau \\
& =B L \Lambda\left(t, t_{0}\right)+A \Pi(t) \Lambda\left(t, t_{0}\right)-A e^{A\left(t-t_{0}\right)} \Pi\left(t_{0}\right)
\end{aligned}
$$

Then, since Assumption 15 holds, we have

$$
\begin{equation*}
\dot{\Pi}(t)=A \Pi(t)+B L-\Pi(t) \dot{\Lambda}\left(t, t_{0}\right) \Lambda\left(t, t_{0}\right)^{-1} \tag{6.11}
\end{equation*}
$$

Let $\Pi_{1}(t)$ and $\Pi_{2}(t)$ be the solutions of equation (6.11) with initial conditions $\Pi_{1}\left(t_{0}\right)$ and $\Pi_{2}\left(t_{0}\right)$, respectively, and define the error $\hat{E}(t)=\Pi_{1}(t)-\Pi_{2}(t)$. Then

$$
\begin{aligned}
\dot{\hat{E}}(t) & =A \Pi_{1}(t)+B L-\Pi_{1}(t) \dot{\Lambda}\left(t, t_{0}\right) \Lambda\left(t, t_{0}\right)^{-1}-\left(A \Pi_{2}(t)+B L-\Pi_{2}(t) \dot{\Lambda}\left(t, t_{0}\right) \Lambda\left(t, t_{0}\right)^{-1}\right) \\
& =A \hat{E}(t)-\hat{E}(t) \dot{\Lambda}\left(t, t_{0}\right) \Lambda\left(t, t_{0}\right)^{-1}
\end{aligned}
$$

and (see $\left[176\right.$, Section 11]) $\hat{E}(t)=e^{A\left(t-t_{0}\right)} \hat{E}\left(t_{0}\right) \Phi\left(t, t_{0}\right)^{\top}$.
Since $\Phi\left(t, t_{0}\right)^{\top}$ is bounded by a polynomial, by Assumption $16, \hat{E}(t)$ converges to zero. This implies that there exist motions $\Pi_{\infty}(t)$ to which the solutions of equation (6.11) converge, i.e. for any $\Pi\left(t_{0}\right)$ there exists a $\Pi_{\infty}\left(t_{0}\right)$ such that $\lim _{t \rightarrow+\infty} \Pi(t)-\Pi_{\infty}(t)=0$. Moreover, $\Pi_{\infty}(t)$ is unique for any $t \geq t_{0}$ by the piecewise continuity of $\dot{\Lambda}\left(t, t_{0}\right) \Lambda\left(t, t_{0}\right)^{-1}$, see e.g. [1, Theorem 3.2].

By Assumption 15, the unique solution of system (6.1) with input $u$ defined by equation (6.6) is

$$
x(t)=e^{A\left(t-t_{0}\right)} x\left(t_{0}\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) \omega\left(t_{0}\right) d \tau
$$

Let $x\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right) \omega\left(t_{0}\right)$, straightforward computations show that

$$
\begin{aligned}
x(t) & -\Pi_{\infty}(t) \omega(t)=e^{A\left(t-t_{0}\right)} \Pi_{\infty}\left(t_{0}\right) \omega\left(t_{0}\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) \omega\left(t_{0}\right) d \tau \\
& -\left(e^{A\left(t-t_{0}\right)} \Pi_{\infty}\left(t_{0}\right)+\int_{t_{0}}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) d \tau\right) \Lambda\left(t, t_{0}\right)^{-1} \Lambda\left(t, t_{0}\right) \omega\left(t_{0}\right)=0
\end{aligned}
$$

for all $t \geq t_{0}$. The attractivity of $\Pi_{\infty}(t)$ and the invariance of $x(t)=\Pi_{\infty}(t) \omega(t)$ imply
that the set $\mathcal{M}_{\infty}$ is attractive.
Corollary 2. Under the assumptions of Theorem 19 and Assumption 14, the function $\Pi_{\infty}(t) \omega(t)$ is the steady-state response $x_{s}(t)$ of $x(t)$, i.e. for any $x\left(t_{0}\right)$ and $\omega\left(t_{0}\right), \lim _{t \rightarrow+\infty} x(t)-$ $\Pi_{\infty}(t) \omega(t)=0$.

Remark 39. The definition of the function $\Pi_{\infty}(t)$ can be given as in (6.10) or, alternatively, as the unique solution of

$$
\begin{equation*}
\dot{\Pi}(t)=A \Pi(t)+B L-\Pi(t) \dot{\Lambda}\left(t, t_{0}\right) \Lambda\left(t, t_{0}\right)^{-1} \tag{6.12}
\end{equation*}
$$

with the initial condition $\Pi\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right)$. From a practical point of view to determine $\Pi_{\infty}(t)$ from equation (6.10) or (6.12) is necessary to know the initial condition $\Pi_{\infty}\left(t_{0}\right)$. However, since the motion $\Pi_{\infty}(t)$ is attractive, any solution of the two equations converges to $\Pi_{\infty}(t)$, i.e. one could select $\Pi\left(t_{0}\right)=0$.

Remark 40. The integral equation (6.10) or the differential equation (6.12) play the role of the Sylvester equation (6.2). Unlike when we have an implicit model of the signal generator, the matrix $\Pi_{\infty}(t)$ is in general a function of time. In fact, as remarked in section 6.2 , infinitely many interpolation points arise whenever a periodic discontinuous signal is considered. Thus, a constant $\Pi$ should have infinitely many rows and columns.

Definition 19. Consider system (6.1) and the signal generator (6.6). Suppose Assumptions 14,15 and 16 hold and $\sigma(A) \subset \mathbb{C}_{<0}$. The function $C \Pi_{\infty}(t) \omega(t)$, where $\Pi_{\infty}(t)$ is the solution of equation (6.10) with $\Pi\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right)$, is defined as the moment of system (6.1) at $\Lambda$.

Corollary 3. Consider the interconnection of system (6.1) with the signal generator (6.6). Suppose Assumptions $14,15,16$ and 17 hold and $\sigma(A) \subset \mathbb{C}_{<0}$. Then the moment of (6.1) at $\Lambda$ coincides with the steady-state response of the output of the interconnected system (6.1)-(6.6).

Proof. By the hypothesis on $A$ and Assumptions 14, 15, 16 and 17 the steady-state response of (6.1) is well-defined and the relation $x_{s}(t)=\Pi_{\infty}(t) \omega(t)$, where $\Pi_{\infty}(t)$ is the unique solution of (6.10) with $\Pi\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right)$, holds. By Theorem 19 the set $\mathcal{M}_{\infty}$ is attractive and the steady-state response of the output of the interconnected system corresponds to $C \Pi_{\infty}(t) \omega(t)$, which by definition is the moment of the system.

The choice of defining the moment of (6.1) as in Definition 19 is justified by the equivalence, when an implicit model of (6.6) is available, between the new and the classical definition given in Chapter 2. In the next result we prove that, under certain hypotheses, the solutions of the Sylvester equation (6.2) and of the integral equation (6.10) are the same.

Theorem 20. Consider the signal generator (6.3), suppose $\sigma(A) \subset \mathbb{C}_{<0}$ and let $\sigma(S) \subset$ $\mathbb{C}_{\geq 0}$. Then the unique solution of the integral equation (6.10) with $\Pi\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right)$ coincides with the unique solution of the Sylvester equation (6.2).

Proof. Firstly note that Assumptions 14, 15 and 16 hold for the signal generator (6.3). Let $\tilde{\Pi}$ be the unique solution of the Sylvester equation $A \tilde{\Pi}+B L=\tilde{\Pi} S$ and $\Pi_{\infty}(t)$ be the unique solution of the integral equation (6.10) with $\Pi\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right)$. Computing the derivative of the error $E(t)=\Pi_{\infty}(t)-\tilde{\Pi}$ yields
$\dot{E}(t)=A \Pi_{\infty}(t)-\Pi_{\infty}(t) S+B L-0=A \Pi_{\infty}(t)-\Pi_{\infty}(t) S-(A \tilde{\Pi}-\tilde{\Pi} S)=A E(t)-E(t) S$,
and (see [176, Section 11])

$$
E(t)=e^{A\left(t-t_{0}\right)} E\left(t_{0}\right) e^{-S\left(t-t_{0}\right)},
$$

which implies that $\Pi_{\infty}(t)-\tilde{\Pi}$ converges to zero. Since $\tilde{\Pi}$ is constant and $\Pi_{\infty}(t)$ is the limiting solution of (6.10), it follows that $\Pi_{\infty}\left(t_{0}\right)=\tilde{\Pi}, E\left(t_{0}\right)=0$ and then $E(t)=0$ for all $t \geq t_{0}$, which proves the claim.

As anticipated in the previous section, we now focus our interest on periodic signals.
Corollary 4. Consider system (6.1) and the signal generator (6.6). Assume Assumptions 14,15 and 16 hold. If for (6.6) the property

$$
\begin{equation*}
\Lambda\left(t, t_{0}\right)=D(t) \Lambda\left(t-T, t_{0}\right), \quad t \geq T+t_{0} \tag{6.13}
\end{equation*}
$$

holds with $D(t) \in \mathbb{R}^{\nu \times \nu}$ non-singular for all $t \in \mathbb{R}_{\geq 0}$ and $T \in \mathbb{R}_{>0}$, then equation (6.10) becomes

$$
\begin{equation*}
\Pi_{\infty}(t)=e^{A T} \Pi_{\infty}(t-T) D(t)^{-1}+\left[\int_{t-T}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) d \tau\right] \Lambda\left(t-T, t_{0}\right)^{-1} D(t)^{-1} \tag{6.14}
\end{equation*}
$$

If $D(t)=I$ then

$$
\begin{equation*}
\Pi_{\infty}(t)=\left(I-e^{A T}\right)^{-1}\left[\int_{t-T}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) d \tau\right] \Lambda\left(t, t_{0}\right)^{-1} \tag{6.15}
\end{equation*}
$$

Proof. Equation (6.14) is obtained substituting

$$
x_{s}(t)=\Pi_{\infty}(t) \omega(t)=\Pi_{\infty}(t) D(t) \omega(t-T)
$$

and $\omega(t-T)=\Lambda\left(t-T, t_{0}\right) \omega\left(t_{0}\right)$ in

$$
x_{s}(t)=e^{A T} x_{s}(t-T)+\int_{t-T}^{t} e^{A(t-\tau)} B L \Lambda\left(\tau, t_{0}\right) \omega\left(t_{0}\right) d \tau
$$

If $D(t) \equiv I, \omega(t)=\omega(t-T)$ and the steady-state of $x(t)$ is periodic with period $T$. Then $\Pi_{\infty}(t) \omega(t)=x_{s}(t)=x_{s}(t-T)=\Pi_{\infty}(t-T) \omega(t-T)=\Pi_{\infty}(t-T) \omega(t)$ which implies that $\Pi_{\infty}(t)=\Pi_{\infty}(t-T)$ and equation (6.15) follows.

Remark 41. Equation (6.13) is a generalized form of equation (6.6) with the property (6.7) and describes a wide class of signals, possibly non-periodic. To show this note, for instance, that (6.3) can always be written as (6.13). In fact, for any $T \in \mathbb{R}_{\geq 0}$,

$$
\omega(t)=e^{S T} \omega(t-T), \quad \Lambda\left(t, t_{0}\right)=e^{S\left(t-t_{0}\right)}
$$

Thus (6.3) can be described by (6.13) with $D=e^{S T}$ for all $t$.

For periodic signals equation (6.15) defines in a simple form the periodic matrix $\Pi_{\infty}(t)$. In addition, note that this definition of $\Pi_{\infty}(t)$ does not depend upon the initial condition. As a result equation (6.15) can be used to find the initial condition $\Pi_{\infty}(0)$ of equation (6.10), as shown in the following examples.

### 6.3.1 Example: determination of $\Pi_{\infty}\left(t_{0}\right)$

Consider the interconnection of system (6.1) and (6.6). The matrices of (6.1) have been randomly generated with the function rss of MATLAB ${ }^{\mathrm{TM}}$. For the remaining of the


Figure 6.1: Time history of the entries of the error $\varepsilon(t)=\Pi_{\infty}(t)-\tilde{\Pi}(t)$, computed from equation (6.10) with initial condition $\Pi(0)=\Pi_{\infty}(0)$ and $\Pi(0)=\tilde{\Pi}(0)=2 \Pi_{\infty}(0)$, respectively.
chapter we use the selection

$$
\left.A=\left[\begin{array}{ccc}
-2.439 & 2.337 & -1.776  \tag{6.16}\\
-2.933 & -1.096 & 4.221 \\
0.09223 & -4.579 & -1.537
\end{array}\right], \quad \begin{array}{ll} 
& C=\left[\begin{array}{lll}
0 & -0.7648 & -1.402
\end{array}\right]^{T}, \\
0 & 0.4882
\end{array}\right]
$$

Let $t_{0}=0$ and consider the matrix of square waves

$$
\Lambda_{\sqcap}(t, 0)=\left[\begin{array}{cc}
\sqcap\left(\frac{2 \pi}{T} t+\frac{\pi}{2}\right) & -\sqcap\left(\frac{2 \pi}{T} t\right)  \tag{6.17}\\
\sqcap\left(\frac{2 \pi}{T} t\right) & \sqcap\left(\frac{2 \pi}{T} t+\frac{\pi}{2}\right)
\end{array}\right]
$$

From equation (6.15) computed for $t=0$,

$$
\begin{align*}
\Pi_{\infty}(0)= & -A^{-1}\left(I-e^{A T}\right)^{-1}\left[\left(e^{\frac{3}{4} A T}-e^{A T}+e^{\frac{1}{2} A T}-e^{\frac{1}{4} A T}\right) B L\right. \\
& \left.+\left(e^{\frac{1}{2} A T}-e^{\frac{3}{4} A T}+e^{\frac{1}{4} A T}-I\right) B L \Lambda_{\sqcap}\left(\frac{T}{4}, 0\right)\right] \tag{6.18}
\end{align*}
$$

which for $T=\pi$ yields

$$
\Pi_{\infty}(0)=\left[\begin{array}{cc}
0.1760 & -0.2786 \\
0.3327 & -0.4004 \\
0.1349 & 0.1546
\end{array}\right]
$$

Fig. 6.1 shows the time history of the error $\varepsilon(t)=\Pi_{\infty}(t)-\tilde{\Pi}(t)$, where $\Pi_{\infty}(t)$ is computed from equation (6.10) with initial condition $\Pi(0)=\Pi_{\infty}(0)$ defined in (6.18) and $\tilde{\Pi}(t)$ is computed from equation (6.10) with initial condition $\Pi(0)=\tilde{\Pi}(0)=2 \Pi_{\infty}(0)$. As proved in Theorem 19 the solution $\Pi_{\infty}(t)$ is exponentially attractive.

Remark 42. Signals similar to the ones given in (6.17) can be generated by an implicit (nonlinear) model. In fact, note that the interconnection between the signals generated by the equations

$$
\dot{\omega}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] \omega, \quad u=\operatorname{sign}\left(\left[\begin{array}{ll}
1 & 0
\end{array}\right] \omega\right),
$$

and system (6.1) can be studied with the nonlinear techniques proposed in Chapter 2. However, in this case the partial differential equation (2.23) has to be solved to compute the moment of the system and the general solution of this problem, especially when involving non-smooth functions, is difficult to find.

Remark 43. While from a computational point of view solving the partial differential equation (2.23) and solving the integral and the matrix inversion in $\Pi_{\infty}(t)$ may be equally expensive, $\Pi_{\infty}(t)$ is an exact solution, while the solution of the partial differential equation would probably have to be approximated. Note also that, exploiting the periodicity of the steady-state, $\Pi_{\infty}(t)$ has to be computed only over a period. This can be done off-line and the obtained values can then be used on-line for any time interval.

Remark 44. Signals similar to the ones given in (6.17) can be also generated by hybrid systems. In fact, the signal generator (6.6) can represent a class of explicit linear hybrid systems. Thus, the results of the chapter can be used to extend the model reduction method by moment matching to this class of hybrid systems.


Figure 6.2: Time history of the entries of the matrices $\Pi_{\sim}$ (top), $\Pi_{\wedge}$ (middle) and $\Pi_{\sqcap}$ (bottom).


Figure 6.3: Time history of the output (solid lines) $y_{\sim}$ (top), $y_{\wedge}$ (middle) and $y_{\sqcap}$ (bottom) and time histories of the steady-state of the output (dotted lines) computed as $C \Pi_{\sim} \omega, C \Pi_{\wedge} \omega$ and $C \Pi_{\Pi} \omega$.

### 6.3.2 Example: time-varying moments

Consider the interconnection of system (6.1) and (6.6), the selection (6.16), the matrix (6.17) and the two matrices

$$
\Lambda_{\sim}(t, 0)=\left[\begin{array}{cc}
\cos \left(\frac{2 \pi}{T} t\right) & -\sin \left(\frac{2 \pi}{T} t\right) \\
\sin \left(\frac{2 \pi}{T} t\right) & \cos \left(\frac{2 \pi}{T} t\right)
\end{array}\right]
$$

and

$$
\Lambda_{\wedge}(t, 0)=\left[\begin{array}{cc}
\wedge\left(\frac{2 \pi}{T} t+\frac{\pi}{2}\right) & -\wedge\left(\frac{2 \pi}{T} t\right) \\
\wedge\left(\frac{2 \pi}{T} t\right) & \wedge\left(\frac{2 \pi}{T} t+\frac{\pi}{2}\right)
\end{array}\right]
$$

where

$$
\wedge(t)= \begin{cases}t \bmod (\pi), & (k-1) \pi \leq t<k \pi, \\ 1-(t \bmod (\pi)), & k \pi \leq t<(k+1) \pi\end{cases}
$$

with $k=1,3,5, \ldots,+\infty$ and period $T=\pi$. Let $\Pi_{\sim}, \Pi_{\wedge}$ and $\Pi_{\sqcap}$ be the solutions of equation (6.15) and $y_{\sim}, y_{\wedge}$ and $y_{\sqcap}$ be the outputs of system (6.1) for $\Lambda_{\sim}, \Lambda_{\wedge}$ and $\Lambda_{\sqcap}$, respectively. Fig. 6.2 shows the entries of the matrices $\Pi_{\sim}($ top $), \Pi_{\wedge}$ (middle) and $\Pi_{\Pi}$ (bottom). We note that $\Pi_{\sim}$ is constant, whereas $\Pi_{\wedge}$ and $\Pi_{\Pi}$ are periodic. Fig. 6.3 shows the time history of the output (solid lines) $y_{\sim}$ (top), $y_{\wedge}$ (middle) and $y_{\sqcap}$ (bottom) and of the steady-state value of the output (dotted lines) computed as $C \Pi_{\sim} \omega, C \Pi_{\wedge} \omega$ and $C \Pi_{\Pi} \omega$, i.e. the moment of system (6.1) at $\Lambda$. We note that the outputs of the system approach the steady-state responses, as expected.

### 6.4 Reduced order models in explicit form

In this section, exploiting the new definition of moment, a family of systems achieving moment matching is introduced and connections with the families of models given in Chapter 2 are drawn.

Definition 20. Consider system (6.1) and the signal generator (6.6). Suppose Assumptions $14,15,16$ and 17 hold and $\sigma(A) \subset \mathbb{C}_{<0}$. Then the system described by the equations

$$
\begin{equation*}
\xi(t)=\widetilde{F}\left(t, t_{0}\right) \xi_{0}+\int_{t_{0}}^{t} \widetilde{G}(t-\tau) u(\tau) d \tau, \quad \psi(t)=\widetilde{H}(t) \xi(t), \tag{6.19}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, \widetilde{F}\left(t, t_{0}\right) \in \mathbb{R}^{\nu \times \nu}, \widetilde{G}(t) \in \mathbb{R}^{\nu \times 1}$, is a model of system (6.1) at (6.6), if there exists a unique solution $P_{\infty}(t)$ of the equation

$$
\begin{equation*}
P(t)=\left(\widetilde{F}\left(t, t_{0}\right) P\left(t_{0}\right)+\int_{t_{0}}^{t} \widetilde{G}(t-\tau) L \Lambda\left(\tau, t_{0}\right) d \tau\right) \Lambda^{-1}\left(t, t_{0}\right) \tag{6.20}
\end{equation*}
$$

with $P\left(t_{0}\right)=P_{\infty}\left(t_{0}\right)$ such that for any $P\left(t_{0}\right), \lim _{t \rightarrow+\infty} P(t)-P_{\infty}(t)=0$ and

$$
\begin{equation*}
C \Pi_{\infty}(t)=\widetilde{H}(t) P_{\infty}(t) \tag{6.21}
\end{equation*}
$$

where $\Pi_{\infty}(t)$ is the unique solution of (6.10), with $\Pi\left(t_{0}\right)=\Pi_{\infty}\left(t_{0}\right)$. System (6.19) is a reduced order model of system (6.1) at $(\Lambda, L)$ if $\nu<n$.

Remark 45. In addition to the assumptions which guarantee the existence of the moment of system (6.1), we need two additional conditions for the existence of the reduced order model (6.19). Firstly the reduced order model has to be asymptotically stable, i.e. for each $\varepsilon>0$, there exists $\delta_{\varepsilon}>0$ such that if $\|\xi(0)\|<\delta_{\varepsilon}$ then $\|\xi(t)\|<\varepsilon$ and there exists a $\delta>0$ such that if $\|\xi(0)\|<\delta$ then $\lim _{t \rightarrow+\infty} \xi(t)=0$. This guarantees that the function $P_{\infty}(t)$ exists, i.e. the moment of system (6.19) exists. Secondly we need $P_{\infty}(t)$ to be non-singular for all $t \in \mathbb{R}_{\geq 0}$. This guarantees the existence of $H(t)$ for all $t \in \mathbb{R}_{\geq 0}$, i.e. the moments are matched.

We now discuss how to simplify the family of models (6.19) to achieve moment matching with additional constraints.

Property 1: ideally we would like to have $P_{\infty}(t)=I$ (as in Chapters 2 and 3), which has proved to give a remarkable simplification in the definition of the reduced order model. We recall that the selection $P=I$ in Chapter 2 yields a family of systems, parametrized by a matrix $G \in \mathbb{R}^{\nu}$, which is complete, i.e. the family contains all systems of dimensions $\nu$ achieving moment matching.

Property 2: at the same time we would like to bring the first equation of (6.19) to a form for which we can easily enforce additional constraints. This form is described by the selection

$$
\begin{equation*}
\widetilde{F}\left(t, t_{0}\right)=e^{F\left(t-t_{0}\right)}, \quad \widetilde{G}(t)=e^{F t} G \tag{6.22}
\end{equation*}
$$

for some $F$ and $G$, which makes the first equation of (6.19) a representation in explicit form of a linear time-invariant system which has an implicit model.

However, differently from the family of reduced order models given in Chapter 2, it is not possible for the reduced order model (6.19) to satisfy both properties, namely having an implicit model and be such that $P_{\infty}(t)=I$. Note, for instance, that if $\omega(t)$ belongs to the class of signals satisfying (6.7) and we use the selection (6.22), then the steady-state $\xi_{s}(t)$ is periodic and so it is $P_{\infty}(t)$ (see the proof of Corollary 4). Thus, this first route in which we simplify the problem fixing $P_{\infty}(t)$ brings the problem of determining $\widetilde{F}\left(t, t_{0}\right)$ and $\widetilde{G}(t)$ from equation (6.20) (which may not be easy) and, at the same time, such that additional properties, e.g. stability, can be enforced on the reduced order model. As a second route we can fix $\widetilde{F}\left(t, t_{0}\right)$ and $\widetilde{G}(t)$ with the selection given in (6.22) which, however, brings the problem of finding $P_{\infty}(t)$ and solving equation (6.21) with respect to $\widetilde{H}(t)$.

Both the choices are viable, however, it is easier to follow the second route, namely using the selection (6.22) and solving numerically (6.20) and (6.21). In this case the dynamics of the state $\xi$ can be described by a linear system in implicit form for which the solution to the problem of selecting $F$ and $G$ such that additional properties are satisfied is given in Chapter 2.

Remark 46. Both routes lead to models which are equivalent to the reduced order models given in Chapter 2 if $\Lambda\left(t, t_{0}\right)=e^{S\left(t-t_{0}\right)}$. Following the first route easy computation shows that $\widetilde{F}\left(t, t_{0}\right)=e^{(S-G L)\left(t-t_{0}\right)}, \widetilde{G}(t)=e^{(S-G L) t} G$, with $G$ free, is a solution of equation (6.20) with $P_{\infty}(t)=I$. Following the second route, by Theorem 20, equation (6.20) is equivalent to the Sylvester equation associated to the general family of reduced order models given in Chapter 2.

Remark 47. As already discussed, if $\Lambda\left(t, t_{0}\right)=e^{S\left(t-t_{0}\right)}$ and $P_{\infty}(t)=P=I$, then in (6.22) $F=S-G L$ with $G$ free. The family of models (6.19) reduces to the family parametrized in $G$ given in Chapter 2. Note also that a different selection $\bar{P} \neq P=I$ yields the same class of models through a change of coordinates in the state space representation, namely $\bar{F}=\bar{P}(S-G L) \bar{P}^{-1}, \bar{G}=\bar{P} G, \bar{H}=C \Pi \bar{P}^{-1}$, and there is still only one free parameter $G$. On the other hand, in the selection (6.22), we have two free parameters, namely $F$ and $G$ which can be totally independent of each other (this is possible since $\widetilde{H}(t)$ in $(6.21)$ is not constant).

We summarize these observations in the next statement in which we give a family
of reduced order models in the case of periodic input signals.

Proposition 9. Consider system (6.1) and the signal generator (6.6) with the property (6.7). Suppose Assumptions 14, 15, 16 and 17 hold and $\sigma(A) \subset \mathbb{C}_{<0}$. Then the system

$$
\begin{equation*}
\dot{\xi}=F \xi+G u, \quad \psi=C \Pi_{\infty}(t) P_{\infty}(t)^{-1} \xi(t) \tag{6.23}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}, F \in \mathbb{R}^{\nu \times \nu}, G \in \mathbb{R}^{\nu \times 1}$ and $\Pi_{\infty}(t)$ defined in (6.15), is a model of system (6.1) at $(\Lambda, L)$, if $\sigma(F) \subset \mathbb{C}_{<0}$ and

$$
\begin{equation*}
P_{\infty}(t)=\left(I-e^{F T}\right)^{-1}\left[\int_{t-T}^{t} e^{F(t-\tau)} G L \Lambda\left(\tau, t_{0}\right) d \tau\right] \Lambda\left(t, t_{0}\right)^{-1} \tag{6.24}
\end{equation*}
$$

is non-singular for all $t \in \mathbb{R}_{\geq 0}$.
Proof. In (6.19) select $\widetilde{F}\left(t, t_{0}\right)$ and $\widetilde{G}(t)$ as in (6.22). Since the signal generator (6.6) is periodic and $\sigma(F) \subset \mathbb{C}_{<0}$, equation (6.20) takes, by Corollary 4 the form given in (6.24). By assumption, $P_{\infty}(t)$ is non-singular and, thus, the matching condition (6.21) can be solved with respect to $\widetilde{H}(t)$, giving $\widetilde{H}(t)=C \Pi_{\infty}(t) P_{\infty}(t)^{-1}$.

We conclude this section with a numerical example to illustrate this last result.

### 6.4.1 Example: a numerical example

Consider the interconnection of system (6.1) and (6.6) with $\Lambda$ defined as in (6.17). The matrices of (6.1), with $n=15$, have been selected as $A=$ $\operatorname{diag}(-1 / n,-2 / n, \ldots,-1), B=[-1 / n-2 / n \ldots-1]^{\top}, C=B^{\top}$, with the initial state $x\left(t_{0}\right)=\left[\begin{array}{lll}n / 2 n / 2-1 & \ldots & -n / 2+1\end{array}\right]^{\top}$. Using the family (6.23), two reduced order models of system (6.1) have been computed. The first one is described by the selection $F=\operatorname{diag}(-1,-0.0667$ ) (which are the slowest and fastest modes of $A$ ) and $G=\left[\begin{array}{ll}0.0771 & -0.0251\end{array}\right]^{\top}$, while the second one by $F=\operatorname{diag}(-0.9333,-1)$ (which are the two fastest modes of $A$ ) and $G=\left[\begin{array}{lll}0.0891 & 0.008\end{array}\right]^{\top}$. In both case $G$ is such that $P_{\infty}(t)$ is non-singular for all $t \in \mathbb{R}_{\geq 0}$. The top graph of Fig. 6.4 shows the time history of the output $y$ (solid line), of the output $\psi_{I}$ of the first reduced order model (dotted line) and of the output $\psi_{I I}$ of the second reduced order model (dash-dotted line). The bottom graph shows the time history of $\left|y-\psi_{I}\right|$ (dotted line) and of $\left|y-\psi_{I I}\right|$ (dash-dotted line). The


Figure 6.4: Top: time history of the output $y$ (solid line) of system (6.1), with (6.17), of the output $\psi_{I}$ (dotted line) of system (6.23) and of the output $\psi_{I I}$ (dash-dotted line) of system (6.23) . Bottom: time history of $\left|y-\psi_{I}\right|$ (dotted line) and of $\left|y-\psi_{I I}\right|$ (dash-dotted line).
figure shows that the output response of the second model converges to the output of the system much quicker than the one of the first model.

Remark 48. The dynamics of (6.23) is the dynamics of a linear system in implicit form "filtered" with the dynamics of a linear system in explicit form.

### 6.5 Conclusion

In this chapter the limitations of the description of moment which uses the matrix $S$ have been investigated. With the final aim of solving the model reduction problem for a class of input signals generated by a linear exogenous system which does not have an implicit (differential) form, a time-varying parametrization of the steady-state of the system has been used to extend, exploiting an integral matrix equation, the definition of moment to this class of input signals. The equivalence of the new definition and the one based on the Sylvester equation has been proved under specific conditions. Special attention has been given to periodic signals for the wide range of practical applications where these are used. Reduced order models matching the steady-state response of explicit signal generators
have been given for linear systems and several connections between classical reduced order models and the new ones have been drawn. The chapter is completed with numerical examples.

## Chapter 7

## Model reduction for linear singular systems

### 7.1 Introduction

Singular systems, also known as generalized state-space systems, descriptor systems or differential-algebraic systems, have been largely investigated because of their capacity of modeling a variety of physical behaviors such as power systems, electrical networks, chemical processes, biological systems and social economic systems, see [180], [181]. The important characteristic of this class of systems is that they combine dynamic (differential) equations, referred as slow subsystem and static (algebraic) equations, referred as fast subsystem. They are often the result of the interconnection of several subsystems and the overall singular system has often large dimensionality. This justifies the interest in the model reduction problem for this class of systems. A first result of model reduction for singular systems has been proposed in [182] in which the chained aggregation method has been used. As pointed out in [183] this method is computationally intensive and another approach based on balanced realization has been proposed. However, the reduced order model obtained therein is a non-singular one and as a consequence the technique is not able to maintain the impulsive characteristic of singular systems. In [184] a singular reduced order model based on the Nehari's approximation algorithm [185] has been presented. Other results on model reduction via covariance approximation [186] and using singular value decomposition [187] have also been proposed. In [188] the authors propose
a moment matching method to reduce multi-input, multi-output (MIMO) systems. The method proposed therein is based in isolating the slow and fast subsystem and in reducing only the slow part (the non-singular subsystem), leaving unreduced the fast part (the singular subsystem).

In this chapter we extend the model reduction method developed in Chapter 2 to singular systems. Combining the interpolation-based and the steady-state-based description of moment a partitioned projector $\Pi$ is computed. In the projector, the contribution of the fast subsystem is separated by the contribution of the slow subsystem. The information on the fast subsystem is clearly encoded in the projector and it is not lost by the moment matching technique. Moreover, the output of reduced order models based on this projector approximates the output of the system only when consistent initial conditions are taken in account. In addition, the partitioned projector allows to define several families of reduced order models which have great flexibility in maintaining independently specific properties of the slow and fast subsystems. Thus, purely fast, purely slow and a "simple" family of reduced order models are proposed and the possibility of matching with the impulsive controllability constraint is discussed.

Remark 49. The contribution of this chapter is substantially different from [188], in both results and meaning. In [188] the fast subsystem is not reduced at all. The reason the authors give is that if the algebraic part is reduced than the frequency error between the system to be reduced and the reduced order model grows unbounded. Thus, their projector is partitioned in a classical projector (for non-singular systems) and the identity. In the method proposed here the reduction can operate independently on the algebraic part, on the differential part, or on a combination thereof. Moreover, we believe that the ability of reducing the algebraic part is relevant even though the error grows unbounded. In fact, as shown in the example in Section 7.4.5, a reduced order model which has the same output response of the system to be reduced can be determined even though for high frequencies the error grows unbounded. Moreover, in many applications the unbounded part is filtered out with a low-pass filter or, alternatively, the behavior for high frequencies is not of interest as long as some degree of divergence at high frequency is maintained (both the frequency response of the system and of the reduced order model grow unbounded). Finally note that the results in this chapter are instrumental in deriving a model reduction
theory for nonlinear singular systems.
The rest of the chapter is organized as follows. In Section 7.2 we recall some basic results for singular systems which are instrumental for the remaining. In Section 7.3 the interpolation-based description of moment is extended to singular systems. Then, combining it with the steady-state-based description of moment, a new formulation of the projector $\Pi$ is given. In Section 7.4 several families of reduced order models are given and the possibility to retain, reduce or eliminate the fast subsystem is investigated. Moreover, a result to enforce impulsive controllability on the reduced order model is proposed. Two numerical examples are used to illustrate the results. Finally Section 7.5 contains some concluding remarks and future directions of research.

All the results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference paper [18]. The problem of model reduction by moment matching for nonlinear singular systems is currently under investigation.

### 7.2 Preliminaries on Singular Systems

In this section some basic results for singular systems are recalled. Consider a linear, single-input, single-output, continuous-time, singular system described by the equations ${ }^{1}$

$$
\begin{equation*}
E \dot{x}=A x+B u, \quad y=C x \tag{7.1}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, E \in \mathbb{R}^{n \times n}, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{1 \times n}$. Assume that $u$ is piecewise continuously differentiable.

Definition 21. [180] Let $\mathcal{E} \subset \mathbb{C}$ be the set of complex numbers $s$ such that $\operatorname{det}(s E-A) \neq$ 0 . For any two matrices $E$ and $A$, the pencil $(E, A)$ is called regular if $\mathcal{E} \not \equiv \emptyset$.

Lemma 16. [180] The pencil $(E, A)$ is regular if and only if there exist two nonsingular matrices $Q$ and $\Gamma$ such that

$$
Q E \Gamma=\operatorname{diag}(I, N), \quad Q A \Gamma=\operatorname{diag}\left(A_{1}, I\right),
$$

[^10]where $N \in \mathbb{R}^{n_{2} \times n_{2}}$ is nilpotent with degree ${ }^{2} h$ and $A_{1} \in \mathbb{R}^{n_{1} \times n_{1}}$, with $n_{1}+n_{2}=n$.

Assume system (7.1) is regular, then $Q$ and $\Gamma$ can be selected such that system (7.1) can be written in the so-called first equivalent form, namely

$$
\text { subsystem }\left\{\begin{array} { r l } 
{ \dot { x } _ { 1 } } & { = A _ { 1 } x _ { 1 } + B _ { 1 } u , }  \tag{7.2}\\
{ y _ { 1 } } & { = C _ { 1 } x _ { 1 } , } \\
{ y } & { = y _ { 1 } + y _ { 2 } }
\end{array} \quad \text { fast } \quad \left\{\begin{array}{rl}
N \dot{x}_{2}=x_{2}+B_{2} u, \\
y_{2}=C_{2} x_{2}
\end{array}\right.\right.
$$

with the coordinate transformation $\left[\begin{array}{cc}x_{1}^{\top} & x_{2}^{\top}\end{array}\right]^{\top}=\Gamma^{-1} x$, where $x_{1} \in \mathbb{R}^{n_{1} \times n_{1}}, x_{2} \in$ $\mathbb{R}^{n_{2} \times n_{2}}$, and

$$
Q E \Gamma=\operatorname{diag}(I, N), \quad Q B=\left[\begin{array}{cc}
B_{1}^{\top} & B_{2}^{\top}
\end{array}\right]^{\top}, \quad Q A \Gamma=\operatorname{diag}\left(A_{1}, I\right), \quad C \Gamma=\left[\begin{array}{cc}
C_{1} & C_{2}
\end{array}\right]
$$

The state response of system (7.1) is given by

$$
x(t)=\Gamma\left[\begin{array}{l}
I  \tag{7.3}\\
0
\end{array}\right]\left(e^{A_{1} t} x_{1}(0)+\int_{0}^{t} e^{A_{1}(t-\tau)} B_{1} u(\tau) d \tau\right)-\Gamma\left[\begin{array}{l}
0 \\
I
\end{array}\right] \sum_{i=0}^{h-1} N^{i} B_{2} \frac{d^{i}}{d t^{i}} u(t)
$$

Differently from standard linear systems, singular systems have a unique solution only if $x(0)=\Gamma\left[\begin{array}{ll}x_{1}^{\top}(0) & x_{2}^{\top}(0)\end{array}\right]^{\top}$ is a consistent initial condition, namely it is such that

$$
x(0)=\Gamma\left[\begin{array}{l}
I \\
0
\end{array}\right] x_{1}(0)-\left.\Gamma\left[\begin{array}{l}
0 \\
I
\end{array}\right] \sum_{i=0}^{h-1} N^{i} B_{2} \frac{d^{i}}{d t^{i}} u(t)\right|_{t=0}
$$

where $x_{1}(0)$ can be freely selected.

### 7.3 Definition of moment

In this section we establish a one-to-one relation between the moments of system (7.1), the unique solution of a generalized Sylvester equation and the steady-state response of the output of a particular interconnected system.

[^11]Let

$$
W(s)=C(s E-A)^{-1} B=C_{1}\left(s I-A_{1}\right)^{-1} B_{1}+C_{2}(s N-I)^{-1} B_{2}
$$

be the transfer function associated to system (7.1) and assume that the system is minimal, i.e. as for non-singular systems (see [180, Theorem 2-6.3]), controllable and observable.

### 7.3.1 Interpolation-based description of moment

We begin extending the interpolation-based description of moment. This, in conjunction with the steady-state-based description of moment, allows to obtain a special structure for the projector to be used in the model reduction process.

Definition 22. Let $s_{i} \in \mathcal{E}$. The 0-moment of system (7.1) at $s_{i}$ is the complex number

$$
\eta_{0}\left(s_{i}\right)=C\left(s_{i} E-A\right)^{-1} B .
$$

The $k$-moment of system (7.1) at $s_{i}$ is the complex number

$$
\eta_{k}\left(s_{i}\right)=\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}} C(s E-A)^{-1} B\right]_{s=s_{i}}
$$

with $k \geq 1$ integer.
Note that each moment is the sum of two contributions, one depending on the slow subsystem and one depending on the fast subsystem, i.e.

$$
\begin{equation*}
\eta_{k}\left(s_{i}\right)=(-1)^{k} C_{1}\left(s_{i} I-A_{1}\right)^{-(k+1)} B_{1}+(-1)^{k} C_{2} N^{k}\left(s_{i} N-I\right)^{-(k+1)} B_{2} \tag{7.4}
\end{equation*}
$$

and if $k \geq h$,

$$
\eta_{k}\left(s_{i}\right)=(-1)^{k} C_{1}\left(s_{i} I-A_{1}\right)^{-(k+1)} B_{1}
$$

The next result gives a relation between the moments and the solution of a generalized Sylvester equation.

Lemma 17. Let $s_{i} \in \mathcal{E}$. Consider system (7.1), then

$$
\left[\begin{array}{lll}
\eta_{0}\left(s_{i}\right) & \ldots & \eta_{k}\left(s_{i}\right)
\end{array}\right]=C \widetilde{\Pi} \Psi_{k}
$$

where $\Psi_{k}=\operatorname{diag}\left(1,-1,1, \ldots,(-1)^{k}\right) \in \mathbb{R}^{(k+1) \times(k+1)}$ and $\widetilde{\Pi}$ is the unique solution of the
generalized Sylvester equation

$$
\begin{equation*}
A \widetilde{\Pi}+B L_{k}=E \widetilde{\Pi} \Sigma_{k}, \tag{7.5}
\end{equation*}
$$

with $L_{k}=\left[\begin{array}{llll}1 & 0 & \ldots & 0\end{array}\right] \in \mathbb{R}^{(k+1)}$ and

$$
\Sigma_{k}=\left[\begin{array}{ccccc}
s_{i} & 1 & 0 & \ldots & 0 \\
0 & s_{i} & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & s_{i} & 1 \\
0 & \ldots & \ldots & 0 & s_{i}
\end{array}\right] \in \mathbb{R}^{(k+1) \times(k+1)}
$$

Proof. Let $\widetilde{\Pi}=\left[\begin{array}{llll}\widetilde{\Pi}_{0} & \widetilde{\Pi}_{1} & \ldots & \widetilde{\Pi}_{k}\end{array}\right]$ and note that (7.5) can be rewritten as

$$
\begin{aligned}
A \widetilde{\Pi}_{0}+B & =E \widetilde{\Pi}_{0} s_{i} \\
A \widetilde{\Pi}_{1} & =E \widetilde{\Pi}_{1} s_{i}+E \widetilde{\Pi}_{0} \\
& \vdots \\
A \widetilde{\Pi}_{k} & =E \widetilde{\Pi}_{k} s_{i}+E \widetilde{\Pi}_{k-1}
\end{aligned}
$$

As a result

$$
\begin{aligned}
\widetilde{\Pi}_{0} & =(s E-A)^{-1} B, \\
\widetilde{\Pi}_{1} & =-(s E-A)^{-1} E(s E-A)^{-1} B=\left[\frac{d}{d s}(s E-A)^{-1} B\right], \\
& \vdots \\
\widetilde{\Pi}_{k} & =\frac{1}{k!}\left[\frac{d^{k}}{d s^{k}}(s E-A)^{-1} B\right],
\end{aligned}
$$

which proves the claim.
Exploiting this lemma the following result, which is a direct extension of Lemma 2, holds.

Theorem 21. Consider system (7.1) and suppose that for a set of numbers $s_{i}$, with $i=1, \ldots, \eta, s_{i} \in \mathcal{E}$. Then there exists a one-to-one relation between the moments $\eta_{0}\left(s_{1}\right)$, $\ldots, \eta_{k_{1}-1}\left(s_{1}\right), \ldots, \eta_{0}\left(s_{\eta}\right), \ldots, \eta_{k_{\eta}-1}\left(s_{\eta}\right)$ and the matrix $C \Pi$, where $\Pi$ is the unique solution of the generalized Sylvester equation

$$
\begin{equation*}
A \Pi+B L=E \Pi S \tag{7.6}
\end{equation*}
$$

with $S \in \mathbb{R}^{\nu \times \nu}$ any non-derogatory matrix with characteristic polynomial

$$
\begin{equation*}
p(s)=\prod_{i=1}^{\eta}\left(s-s_{i}\right)^{k_{i}}, \tag{7.7}
\end{equation*}
$$

where $\nu=\sum_{i=1}^{\eta} k_{i}$ and $L$ such that the pair $(L, S)$ is observable.
Proof. We begin proving that if $\sigma(S) \subset \mathcal{E}$ then equation (7.6) has a unique solution. Using the vectorization transformation and the Kronecker product properties we obtain the solution

$$
\operatorname{vec}(\Pi)=-\left(I \otimes A-S^{\top} \otimes E\right)^{-1} \operatorname{vec}(B L)
$$

which is unique if and only if

$$
\begin{equation*}
\operatorname{det}\left(I \otimes A-S^{\top} \otimes E\right) \neq 0 \tag{7.8}
\end{equation*}
$$

Let $R$ be an invertible matrix such that $R^{-1} S R=J_{S}$, where $J_{S}$ is the complex Jordan form of $S$. Multiplying on the left by $(R \otimes I)$ and on the right by $\left(R^{-1} \otimes I\right)$ we obtain the equation

$$
\begin{aligned}
\operatorname{det}\left(I \otimes A-S^{\top} \otimes E\right) & =\operatorname{det}\left((R \otimes I)\left(I \otimes A-S^{\top} \otimes E\right)\left(R^{-1} \otimes I\right)\right) \\
& =\operatorname{det}\left(I \otimes A-J_{S}^{\top} \otimes E\right) .
\end{aligned}
$$

Then (7.8) holds if and only if

$$
\prod_{i=1}^{\eta} \operatorname{det}\left(A-s_{i} E\right) \neq 0
$$

The remaining of the theorem can be proved following the same steps in the proof of Theorem 5.

### 7.3.2 Steady-state-based description of moment

In this section we extend the steady-state-based description of moment to linear singular systems. This is instrumental to derive the main technical result of the chapter, namely a partition of the projector $\Pi$ in slow and fast parts.

Theorem 22. Let $S \in \mathbb{R}^{\nu \times \nu}$ be any non-derogatory matrix with characteristic polyno-
mial (7.7). Consider system (7.1) and suppose that $\sigma(S) \subset \mathcal{E}$ and $\sigma(A) \subset \mathbb{C}_{<0}$. Consider the interconnection of system (7.1) with the system

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad u=L \omega, \tag{7.9}
\end{equation*}
$$

with $L$ and $\omega(0)$ such that the triple $(L, S, \omega(0))$ is minimal. Then, for all consistent initial conditions, there exists a one-to-one relation between the moments $\eta_{0}\left(s_{1}\right), \ldots$, $\eta_{k_{1}-1}\left(s_{1}\right), \ldots, \eta_{0}\left(s_{\eta}\right), \ldots, \eta_{k_{\eta}-1}\left(s_{\eta}\right)$ and the steady-state response of the output of such interconnected system.

Proof. Consider the interconnection of system (7.1) with system (7.9). By the assumptions on the pencil $(E, A)$ and $\sigma(S)$, the interconnected system has a well-defined invariant manifold given by $\mathcal{M}=\left\{(x, \omega) \in \mathbb{R}^{n+\nu}: x=\Pi \omega\right\}$, with $\Pi$ the unique solution of the generalized Sylvester equation (7.6). We prove now that $\mathcal{M}$ is attractive. Consider the equation

$$
\overbrace{E x-E \Pi \omega}=A x+B L \omega-E \Pi S \omega,
$$

in which substituting (7.6), yields

$$
\overbrace{E x-E \Pi \omega}^{i}=A(x-\Pi \omega) .
$$

Let $z=x-\Pi \omega$, then

$$
E \dot{z}=A z .
$$

The state response of this last equation is

$$
z(t)=\Gamma\left[\begin{array}{l}
I \\
0
\end{array}\right] e^{A_{1} t} z(0) .
$$

Thus, the output response of the interconnected system is

$$
y(t)=C \Pi \omega(t)+C \Gamma\left[\begin{array}{l}
I \\
0
\end{array}\right] e^{A_{1} t}\left(x_{1}(0)-\Pi \omega(0)\right) .
$$

The claim follows observing that

$$
C \Gamma\left[\begin{array}{l}
I \\
0
\end{array}\right] e^{A_{1} t}\left(x_{1}(0)-\Pi \omega(0)\right)
$$

describes the transient response which vanishes exponentially.

We are now ready to give the main result of this chapter.

Theorem 23. Let $S \in \mathbb{R}^{\nu \times \nu}$ be any non-derogatory matrix with characteristic polynomial (7.7). Consider system (7.2) and suppose that $\sigma(S) \cap \sigma\left(A_{1}\right)=\emptyset$. Then there exists a one-to-one relation between the moments $\eta_{0}\left(s_{1}\right), \ldots, \eta_{k_{1}-1}\left(s_{1}\right), \ldots, \eta_{0}\left(s_{\eta}\right), \ldots, \eta_{k_{\eta}-1}\left(s_{\eta}\right)$ and the matrix $C \widehat{\Pi}$, where $\widehat{\Pi}=\Gamma^{-1} \Pi=\left[\begin{array}{ll}\Pi_{1}^{\top} & \Pi_{2}^{\top}\end{array}\right]^{\top}$ is the unique solution of the equations

$$
\begin{align*}
A_{1} \Pi_{1}-\Pi_{1} S & =-B_{1} L, \\
\Pi_{2} & =-\sum_{i=0}^{h-1} N^{i} B_{2} L S^{i} . \tag{7.10}
\end{align*}
$$

Proof. In steady-state, using the change of coordinates

$$
\left[\begin{array}{c}
x_{1 s s} \\
x_{2 s s}
\end{array}\right]=\Gamma^{-1} x_{s s}=\Gamma^{-1} \Pi \omega=\left[\begin{array}{l}
\Pi_{1} \\
\Pi_{2}
\end{array}\right] \omega
$$

in (7.2), yields

$$
\begin{aligned}
\Pi_{1} S \omega & =A_{1} \Pi_{1} \omega+B_{1} L \omega, \\
N \Pi_{2} S \omega & =\Pi_{2} \omega+B_{2} L \omega,
\end{aligned}
$$

from which $\omega$ can be eliminated because the two equations hold for any $\omega$. We readily obtain the first of equations (7.10). Applying the vectorization transformation and the Kronecker product properties to the second equation we see that $\Pi_{2}$ is unique if and only if

$$
\operatorname{det}\left(I-s_{i} N\right) \neq 0,
$$

for any $s_{i} \in \sigma(S)$. This holds by definition for any $s_{i} \in \mathbb{C}$ since $N$ is a nilpotent matrix. Then, $\Pi$ is unique if and only if $\sigma(S) \cap \sigma\left(A_{1}\right)=\emptyset$. To obtain the explicit expression of
$\Pi_{2}$, we substitute $x_{2 s s}=\Pi_{2} \omega$ in the last $n_{2}$ equations in (7.3) obtaining

$$
\Pi_{2} \omega=-\sum_{i=0}^{h-1} N^{i} B_{2} L \frac{d^{i}}{d t^{i}} \omega .
$$

Observing that $\frac{d^{i}}{d t^{i}} \omega=S^{i} \omega$, yields

$$
\Pi_{2}=-\sum_{i=0}^{h-1} N^{i} B_{2} L S^{i},
$$

since the equation holds for any $\omega$.
This result has multiple implications. The contribution to the moment of the fast subsystem is separated in the projector $\widehat{\Pi}$ from the contribution of the slow subsystem. The condition for uniqueness of the projector is simplified and it depends only on the eigenvalues of the slow subsystem. This is actually expected since in the first equivalent form the $k$-th moment of the system can be written as (7.4), in which $s_{i} N-I$ is full-rank for any $s_{i}$.

It is clear from the form of $\widehat{\Pi}$ that the information on the fast subsystem is encoded in the projector and it is not lost by the moment matching technique. Thus, the output of reduced order models based on this projector approximates the output of the system only when consistent initial conditions are taken in account, i.e. when the solution of the system to be reduced exists. Moreover, this formulation gives high flexibility in maintaining the properties of the fast and slow subsystems. Depending on the particular application the fast subsystem can be preserved, reduced or eliminated independently of the reduction of the slow subsystem. This possibility is analyzed in detail in the next section.

### 7.4 Reduced order models

In this section several families of reduced order models achieving moment matching are presented. The possibility of obtaining purely fast or purely slow singular systems is investigated and a "simple" family of singular systems is given. In addition, the solution to the problem of matching with impulsive controllability is given.

Definition 23. Consider system (7.1) and let $S \in \mathbb{R}^{\nu \times \nu}$ be any non-derogatory matrix with characteristic polynomial (7.7). Assume $\sigma(S) \cap \sigma\left(A_{1}\right)=\emptyset$ and let $L$ be such that the pair $(L, S)$ is observable. Then the system

$$
\begin{array}{lr}
\dot{\xi}_{1}=F_{1} \xi_{1}+G_{1} u, & M \dot{\xi}_{2}=\xi_{2}+G_{2} u \\
\psi_{1}=H_{1} \xi_{1}, & \psi_{2}=H_{2} \xi_{2}  \tag{7.11}\\
\psi=\psi_{1}+\psi_{2}, &
\end{array}
$$

with $\xi_{j}(t) \in \mathbb{R}^{\nu}$, for $j=1,2, \psi_{j}(t) \in \mathbb{R}$, for $j=1,2, F_{1} \in \mathbb{R}^{\nu \times \nu}$ full-rank, $M \in \mathbb{R}^{\nu \times \nu}$ nilpotent with degree $\hbar, G_{j} \in \mathbb{R}^{\nu \times 1}$, for $j=1,2$, and $H_{j} \in \mathbb{R}^{1 \times \nu}$, for $j=1,2$, is a model of system (7.1) at $S$, if there exists a unique solution $\left[\begin{array}{ll}P_{1}^{\top} & P_{2}^{\top}\end{array}\right]^{\top}$ of the equations

$$
\begin{align*}
F_{1} P_{1}-P_{1} S & =-G_{1} L \\
P_{2} & =-\sum_{i=0}^{\hbar-1} M^{i} G_{2} L S^{i} \tag{7.12}
\end{align*}
$$

such that

$$
\begin{align*}
& C_{1} \Pi_{1}=H_{1} P_{1}  \tag{7.13}\\
& C_{2} \Pi_{2}=H_{2} P_{2}
\end{align*}
$$

where $\left[\begin{array}{cc}\Pi_{1}^{\top} & \Pi_{2}^{\top}\end{array}\right]^{\top}$ is the unique solution of (7.10). System (7.11) is a reduced order model of system (7.1) at $S$ if $2 \nu<n$.

We analyze now some special families of reduced order models which achieve moment matching.

### 7.4.1 Non-singular reduced order model

Using these results, it is easy to approximate a singular system with a non-singular system. This was the first approach attempted, see [183]. The same authors and following researchers, e.g. see [184], deemed the method inaccurate, since the impulsive characteristic of the singular system is lost. However, in particular settings and as a first approximation, it may be useful to approximate a singular system with a non-singular one. This can be
done easily in the present framework. In fact, the system

$$
\begin{equation*}
\dot{\xi}=F \xi+G u, \quad \psi=H \xi, \tag{7.14}
\end{equation*}
$$

is a model of system (7.1) at $S$, if there exists a unique solution $P$ of the equation

$$
\begin{equation*}
F P-P S=-G L, \tag{7.15}
\end{equation*}
$$

such that

$$
\begin{equation*}
C \Pi=H P, \tag{7.16}
\end{equation*}
$$

where $\Pi$ is the unique solution of (7.6). Note that the reduced order model (7.14) has dimension $\nu$, whereas the reduced order model (7.11) has dimension $2 \nu$.

### 7.4.2 Fast reduced order model

Finally, a completely fast reduced order model which approximates the singular system can be obtained in the present framework. The system

$$
\begin{equation*}
M \dot{\xi}=\xi+G u, \quad \psi=H \xi \tag{7.17}
\end{equation*}
$$

is a model of system (7.1) at $S$, if

$$
\begin{equation*}
H=-C \Pi\left(\sum_{i=0}^{\hbar-1} M^{i} G L S^{i}\right)^{-1} \tag{7.18}
\end{equation*}
$$

where $\Pi$ is the unique solution of (7.6), is well-defined. The reduced order model (7.17) has dimension $\nu$.

### 7.4.3 The identity family of singular reduced order models

As already shown in Chapters 2 and 3, simple families of reduced order models are identified by the choice $P=I$. In the present setting it seems natural to select $P_{1}=I$ keeping
$M$ and $G_{2}$ free. Then, the system

$$
\begin{align*}
\dot{\xi}_{1} & =\left(S-G_{1} L\right) \xi_{1}+G_{1} u, \\
M \dot{\xi}_{2} & =\xi_{2}+G_{2} u, \\
\psi_{1} & =C_{1} \Pi_{1} \xi_{1},  \tag{7.19}\\
\psi_{2} & =C_{2} \sum_{i=0}^{h-1} N^{i} B_{2} L S^{i}\left(\sum_{i=0}^{\hbar-1} M^{i} G_{2} L S^{i}\right)^{-1} \xi_{2}, \\
\psi & =\psi_{1}+\psi_{2},
\end{align*}
$$

where $\left[\begin{array}{ll}\Pi_{1}^{\top} & \Pi_{2}^{\top}\end{array}\right]^{\top}$ is the unique solution of (7.10), is a model of system (7.1) at $S$ for any $G_{1}, G_{2}$ and $M$ such that (7.12) has a unique solution.

Remark 50. The family of systems (7.19) belongs to the family given in Definition 23. The families (7.14) and (7.17) do not belong to the family given in Definition 23.

### 7.4.4 Matching with impulsive controllability

Impulse controllability is a characteristic property of singular systems and corresponds to the controllability of only the fast subsystem. A condition for impulse controllability is given in [180]. System (7.1) is impulse controllable if and only if

$$
\operatorname{rank}\left[\begin{array}{ccc}
E & 0 & 0  \tag{7.20}\\
A & E & B
\end{array}\right]=n+\operatorname{rank}(E) .
$$

If the system to be reduced is impulsive controllable, it is desirable to maintain this property also in the reduced order model.

Theorem 24. System (7.11), or (7.17), or (7.19), is impulsive controllable if $M$ and $G_{2}$ are selected such that

$$
\operatorname{rank}\left[\begin{array}{cc}
M & G_{2} \tag{7.21}
\end{array}\right]=\operatorname{rank}(M)
$$

The proof of the theorem is straightforward, however, to the best of the author's knowledge, the condition for impulsive controllability has not been presented in the simple form given in (7.21).

Proof. Following [180]

$$
\operatorname{rank}\left[\begin{array}{ccc}
E & 0 & 0 \\
A & E & B
\end{array}\right]=2 n_{1}+\operatorname{rank}\left[\begin{array}{ccc}
N & 0 & 0 \\
I & N & B_{2}
\end{array}\right] .
$$

Note now that

$$
n+\operatorname{rank}(E)=n_{1}+n_{2}+\operatorname{rank}\left[\begin{array}{cc}
I & 0 \\
0 & N
\end{array}\right]
$$

Then condition (7.20) reduces to

$$
\begin{aligned}
\operatorname{rank}\left[\begin{array}{ccc}
E & 0 & 0 \\
A & E & B
\end{array}\right] & =2 n_{1}+n_{2}+\operatorname{rank}\left[\begin{array}{cc}
N & B_{2}
\end{array}\right]= \\
& =n_{1}+n_{2}+\operatorname{rank}\left[\begin{array}{cc}
I & 0 \\
0 & N
\end{array}\right]=2 n_{1}+n_{2}+\operatorname{rank}(N)
\end{aligned}
$$

that written for the reduced order model, yields (7.21).
Remark 51. The apparent simplicity of (7.21) hides the fact that the condition is a PBH test for controllability of the fast subsystem. In fact, in this case the PBH test is

$$
\operatorname{rank}\left[I-\lambda M \quad G_{2}\right]=\operatorname{rank} M, \quad \text { for all } \lambda \in \sigma(M)
$$

Since the only eigenvalue of $M$ is zero, the PBH test reduces to (7.21).
Remark 52. As noted in [188], in the reduction of non-proper $W(s)$, namely systems with a nilpotent degree larger than zero, the algebraic part should be maintained unchanged to guarantee that the error between the system to be reduced and the reduced order model stays bounded. This is obviously implied by the fact that the absolute value of the frequency response grows unbounded as the the frequency increases and the slope of this growth depends on the degree of the algebraic part of the transfer function. Thus, to have a small $H_{2}$ error norm the degree of the algebraic part should be maintained unaltered. However, in many cases we are not interested in preserving the rate at which the frequency response grows unbounded, but we are interested only in the maintaining the property that it grows unbounded. Or alternatively, we may be interested only in the output response for low frequencies. In this cases, the method in [188] is not able to reduce the fast substystem. This limit is clearly averted with this approach which leaves to the



Figure 7.1: (Top) Time history of the output of system (7.22) (solid line) and of the output of the reduced order model (7.23) (dashed line). (Bottom) Magnitude of the Bode plot of system (7.22) (dashed line) and of the reduced order model (7.23) (dotted line).
designer the choice of reducing the fast subsystem, the slow subsystem, or a combination thereof.

### 7.4.5 Example: a classical fast subsystem example

This example has been proposed in [183], see also [184]. Consider the purely fast fifth order singular system described by the equations

$$
\begin{equation*}
N \dot{x}=x+B u, \quad y=C x \tag{7.22}
\end{equation*}
$$

with

$$
N=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], B=\left[\begin{array}{c}
0.1 \\
0.2 \\
1.8 \\
2.5 \\
3.0
\end{array}\right], C^{\top}=\left[\begin{array}{c}
0.1 \\
0.3 \\
1.2 \\
1.8 \\
2.8
\end{array}\right] .
$$

Let $\sigma(S)=\{0, \pm 2.85 j\}$ and $L$ and $\omega(0)$ in (7.9) be randomly generated. System (7.17) is a third order reduced order model of system (7.22), namely

$$
\begin{align*}
M \dot{\xi} & =\xi+G u, \\
\psi & =C \sum_{i=0}^{h-1} N^{i} B L S^{i}\left(\sum_{i=0}^{\hbar-1} M^{i} G L S^{i} \xi\right)^{-1} \xi, \tag{7.23}
\end{align*}
$$

where $G$ is randomly generated and

$$
M=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

Fig. 7.1 (top) shows the time history of the output of system (7.22) (solid line) and of the output of the reduced order model (7.23) (dashed line). The two responses overlap because a purely fast system does not have a transient response. Fig. 7.1 (bottom) shows the magnitude of the Bode plot of system (7.22) (dashed line) and of the reduced order model (7.23) (dotted line). This plot gives a more indicative information of the quality of the approximation. In fact, from the figure we see that the reduced order model is a good approximation of the system at low frequencies ( $<\approx 3 \mathrm{rad} / \mathrm{s}$ ).

Remark 53. As anticipated, the method proposed in [188] cannot be used to reduce system (7.22). Conversely with the method proposed herein a reduced order model is computed and the output response of system (7.22) is perfectly matched. Note also that increasing the number of interpolation points would reduce the discrepancy shown in the bottom graph of Fig. 7.1. When the dimension of the reduced order model reaches the dimension of the system, the error becomes zero.

### 7.4.6 Example: a large-scale singular system

Consider the singular system (7.2) with $n_{1}=60$ and $n_{2}=20$. Let $A_{1}=$ $\operatorname{diag}(-0.1,-0.2, \ldots,-6.0), N$ be a canonical nilpotent matrix of degree $h=20$ and $B_{1}, B_{2}, C_{1}, C_{2}$ and $L$ be randomly generated. The matrix $S$ is such that $\sigma(S)=$ $\{0, \pm 0.1 j, \pm 0.5 j, \pm j, \pm 1.13 j, \pm 5 j\}$. The reduced order model (7.19) is computed. The matrix $G_{1}$ is selected such that $\sigma\left(S-G_{1} L\right) \subset \mathbb{C}_{<0}, M$ is a canonical nilpotent matrix of


Figure 7.2: (Top) Time history of the output of the slow subsystem (solid line) and the output of the slow subsystem of the reduced order model (dotted line). (Bottom) Time history of the output of the fast subsystem (solid line) and the output of the fast subsystem of the reduced order model (dotted line).


Figure 7.3: (Top) Time history of the output of the system (solid line) and of the reduced order model (dotted line). (Bottom) Absolute error between the two output responses.
degree $\hbar=10$ and $G_{2}$ is selected as a truncation of $B_{2}$. Fig. 7.2 (top) shows the time history of the output of the slow subsystem (solid line) and the output of the slow subsystem of the reduced order model (dotted line). Fig. 7.2 (bottom) shows the time history of the output of the fast subsystem (solid line) and the output of the fast subsystem of the reduced order model (dotted line). As expected the bottom plots overlap. Fig. 7.3 (top) shows the time history of the output $y$ of the system (solid line) and of the total output $\psi$ of the reduced order model (dotted line). Fig. 7.3 (bottom) shows the absolute error between the two output responses. As expected the error between the two responses depends only on the response of the slow subsystem and goes to zero as the transient vanishes.

### 7.5 Conclusion

The model reduction technique based on moment matching has been extended to linear singular systems. Combining the interpolation-based and the steady-state-based description of moment a partitioned projector is constructed. The contribution of the slow subsystem and the contribution of the fast subsystem to the moment are separated. The information on the fast subsystem is encoded in the projector and it is not lost by the moment matching technique. Moreover, the output of reduced order models based on this projector approximates the output of the system only when consistent initial conditions are taken in account. Exploiting this partitioned projector, several families of reduced order models have been proposed. In particular, a purely fast, a purely slow and a "simple" family of reduced order models have been proposed. The possibility of maintaining the impulsive controllability property has been investigated and a few examples have been used to illustrate the results. A natural extension of the current results is represented by the model reduction of nonlinear singular systems and by the model reduction of systems with constraints.

## Part II

## Analysis

## Chapter 8

## Discontinuous phasor transform and its application to the steady-state analysis in power electronics

### 8.1 Introduction

Power converters are inherently discontinuous ${ }^{1}$ systems: power electronics is described as $a$ branch of electrical and electronic engineering concerned with the analysis, simulation, design, manufacture, and application of switching-mode power converters [189], [190], [191]. Since the transient response of electric circuits decays rapidly to zero, the steady-state analysis of power electronic devices is of paramount importance for their design [192], [193], [194], [195]. However, a trade-off between the level of the approximation and the difficulty of the analysis has usually to be made. Among the techniques that have been developed for this analytic task, the phasor transform represents a powerful and flexible mathematical tool which has been used for the study of the steady-state behavior of circuits powered by sinusoidal sources [196], [197]. The phasor transform greatly simplifies the dynamic analysis because it changes integro-differential equations in algebraic equations, which are computationally and analytically more easily solvable. In recent years

[^12]several generalizations of the phasor transform have been proposed specifically for the analysis of power electronic devices [198], [199], [200], [201]. These methods are based on the assumption that the phasor is a function of time and that the input signal can be described by a complex exponential. Thus, it is assumed that the input of the circuit is a smooth signal. Periodic discontinuous signals can be analyzed using the Fourier series, obtaining a steady-state description of the response as the sum of the phasors at infinitely many frequencies. However, practically, only an approximation can be obtained and, moreover, high harmonics are usually ignored because they are numerically difficult to compute [198]. In addition, we note that these papers do not explicitly define the time-varying phasor itself. Only the inverse phasor transform is given and the phasor is found comparing two transformed quantities. This forces the designer to recognize and transform known subcircuits. For instance in [200] nine categories of subcircuits have been identified. One of those, which is not transformed, entails thousands of different configurations.

This chapter originates from the observation that a phasor is a very special case of moment. In fact, the phasors of an electric circuit are the components of the unique solution of the Sylvester equation (2.8) associated to the system representing the circuit. The Sylvester equation itself is proved to be the phasor transformed system describing the electric circuit. Exploiting this equivalence, the instantaneous power and the average power are defined utilizing the moments. The interest in revisiting the notion of phasor with the moment theory is twofold.

1. A direct consequence is that very efficient algorithms to compute the moments of a linear system can be used to compute the phasors of large-scale systems.
2. The most relevant reason that justifies the interest in this equivalence is that we have generalized the description of moment beyond linear systems, in particular to systems driven by discontinuous signals.

Thus, exploiting the equivalence discussed, and exploiting the results given in Chapter 6, a new phasor transform is given. The new phasor transform has the following advantages:

1. differently from other analysis methods, like the state-space averaging, the new phasor transform describes the steady-state response of an electric circuit powered by
any periodic discontinuous signal in closed-form, i.e. without approximations;
2. the capability of describing the steady-state response of any electrical circuit without approximations applies also to the study of the behaviour of non-ideal switches;
3. differently from [198-200] the definition of the phasor itself is given; this has the consequence that it is not necessary to recognize subcircuits (although it is still possible to proceed in this way): the phasor can be computed directly for any linear circuits of whatever complexity;
4. the formula which we provide defines the phasors of all the currents and of the integrals of all the currents in the circuit; as a consequence the steady-state $v$ - $i$ characteristics of all the electric quantities of the circuit can be reconstructed.

To illustrate the utilization of the results of the chapter, the steady-state behavior of a Class D CLL resonant inverter and of a wireless power transfer system with non-ideal switches (subject to the reverse recovery effect) is analyzed. We show that the new phasor transform is particularly useful when there is little damping in the circuit (scenario which "preserves" the discontinuous behavior that approximating series solutions cannot fully capture).

The rest of the chapter is organized as follows. This section continues with a precise formulation of our problem, aim and the description of the circuits which are analyzed in the chapter. In Section 8.2 the equivalence between moments and phasors is proved. The use of the results are illustrated by means of an example and the definition of power is given in terms of moments. In Section 8.3 the definition of phasor and of the inverse phasor transform are generalized to linear circuits powered by discontinuous periodic signals. The phasors of resistors, inductors and capacitors are given and the characterization of the power is described in the new phasor domain. Extensive simulations show the capability of the new phasor definition in describing the steady-state response of power electronic devices. Section 8.5 contains some concluding remarks.

All the results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference paper [19] and in the journal paper [20].

### 8.1.1 Problem and aim

All currents and voltages in linear circuits are described by linear differential equations of the form

$$
\begin{equation*}
a_{n} \frac{d^{n}}{d t^{n}} f+a_{n-1} \frac{d^{n-1}}{d t^{n-1}} f+\cdots+a_{0} f=u \tag{8.1}
\end{equation*}
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}$ represents a current or voltage, $u(t) \in \mathbb{R}$ is a current or voltage input and $a_{i} \in \mathbb{R}$, with $i=0, \ldots, n$. Without loss of generality we assume that $a_{n} \neq 0$. In the analysis of circuits is of interest to study the steady-state response of the system ${ }^{2}$. If the input $u$ is a sinusoidal signal of amplitude $a_{u}$, angular frequency $\omega$ and phase $\phi$, then a classical tool for the steady-state analysis of (8.1) is the phasor of $f(t)$. This is usually introduced by means of the inverse phasor transform which is defined in his simplest form as

$$
\begin{equation*}
f(t)=\Re\left[\bar{F} e^{j \omega t}\right], \tag{8.2}
\end{equation*}
$$

where ${ }^{3} \bar{F}: \mathbb{C} \rightarrow \mathbb{C}$ is called the phasor of $f(t)$. Several generalizations of this transform have been proposed. The most general form presented in the literature is the so-called power-invariant (inverse) phasor transform [200], [199] described by

$$
\begin{equation*}
f(t)=\Re\left[\bar{F}(t) e^{j \omega(t)}\right], \tag{8.3}
\end{equation*}
$$

where $\omega(t)$ is non-constant and the phasor $\bar{F}(t)$ is a function ${ }^{4}$ of time and $\omega$. From (8.3) we note that the analysis of a circuit with the phasor transform is based on the assumption that the input is a complex exponential with frequency $\omega(t)$, i.e. $u(t)=a_{u} e^{j(\omega(t)+\phi)}$.

In this chapter we revisit and extend the notion of phasor. In the first part of the chapter we show that the phasors of an electric circuit are the moments at $j \omega$ of the linear system describing the circuit. In the second part of the chapter we eliminate the assumption that the source has to be described by a complex exponential extending the notion of phasor, as defined in (8.3), to a general class of input signals including discontinuous signals, such as square waves and triangular waves.

[^13]For the sake of clarity, we now define what we mean with phasor transform of a linear system.

Definition 24. Consider a linear, single-input, single-output, continuous-time, system described by the equations

$$
\begin{equation*}
\dot{x}=A x+B u, \quad y=H x, \tag{8.4}
\end{equation*}
$$

with $^{5} x(t) \in \mathbb{C}^{n}, u(t) \in \mathbb{C}, y(t) \in \mathbb{C}, A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{n \times 1}$ and $H \in \mathbb{C}^{1 \times n}$. The phasor transform of the linear system (8.4) for the source $u(t)=a_{u} e^{j(\omega t+\phi)}$, with $a_{u} \in \mathbb{R}, \omega \in \mathbb{R}$ and $\phi \in \mathbb{R}$, is

$$
\begin{equation*}
\bar{X} j \omega e^{j \omega t}=A \bar{X} e^{j \omega t}+B a_{u} e^{j \phi} e^{j \omega t}, \quad \bar{Y} e^{j \omega t}=H \bar{X} e^{j \omega t} . \tag{8.5}
\end{equation*}
$$

In what follows we only assume that the components in the circuit are ideal. We do not make any other simplifying assumption since we aim to describe exactly the behavior of the circuit. In Section 8.4.2 we relax the hypothesis that the components are ideal considering non-ideal switches.

Remark 54. The theory is developed applying the Kirchhoff's Voltage Law. We assume that the sources are voltage sources and the state variables and the output are currents. As a consequence we show that the moments are the phasors of the currents. An equivalent analysis based on the Kirchhoff's Current Law can be derived.

Remark 55. For the sake of clarity we consider the single phase case. The results can extend to the multiphase framework either following the approach in [200], or the multiinput approach presented in Chapter 5 (see also [63]).

### 8.1.2 Case studies

To illustrate the results of the chapter we study the steady-state response of resonant circuits. The interest in using this typology of circuits lies upon the fact that these are at the basis of many power converters which are normally driven by square waves. For instance, Fig. 8.1 shows a Class D CLL resonant inverter. The circuit is powered by a DC voltage $V_{i}$. The voltage across the capacitor $C$, which is the output of the subcircuit

[^14]constituted by the two transistors, is a square wave. Thus, an equivalent circuit can be derived as shown in Fig. 8.2 (see [189] for the derivation and the definition of the equivalent quantities). We note that the analysis of the Class D CLL resonant inverter (and of many other Class D inverters) boils down to the analysis of a RLC circuit driven by a square wave. The techniques presented in the second part of the chapter are developed for the study of this type of circuits. Moreover, RLC circuits arise also in other power electronic applications. For instance, Fig. 8.3 shows a wireless power transfer system $[202,203]$ and Fig. 8.4 shows its equivalent circuit which consists of two coupled RLC circuits.


Figure 8.1: Class D CLL resonant inverter.


Figure 8.2: Equivalent circuit of a Class D CLL resonant inverter as derived in [189].


Figure 8.3: Wireless power transfer system.


Figure 8.4: Equivalent circuit of the wireless power transfer system in Fig. 8.3.

The two examples are used as follows. In Section 8.2 we use the circuit of Fig. 8.4 because it offers more mathematical complexity and thus it is more helpful for showing some important details. In Section 8.3 we first use the circuit of Fig. 8.2 illustrating the technique for different Q factors ${ }^{6}$. We show that as the Q factor decreases, i.e. the damping increases, the difference in quality of the approximation between the Fourier series and our solution grows. Finally, we analyze the circuit of Fig. 8.4 driven by non-ideal switches. We show that the technique presented in the chapter can describe, without approximations, the reverse recovery effect which is present in the majority of commercial switches [204].

[^15]
### 8.2 Electrical equivalent of the moment theory

In this section we show that the theory of moments developed to solve the model reduction problem has an electric equivalent. In particular we prove that the phasors of an electric circuit, as defined in (8.2), are the moments of the system describing the circuit when a single complex interpolation point is selected. Then, exploiting the equivalence between moments and phasors, we define the power using the moments. Revisiting these results is instrumental for the rest of the chapter when the notion of phasor is extended to nonconventional sources: knowing the relation between moments and power is essential to give a physical meaning to the newly defined quantities. For the sake of convenience we report here the Sylvester equation (2.8), namely

$$
\begin{equation*}
A \Pi+B \Gamma=\Pi \Sigma \tag{8.6}
\end{equation*}
$$

and the equation of the signal generator (2.10), namely

$$
\begin{equation*}
\dot{\zeta}=\Sigma \zeta, \quad u=\Gamma \zeta \tag{8.7}
\end{equation*}
$$

which will be used through the chapter. Note that for notational needs the original quantities $L$ and $S$ have been replaced by $\Gamma$ and $\Sigma$, respectively. Finally, to streamline the presentation, we introduce the following definition.

Definition 25. The system (8.4) and the generator (8.7) are said to be in the real convention if the matrices $A, B, H, \Gamma$ and $\Sigma$ have real entries. They are said to be in the mixed convention if the matrices $A, B$ and $H$ have real entries and the matrices $\Gamma$ and $\Sigma$ have complex entries. They are said to be in the complex convention if the matrices $A$, $B, H, \Gamma$ and $\Sigma$ have complex entries.

Note that in the real convention and in the mixed convention, for all integers $k$ with $2 \leq 2 k \leq n$, the component $x_{2 k}$ of $x$ is a current $i_{k}$, whereas the component $x_{2 k-1}$ of $x$ is the integral $\int_{t_{0}}^{t} i_{k}(\tau) d \tau$.

### 8.2.1 Equivalence between moments and phasors

Herein we show that writing the phasor transform of a linear electric circuit is equivalent to writing the associated Sylvester equation. Moreover, the components of the solution of this Sylvester equation are the phasors of all the currents (and of the integrals of the currents) in the circuit.

Proposition 10. Consider the source $u(t)=a_{u} e^{j(\omega t+\phi)}$, with $a_{u} \in \mathbb{R}, \omega \in \mathbb{R}$ and $\phi \in \mathbb{R}$, and assume $j \omega \notin \sigma(A)$. The phasor transform of system (8.4) (see Definition 24) written in the mixed convention coincides with the Sylvester equation (8.6) with $\Sigma=j \omega$ and $\Gamma=a_{u} e^{j \phi}$. The components of $\Pi$, which is the unique solution of equation (8.6), are the phasors of the currents and of the integrals of the currents in the circuit.

Proof. We first compute the phasor transform of system (8.4) for the source $u=a_{u} e^{j(\omega t+\phi)}$, namely

$$
\bar{X} j \omega e^{j \omega t}=A \bar{X} e^{j \omega t}+B a_{u} e^{j \phi} e^{j \omega t}, \quad \bar{Y} e^{j \omega t}=H \bar{X} e^{j \omega t},
$$

by Definition 24. Since $e^{j \omega t} \neq 0$ for all $t \in \mathbb{R}$, it can be canceled out yielding

$$
\bar{X} j \omega=A \bar{X}+B a_{u} e^{j \phi}, \quad \bar{Y}=H \bar{X}
$$

Thus the phasors of all the currents (and their integrals) in the circuit and the phasor of the output current are given by

$$
\bar{X}=(j \omega I-A)^{-1} B a_{u} e^{j \phi}, \quad \bar{Y}=H(j \omega I-A)^{-1} B a_{u} e^{j \phi},
$$

respectively. Consider now the signal generator (8.7) with

$$
\Sigma=j \omega, \quad \Gamma=a_{u} e^{j \phi} .
$$

The associated Sylvester equation (8.6) is

$$
A \Pi+B a_{u} e^{j \phi}=\Pi j \omega,
$$

which, if $j \omega \notin \sigma(A)$, has the unique solution

$$
\Pi=(j \omega I-A)^{-1} B a_{u} e^{j \phi},
$$

which concludes the proof.
Corollary 5. The phasor of the output response $y$ of system (8.4) is the moment of the system at $j \omega$, namely $\bar{Y}=H \Pi$. The inverse phasor transform of the output current $y$ of system (8.4) is

$$
y(t)=\Re\left[H \Pi e^{\Sigma t}\right] .
$$

Proof. The first claim follows noting that the phasor of the output response of system (8.4) is given by

$$
\bar{Y}=H \Pi=H(j \omega I-A)^{-1} B a_{u} e^{\phi} .
$$

To prove the second claim we note that

$$
\Re\left[H \Pi e^{\Sigma t}\right]=\Re\left[\bar{Y} e^{j \omega t}\right]
$$

which is the inverse phasor transform of the output response of system (8.4).
Remark 56. Phasors are a very special case of moments of linear systems. In fact, they are the moments at the single complex interpolation point $\Sigma=j \omega$.
Remark 57. The higher order derivatives $\frac{d^{n} x}{d t^{n}}$ and the integral $\int_{t_{0}}^{t} x(\tau) d \tau$ are transformed in the phasor domain into $(j \omega)^{n} \bar{X} e^{j \omega}$ and $\frac{1}{j \omega} \bar{X} e^{j \omega}$, respectively. Similarly they are transformed in the "moment domain" into $\Sigma^{n} \Pi e^{j \omega}$ and $\Sigma^{-1} \Pi e^{j \omega}$, respectively.

Remark 58. The relation between moments and phasors established with the Sylvester equation (8.6) gives the advantage of computing the phasors using Arnoldi and Lanczos algorithms [5, Section 14.1] or the techniques presented in Chapter 4. These techniques offers very efficient methods to determine the moments, and thus the phasors, of very large-scale systems, in which the matrix inversion may be computationally expensive.

Remark 59. The main advantage of the equivalence that we have established is that this lends itself to the extension of the phasor transform beyond the linear framework (and the discontinuous framework of this chapter) to circuits with nonlinear elements and circuits with delays (exploiting the results in Part I of this Thesis).

### 8.2.2 Example: moments of a wireless power transfer system

We present now a worked out example which shows how to apply these results and highlights a few important aspects regarding the "convention" used in the approach.

Fig. 8.4 illustrates a wireless power transfer system [203] consisting of two coils. In this example we assume that an AC sinusoidal voltage source with an amplitude of $V_{s}$ and an angular frequency of $\omega$ is applied to the transmitter coil on the input side. A load resistor $R_{L}$ is connected to the receiving coil on the output side. By applying the Kirchhoff's Voltage Law to the two coils, we obtain the system of equations

$$
\begin{align*}
& R_{1} i_{1}+L_{1} \frac{d i_{1}}{d t}+\frac{1}{C_{1}} \int i_{1} d t+M_{12} \frac{d i_{2}}{d t}=u(t)  \tag{8.8}\\
& M_{21} \frac{d i_{1}}{d t}+R_{2 L} i_{2}+L_{2} \frac{d i_{2}}{d t}+\frac{1}{C_{2}} \int i_{2} d t=0
\end{align*}
$$

where $i_{1}$ and $i_{2}$ are the currents flowing in the coils 1 and $2, R_{1}$ and $R_{2}$ are the resistances, $R_{2 L}=R_{2}+R_{L}, L_{1}$ and $L_{2}$ are the self-inductances, $C_{1}$ and $C_{2}$ are the capacitances and $M_{12}=M_{21}$ are the mutual inductances between the two coils. We are interested in determining the amplitude and phase of the steady-state current in the receiving coil, i.e. the phasor $\bar{I}_{2}$.

We start by solving the problem with the phasor transform approach. Transforming the differential equations (8.8) we obtain the complex algebraic system

$$
Z_{1} \bar{I}_{1}+j \omega M_{12} \bar{I}_{2}=V_{s}, \quad j \omega M_{21} \bar{I}_{1}+Z_{2} \bar{I}_{2}=0
$$

where $Z_{1}=R_{1}+j \omega L_{1}-j \frac{1}{\omega C_{1}}$ and $Z_{2}=R_{2 L}+j \omega L_{2}-j \frac{1}{\omega C_{2}}$. Solving with respect to $\bar{I}_{2}$ yields

$$
\bar{I}_{2}=\frac{-j \omega M_{21}}{Z_{1} Z_{2}+\omega^{2} M_{21} M_{12}} V_{s}
$$

Now we compute the moment of the differential system (8.8) at

$$
\begin{equation*}
\dot{\zeta}=\Sigma \zeta, \quad u=\Gamma \zeta \tag{8.9}
\end{equation*}
$$

We begin using the "mixed convention" that, as highlighted later, is the most useful among the three representations. Thus, consider $\Gamma=V_{s}$ and $\Sigma=j \omega$ and the state

$$
x_{1}(t)=\int_{t_{0}}^{t} i_{1}(\tau) d \tau, \quad x_{2}(t)=i_{1}(t), \quad x_{3}(t)=\int_{t_{0}}^{t} i_{2}(\tau) d \tau, \quad x_{4}(t)=i_{2}(t)
$$

System (8.8) can be represented by the first order system of differential equations (8.4) with

$$
A=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-\frac{L_{2}}{C_{1} \hat{L}} & -\frac{R_{1} L_{2}}{\hat{L}} & \frac{M_{12}}{C_{2} \hat{L}} & \frac{M_{12} R_{2 L}}{\hat{L}}  \tag{8.10}\\
0 & 0 & 0 & 1 \\
\frac{M_{21}}{C_{1} \hat{L}} & \frac{R_{1} M_{21}}{\hat{L}} & -\frac{L_{1}}{C_{2} \hat{L}} & -\frac{L_{1} R_{2 L}}{\hat{L}}
\end{array}\right], \quad B=\left[\begin{array}{cccc}
0 & \frac{L_{2}}{\hat{L}} & 0 & -\frac{M_{21}}{\hat{L}}
\end{array}\right],
$$

where $\hat{L}=L_{1} L_{2}-M_{12} M_{21} \neq 0$. The solution of the Sylvester equation (8.6) is given by

$$
\Pi=(j \omega-A)^{-1} B V_{s}
$$

and the moment of the system at $(\Gamma, \Sigma)$ is given by

$$
H \Pi=\epsilon_{4} \Pi=\frac{j \omega^{3} M_{21}}{D \hat{L}} V_{s}
$$

with

$$
D=-\frac{\omega^{2}}{\hat{L}}\left(Z_{1} Z_{2}+\omega^{2} M_{12} M_{21}\right)
$$

the determinant of the matrix $(j \omega I-A)$. In a similar way we can prove that

$$
\left[\begin{array}{llll}
\Pi_{1} & \Pi_{2} & \Pi_{3} & \Pi_{4}
\end{array}\right]^{\top}=\left[\begin{array}{llll}
\frac{1}{j \omega} \bar{I}_{1} & \bar{I}_{1} & \frac{1}{j \omega} \bar{I}_{2} & \bar{I}_{2}
\end{array}\right]^{\top} .
$$

It is interesting to explore which relation between phasors and moments holds when the "real convention" is used. Consider system (8.4) with the matrices given in (8.10) and the matrices of the signal generator (8.9) given by

$$
\Gamma=\left[\begin{array}{ll}
V_{s} & 0
\end{array}\right], \quad \Sigma=\left[\begin{array}{cc}
0 & \omega \\
-\omega & 0
\end{array}\right] .
$$

The input of the system is $u=V_{s} \cos (\omega t)$ instead of $u=V_{s} \cos (\omega t)+j V_{s} \sin (\omega t)$. It comes with no surprises that the phasors are related to the solution of the Sylvester equation by
the relations

$$
\left[\begin{array}{l}
\Pi_{11}+j \Pi_{12} \\
\Pi_{21}+j \Pi_{22} \\
\Pi_{31}+j \Pi_{32} \\
\Pi_{41}+j \Pi_{42}
\end{array}\right]=\left[\begin{array}{r}
\frac{1}{j \omega} \bar{I}_{1} \\
\bar{I}_{1} \\
\frac{1}{j \omega} \bar{I}_{2} \\
\bar{I}_{2}
\end{array}\right] .
$$

Finally, we investigate the use of the "complex convention". Consider the coordinates $x_{1}(t)=i_{1}(t), x_{2}(t)=i_{2}(t)$ and the signal generator (8.9) with $\Gamma=V_{s}$ and $\Sigma=j \omega$. System (8.8) can be represented by a system of integro-differential equations given by

$$
\begin{aligned}
& \dot{x}_{1}=\frac{1}{\hat{L}}\left(-R_{1} L_{2} x_{1}-\frac{L_{2}}{C_{1}} \int x_{1} d t+M_{12} R_{2 L} x_{2}+\frac{M_{12}}{C_{2}} \int x_{2} d t+L_{2} u\right), \\
& \dot{x}_{2}=\frac{1}{\hat{L}}\left(-R_{2 L} L_{1} x_{2}-\frac{L_{1}}{C_{2}} \int x_{2} d t+M_{21} R_{1} x_{1}+\frac{M_{21}}{C_{1}} \int x_{1} d t-M_{21} u\right) .
\end{aligned}
$$

Exploiting Remark 57, we can write the Sylvester equation and find its solution, namely

$$
\left[\begin{array}{c}
\Pi_{1} \\
\Pi_{2}
\end{array}\right]=\left[\begin{array}{cc}
j \omega \hat{L}+R_{1} L_{2}+\frac{L_{2}}{j \omega C_{1}} & -M_{12} R_{2 L}-\frac{M_{12}}{j \omega C_{2}} \\
-M_{21} R_{1}-\frac{M_{21}}{j \omega C_{1}} & j \omega \hat{L}+L_{1} R_{2 L}+\frac{L_{1}}{j \omega C_{2}}
\end{array}\right]^{-1}\left[\begin{array}{c}
L_{2} V_{s} \\
\\
-M_{21} V_{s}
\end{array}\right]
$$

showing easily that

$$
\left[\begin{array}{ll}
\Pi_{1} & \Pi_{2}
\end{array}\right]^{\top}=\left[\begin{array}{ll}
\bar{I}_{1} & \bar{I}_{2}
\end{array}\right]^{\top}
$$

Remark 60. When the system is linear and the source generates a sinusoidal signal, the real convention and the mixed convention are redundant since each current appears twice in the matrix $\Pi$ (as $\bar{I}_{k}$ and $\frac{1}{j \omega} \bar{I}_{k}$ ). However, when the input is not a complex exponential, the steady-state of the current $i_{k}$ and of its time integral are not anymore linked by a simple scaling factor.

### 8.2.3 Definition of power from the moments

The phasor analysis is useful to determine the instantaneous and average power absorbed by a load $Z$ at steady-state. Exploiting the relation between phasors and moments we can define these two quantities with respects to the moments. The instantaneous power is defined as

$$
\begin{equation*}
p(t)=v(t) i(t)=\Re\left[\bar{V} e^{j \omega t}\right] \Re\left[\bar{I} e^{j \omega t}\right] . \tag{8.11}
\end{equation*}
$$

Exploiting the properties of the real part operator we write the instantaneous power as

$$
\begin{equation*}
p(t)=\frac{1}{2} \Re\left[\bar{V}^{*} \bar{I} e^{j \omega t} e^{-j \omega t}\right]+\frac{1}{2} \Re\left[\overline{V I} e^{j 2 \omega t}\right] . \tag{8.12}
\end{equation*}
$$

Using Euler's formula it can be proved that the average power

$$
\begin{equation*}
P=\langle p(t)\rangle=\frac{1}{2} \Re\left[\bar{V}^{*} \bar{I}\right] \tag{8.13}
\end{equation*}
$$

is equal to the first term of (8.12), and that the second term of (8.12) has zero average. Since we have proved that $\bar{I}=H \Pi$, the instantaneous power is described by

$$
\begin{equation*}
p(t)=\frac{1}{2} \Re\left[\frac{(H \Pi)^{*}}{Z} H \Pi\right]+\frac{1}{2} \Re\left[\frac{H \Pi}{Z} H \Pi e^{j 2 \omega t}\right] . \tag{8.14}
\end{equation*}
$$

with $Z$ the complex impedance.
Remark 61. The equivalence between the average power $P$ and $\frac{1}{2} \Re\left[\bar{V}^{*} \bar{I}\right]$ is not a definition. The relation is a consequence of the properties of the complex exponential, as highlighted in (8.12), and we may expect that this relation does not hold if the input is not a complex exponential.

### 8.3 Generalizing the phasor to sources in explicit form

Now that we have linked the theory of phasors with the moment theory, we are able to extend the phasor analysis to more general classes of sources. In this section instead of considering sinusoidal sources, we study any periodic source which has the following explicit representation

$$
\begin{equation*}
\zeta(t)=\Lambda(t) \zeta(0), \quad u=\Gamma \zeta . \tag{8.15}
\end{equation*}
$$

with $\Lambda(t)$ such that $\Lambda(t)=\Lambda(t-T)$ for $t \geq T$. As remarked in Chapter 6 , this class of signal generators includes possibly discontinuous signals, such as square waves and triangular waves, which are of great interest in circuit analysis. In this chapter we develop an electric equivalent of the results presented in Chapter 6, yielding an extension of the phasor transform to this general class of signals. We begin by giving the definition of the discontinuous phasor. We show that multiplying the phasor with the source signal
and taking the real part yields the steady-state current. Then we show the relation between voltage and current for resistors, inductors and capacitors. Finally, we show that the phasor can be used to compute the steady-state instantaneous and average power. In summary, we extend all the features and properties of the phasor analysis to discontinuous sources.

Remark 62. Since (8.15) is a periodic signal, a classical phasor analysis can be carried out exploiting the Fourier series of the signal. However, the approach that we propose achieves a closed-form expression of the phasors and of the steady-state quantities. No approximations are introduced and non-ideal components can be considered. A comparison between the new results and the approximation given by the Fourier series is illustrated in the examples.

Remark 63. The state-space averaging method is commonly used as a modeling technique for power electronic converters [191]. However, while the averaging method provides an approximation, the method we propose is exact. In detail, the state-space averaging technique provides a reliable approximation of the steady-state behavior of the circuit when the natural frequencies of the converter (the poles of its transfer function) are much smaller than the switching frequency. The averaging method fails to give a good approximation when the natural frequencies of the system are close or above one half of the switching frequency [205]. On the contrary, the discontinuous phasor transform does not have this restriction since it is not an approximation but an exact description of the steady-state behavior of any linear circuit powered by any discontinuous source.

Remark 64. We focus on periodic signals only because these are the most common sources in power electronics. Note that the analysis of this section can be extended to any, possibly non-periodic, signal generators described by an equation of the form $\zeta(t)=\Lambda(t) \zeta(0)$, as discussed in Chapter 6.

Remark 65. In the remaining of the section we use the mixed convention. A similar analysis for the real convention can be derived. The complex convention presents more difficulties because Corollary 6 does not have an equivalent in this convention.

### 8.3.1 Definition of the discontinuous phasor

We define now the phasor in the case in which the signal generator is described by (8.15).

Definition 26. Consider system (8.4) and the signal generator (8.15). Assume Assumptions $14,15,16$ and 17 hold, $\sigma(A) \subset \mathbb{C}_{<0}$ and $\Lambda(t)$ is almost everywhere differentiable. The components of the function

$$
\begin{equation*}
\Pi_{\infty}(t)=\left(I-e^{A T}\right)^{-1}\left[\int_{t-T}^{t} e^{A(t-\tau)} B \Gamma \Lambda(\tau) d \tau\right] \Lambda(t)^{-1}, \tag{8.16}
\end{equation*}
$$

are the discontinuous phasors of all the currents and of all the integrals of the currents in system (8.4) for the source $\Lambda(t)$. The discontinuous inverse phasor transform of the steady-state output current $i(t)$ of system (8.4) is

$$
\begin{equation*}
i(t)=\Re[\bar{I}(t) \Lambda(t)] \tag{8.17}
\end{equation*}
$$

with $\bar{I}(t)=H \Pi_{\infty}(t)$.
Remark 66. We remind that it is always possible to describe square waves, triangular waves and any periodic signal which is almost everywhere differentiable in the mixed convention to satisfy Assumptions 14, 15, 16 and 17.

Remark 67. Like in the sinusoidal case, the instantaneous currents are recovered multiplying the phasor with the source and taking the real part.

Remark 68. Differently from the sinusoidal case, the phasor $\bar{I}(t)$ is a time-dependent periodic function. Note that if $\Lambda(t)$ is sinusoidal, equation (8.16) defines the usual constant phasor and $\Pi_{\infty}$ solves the Sylvester equation (8.6) (see Theorem 20).

Remark 69. The inverse phasor transform (8.3) introduced in [198-200] is a particular case of the more general phasor transform we have introduced. In fact, (8.3) is recovered when $\Lambda(t)=e^{j \omega(t)}$. Note however, that the new result have a remarkable advantage. In [198-200] the inverse phasor transform is introduced but the phasor itself (i.e. the direct phasor transform) is not defined. Thus to apply the results of those papers one must recognize simple subcircuits and find the $v-i$ characteristics in the phasor domain of the subcircuit. Although this is possible also with the new transform (8.17) (and it is done in the following), it is not necessary. In fact, since we have the definition of the phasor (8.16) from the system matrices $A$ and $B$, we can obtain the phasors of all the currents and voltages in the circuit in closed-form without the need of decomposing the circuit in pre-classified subcircuits.

Now that we have defined the discontinuous phasor and the discontinuous inverse phasor transform we extend the properties of the phasor circuit analysis.

### 8.3.2 Inductance, capacitance and resistance

Following [198-200] we describe the $v-i$ characteristics of some common subcircuits which constitute power electronic devices. As already remarked, this is not strictly necessary if we want to compute simply the phasors of the overall circuit. However, describing simple circuits in the phasor domain improves the understanding of this new tool. Moreover, to be useful for applications we need to be able to compute the voltage across an inductor, capacitor and resistor given the phasor of the current which flows through these components. This is of paramount importance to be able to define the power and, more in general, to make this mathematical extension an accurate description of the physical quantities in the circuit. The expressions that relate voltage and current in an inductor, capacitor and resistor are, respectively,

$$
\begin{equation*}
v=L \frac{d i}{d t}, \quad v=\frac{1}{C} \int_{0}^{t} i d \tau, \quad v=R i . \tag{8.18}
\end{equation*}
$$

Utilizing the phasor transform (8.2), it can be proved that the relations

$$
\begin{equation*}
\bar{V}=j \omega L \bar{I}, \quad \bar{V}=\frac{1}{j \omega C} \bar{I}, \quad \bar{V}=R \bar{I}, \tag{8.19}
\end{equation*}
$$

hold. With the phasor transform (8.3) these become

$$
\begin{equation*}
\bar{V}(t)=L \dot{\bar{I}}(t)+j \omega(t) L \bar{I}(t), \quad \dot{\bar{V}}(t)+j \omega(t) \bar{V}(t)=\frac{1}{C} \bar{I}(t), \quad \bar{V}(t)=R \bar{I}(t), \tag{8.20}
\end{equation*}
$$

When the source is described by the generator (8.15), these relations may not hold anymore. Consider, for instance, a square wave, which is described by the sum of infinitely many frequencies $\omega_{k}$. As noted in [16], this observation suggests that we could describe a square wave by means of an infinite dimensional system. As a consequence, the matrix $\Pi$ would have infinitely many rows and columns and the phasor would be the sum of infinitely many frequencies. It is exactly for this inability to deal with this type of signals without approximations that Definition 26 has been introduced. In fact, exploiting the
discontinuous phasor transform we obtain the following exact relations.
Theorem 25. Consider the first equation in (8.18). The relation

$$
\begin{equation*}
\bar{V}(t)=L \dot{\bar{I}}(t)+L \frac{\dot{\Lambda}(t)}{\Lambda(t)} \bar{I}(t) \tag{8.21}
\end{equation*}
$$

holds.
Proof. Consider the first equation in (8.18). This is a scalar system with $\bar{I}(t)=\Pi_{\infty}(t) \in \mathbb{C}$, $A=0, B=\frac{1}{L}, \Gamma=\bar{V}(t)$. The derivative of the current is

$$
\begin{aligned}
\frac{d i}{d t}=\frac{d}{d t} \Re[\bar{I}(t) \Lambda(t)] & =\Re\left[\frac{d}{d t}[\bar{I}(t) \Lambda(t)]\right]=\Re[\dot{\bar{I}}(t) \Lambda(t)+\bar{I}(t) \dot{\Lambda}(t)] \\
& =\Re\left[\left(\dot{\bar{I}}(t)+\bar{I}(t) \dot{\Lambda}(t) \Lambda(t)^{-1}\right) \Lambda(t)\right]
\end{aligned}
$$

from which we recognize, by comparison with (8.17), that $\dot{\bar{I}}(t)+\bar{I}(t) \dot{\Lambda}(t) \Lambda(t)^{-1}$ is the phasor.

Remark 70. If $\Lambda(t)=e^{j \omega t}$, then $\dot{\bar{I}}(t)=0, \dot{\Lambda}(t) \Lambda(t)^{-1}=j \omega$ and (8.21) becomes the first relation in (8.19). If we use the phasor transform (8.3) in which the phasor $I(t)$ is not constant, (8.21) reduces to the first relation in (8.20).
Theorem 26. Consider the second equation in (8.18). The relation

$$
\begin{equation*}
\dot{\bar{V}}(t)+\frac{\dot{\Lambda}(t)}{\Lambda(t)} \bar{V}(t)=\frac{1}{C} \bar{I}(t) \tag{8.22}
\end{equation*}
$$

holds.
Proof. It is similar to the proof of Theorem 25.
Remark 71. In the mixed convention, the components with odd indeces of $\Pi_{\infty}$, computed from (8.16), are those functions that multiplied by $\Lambda$ give the steady-state of the integrals of the currents. The following result holds.

Corollary 6. In the mixed convention the components with odd indeces of $\Pi_{\infty}$, computed with (8.16), are the phasors of the integrals of the currents in the circuit. Thus for the current $i_{k}$ which flows in the capacitance $C_{k}$, the relation

$$
\begin{equation*}
\frac{\epsilon_{2 k-1}^{\top} \Pi_{\infty}(t)}{C_{k}}=\bar{V}_{k}(t), \tag{8.23}
\end{equation*}
$$

holds, where $\bar{V}_{k}$ is the phasor of the voltage across the capacitor $C_{k}$.


Figure 8.5: Phasor models for basic circuit elements.

This last result provides a way to compute the phasor of the voltage across a capacitor. In fact, this value comes directly from solving (8.16).

Remark 72. In [198-200] a discussion regarding the selection of the initial conditions of the equations (8.20) is missing. Being the phasor defined only as the solution of the differential equations (8.20) it is not clear how the correct solution is selected among the many identified by the differential equations. Instead, as a result of Definition 26 the initial conditions can be computed as $\Pi(0)=\Pi_{\infty}(0)$, using (8.16) for $t=0$. In fact, this is the most efficient way to compute the phasors, namely solving the differential equations in the phasor domain e.g. (8.21) and (8.22), and using the computational expensive (8.16) only for $t=0$.

Theorem 27. Consider the third equation in (8.18). The relation

$$
\begin{equation*}
\bar{V}=R \bar{I}(t) \tag{8.24}
\end{equation*}
$$

holds.
Proof. The statement holds trivially noting that the multiplication by a real constant and the real part operator commutes.

Fig. 8.5 shows the phasor equivalent of these circuit elements. Having defined
the differential operator, the integral operator and the multiplicative operator, the $v-i$ characteristics of other common circuits in the phasor domain can be easily obtained. For instance, transformers and gyrators, in which voltages and currents are related by a multiplication factor, show phasor equations similar to (8.24).

Remark 73. In [198, 200], transformers with variable transformation ratio $s(t)$ are considered for their ability of replacing switches [206]. They are not needed in the present framework since the new phasors we have introduced naturally embed switches. Thus, these time-varying transformers are not analyzed further in the chapter. Note anyway that since their $v-i$ characteristics are given by the multiplication of two time-varying functions, i.e. $v_{t}(t)=s(t) i_{t}(t)$, they present equations in the phasor domain similar to the ones developed in the following section for the power $p(t)=v(t) i(t)$, replacing $p(t)$ with $v_{t}(t)$ and $v(t)$ with $s(t)$.

### 8.3.3 Instantaneous, average and reactive power

Using the phasor transform (8.17) the instantaneous power is defined as

$$
\begin{equation*}
p(t)=v(t) i(t)=\Re[\bar{V}(t) \Lambda(t)] \Re[\bar{I}(t) \Lambda(t)], \tag{8.25}
\end{equation*}
$$

which, exploiting the properties of the real part operator, yields

$$
\begin{equation*}
p(t)=\frac{1}{2} \Re\left[\bar{V}(t)^{*} \bar{I}(t) \Lambda(t) \Lambda(t)^{*}\right]+\frac{1}{2} \Re\left[\bar{V}(t) \bar{I}(t) \Lambda(t)^{2}\right] . \tag{8.26}
\end{equation*}
$$

As in the sinusoidal case the instantaneous power is separated in two terms: the average of the first term is equal to the average power, whereas the average of the second term is zero. However, differently from the sinusoidal case, the first term is not constant, in general, and thus it is not equal to the average power. Hence, the average power and the reactive power are defined as follows.

Definition 27. In the phasor domain identified by the phasor transform (8.17), the average power $P$ and the reactive power $Q$ are defined as

$$
\begin{equation*}
P=<p(t)\rangle=\frac{1}{2}\left\langle\Re\left[\bar{V}(t)^{*} \bar{I}(t) \Lambda(t) \Lambda(t)^{*}\right]\right\rangle, \quad Q=\frac{1}{2}\left\langle\Im\left[\bar{V}(t)^{*} \bar{I}(t) \Lambda(t) \Lambda(t)^{*}\right]\right\rangle . \tag{8.27}
\end{equation*}
$$

Equations (8.27) are consistent with the usual definition of average power and reactive
power in the complex exponential case. For the non-exponential case, equations (8.27) generalize the respective relations achievable with the phasor transforms (8.2) and (8.3). In fact, both of these always show a time-invariant transform of the average power [200]. Moreover, the sum of the average powers (or reactive powers) generated by the Fourier series expansion of the periodic signal $\Lambda$ converges to the value given in (8.27). One can say more when specific signals are considered. For instance, if the input signal is a square wave, the following result holds.

Proposition 11. Assume that the signal generator (8.15) produces a square wave which takes values in the discrete set $\{-1,1\}$. The average power and reactive power are described by

$$
\begin{equation*}
P=\frac{1}{4} \Re\left[\bar{V}(t)^{*} \bar{I}(t)\right], \quad Q=\frac{1}{4} \Im\left[\bar{V}(t)^{*} \bar{I}(t)\right] . \tag{8.28}
\end{equation*}
$$

In fact, note that the term $\Lambda(t) \Lambda(t)^{*}$ in (8.27) is constant and equal to 1 if the driving signal is a complex exponential, it is constant and equal to $\frac{1}{2}$ if the driving signal is a square wave and it is a parabola if the driving signal is a triangular wave.

### 8.4 Analysis of inverters and wireless power transfer systems

We now apply the newly defined discontinuous phasor transform to the steady-state description of the currents flowing in a Class D resonant inverter controlled by square waves and a wireless power transfer system with non-ideal switches (affected by the reverse recovery effect).

### 8.4.1 Example: analysis of a resonant inverter

The equation

$$
\begin{equation*}
R i+L \frac{d i}{d t}+\frac{1}{C} \int i_{1} d t=u(t) \tag{8.29}
\end{equation*}
$$

describes the circuit shown in Fig. 8.2. Consider now that we are interested in studying the steady-state behavior of this circuit for a particular switching function. The switching function is determined by the designer on the basis of the specific application. Thus, we assume that the switching function is a square wave with given angular frequency $\omega$, i.e. $\sqcap(\omega t+\pi / 2)$. This signal does not satisfy Assumption 15. However, this issue can be easily


Figure 8.6: Real part (top graph) and imaginary part (bottom graph) of the phasor $\bar{I}(t)$.


Figure 8.7: Real part (top graph) and imaginary part (bottom graph) of the phasor $\bar{V}_{C}(t)$.


Figure 8.8: Top graph: time histories of the steady-state current $i(t)$ (solid/blue line), of the steady-state current $i^{\infty}(t)$ (dotted/red line) and of the approximated steadystate current computed with the Fourier series with one harmonic $\tilde{i}^{1}(t)$ (dashed/black line), three harmonics $\tilde{i}^{3}(t)$ (bold dashed/black line), and seven harmonics $\tilde{i}^{7}(t)$ (dashdotted/black line). Bottom graph: resulting relative errors (with same color coding).


Figure 8.9: Instantaneous power absorbed by $R$ (solid/blue line) computed from the current $i(t)$. Instantaneous power (dotted/red line) and average power (dashdotted/black line) computed from the phasor $\bar{I}(t)$.


Figure 8.10: Top graph: time histories of the steady-state current $i(t)$ (solid/blue line), of the steady-state current $i^{\infty}(t)$ (dotted/red line) and of the approximated steadystate current computed with the Fourier series with one harmonic $\tilde{i}^{1}(t)$ (dashed/black line), three harmonics $\tilde{i}^{3}(t)$ (bold dashed/black line), and seven harmonics $\tilde{i}^{7}(t)$ (dashdotted/black line). Bottom graph: resulting relative errors (with same color coding).


Figure 8.11: Top graph: time histories of the steady-state current $i(t)$ (solid/blue line), of the steady-state current $i^{\infty}(t)$ (dotted/red line) and of the approximated steadystate current computed with the Fourier series with one harmonic $\tilde{i}^{1}(t)$ (dashed/green line), three harmonics $\tilde{i}^{3}(t)$ (bold dashed/green line), and seven harmonics $\tilde{i}^{7}(t)$ (dashdotted/black line). Bottom graph: resulting relative errors (with same color coding).
solved considering the extended signal $\sqcap(\omega t+\pi / 2)+j \sqcap(\omega t)$. This complex signal is never equal to zero and Assumption 15 is satisfied. Note that this is in line with the smooth case when the source is described by $e^{j \omega t}=\sin (\omega t+\pi / 2)+j \sin (\omega t)$.

Thus, we write equation (8.29) in the form (8.4) using the mixed convention and we consider the signal generator described by the equations

$$
\begin{equation*}
u(t)=V_{s} \zeta(t), \quad \zeta(t)=\Pi\left(\omega t+\frac{\pi}{2}\right)+j \Pi(\omega t), \tag{8.30}
\end{equation*}
$$

with $V_{s} \in \mathbb{R}$ and $\sqcap(t)$ implemented as the function square of MATLAB ${ }^{T M}$. Note that in the real convention this signal is realized by the system

$$
u(t)=V_{s}\left[\begin{array}{ll}
1 & 0
\end{array}\right] \zeta(t), \quad \zeta(t)=\left[\begin{array}{cc}
\Pi\left(\omega t+\frac{\pi}{2}\right) & -\sqcap(\omega t)  \tag{8.31}\\
\sqcap(\omega t) & \sqcap\left(\omega t+\frac{\pi}{2}\right)
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

In fact, in the smooth case the matrix $\Lambda$ would reduce to the usual rotation matrix and $u(t)=\cos (\omega t)$. However, in the following we use the mixed convention which, as already pointed out, is more compact and it results in more efficient computation.

## Analysis of a resonant inverter with $\mathrm{Q}=\mathbf{0 . 1 3 1 3}$

The parameters for the simulation have been selected as $L=229.3 \mu H, C=10 \mu F$, $R=36.47 \Omega, V_{s}=100 \mathrm{~V}$ and $\omega=\frac{1}{\sqrt{L C}}$. Note that the inverter has a low quality factor of $\mathrm{Q}=0.1313$. The phasors are computed using equation (8.16). The formula has been implemented in MATLAB ${ }^{T M}$ with the function integral with the option ArrayValued. Fig. 8.6 shows the real component (top graph) and the imaginary component (bottom graph) of the phasor $\bar{I}(t)$ computed as $\epsilon_{1}^{\top} \Pi_{\infty}$. Note that the phasor is time-dependent, periodic (with period one forth of the period of the input source) and discontinuous. The other electrical quantities of the circuit in the phasor domain can be computed as well. For instance Fig. 8.7 shows the phasor $\bar{V}_{C}(t)=\epsilon_{2}^{\top} \Pi_{\infty} / C$, computed as in equation (8.23), of the voltage across the capacitor $C$. Fig. 8.8 (top graph) shows the time histories of the steady-state current $i(t)$ (solid/blue line), the steady-state current $i^{\infty}$ computed from the phasor $\bar{I}(t)$ as $i^{\infty}=\Re[\bar{I}(t) \Lambda(t)]$ (dotted/red line) and the approximated steady-state
current computed with the Fourier series with one harmonic $\tilde{i}^{1}(t)$ (dashed/black line), three harmonics $\tilde{i}^{3}(t)$ (bold dashed/black line), and seven harmonics $\tilde{i}^{7}(t)$ (dash-dotted/black line). Note that the transient of $i(t)$ has been eliminated simulating 50 periods of the switching input and considering only the last period. Fig. 8.8 (bottom graph) shows the corresponding relative errors (with the same color coding), namely $\varepsilon_{r}^{\infty}=\left|i-i^{\infty}\right| /|i|$ and $\varepsilon_{r}^{k}=\left|i-\tilde{i}^{k}\right| /|i|$, with $k=1,3,7$. The steady-state of the current $i(t)$ is exactly described by $i^{\infty}$ (the error is identically zero). The steady-state is approximated by the Fourier series increasingly better as the number of terms grows. However, note that at the points of discontinuity a finite number of Fourier terms cannot approximate perfectly the steadystate, as it can be noted by the peaks of $\varepsilon_{r}^{7}$ (dash-dotted/black line). Fig. 8.9 shows the absorbed power by the load $R$. The solid line shows the actual steady-state instantaneous power computed from the current $i(t)$. The dotted line and dash-dotted line show the steady-state instantaneous power $p(t)$ computed as (8.26) and the steady-state average power $P$ computed as (8.28), respectively. The figure confirms that the quantities that we have defined maintain their physical meaning since the power relations keep holding in the phasor domain.

## Analysis of a resonant inverter with $\mathrm{Q}=0.4789$ and $\mathrm{Q}=0.0042$

We expect that as the "severity" of the discontinuity increases in the system, the discrepancy between the Fourier series and the discontinuous phasor response grows. We can check this changing a few parameters: for example setting $R=10 \Omega(\mathrm{Q}=0.4789)$ in the first case and $L=229.3 n H$ and $R=36.47 \Omega(\mathrm{Q}=0.0042)$ in the second case. Fig. 8.10 shows the quantities in Fig. 8.8 for the intermediate quality factor $Q=0.4789$. Note that since the curves are smoother the current computed with the Fourier series approaches the current computed with the new phasor with fewer harmonics. On the other hand, Fig. 8.11 shows the quantities in Fig. 8.8 for the lower quality factor $Q=0.0042$. In this case the error of the Fourier series increases. These figures show that the new discontinuous phasor is particularly useful to describe underdamped circuits that present "severe" discontinuities.


Figure 8.12: Real part (top graph) and imaginary part (bottom graph) of the signal representing a non-ideal switch with reverse recovery effect.

### 8.4.2 Example: analysis of a wireless power transfer system with nonideal switches

Consider now system (8.8) represented in the mixed convention by system (8.4) with the matrices as in (8.10) and assume that the circuit contains non-ideal switches. In particular we study the effect of the reverse recovery time of the switching diode BAS19 [207]. The reverse recovery effect consists in an overshoot of the switching signal at the switching time. Most commercially available switching diodes have a reverse recovery time ranging from few nanoseconds to one microsecond [204]. The diode BAS19, which is considered a fast diode, has a reverse recovery time of 50 nanoseconds that becomes relevant at $M H z$ switching frequencies at which some wireless power transfer systems operate [208]. Fig. 8.12 shows the behavior of the diode BAS19 at the frequency $f=1 \mathrm{MHz}$. This has been modeled with equation (8.30) in which we have added a sawtooth wave at the switching times. The parameters for the simulation have been selected as $L_{1}=L_{2}=$ $8.203 \mathrm{mH}, M_{12}=M_{21}=1.545 \mathrm{mH}, C_{1}=1.029 \mathrm{nF}, C_{2}=1.024 \mathrm{nF}, R 1=R_{2 L}=$ $33.576 k \Omega, V_{s}=230 V$ and $\omega=2 \pi f$. Fig. 8.13 shows the time histories of the $50-\mathrm{th}$ period of the current $i_{2}$, the steady-state $i_{2}^{\infty}=\Re\left[\bar{I}_{2}(t) \Lambda(t)\right]$, and the approximation $\tilde{i}_{2}^{15}(t)$


Figure 8.13: Time histories of the steady-state current $i_{2}(t)$ (solid/blue line), of the steady-state current $i_{2}^{\infty}(t)$ (dotted/red line) and of the approximated steady-state current $\tilde{i}_{2}^{15}(t)$ computed with the Fourier series with fifteen harmonics (dash-dotted/black line).


Figure 8.14: Time histories of the absolute errors between the steady-state current $i_{2}(t)$ and $i_{2}^{\infty}$ (dotted/red line) and $\tilde{i}_{2}^{15}(t)$ (dash-dotted/black line), respectively.
computed with the Fourier series of an ideal switch with fifteen harmonics. Fig. 8.14 shows the corresponding absolute errors (top) and relative error (bottom). Note that the new discontinuous phasor can deal with the discontinuous non-ideal source without approximations. On the other hand, the Fourier series cannot fully describe this source.

### 8.5 Conclusion

We have shown that the phasors of an electric circuit are the moments on the imaginary axis of the linear system describing the circuit. Exploiting this relation, we have analyzed circuits powered by discontinuous sources. A new "discontinuous phasor transform", which allows to analyze in closed-form the steady-state behavior of discontinuous power electronic devices, has been defined and the $v-i$ characteristics for inductors, capacitors and resistors have been described in terms of this new phasor transform. The new quantities maintain their physical meaning: the instantaneous power, the average power and the reactive power in the phasor domain have been defined. We have illustrated the use of this mathematical tool studying the steady-state response of power inverters and of wireless power transfer systems with non-ideal switches. The equivalence that we have established between moments and phasors has the potential of allowing further extensions of the phasor transform beyond the linear framework and the discontinuous framework to circuits with nonlinear elements and circuits with delays.

## Chapter 9

## Invariance-like theorems and "lim inf" convergence properties

### 9.1 Introduction

The qualitative study of asymptotic properties of trajectories of nonlinear systems is a key problem in systems and control theory, see e.g. [1, 209-212]. Among these asymptotic properties, the most important is attractiveness, which is often established by means of Lyapunov functions. Although this formulation is convenient from a practical point of view, it is in general hard to find a function that fulfills the sufficient (and in some cases necessary) conditions of the Lyapunov theorems. It is somewhat easier to find a weak Lyapunov function, i.e. a positive definite function with negative semi-definite time derivative along the trajectories of the systems. In this last case, for time-invariant systems, the Krasovskii-LaSalle invariance principle allows to establish attractiveness, under additional assumptions on the $\Omega$-limit sets of the solutions (see e.g. [213-216]).

Another tool that is used to replace the negative definiteness condition of the Lyapunov theorem and, in addition, can be used for time-varying systems is Matrosov Theorem (see e.g. [217-219]). This theorem allows proving attractiveness of equilibrium points, provided that a linear combination of positive semi-definite functions is positive definite and their time derivatives along the trajectories of the system have a triangular structure. However, to apply Matrosov Theorem it is necessary to assume stability of the equilibrium point. In [220], the authors posed the question of what can be established if this stability as-
sumption and the positive definiteness assumption are removed from Matrosov Theorem. The answer to this question is that it is still possible to establish some convergence result, although, with reference to the positive definiteness assumption, not as strong as one could think borrowing from the Krasovskii-LaSalle invariance principle. We call this convergence "lim inf" convergence, in the sense that we cannot establish asymptotic stability of the equilibrium point, but we can show that there is an oscillating behavior with some "nice" asymptotic properties.

Since (the classical) Matrosov Theorem relies upon the study of a triangular system of two differential inequalities, it can be extended in different directions. A straightforward extension consists in the so-called nested Matrosov Theorem [219], in which several inequalities are considered. Another extension, which changes radically the reach of the theorem, consists in removing the triangular structure of the system of differential inequalities. In this case the Matrosov inequalities, which can also be interpreted within the framework of vector Lyapunov functions (see [221] for instance), lead (assuming additional hypotheses) to the Lyapunov formulation of the Small-gain Theorem [222].

The Small-gain Theorem is an important tool to assess the asymptotic properties of the trajectories of a system resulting from the interconnection of two or more subsystems. The Small-gain Theorem has been developed in different formulations depending on which property is used to describe the input-output behavior of each of the subsystems. For linear systems the $L_{p}$ Small-gain Theorem has been successfully used in input-output formulations of the problem (see e.g. [223, Chapter 6] and [224]). For nonlinear systems versions based on $L_{p}$-gains (see [225]), but using Lyapunov functions, have been presented in [226-228]. In this chapter, the Lyapunov formulation given in [222] and derived from the property of input-to-state stability (ISS) (see [229, 230]) is used. Note that within this framework other formulations in which interconnections between possibly non-ISS subsystems are considered (see e.g. [231-233]), have been proposed. While the Small-gain Theorem is usually formulated for two interconnected subsystems it is often interesting, for practical applications, to study its large-scale version. A large-scale version of the theorem for linear systems can be found in [223], whereas a nonlinear formulation has recently been presented in $[234,235]$ (see also [221]).

The outcome of this chapter is a class of theorems inspired by the Krasovskii-LaSalle invariance principle that can establish "lim inf" convergence results, thus can "describe" the oscillatory behavior of the solutions of dynamical systems. These theorems lead to "lim inf" Matrosov and Small-gain Theorems which are based on a "lim inf" Barbalat's Lemma. In addition, technical assumptions to have "lim" convergence ${ }^{1}$ are given, and the "lim inf" / "lim" relation and the role of some of the assumptions are discussed.

The rest of the chapter is organized as follows. This section continues with the formulation of the problem and with a discussion on the connections with Matrosov Theorem and the Small-gain Theorem. In Section 9.2 some properties of the so-called $M$-matrices are recalled. We also give a small-gain-like condition and we extend the concept of irreducibility to non-constant matrices. Section 9.3 presents a series of technical lemmas which forms the core theoretical part of the chapter. The irreducible case is analyzed and connections with Barbalat's Lemma are drawn before studying the general reducible case. In Section 9.4 the use of "linear gains" as opposed to "nonlinear gains" is justified and supported by a series of counter-examples. In Section 9.5 the theorems are applied to the study of the asymptotic behavior of solutions of dynamical systems. Sections 9.5.1 and 9.5.2 contain examples illustrating the theoretical results and Section 9.6 gives some concluding remarks.

Most results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference paper [21] and in the journal paper [22]. Early versions of some of the results presented in this chapter (Lemma 23, Lemma 25 and Section 9.4) are due to $[220,236]$

Notation. A continuous function $\alpha: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is said to belong to class $K_{\infty}$, if it is strictly increasing, $\alpha(0)=0$ and $\alpha(s) \rightarrow+\infty$ as $s \rightarrow+\infty$. Id denotes the identity map, i.e. $\operatorname{Id}(s)=s .[\boldsymbol{v}]_{i}$ denotes the $i$-th component of the vector $\boldsymbol{v}$ and the notation $\boldsymbol{u} \leq \boldsymbol{v}$ has to be understood component-wise.

[^16]
### 9.1.1 Problem formulation

Motivated by the attempt to add a new tool to "comparison theory" for studying the behavior of the solutions of dynamical systems, we consider the following problem.

Problem 1. Let $i \in\{1, \ldots, p\}$ and $j \in\{1, \ldots, p\}$. Let $a_{i}: \mathbb{R}_{\geq 0} \rightarrow[-\bar{a}, \bar{a}]$ be absolutely continuous functions and $b_{i}: \mathbb{R}_{\geq 0} \rightarrow[0, \bar{b}]$ be continuous functions. Consider continuous, positive definite functions $\alpha_{i}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and continuous functions $\beta_{i j}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, with $i \neq j$, satisfying $\beta_{i j}(0)=0$, such that the differential inequalities

$$
\begin{align*}
& \dot{a}_{1} \leq-\alpha_{1}\left(b_{1}\right)+\beta_{12}\left(b_{2}\right)+\cdots+\beta_{1 p}\left(b_{p}\right) \\
& \dot{a}_{2} \leq-\alpha_{2}\left(b_{2}\right)+\beta_{21}\left(b_{1}\right)+\cdots+\beta_{2 p}\left(b_{p}\right)  \tag{9.1}\\
& \quad \vdots \\
& \dot{a}_{p} \leq-\alpha_{p}\left(b_{p}\right)+\beta_{p 1}\left(b_{1}\right)+\cdots+\beta_{p(p-1)}\left(b_{p-1}\right),
\end{align*}
$$

hold for almost all $t$ in $\mathbb{R}_{\geq 0}$.
The "liminf" / "lim" convergence problem consists in determining the asymptotic properties of the functions $b_{i}$, more precisely, in determining conditions on the functions $\alpha_{i}$ and $\beta_{i j}$ such that

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0, \tag{9.2}
\end{equation*}
$$

or

$$
\lim _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0
$$

The key feature of the inequalities (9.1) is that the arguments $b_{i}$ of the functions $\alpha_{i}$ and $\beta_{i j}$ are not related $a$-priori with the functions $a_{k}$ in the left-hand side. To illustrate this statement we recall the (simplest) formulation of the Matrosov Theorem and of the Small-gain Theorem.

Consider a nonlinear system described by the equation

$$
\begin{equation*}
\dot{x}=f(x), \tag{9.4}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$ is the state of the system and the function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz. Assume there exists an equilibrium point which, without loss of generality, we choose as the origin of the coordinate system, i.e. $f(0)=0$.

Theorem 28 (Matrosov Theorem [217], [218], [219], [220]). Consider system (9.4). Let $i \in\{1,2\}$. Assume there exist

1. a differentiable, positive definite and radially unbounded function $V_{0}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}_{\geq 0}$ such that $\dot{V}_{0} \leq 0$ along all the solutions of system (9.4);
2. two differentiable functions $V_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and two continuous, positive semidefinite functions $h_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ such that the function $h_{1}+h_{2}$ is positive definite;
3. a continuous function $\beta_{21}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, such that $\beta_{21}(0)=0$;
satisfying, along all the solutions of system (9.4), the inequalities

$$
\begin{align*}
& \dot{V}_{1} \leq-h_{1} \\
& \dot{V}_{2} \leq-h_{2}+\beta_{21}\left(h_{1}\right) . \tag{9.5}
\end{align*}
$$

Then the equilibrium $x=0$ of system (9.4) is globally asymptotically stable.
Theorem 29 (Small-gain Theorem $\left.{ }^{2}[222,236]\right)$. Consider system (9.4). Let $i \in\{1,2\}$. Assume there exist

1. two continuously differentiable functions $V_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ such that the function $V_{1}+V_{2}$ is positive definite and radially unbounded;
2. two class $K_{\infty}$ functions $\alpha_{i}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and two continuous functions $\beta_{12}, \beta_{21}$ :

$$
\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \text {, such that } \beta_{12}(0)=\beta_{21}(0)=0
$$

satisfying, along all the solutions of system (9.4), the inequalities

$$
\begin{align*}
& \dot{V}_{1} \leq-\alpha_{1}\left(V_{1}\right)+\beta_{12}\left(V_{2}\right),  \tag{9.6}\\
& \dot{V}_{2} \leq-\alpha_{2}\left(V_{2}\right)+\beta_{21}\left(V_{1}\right) .
\end{align*}
$$

If the small-gain condition

$$
\begin{equation*}
\beta_{21} \circ \alpha_{1}^{-1} \circ \beta_{12} \circ \alpha_{2}^{-1}<\mathrm{Id}, \tag{9.7}
\end{equation*}
$$

holds, then the equilibrium $x=0$ of system (9.4) is globally asymptotically stable.

[^17]Note that in Problem 1 and Theorem 28 and 29 differential inequalities with similar structure are studied; in Theorem 28 and 29 the inequalities must hold when the functions are evaluated along any solution. Instead in Problem 1, we restrict our attention to those particular solutions which are bounded.

We are also interested in generalizing Theorem 28, removing the stability assumption and not requiring that a linear combination of positive-semidefinite functions be positive definite (in the spirit of LaSalle invariance principle), and Theorem 29, allowing the arguments $b_{i}$ of the functions $\alpha_{i}$ and $\beta_{i j}$ to be not related $a$-priori with the functions $a_{k}$ in the left-hand side (in the spirit of Matrosov Theorem). Note that as anticipated in [236] and illustrated in detail here, the result that we prove may not hold when the nonlinear functions $\alpha_{i}$ and $\beta_{i j}$ satisfy the nonlinear small-gain condition (9.7): a more restrictive linear small-gain-like condition may be required.

### 9.2 Preliminary results on the test matrix

In this section we define the notion of "test matrix" associated to the inequalities (9.1) and we recall or prove properties which are instrumental to establish the results of the following sections.

Definition 28. A principal minor of order $j$ of an $n \times n$ matrix $A$ is the determinant of the $j \times j$ sub-matrix obtained from $A$ by deleting $n-j$ columns and $n-j$ rows with the same indices.

A leading principal minor of order $j$ of a matrix $A$ is the determinant of its upper-left $j$ by $j$ sub-matrix and is indicated by the notation $\mathcal{M}_{j}(A)$.

Definition 29. [237] A $Z$-matrix is a matrix with non-positive off-diagonal elements.
Definition 30. [237, Condition $E_{17}$, Theorem 6.2.3] A $Z$-matrix having all its leading principal minors strictly positive is called a non-singular $M$-matrix.

Definition 31. [237] A matrix is reducible if, after some permutation of the rows and the columns, it can be written in a lower block triangular form. Otherwise it is said to be irreducible.

Lemma 18. [237, Theorem 6.2.7] The inverse of a non-singular $M$-matrix $A$ has nonnegative entries. Moreover, if $A$ is irreducible, the inverse has strictly positive entries.

In the following we call test matrix the matrix $Q$ with the $(i, j)$ element equal to $-\beta_{i j}\left(b_{j}\right)$, if $i \neq j$, or to $\alpha_{j}\left(b_{j}\right)$, if $i=j$, namely ${ }^{3}$

$$
Q=\left[\begin{array}{cccc}
\alpha_{1}\left(b_{1}\right) & -\beta_{12}\left(b_{2}\right) & \ldots & -\beta_{1 p}\left(b_{p}\right) \\
-\beta_{21}\left(b_{1}\right) & \alpha_{2}\left(b_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
-\beta_{(p-1) 1}\left(b_{1}\right) & \cdots & \alpha_{p-1}\left(b_{p-1}\right) & -\beta_{(p-1) p}\left(b_{p}\right) \\
-\beta_{p 1}\left(b_{1}\right) & \cdots & -\beta_{p(p-1)}\left(b_{p-1}\right) & \alpha_{p}\left(b_{p}\right)
\end{array}\right]
$$

Note that $Q$ is a $Z$-matrix.
When, for all $k=1, \ldots, p, l=1, \ldots, p$, with $k \neq l$, there exist non-negative real numbers $\gamma_{k l}$ satisfying

$$
\begin{equation*}
\sup _{s \in(0, \bar{b}]} \frac{\beta_{k l}(s)}{\alpha_{l}(s)} \leq \gamma_{k l}, \tag{9.8}
\end{equation*}
$$

we associate to the test matrix $Q$ a matrix $\Gamma$ defined as the matrix with off-diagonal elements equal to $-\sup _{s \in(0, \bar{b}]} \frac{\beta_{k l}(s)}{\alpha_{j}(s)}$ and diagonal elements equal to one. Again $\Gamma$ is a $Z$ matrix.

Lemma 19. Assume the following.

1. The test matrix $Q$ satisfies the following linear small-gain-like condition:
there exists a strictly positive real number $\varepsilon$ such that, for all

$$
\begin{align*}
& j=1, \ldots, p \text { and all }\left(b_{1}, \ldots, b_{p}\right) \text { in }[0, \bar{b}]^{p} \text {, we have }  \tag{9.9}\\
& \qquad \mathcal{M}_{j}\left(Q\left(b_{1}, \ldots, b_{p}\right)\right) \geq \varepsilon \prod_{k=1}^{j} \alpha_{k}\left(b_{k}\right) .
\end{align*}
$$

2. Each function $s \mapsto \frac{\beta_{k l}(s)}{\alpha_{l}(s)}$ is bounded.

Then the matrix $\Gamma$ satisfies

$$
\begin{equation*}
\mathcal{M}_{j}(\Gamma) \geq \varepsilon, \quad \forall j=1, \ldots, p \tag{9.10}
\end{equation*}
$$

Proof. Condition (9.9) is equivalent to

$$
\mathcal{M}_{j}\left(Q \operatorname{diag}\left(\frac{1}{\alpha_{1}}, \ldots, \frac{1}{\alpha_{p}}\right)\right) \geq \varepsilon, \quad \forall j \text { and } \forall b_{i} \in(0, \bar{b}] .
$$

[^18]By definition of supremum, there exist $p$ sequences $\left\{b_{l_{n}}\right\}$ such that

$$
\frac{\beta_{k l}\left(b_{l n}\right)}{\alpha_{l}\left(b_{l n}\right)} \leq \sup _{s \in(0, \bar{b}]} \frac{\beta_{k l}(s)}{\alpha_{l}(s)} \leq \frac{\beta_{k l}\left(b_{l n}\right)}{\alpha_{l}\left(b_{l n}\right)}+\frac{1}{n} .
$$

Since a minor is a polynomial in the entries of the matrix and the $b_{l n}$ are bounded, this yields

$$
\mathcal{M}_{j}(\Gamma) \geq \varepsilon+p\left(\frac{1}{n}\right), \quad \forall j=1, \ldots, p
$$

where $p\left(\frac{1}{n}\right)$ is a polynomial in $\frac{1}{n}$ that goes to zero as $n \rightarrow \infty$, i.e. $p(0)=0$, hence the claim.

Another way to make sure that (9.10) holds when the second assumption of Lemma 19 is satisfied is by defining a matrix $\bar{\Gamma}$ with off-diagonal elements equal to some $-\gamma_{k l}$ satisfying (9.8) and diagonal elements equal to one and check if we have

$$
\mathcal{M}_{j}(\bar{\Gamma}) \geq \bar{\varepsilon}>0, \quad \forall j=1, \ldots, p .
$$

Indeed in this case, we have

$$
\mathcal{M}_{j}(\Gamma) \geq \mathcal{M}_{j}(\bar{\Gamma})
$$

This follows from the fact that Lemma 18 implies that $\mathcal{M}_{j}(\bar{\Gamma})$ is a non-increasing function of $\gamma_{k l}$.

We show now that, when the small-gain-like condition (9.9) is satisfied, the irreducibility of $Q$ implies the boundedness of the functions $s \mapsto \frac{\beta_{i j}(s)}{\alpha_{j}(s)}$ on $(0, \bar{b}]$.
Lemma 20. Assume the test matrix $Q$ satisfies the linear small-gain-like condition (9.9). If, for some index $j$, there exists a vector $\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)$ in $(0, \bar{b}]^{p-1}$ such that, for all $b_{j} \in(0, \bar{b}]$, the matrix $Q\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)$ is irreducible then, for all $i \neq j$, the functions $s \mapsto \frac{\beta_{i j}(s)}{\alpha_{j}(s)}$ are bounded on $(0, \bar{b}]$.

Proof. By definition, the small-gain-like condition (9.9) implies that $Q\left(b_{1}, \ldots, b_{p}\right)$ is an $M$-matrix for all $\left(b_{1}, \ldots, b_{p}\right)$ in $[0, \bar{b}]^{p}$. It implies also that $\operatorname{det}\left(Q\left(b_{1}, \ldots, b_{p}\right)\right)$ is strictly positive for all $\left(b_{1}, \ldots, b_{p}\right)$ in $(0, \bar{b}]^{p}$.
Let $j$ and $\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)$ in $(0, \bar{b}]^{p-1}$ be such that the matrix $Q\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, s, b_{j+1}^{*} \ldots, b_{p}^{*}\right)$ is irreducible for all $s$ in $(0, \bar{b}]$. Omitting the argu-
ment $\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, s, b_{j+1}^{*} \ldots, b_{p}^{*}\right)$ when it is not necessary, let $q_{k}$, for all $k$, be the $k$-th entry of the $j$-th row of $\operatorname{adj}(Q)=\operatorname{det}(Q) Q^{-1}$. From Lemma $18 q_{k}$ is strictly positive. Also $q_{k}$ does not depend on $s$. Indeed the row $j$ of $Q^{T}$ depends only on $s$, and $q_{k}$ is the determinant of the sub-matrix formed by deleting the $j$-th row and the $k$-th column of $Q^{T}$. Finally, the $j$-th diagonal element of the matrix identity

$$
\operatorname{det}(Q) I=\operatorname{adj}(Q) Q
$$

yields

$$
0<\operatorname{det}(Q)=q_{j}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*}, \ldots, b_{p}^{*}\right) \alpha_{j}(s)-\sum_{\substack{k=1 \\ k \neq j}}^{p} q_{k}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*}, \ldots, b_{p}^{*}\right) \beta_{k j}(s)
$$

for all $s \in(0, \bar{b}]$. Since for any $i \neq j, q_{i}$ is strictly positive, this implies

$$
\beta_{i j}(s)+\sum_{\substack{k=1 \\ k \neq j, i}}^{p} \frac{q_{k}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*}, \ldots, b_{p}^{*}\right)}{q_{i}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)} \beta_{k j}(s)<\frac{q_{j}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)}{q_{i}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)} \alpha_{j}(s),
$$

for all $s \in(0, \bar{b}]$, for all $i \neq j$, and therefore

$$
\frac{\beta_{i j}(s)}{\alpha_{j}(s)}<\frac{q_{j}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)}{q_{i}\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)} \quad \forall s \in(0, \bar{b}], \quad \forall i \neq j
$$

In view of this result we define what we mean by the fact that $Q$ as a function of $\left(b_{1}, \ldots, b_{p}\right)$ is irreducible.

Definition 32. A test matrix is said to be irreducible as a function if, for each index $j$, there exists a vector $\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)$ in $(0, \bar{b}]^{p-1}$ such that, for all $b_{j} \in(0, \bar{b}]$, the $\operatorname{matrix} Q\left(b_{1}^{*}, \ldots, b_{j-1}^{*}, b_{j}, b_{j+1}^{*} \ldots, b_{p}^{*}\right)$ is irreducible.

The outcome of Lemma 20 is that if the inequalities in (9.1) cannot be re-written in triangular form by means of a permutation of rows and columns or more precisely if the associated test matrix is irreducible as a function, then the linear small-gain-like condition implies the existence of the matrix $\Gamma$ with no additional hypotheses. In other words, when $Q$ is irreducible as a function and (9.9) holds there is no need to assume that the functions
$s \mapsto \frac{\beta_{i j}(s)}{\alpha_{j}(s)}$ are bounded.

### 9.3 Main technical results

In this section we present lemmas which constitute the core theoretical part of the chapter. They will be used to establish the results of the following sections dealing with the study of the behavior of solutions of ordinary differential equations which are known to exist on $[0,+\infty)$, and taking values in a compact set, as detailed in Problem 1. For this reason we assume, without loss of generality, that all functions are bounded.

We begin with the irreducible case in the first subsection, we study the triangular reducible case in the second and we conclude with the triangular block reducible case in the last.

### 9.3.1 Irreducible case

Lemma 21. Let $i \in\{1, \ldots, p\}$ and $j \in\{1, \ldots, p\}$. Let $a_{i}: \mathbb{R}_{\geq 0} \rightarrow[-\bar{a}, \bar{a}]$ be absolutely continuous functions and $b_{i}: \mathbb{R}_{\geq 0} \rightarrow[0, \bar{b}]$ be continuous functions. Consider continuous, positive definite functions $\alpha_{i}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and continuous functions $\beta_{i j}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, with $i \neq j$, satisfying $\beta_{i j}(0)=0$, such that the following hold.

1. The differential inequalities

$$
\begin{align*}
& \dot{a}_{1} \leq-\alpha_{1}\left(b_{1}\right)+\beta_{12}\left(b_{2}\right)+\cdots+\beta_{1 p}\left(b_{p}\right) \\
& \dot{a}_{2} \leq-\alpha_{2}\left(b_{2}\right)+\beta_{21}\left(b_{1}\right)+\cdots+\beta_{2 p}\left(b_{p}\right)  \tag{9.11}\\
& \quad \vdots \\
& \quad \dot{a}_{p} \leq-\alpha_{p}\left(b_{p}\right)+\beta_{p 1}\left(b_{1}\right)+\cdots+\beta_{p(p-1)}\left(b_{p-1}\right),
\end{align*}
$$

hold for almost all $t$ in $\mathbb{R}_{\geq 0}$.
2. The test matrix $Q$ associated to (9.11) is irreducible as a function and satisfies the linear small-gain-like condition (9.9).

Then we have

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0 \tag{9.12}
\end{equation*}
$$

If the functions $b_{i}$ are uniformly continuous then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0 \tag{9.13}
\end{equation*}
$$

To prove Lemma 21, we observe in the next statement that Cesàro's summability of an integral [238], i.e. convergence of the mean, implies the "lim inf" convergence.

Lemma 22. Let $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function. If

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \sigma(s) d s=0
$$

then

$$
\liminf _{t \rightarrow \infty}|\sigma(t)|=0 .
$$

Remark 74. As it will be clear from the proof, if $\sigma$ has constant sign then it is sufficient that $\sigma$ be piecewise continuous.

Proof. We prove Lemma 22 by contradiction. Assume the existence of positive real numbers $\varepsilon$ and $T$ such that, for all $t \geq T,|\sigma(t)| \geq \varepsilon$. Because of continuity, $\sigma$ has constant sign for all $t \geq T$. We study the case $\sigma(t)>0$. For $\sigma(t)<0$ similar arguments can be invoked. Integrating the previous inequality on the interval $[T, t]$ yields

$$
\int_{T}^{t} \sigma(s) d s \geq \varepsilon(t-T)
$$

Dividing by $t$, i.e.

$$
\frac{1}{t} \int_{T}^{t} \sigma(s) d s \geq \frac{\varepsilon(t-T)}{t}
$$

re-writing the integral as

$$
\frac{1}{t} \int_{0}^{t} \sigma(s) d s \geq \frac{\varepsilon(t-T)}{t}+\frac{1}{t} \int_{0}^{T} \sigma(s) d s
$$

and picking $t$ such that

$$
\left|\int_{0}^{T} \sigma(s) d s\right| \leq \frac{\varepsilon}{2} t
$$

yield

$$
\frac{1}{t} \int_{0}^{t} \sigma(s) d s \geq \frac{\varepsilon}{2}-\frac{\varepsilon T}{t} .
$$

Since the limit for $t$ going to $+\infty$ of the right hand side is strictly positive, we have a contradiction.

Proof of Lemma 21. By Lemmas 19 and 20 we know the $\gamma_{i j}$ defined in (9.8) exist and
the inequality (9.10) holds. Hence the $i$-th line in (9.11) gives

$$
\begin{equation*}
\dot{a}_{i} \leq-\alpha_{i}\left(b_{i}\right)+\sum_{\substack{j=1 \\ j \neq i}}^{p} \gamma_{i j} \alpha_{j}\left(b_{j}\right) . \tag{9.14}
\end{equation*}
$$

To rewrite this inequality in more compact notation let

$$
\boldsymbol{a}=\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{p}
\end{array}\right], \quad \boldsymbol{b}=\left[\begin{array}{c}
b_{1} \\
\vdots \\
b_{p}
\end{array}\right], \quad \boldsymbol{\alpha}(\boldsymbol{b})=\left[\begin{array}{c}
\alpha_{1}\left(b_{1}\right) \\
\vdots \\
\alpha_{p}\left(b_{p}\right)
\end{array}\right] .
$$

Then (9.14) reads

$$
\dot{a}_{i} \leq\left[\begin{array}{lllll}
\gamma_{i 1} \ldots & \gamma_{i(i-1)} & -1 & \gamma_{i(i+1)} & \ldots \tag{9.15}
\end{array} \gamma_{i p}\right] \boldsymbol{\alpha}(\boldsymbol{b})
$$

With the definition of the matrix $\Gamma$, this reduces further to

$$
\begin{equation*}
[\dot{\boldsymbol{a}}]_{i} \leq[-\Gamma \boldsymbol{\alpha}]_{i} . \tag{9.16}
\end{equation*}
$$

Since, by (9.10), $\Gamma$ has all leading principal minors with strictly positive determinant, by Lemma $18, \Gamma^{-1}$ has all positive entries, hence the relation

$$
\begin{equation*}
\left[\Gamma^{-1} \dot{\boldsymbol{a}}\right]_{i} \leq[-\boldsymbol{\alpha}]_{i}, \tag{9.17}
\end{equation*}
$$

holds. In fact each of the inequalities in (9.17) is obtained as a weighted sum, with positive weights, of the inequalities in (9.16). Integrating from 0 to $t$ each of these relations yields

$$
\int_{0}^{t}[\boldsymbol{\alpha}(\boldsymbol{b}(s))]_{i} d s \leq-\int_{0}^{t}\left[\Gamma^{-1} \dot{\boldsymbol{a}}(s)\right]_{i} d s \leq\left[\Gamma^{-1}(\boldsymbol{a}(t)-\boldsymbol{a}(0))\right]_{i} .
$$

Since the functions $a_{i}$ are bounded, there exists a positive real number $\bar{\alpha}$ such that, for all $i$,

$$
\int_{0}^{t}[\boldsymbol{\alpha}(\boldsymbol{b}(s))]_{i} d s \leq \bar{\alpha} .
$$

By adding all the above inequalities we have that

$$
\begin{equation*}
\int_{0}^{t} \sum_{i=1}^{p} \alpha_{i}\left(b_{i}(s)\right) d s<p \bar{\alpha}<+\infty \tag{9.18}
\end{equation*}
$$

hence, by Lemma 22, we conclude

$$
\liminf _{t \rightarrow \infty} \sum_{i=1}^{p} \alpha_{i}\left(b_{i}(t)\right)=0
$$

Since the functions $\alpha_{i}$ are positive definite, this implies (9.12). When the functions $b_{i}$ are also uniformly continuous, the functions $t \mapsto \alpha_{i}\left(b_{i}(t)\right)$ are uniformly continuous. So in this case, by Barbalat's Lemma, (9.18) gives

$$
\lim _{t \rightarrow \infty} \sum_{i=1}^{p} \alpha_{i}\left(b_{i}(t)\right)=0
$$

and therefore (9.13) follows.

### 9.3.2 Triangular reducible case

Lemma 23. Let $p \geq 3, i \in\{1, \ldots, p\}$ and $j \in\{2, \ldots, p\}$. Let $a_{i}: \mathbb{R}_{\geq 0} \rightarrow[-\bar{a}, \bar{a}]$ be absolutely continuous functions and $b_{i}: \mathbb{R}_{\geq 0} \rightarrow[0, \bar{b}]$ be continuous functions. Consider continuous, positive definite functions $\alpha_{i}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and continuous functions $\beta_{i j}$ : $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, with $j<i$, satisfying $\beta_{i j}(0)=0$, such that the differential inequalities

$$
\begin{aligned}
\dot{a}_{1} & \leq-\alpha_{1}\left(b_{1}\right) \\
\dot{a}_{2} & \leq-\alpha_{2}\left(b_{2}\right)+\beta_{21}\left(b_{1}\right) \\
& \vdots \\
\dot{a}_{p} & \leq-\alpha_{p}\left(b_{p}\right)+\beta_{p 1}\left(b_{1}\right)+\cdots \beta_{p(p-1)}\left(b_{p-1}\right),
\end{aligned}
$$

hold for almost all $t$ in $\mathbb{R}_{\geq 0}$.
Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \sum_{i=1}^{p} b_{i}(s) d s=0 \tag{9.19}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0 \tag{9.20}
\end{equation*}
$$

Remark 75. As opposed to the irreducible case given in Lemma 21, in the triangular reducible case boundedness of the functions $s \mapsto \frac{\beta_{i j}(s)}{\alpha_{j}(s)}$ does not play any role.

To prove Lemma 23 we use the following sufficient condition to have Cesàro's summability.

Lemma 24. Let $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ be a locally integrable function. If, for all $\varepsilon>0$, there exits a positive number $\mu$ such that

$$
\begin{equation*}
\left|\int_{0}^{t} \sigma(s) d s\right| \leq \varepsilon t+\mu, \tag{9.21}
\end{equation*}
$$

for all $t \geq 0$, then

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \sigma(s) d s=0
$$

Proof. Assume, by contradiction, that there exists $\delta>0$ and a sequence $t_{n} \rightarrow \infty$ such that

$$
\left|\int_{0}^{t_{n}} \sigma(s) d s\right| \geq \delta t_{n} .
$$

Select $\varepsilon=\frac{\delta}{2}$ then, by (9.21), there exists $\mu$ such that

$$
\left|\int_{0}^{t} \sigma(s) d s\right| \leq \frac{\delta}{2} t+\mu,
$$

for all $t \geq 0$. For $t=t_{n}$, this gives

$$
\delta t_{n} \leq\left|\int_{0}^{t_{n}} \sigma(s) d s\right| \leq \frac{\delta}{2} t_{n}+\mu .
$$

Since there exists $n$ such that $t_{n}>\frac{2 \mu}{\delta}$, we have a contradiction.
Remark 76. Lemma 22 and 24 provide a weaker version of Barbalat's Lemma (see e.g. [1]). In fact, the classical Barbalat's Lemma can be recovered when the function $\sigma$ is uniformly continuous and (9.21) holds for $\epsilon=0$.

Another notion that we need to introduce concerns a function $\varphi$ associated with a pair of functions $(\alpha, \beta)$.
Let $\bar{b}$ be a non-negative real number. To a continuous positive definite function $\alpha: \mathbb{R}_{\geq 0} \rightarrow$ $\mathbb{R}_{\geq 0}$ and a continuous function $\beta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, satisfying $\beta(0)=0$, we associate the
function $\varphi:[1,+\infty) \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
\varphi(\rho)=\max _{b \in[0, \bar{b}]}(\beta(b)-(\rho-1) \alpha(b)) . \tag{9.22}
\end{equation*}
$$

Lemma 25. The function $\varphi$ takes non-negative values and is non-increasing, Lipschitz and such that $\lim _{\rho \rightarrow+\infty} \varphi(\rho)=0$.

Proof. Since $\alpha$ and $\beta$ are continuous and $[0, \bar{b}]$ is compact, for each $\rho \in[1,+\infty)$ there exists (at least one) $b(\rho)$ in $[0, \bar{b}]$ such that

$$
\varphi(\rho)=\beta(b(\rho))-(\rho-1) \alpha(b(\rho)) .
$$

As a result, for any $\rho^{\prime} \geq \rho^{\prime \prime} \geq 1$,

$$
\begin{aligned}
\varphi\left(\rho^{\prime \prime}\right) & =\beta\left(b\left(\rho^{\prime \prime}\right)\right)-\left(\rho^{\prime \prime}-1\right) \alpha\left(b\left(\rho^{\prime \prime}\right)\right) \geq \beta\left(b\left(\rho^{\prime}\right)\right)-\left(\rho^{\prime \prime}-1\right) \alpha\left(b\left(\rho^{\prime}\right)\right) \\
& \geq \beta\left(b\left(\rho^{\prime}\right)\right)-\left(\rho^{\prime}-1\right) \alpha\left(b\left(\rho^{\prime}\right)\right)=\varphi\left(\rho^{\prime}\right) \geq \beta\left(b\left(\rho^{\prime \prime}\right)\right)-\left(\rho^{\prime}-1\right) \alpha\left(b\left(\rho^{\prime \prime}\right)\right) .
\end{aligned}
$$

This yields

$$
0 \leq \varphi\left(\rho^{\prime \prime}\right)-\varphi\left(\rho^{\prime}\right) \leq\left(\rho^{\prime}-\rho^{\prime \prime}\right) \bar{\alpha}
$$

where

$$
\bar{\alpha}=\max _{b \in[0, \bar{b}]} \alpha(b),
$$

i.e. the function $\varphi$ is Lipschitz and non-increasing.

Note now that, since $\alpha$ is continuous and positive definite, for any sequence $\left\{\rho_{n}\right\}$, such that $\lim _{n \rightarrow+\infty} \rho_{n}=+\infty$, there exists $N>0$ and a sequence $\left\{b_{n}\right\} \subset[0, \bar{b}]$, satisfying $\lim _{n \rightarrow+\infty} b_{n}=0$, and $\alpha\left(b_{n}\right)=\frac{1}{n \rho_{n}}$, for all $n \geq N$. In addition, since $b\left(\rho_{n}\right) \in[0, \bar{b}]$,

$$
\beta\left(b_{n}\right)+\alpha\left(b_{n}\right)-\frac{1}{n} \leq \varphi\left(\rho_{n}\right)=\beta\left(b\left(\rho_{n}\right)\right)-\left(\rho_{n}-1\right) \alpha\left(b\left(\rho_{n}\right)\right),
$$

and therefore

$$
0 \leq \rho_{n} \alpha\left(b\left(\rho_{n}\right)\right)+\beta\left(b_{n}\right)+\alpha\left(b_{n}\right) \leq \beta\left(b\left(\rho_{n}\right)\right)+\alpha\left(b\left(\rho_{n}\right)\right)+\frac{1}{n} .
$$

This implies that $\lim _{n \rightarrow \infty} \alpha\left(b\left(\rho_{n}\right)\right)=0$ and, since $\alpha$ is continuous and positive definite, that
$\lim _{n \rightarrow \infty} b\left(\rho_{n}\right)=0$. Finally, since $\beta$ is zero at zero and continuous,

$$
\lim _{\rho \rightarrow+\infty} \varphi(\rho)=0,
$$

which also proves that $\varphi$ takes non-negative values.

Note that Lemma 25 holds also for a linear combination of functions $\beta(b)$. In this case we use the notation

$$
\begin{equation*}
\varphi_{j}(\rho)=\max _{b_{j} \in[0, \bar{b}]}\left(\beta_{j}\left(b_{j}\right)-(\rho-1) \alpha_{j}\left(b_{j}\right)\right), \tag{9.23}
\end{equation*}
$$

with $\beta_{j}\left(b_{j}\right)=\sum_{\substack{i=1 \\ i \neq j}}^{p} k_{i} \beta_{i j}\left(b_{j}\right)$, where the weights $k_{i}$ are non-negative.
We are now ready to prove Lemma 23 .
Proof of Lemma 23. The claim is proved by contradiction. To simplify the discussion consider the case $p=3$, which contains all ingredients necessary for the general proof. Let $\varphi_{2}:[1,+\infty) \rightarrow \mathbb{R}$ be defined as

$$
\varphi_{2}(\rho)=\max _{b_{2} \in[0, b]}\left(\beta_{32}\left(b_{2}\right)-(\rho-1) \alpha_{2}\left(b_{2}\right)\right) .
$$

Let also $\varepsilon$ be an arbitrarily chosen strictly positive real number. Since by Lemma $25, \varphi_{2}$ is non-increasing and $\lim _{\rho \rightarrow+\infty} \varphi_{2}(\rho)=0$, we can select $\psi_{2}(\varepsilon)$ in $[1,+\infty)$ such that

$$
\varphi_{2}\left(\psi_{2}(\varepsilon)\right) \leq \frac{\varepsilon}{2} .
$$

Let $\varphi_{1}:[1,+\infty) \rightarrow \mathbb{R}$ be defined as

$$
\varphi_{1}(\rho)=\max _{b_{2} \in[0, b]}\left(\psi_{2}(\varepsilon) \beta_{21}\left(b_{1}\right)+\beta_{31}\left(b_{1}\right)-(\rho-1) \alpha_{1}\left(b_{1}\right)\right) .
$$

Similarly, for all $\varepsilon>0$ we can select $\psi_{1}(\varepsilon)$ in $[1,+\infty)$ such that

$$
\varphi_{1}\left(\psi_{1}(\varepsilon)\right) \leq \frac{\varepsilon}{2} .
$$

Note now that

$$
\begin{aligned}
\overparen{\psi_{1}(\varepsilon) a_{1}+\psi_{2}(\varepsilon) a_{2}+a_{3}} & \leq-\psi_{1}(\varepsilon) \alpha_{1}\left(b_{1}\right)+\psi_{2}(\varepsilon) \beta_{21}\left(b_{1}\right)+\beta_{31}\left(b_{1}\right)-\psi_{2}(\varepsilon) \alpha_{2}\left(b_{2}\right)+\beta_{32}\left(b_{2}\right)-\alpha_{3}\left(b_{3}\right) \\
& \leq\left(\varphi_{1}\left(\psi_{1}(\varepsilon)\right)+\varphi_{2}\left(\psi_{2}(\varepsilon)\right)\right)-\left(\alpha_{1}\left(b_{1}\right)+\alpha_{2}\left(b_{2}\right)+\alpha_{3}\left(b_{3}\right)\right)
\end{aligned}
$$

As a result

$$
\begin{aligned}
\int_{0}^{t} \sum_{i=1}^{3} \alpha_{i}\left(b_{i}(s)\right) d s \leq & \left(\varphi_{1}\left(\psi_{1}(\varepsilon)\right)+\varphi_{2}\left(\psi_{2}(\varepsilon)\right)\right) t+\left(\psi_{1}(\varepsilon) a_{1}(0)+\psi_{2}(\varepsilon) a_{2}(0)+a_{3}(0)\right) \\
& -\left(\psi_{1}(\varepsilon) a_{1}(t)+\psi_{2}(\varepsilon) a_{2}(t)+a_{3}(t)\right) \\
\leq & \left(\varphi_{1}\left(\psi_{1}(\varepsilon)\right)+\varphi_{2}\left(\psi_{2}(\varepsilon)\right)\right) t+2\left(\psi_{1}(\varepsilon)+\psi_{2}(\varepsilon)+1\right) \bar{a} \\
\leq & \varepsilon t+2\left(\psi_{1}(\varepsilon)+\psi_{2}(\varepsilon)+1\right) \bar{a}
\end{aligned}
$$

Since $\varepsilon$ is arbitrary, the claim follows by Lemmas 22 and 24.
In the case $p>3$ the claim can be proved along the same lines defining $p-1$ functions $\varphi_{j}$.

Remark 77. If in Lemma 23 we assume that the functions $\frac{\beta_{i j}}{\alpha_{j}}$ are bounded and the functions $b_{i}$ are uniformly continuous, then we have the "lim" convergence result

$$
\lim _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0
$$

In fact in the previous proof we can pick

$$
\varepsilon=0, \quad \psi_{2}=1+\gamma_{21}, \quad \psi_{1}=1+\gamma_{31}+\gamma_{32} \psi_{2}
$$

and follow the same arguments as in the proof of Lemma 21.

### 9.3.3 Triangular block reducible case

We are now ready to study the triangular block reducible case that can be regarded as a generalization of the previous results. To this end, let $s_{l}=r_{l}-r_{l-1}$, with $s_{0}=r_{0}=0$, be the dimension of the column vectors

$$
\boldsymbol{a}_{l}=\left[\begin{array}{llll}
a_{\left(r_{l-1}+1\right)} & a_{\left(r_{l-1}+2\right)} & \ldots & a_{r_{l}}
\end{array}\right]^{T}, \quad \boldsymbol{b}_{l}=\left[\begin{array}{llll}
b_{\left(r_{l-1}+1\right)} & b_{\left(r_{l-1}+2\right)} & \ldots & b_{r_{l}}
\end{array}\right]^{T}
$$

and define

$$
\left.\begin{array}{c}
\boldsymbol{\alpha}_{l}\left(\boldsymbol{b}_{l}\right)=\left[\begin{array}{lll}
\alpha_{\left(r_{l-1}+1\right)}\left(b_{\left(r_{l-1}+1\right)}\right) & \alpha_{\left(r_{l-1}+2\right)}\left(b_{\left(r_{l-1}+2\right)}\right) & \ldots
\end{array} \alpha_{r_{l}}\left(b_{r_{l}}\right)\right.
\end{array}\right]^{T}, ~\left[\begin{array}{c}
\sum_{j=\left(r_{l-1}+1\right)}\left[\begin{array}{c}
\delta_{\left(r_{l-1}+1\right) j}\left(b_{j}\right) \\
\delta_{\left(r_{l-1}+2\right) j}\left(b_{j}\right) \\
\vdots \\
\delta_{\left(r_{l}\right) j}\left(b_{j}\right)
\end{array}\right], \text { with } \delta_{k j}=\left\{\begin{array}{c}
-\alpha_{j} \text { if } k=j \\
\boldsymbol{\delta}_{k j} \text { if } k \neq j
\end{array}\right. \\
\boldsymbol{\delta}_{l}\left(\boldsymbol{b}_{l}\right)=\sum_{j=\left(r_{m-1}+1\right)}^{r_{l}} \boldsymbol{\mu}_{l m}\left(b_{j}\right)=\sum_{j=\left(r_{m-1}+1\right)}^{r_{m}}\left[\begin{array}{c}
\beta_{\left(r_{l-1}+1\right) j}\left(b_{j}\right) \\
\beta_{\left(r_{l-1}+2\right) j}\left(b_{j}\right) \\
\vdots \\
\boldsymbol{\mu}_{\left(r_{l}\right) j}\left(b_{j}\right)
\end{array}\right] .
\end{array}\right.
$$

Proposition 12. Let $i \in\{1, \ldots, p\}$ and $j \in\{1, \ldots, p\}$. Let $a_{i}: \mathbb{R}_{\geq 0} \rightarrow[-\bar{a}, \bar{a}]$ be absolutely continuous functions and $b_{i}: \mathbb{R}_{\geq 0} \rightarrow[0, \bar{b}]$ be continuous functions. Consider continuous, positive definite functions $\alpha_{i}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and continuous functions $\beta_{i j}$ : $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, with $i \neq j$, satisfying $\beta_{i j}(0)=0$. Let $\boldsymbol{a}_{l}, \boldsymbol{b}_{l}, \boldsymbol{\delta}_{l}$ and $\boldsymbol{\mu}_{l m}$ be vectors of dimension $s_{l}$, with components obtained from the $a_{i}$ 's, $b_{i}$ 's, $\alpha_{i}$ 's and $\beta_{i j}$ 's, such that the following hold.

1. The differential inequalities

$$
\begin{align*}
\dot{\boldsymbol{a}}_{1} & \leq \boldsymbol{\delta}_{1}\left(\boldsymbol{b}_{1}\right), \\
\dot{\boldsymbol{a}}_{2} & \leq \boldsymbol{\mu}_{21}\left(\boldsymbol{b}_{1}\right)+\boldsymbol{\delta}_{2}\left(\boldsymbol{b}_{2}\right),  \tag{9.24}\\
\quad & \vdots \\
\dot{\boldsymbol{a}}_{q} & \leq \boldsymbol{\mu}_{q 1}\left(\boldsymbol{b}_{1}\right)+\boldsymbol{\mu}_{q 2}\left(\boldsymbol{b}_{2}\right)+\cdots+\boldsymbol{\delta}_{q}\left(\boldsymbol{b}_{q}\right),
\end{align*}
$$

with $r_{q}=p$, hold for almost all $t$ in $\mathbb{R}_{\geq 0}$.
2. The matrix $Q_{l}$ for each diagonal element $\boldsymbol{\delta}_{l}$ is irreducible as a function and satisfies the linear small-gain-like condition (9.9).

Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \sum_{i=1}^{p} b_{i}(s) d s=0 \tag{9.25}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0 \tag{9.26}
\end{equation*}
$$

Remark 78. As expected, (9.26) holds with no additional restrictions on the off-diagonal elements $\boldsymbol{\mu}_{l m}$. However, as discussed in Remark 77, if all functions $\frac{\beta_{i j}}{\alpha_{j}}$ in the off-diagonal element $\boldsymbol{\mu}_{l m}$ are bounded and the $b_{i}$ are uniformly continuous then (9.26) can be replaced by

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{i=1}^{p} b_{i}(t)=0 \tag{9.27}
\end{equation*}
$$

Proof. We consider the case with $q=3$ blocks, namely

$$
\begin{aligned}
& \dot{\boldsymbol{a}}_{1} \leq \boldsymbol{\delta}_{1}\left(\boldsymbol{b}_{1}\right), \\
& \dot{\boldsymbol{a}}_{2} \leq \boldsymbol{\mu}_{21}\left(\boldsymbol{b}_{1}\right)+\boldsymbol{\delta}_{2}\left(\boldsymbol{b}_{2}\right), \\
& \dot{\boldsymbol{a}}_{3} \leq \boldsymbol{\mu}_{31}\left(\boldsymbol{b}_{1}\right)+\boldsymbol{\mu}_{32}\left(\boldsymbol{b}_{2}\right)+\boldsymbol{\delta}_{3}\left(\boldsymbol{b}_{3}\right),
\end{aligned}
$$

which contains all the ingredients necessary for the general proof. Define $\Gamma_{l}$ as the matrix corresponding to the test matrix $Q_{l}$ attached to the vector $\boldsymbol{\delta}_{l}$ and $\mathbf{1}_{l}$ as the row vector with $s_{l}$ elements equal to 1 . Let also $\varepsilon$ be an arbitrarily chosen strictly positive real number. In a way similar to the one followed to get (9.16), we obtain

$$
\boldsymbol{\delta}_{l}\left(\boldsymbol{b}_{l}\right) \leq-\Gamma_{l} \boldsymbol{\alpha}\left(\boldsymbol{b}_{l}\right)
$$

and therefore $\Gamma_{l}^{-1} \boldsymbol{\delta}_{l}\left(\boldsymbol{b}_{l}\right) \leq-\boldsymbol{\alpha}\left(\boldsymbol{b}_{l}\right)$. This leads to

$$
\begin{aligned}
& \Gamma_{1}^{-1} \dot{\boldsymbol{a}}_{1} \leq-\boldsymbol{\alpha}_{1}\left(\boldsymbol{b}_{1}\right), \\
& \Gamma_{2}^{-1} \dot{\boldsymbol{a}}_{2} \leq \Gamma_{2}^{-1} \boldsymbol{\mu}_{21}\left(\boldsymbol{b}_{1}\right)-\boldsymbol{\alpha}_{2}\left(\boldsymbol{b}_{2}\right), \\
& \Gamma_{3}^{-1} \dot{\boldsymbol{a}}_{3} \leq \Gamma_{3}^{-1} \boldsymbol{\mu}_{31}\left(\boldsymbol{b}_{1}\right)+\Gamma_{3}^{-1} \boldsymbol{\mu}_{32}\left(\boldsymbol{b}_{2}\right)-\boldsymbol{\alpha}_{3}\left(\boldsymbol{b}_{3}\right) .
\end{aligned}
$$

To deal with the terms in $\boldsymbol{b}_{2}$, we define $s_{2}$ functions $\varphi_{i}:[1,+\infty) \rightarrow \mathbb{R}$ as

$$
\begin{align*}
\varphi_{r_{1}+1}(\rho) & =\max _{b_{r_{1}+1} \in[0, \bar{b}]}\left(\mathbf{1}_{3} \Gamma_{3}^{-1} \boldsymbol{\mu}_{32}\left(b_{r_{1}+1}\right)-(\rho-1) \alpha_{r_{1}+1}\left(b_{r_{1}+1}\right)\right),  \tag{9.28}\\
& \vdots \\
\varphi_{r_{2}}(\rho) & =\max _{b_{r_{2}} \in[0, b]}\left(\mathbf{1}_{3} \Gamma_{3}^{-1} \boldsymbol{\mu}_{32}\left(b_{r_{2}}\right)-(\rho-1) \alpha_{r_{2}}\left(b_{r_{2}}\right)\right) .
\end{align*}
$$

By Lemma 25, the functions $\varphi_{i}$ are non-increasing and $\lim _{\rho \rightarrow+\infty} \varphi_{i}(\rho)=0$. As a result, we can select a vector $\boldsymbol{\psi}_{2}(\varepsilon)$ of size $s_{2}$ with components $\psi_{i}(\varepsilon)$ in $[1,+\infty)$ such that

$$
\sum_{i=r_{1}+1}^{r_{2}} \varphi_{i}\left(\psi_{i}(\varepsilon)\right) \leq \frac{\varepsilon}{2} .
$$

This gives

$$
\mathbf{1}_{3} \Gamma_{3}^{-1} \boldsymbol{\mu}_{32}\left(\boldsymbol{b}_{2}\right)-\boldsymbol{\psi}_{2}(\varepsilon) \boldsymbol{\alpha}_{2}\left(\boldsymbol{b}_{2}\right) \leq \frac{\varepsilon}{2}-\mathbf{1}_{2} \boldsymbol{\alpha}_{2}\left(\boldsymbol{b}_{2}\right) .
$$

Similarly, to deal with the terms in $\boldsymbol{b}_{1}$, we define $s_{1}$ functions $\varphi_{i}:[1,+\infty) \rightarrow \mathbb{R}$ as

$$
\begin{align*}
\varphi_{1}(\rho)= & \max _{b_{1} \in[0, \bar{b}]}\left(\boldsymbol{\psi}_{2}(\varepsilon) \Gamma_{2}^{-1} \boldsymbol{\mu}_{21}\left(b_{1}\right)+\mathbf{1}_{3} \Gamma_{3}^{-1} \boldsymbol{\mu}_{31}\left(b_{1}\right)-(\rho-1) \alpha_{1}\left(b_{1}\right)\right), \\
& \vdots  \tag{9.29}\\
\varphi_{r_{1}}(\rho) & =\max _{b_{r_{1}} \in[0, \bar{b}]}\left(\boldsymbol{\psi}_{2}(\varepsilon) \Gamma_{2}^{-1} \boldsymbol{\mu}_{21}\left(b_{r_{1}}\right)+\mathbf{1}_{3} \Gamma_{3}^{-1} \boldsymbol{\mu}_{31}\left(b_{r_{1}}\right)-(\rho-1) \alpha_{r_{1}}\left(b_{r_{1}}\right)\right) .
\end{align*}
$$

Again, by Lemma 25, the functions $\varphi_{i}$ are non-increasing and $\lim _{\rho \rightarrow+\infty} \varphi_{i}(\rho)=0$. So we can select a vector $\boldsymbol{\psi}_{1}(\varepsilon)$ of size $s_{1}$ with components $\psi_{i}(\varepsilon)$ in $[1,+\infty)$ such that

$$
\sum_{i=1}^{r_{1}} \varphi_{i}\left(\psi_{i}(\varepsilon)\right) \leq \frac{\varepsilon}{2} .
$$

This gives

$$
\boldsymbol{\psi}_{2}(\varepsilon) \Gamma_{2}^{-1} \boldsymbol{\mu}_{21}\left(\boldsymbol{b}_{1}\right)+\mathbf{1}_{3} \Gamma_{3}^{-1} \boldsymbol{\mu}_{31}\left(\boldsymbol{b}_{1}\right)-\boldsymbol{\psi}_{1}(\varepsilon) \boldsymbol{\alpha}_{1}\left(\boldsymbol{b}_{1}\right) \leq \frac{\varepsilon}{2}-\mathbf{1}_{1} \boldsymbol{\alpha}_{1}\left(\boldsymbol{b}_{1}\right) .
$$

So we have obtained
$\mathbf{1}_{3} \Gamma_{3}^{-1} \dot{\boldsymbol{a}}_{3}+\boldsymbol{\psi}_{2}(\varepsilon) \Gamma_{2}^{-1} \dot{\boldsymbol{a}}_{2}+\boldsymbol{\psi}_{1}(\varepsilon) \Gamma_{1}^{-1} \dot{\boldsymbol{a}}_{1} \leq \varepsilon-\mathbf{1}_{3} \boldsymbol{\alpha}_{3}\left(\boldsymbol{b}_{3}\right)-\mathbf{1}_{2} \boldsymbol{\alpha}_{2}\left(\boldsymbol{b}_{2}\right)-\mathbf{1}_{1} \boldsymbol{\alpha}_{1}\left(\boldsymbol{b}_{1}\right) \leq \varepsilon-\sum_{i=1}^{r_{3}} \alpha_{i}$.
The claim follows by integrating both sides of (9.30) from 0 to $t$ and applying Lemmas 22 and 24 .

### 9.4 On the linear small-gain-like condition

In this section we discuss the linear small-gain condition and explain why it is necessary to use this in the assumptions of Proposition 12 instead of the nonlinear condition. The
discussion, for simplicity, is limited to the case $p=2$, in which (9.9) yields

$$
\begin{equation*}
\beta_{12}\left(b_{2}\right) \beta_{21}\left(b_{1}\right) \leq(1-\varepsilon) \alpha_{2}\left(b_{2}\right) \alpha_{1}\left(b_{1}\right), \quad \forall\left(b_{1}, b_{2}\right) \in[0, \bar{b}]^{2} . \tag{9.31}
\end{equation*}
$$

To simplify the discussion we restrict ourselves to consider the case in which the functions $\alpha_{i}$ are invertible and the above inequality (9.31) holds for all non-negative real numbers $b_{1}$ and $b_{2}$. From the theory of interconnected nonlinear systems we would expect that stability properties be related to the nonlinear small-gain condition

$$
\begin{equation*}
\beta_{21} \circ \alpha_{1}^{-1} \circ \beta_{12} \circ \alpha_{2}^{-1}(s)<s, \quad \forall s>0 \tag{9.32}
\end{equation*}
$$

Lemma 26. If $\beta_{12}$ ( $\beta_{21}$ respectively) is positive definite, condition (9.31) implies, but it is not implied by, condition (9.32).

Proof. We first show that the linear condition implies the nonlinear one. Pick any pair $\left(b_{1}, b_{2}\right)$ in $\left.] 0, \bar{b}\right]^{2}$ and note that the linear condition (9.31) yields

$$
\left[\beta_{12} \circ \alpha_{2}^{-1}\left(b_{2}\right)\right]\left[\beta_{21} \circ \alpha_{1}^{-1}\left(b_{1}\right)\right] \leq(1-\varepsilon) b_{1} b_{2} .
$$

In particular, the selection

$$
s>0, \quad b_{2}=s, \quad b_{1}=\beta_{12} \circ \alpha_{2}^{-1}(s)
$$

yields

$$
b_{1} \beta_{21} \circ \alpha_{1}^{-1} \circ \beta_{12} \circ \alpha_{2}^{-1}(s) \leq(1-\varepsilon) b_{1} s,
$$

which implies condition (9.32).
To show that the converse is not true, let $\alpha_{1}(s)=s, \beta_{12}(s)=s^{2}, \alpha_{2}(s)=s$ and $\beta_{21}(s)=\gamma \sqrt{s}$. The nonlinear small-gain reduces to $\gamma s \leq(1-\varepsilon) s$ which holds for all $0 \leq \gamma<1$, whereas the linear condition reduces to $\gamma \frac{b_{2}}{\sqrt{b_{1}}}<(1-\varepsilon)$ which does not hold whatever the positive value of $\gamma$ is.

As usual for small-gain conditions it is difficult to establish the true necessity of (9.31). We now show that violation of the non-strict inequality yields the existence of functions $a_{i}$ and $b_{i}$ such that the convergence result of Lemma 21 does not hold.

Lemma 27. Assume there exist strictly positive real numbers $b_{1 a}, b_{2 b}$ and $b_{2 c}$ such that

$$
\begin{equation*}
\frac{\beta_{12}\left(b_{2 b}\right) \beta_{21}\left(b_{1 a}\right)}{\alpha_{2}\left(b_{2 b}\right) \alpha_{1}\left(b_{1 a}\right)}>1, \quad \frac{\beta_{12}\left(b_{2 c}\right) \beta_{21}\left(b_{1 a}\right)}{\alpha_{2}\left(b_{2 c}\right) \alpha_{1}\left(b_{1 a}\right)}<1 . \tag{9.33}
\end{equation*}
$$

Then there exist functions $a_{i}$ and $b_{i}$ such that the convergence result in Lemma 21 does not hold.

Remark 79. Condition (9.33) says that, with $b_{1}=b_{1 a}$, the inequality (9.31) holds for $b_{2}=b_{c}$ but does not for $b_{2}=b_{2 b}$.

Proof. Assume for the time being that we can find strictly positive real numbers $\varepsilon_{1}$ and $\varepsilon_{2}$ such that there exist strictly positive real numbers $T_{b}$ and $T_{c}$ satisfying the linear equations

$$
\left[\begin{array}{ll}
\beta_{12}\left(b_{2 b}\right)-\alpha_{1}\left(\varepsilon_{1}\right) & \beta_{12}\left(b_{2 c}\right)-\alpha_{1}\left(\varepsilon_{1}\right)  \tag{9.34}\\
\alpha_{2}\left(b_{2 b}\right)-\beta_{21}\left(\varepsilon_{1}\right) & \alpha_{2}\left(b_{2 c}\right)-\beta_{21}\left(\varepsilon_{1}\right)
\end{array}\right]\left[\begin{array}{c}
T_{b} \\
T_{c}
\end{array}\right]=-\left[\begin{array}{l}
\beta_{12}\left(\varepsilon_{2}\right)-\alpha_{1}\left(b_{1 a}\right) \\
\alpha_{2}\left(\varepsilon_{2}\right)-\beta_{21}\left(b_{1 a}\right)
\end{array}\right] .
$$

Then, let $b_{1}$ and $b_{2}$ be piecewise constant and $\left(1+T_{b}+T_{c}\right)$-periodic functions defined as

$$
b_{1}(t)=\left\{\begin{array}{lll}
b_{1 a} & \text { if } & t \in[0,1], \\
\varepsilon_{1} & \text { if } & t \in] 1,1+T_{b}+T_{c}[,
\end{array} \quad b_{2}(t)=\left\{\begin{array}{lll}
\varepsilon_{2} & \text { if } & t \in[0,1], \\
b_{2 b} & \text { if } & \left.t \in] 1,1+T_{b}\right], \\
b_{2 c} & \text { if } & t \in] 1+T_{b}, 1+T_{b}+T_{c}[,
\end{array}\right.\right.
$$

As a result,

$$
\begin{aligned}
a_{1}\left(1+T_{b}+T_{c}\right)-a_{1}(0) \leq & -\left[\alpha_{1}\left(b_{1 a}\right)-\beta_{12}\left(\varepsilon_{2}\right)\right]+\left[-\alpha_{1}\left(\varepsilon_{1}\right)+\beta_{12}\left(b_{2 b}\right)\right] T_{b} \\
& +\left[-\alpha_{1}\left(\varepsilon_{1}\right)+\beta_{12}\left(b_{2 c}\right)\right] T_{c}=0,
\end{aligned}
$$

and

$$
\begin{aligned}
a_{2}\left(1+T_{b}+T_{c}\right)-a_{2}(0) \leq & -\left[\alpha_{2}\left(\varepsilon_{2}\right)-\beta_{21}\left(b_{1 a}\right)\right]+\left[-\alpha_{2}\left(b_{2 b}\right)+\beta_{21}\left(\varepsilon_{1}\right)\right] T_{b} \\
& +\left[-\alpha_{2}\left(b_{2 c}\right)+\beta_{21}\left(\varepsilon_{1}\right)\right] T_{c}=0 .
\end{aligned}
$$

Therefore the result holds with $a_{i}$ any constant function.
Now to prove that $T_{b}, T_{c}$ do exist we note that when $\varepsilon_{1}$ and $\varepsilon_{2}$ are both zero, the solution of the equations (9.34) is

$$
T_{b}=\frac{\alpha_{2}\left(b_{2 c}\right) \alpha_{1}\left(b_{1 a}\right)-\beta_{12}\left(b_{2 c}\right) \beta_{21}\left(b_{1 a}\right)}{\alpha_{2}\left(b_{2 c}\right) \beta_{12}\left(b_{2 b}\right)-\alpha_{2}\left(b_{2 b}\right) \beta_{12}\left(b_{2 c}\right)}, \quad T_{c}=\frac{\beta_{12}\left(b_{2 b}\right) \beta_{21}\left(b_{1 a}\right)-\alpha_{2}\left(b_{2 b}\right) \alpha_{1}\left(b_{1 a}\right)}{\alpha_{2}\left(b_{2 c}\right) \beta_{12}\left(b_{2 b}\right)-\alpha_{2}\left(b_{2 b}\right) \beta_{12}\left(b_{2 c}\right)} .
$$

By condition (9.33) $T_{b}$ and $T_{c}$ are strictly positive if the denominator is strictly positive. This is indeed the case since, multiplying the inequalities in (9.33), yields

$$
\beta_{12}\left(b_{2 b}\right) \beta_{21}\left(b_{1 a}\right) \alpha_{2}\left(b_{2 c}\right) \alpha_{1}\left(b_{1 a}\right)>\alpha_{2}\left(b_{2 b}\right) \alpha_{1}\left(b_{1 a}\right) \beta_{12}\left(b_{2 c}\right) \beta_{21}\left(b_{1 a}\right),
$$

where $\alpha_{1}\left(b_{1 a}\right)>0$, since $b_{1 a}>0$ and $\beta_{12}\left(b_{2 b}\right)>0$ because of (9.33). Therefore, by continuity, $T_{b}$ and $T_{c}$ are strictly positive when $\varepsilon_{1}$ and $\varepsilon_{2}$ are strictly positive, and sufficiently small.

Thus, (9.31) is necessary to guarantee that there do not exist functions $b_{1}$ and $b_{2}$ such that the convergence result of Lemma 21 does not hold.

## 9.5 "lim inf" asymptotic properties in dynamical systems

Proposition 12 can be applied to study asymptotic properties of the solutions of dynamical systems. In particular the following theorem solve Problem 1 and gives conditions to establish the "lim inf" or "lim" convergence of such solutions.

Theorem 30. Let $i \in\{1, \ldots, p\}$ and $j \in\{1, \ldots, p\}$. Consider system (9.4) and let $V_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuously differentiable functions and $h_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R} \geq 0$ be continuous functions. Consider continuous, positive definite functions $\alpha_{i}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, continuous functions $\beta_{i j}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, satisfying $\beta_{i j}(0)=0$. Let $\boldsymbol{V}_{l}, \boldsymbol{h}_{l}, \boldsymbol{\delta}_{l}$ and $\boldsymbol{\mu}_{l m}$ be vectors of dimension $s_{l}$, with components obtained from the $V_{i}$ 's, $h_{i}$ 's, $\alpha_{i}$ 's and $\beta_{i j}{ }^{\prime} \mathrm{s}^{4}$, such that the following hold.

1. Along the solutions of system (9.4), we have

$$
\begin{align*}
\dot{\boldsymbol{V}}_{1}(x) & \leq \boldsymbol{\delta}_{1}\left(\boldsymbol{h}_{1}(x)\right), \\
\dot{\boldsymbol{V}}_{2}(x) & \leq \boldsymbol{\mu}_{21}\left(\boldsymbol{h}_{1}(x)\right)+\boldsymbol{\delta}_{2}\left(\boldsymbol{h}_{2}(x)\right), \quad \forall x \in \mathbb{R}^{n},  \tag{9.35}\\
& \vdots \\
\dot{\boldsymbol{V}}_{q}(x) & \leq \boldsymbol{\mu}_{q 1}\left(\boldsymbol{h}_{1}(x)\right)+\boldsymbol{\mu}_{q 2}\left(\boldsymbol{h}_{2}(x)\right)+\cdots+\boldsymbol{\delta}_{q}\left(\boldsymbol{h}_{q}(x)\right),
\end{align*}
$$

$$
\begin{array}{llll}
{ }^{4} \text { In particular } \\
& \\
\boldsymbol{V}_{l} & =\left[\begin{array}{llll}
V_{\left(r_{l-1}+1\right)} & V_{\left(r_{l-1}+2\right)} & \ldots & V_{r_{l}}
\end{array}\right]^{T}, \\
\boldsymbol{h}_{l} & =\left[\begin{array}{llll}
h_{\left(r_{l-1}+1\right)} & h_{\left(r_{l-1}+2\right)} & \ldots & h_{r_{l}}
\end{array}\right]^{T} .
\end{array}
$$

with $r_{q}=p$.
2. The matrix $Q_{l}$ for each diagonal element $\boldsymbol{\delta}_{l}$ is irreducible as a function and satisfies the linear small-gain-like condition (9.9).

Then, for any bounded solution $t \mapsto X(x, t)$ of (9.4),

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \sum_{i=1}^{p} h_{i}(X(x, s)) d s=0
$$

and therefore

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \sum_{i=1}^{p} h_{i}(X(x, t))=0 . \tag{9.36}
\end{equation*}
$$

Moreover,
$3 a$. if all functions $\frac{\beta_{i j}}{\alpha_{j}}$ of all off-diagonal elements $\boldsymbol{\mu}_{l m}$ are bounded,
or
3b. if the largest invariant set $\mathcal{H}_{p}$ contained in the set

$$
\Omega_{h_{1}, \ldots, h_{p}}=\left\{x \in \mathbb{R}^{n}: h_{1}(x)=h_{2}(x)=\cdots=h_{p}(x)=0\right\}
$$

is stable,
then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{i=1}^{p} h_{i}(X(x, t))=0 . \tag{9.37}
\end{equation*}
$$

Proof. Property (9.36) follows directly from Proposition 12 with $h_{i}(X(x, t))$ playing the role of $b_{i}(t)$.

If $3 a$ ) holds, (9.37) follows directly from Remark 78 with $h_{i}(X(x, t))$ playing the role of $b_{i}(t)$. Note that the uniform continuity of $t \mapsto h_{i}(X(x, t))$ follows from the continuity of $h_{i}$, and the boundedness of the locally Lipschitz function $t \mapsto X(x, t)$ (since $f$ is continuous). If $3 b$ ) holds suppose that all the blocks have dimension one and $p=3$. This contains all ingredients necessary for the general case.

Since $V_{1}$ is bounded and decreasing along all the trajectories of the system by assumption, the first inequality in (9.35), namely $\dot{V}_{1} \leq-\alpha_{1}\left(h_{1}\right)$ implies that

$$
\lim _{t \rightarrow \infty} h_{1}(X(x, t))=0 .
$$

Since the solution is bounded, $X(x, t)$ has an $\omega$-limit set $\Omega(x)$ which is invariant and compact, the previous limit implies

$$
\Omega(x) \subset \Omega_{h_{1}}=\left\{x \in \mathbb{R}^{n}: h_{1}(x)=0\right\} .
$$

For every $x_{\omega_{1}} \in \Omega(x), h_{1}\left(x_{\omega_{1}}\right)=0$ which, by the second inequality in (9.35), implies

$$
\lim _{t \rightarrow \infty} h_{2}\left(X\left(x_{\omega_{1}}, t\right)\right)=0
$$

and similarly to the previous discussion, this implies

$$
\Omega\left(x_{\omega_{1}}\right) \subset \Omega_{h_{1}, h_{2}}=\left\{x \in \mathbb{R}^{n}: h_{1}(x)=h_{2}(x)=0\right\} .
$$

For every $x_{\omega_{2}} \in \Omega\left(x_{\omega_{1}}\right), h_{1}\left(x_{\omega_{2}}\right)=h_{2}\left(x_{\omega_{2}}\right)=0$ which, by the third inequality in (9.35), implies

$$
\lim _{t \rightarrow \infty} h_{3}\left(X\left(x_{\omega_{2}}, t\right)\right)=0
$$

and again, this implies

$$
\Omega\left(x_{\omega_{2}}\right) \subset \Omega_{h_{1}, h_{2}, h_{3}}=\left\{x \in \mathbb{R}^{n}: h_{1}(x)=h_{2}(x)=h_{3}(x)=0\right\} .
$$

This proves that, if the differential inequalities (9.35) are in triangular form and $\Omega_{h_{1}, \ldots, h_{p}}$ is stable, then (9.37) holds. Note that, if the first block of the differential inequalities (9.35) has dimension greater than one, then (9.37) follows directly from Lemma 21 applied to that block. The proof of the general triangular block case can be derived from this last fact and the discussion carried out for the triangular case.

Now we prove that it is sufficient that the largest invariant set $\mathcal{H}_{p}$ contained in $\Omega_{h_{1}, \ldots, h_{p}}$ is stable. Again, for simplicity, consider the case $p=3$. Assume, by contradiction, that there exist $x$ in $\mathbb{R}^{n}, \varepsilon$ strictly positive and a sequence $t_{m}$ going to infinity with $m$ such that

$$
d\left(X\left(x, t_{m}\right), \mathcal{H}_{3}\right)>\varepsilon .
$$

Since $\mathcal{H}_{3}$ is stable there exists $\delta$ strictly positive such that, for any $\chi$ in $\mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
d\left(\chi, \mathcal{H}_{3}\right) \leq \delta \tag{9.38}
\end{equation*}
$$

we have

$$
\begin{equation*}
d\left(X(\chi, s), \mathcal{H}_{3}\right) \leq \varepsilon \quad \forall s \geq 0 . \tag{9.39}
\end{equation*}
$$

Then, since $\Omega(x)$ is a closed invariant set we have $\Omega\left(x_{\omega_{1}}\right) \subset \Omega(x)$ and since $\mathcal{H}_{3}$ is the largest invariant set contained in the set $\Omega_{h_{1}, h_{2}, h_{3}}$ one has $\Omega\left(x_{\omega_{2}}\right) \subset \mathcal{H}_{3}$. Now because of the convergence of $X\left(x_{\omega_{2}}, t\right)$ to its $\omega$-limit set $\Omega\left(x_{\omega_{2}}\right)$, hence there exists $T_{2}$ such that

$$
d\left(X\left(x_{\omega_{2}}, T_{2}\right), \mathcal{H}_{3}\right) \leq d\left(X\left(x_{\omega_{2}}, T_{2}\right), \Omega\left(x_{\omega_{2}}\right)\right) \leq \frac{\delta}{2}
$$

and

$$
X\left(x_{\omega_{2}}, T_{2}\right) \in \Omega\left(x_{\omega_{1}}\right) \subset \Omega(x) .
$$

This means that $X\left(x_{\omega_{2}}, T_{2}\right)$ is an $\omega$-limit point of $X(x, t)$, there exists $T$ such that

$$
\left|X(x, T)-X\left(x_{\omega_{2}}, T_{2}\right)\right| \leq \frac{\delta}{2} .
$$

As a result the triangular inequality yields

$$
d\left(X(x, T), \mathcal{H}_{3}\right) \leq\left|X(x, T)-X\left(x_{\omega_{2}}, T_{2}\right)\right|+d\left(X\left(x_{\omega_{2}}, T_{2}\right), \mathcal{H}_{3}\right) \leq \delta .
$$

Therefore $\chi=X(x, T)$ satisfies (9.38), which by (9.39) yields a contradiction.
Remark 80. The fact that (9.37) is implied by the stability of $\Omega_{h_{1}, \ldots, h_{p}}$ is a restatement of a well-known result, see for instance [230, Lemma I.4]. The fact that (9.37) is implied by the stability of the largest invariant set $\mathcal{H}_{p}$ contained in $\Omega_{h_{1}, \ldots, h_{p}}$ is a new result.

Remark 81. If $3 b$ ) holds then (9.37) implies that $\mathcal{H}_{p}$ is asymptotically stable.

### 9.5.1 Example: Duffing oscillator

We present an elementary example which gives a simple illustration of how the results of the chapter can be used. Note that the convergence properties we obtain could be established with classical tools. A more involved example follows.

Consider the 2-dimensional system describing the Duffing oscillator, namely

$$
\begin{align*}
& \dot{x}_{1}=x_{2},  \tag{9.40}\\
& \dot{x}_{2}=\alpha x_{1}-\beta x_{2}-\gamma x_{1}^{3},
\end{align*}
$$

with $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \alpha>0, \beta>0$ and $\gamma>0$. The equilibrium points are $\left(x_{1}, x_{2}\right)=(0,0)$, $\left(x_{1}, x_{2}\right)=\left( \pm \sqrt{\frac{\alpha}{\gamma}}, 0\right)$.

Let

$$
V_{1}\left(x_{1}, x_{2}\right)=\frac{1}{\beta}\left(\gamma \frac{x_{1}^{4}}{4}-\alpha \frac{x_{1}^{2}}{2}+\frac{x_{2}^{2}}{2}\right),
$$

and

$$
V_{2}\left(x_{1}, x_{2}, x_{3}\right)=-\left(\alpha x_{1}-\gamma x_{1}^{3}\right) x_{2} .
$$

Then

$$
\begin{align*}
& \dot{V}_{1}=-x_{2}^{2}  \tag{9.41}\\
& \dot{V}_{2}=-\left(\alpha-3 \gamma x_{1}^{2}\right) x_{2}^{2}-\left(\alpha x_{1}-\gamma x_{1}^{3}\right)^{2}+\beta\left(\alpha x_{1}-\gamma x_{1}^{3}\right) x_{2} .
\end{align*}
$$

Since $V_{1}$ is radially unbounded, the first equality in (9.41) implies that all trajectories are bounded. Then, selecting

$$
c \geq \sup _{t}\left|X_{1}\left(x_{1}, x_{2}, t\right)\right|,
$$

(9.41) yields

$$
\dot{V}_{2} \leq-\frac{1}{2}\left(\alpha x_{1}-\gamma x_{1}^{3}\right)^{2}+\left(3 \gamma c^{2}-\alpha+\frac{\beta^{2}}{2}\right) x_{2}^{2},
$$

which motivates the choice

$$
\begin{array}{lll}
\alpha_{1}(s)=s, & \beta_{12}(s)=0, & b_{1}=x_{2}^{2}, \\
\alpha_{2}(s)=\frac{1}{2} s, & \beta_{21}(s)=\left(3 \gamma c^{2}-\alpha+\frac{\beta^{2}}{2}\right) s, & b_{2}=\left(\alpha x_{1}-\gamma x_{1}^{3}\right)^{2} .
\end{array}
$$

Note that we have a triangular structure and that

$$
\sup _{s>0} \frac{\beta_{21}(s)}{\alpha_{1}(s)}=\frac{6 \gamma c^{2}-2 \alpha+\beta^{2}}{2},
$$

is finite, hence Theorem 30 yields

$$
\lim _{t \rightarrow+\infty} X_{2}\left(x_{1}, x_{2}, t\right)^{2}+\left(\alpha X_{1}\left(x_{1}, x_{2}, t\right)-\gamma X_{1}\left(x_{1}, x_{2}, t\right)^{3}\right)^{2}=0
$$

which implies that the solutions of the system are converging to at least one equilibrium point.

### 9.5.2 Example: a more rich dynamics

Consider the class of systems described by the differential equations

$$
\begin{align*}
\dot{x}_{1} & =\eta x_{1}\left(1-x_{1}^{2}-x_{2}^{2}\right) x_{3}^{r}+k_{1} x_{2}\left[\Psi\left(x_{1+}\right)+x_{3}^{p}\right], \\
\dot{x}_{2} & =\eta x_{2}\left(1-x_{1}^{2}-x_{2}^{2}\right) x_{3}^{r}-k_{1} x_{1}\left[\Psi\left(x_{1+}\right)+x_{3}^{p}\right],  \tag{9.42}\\
\dot{x}_{3} & =-k_{2} x_{3}^{q},
\end{align*}
$$

where $\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}, x_{1+}=\max \left\{x_{1}, 0\right\}, \Psi$ is a positive definite function, $p$ and $r \geq p$ are positive even integers, $q$ is a positive odd integer, $k_{1}, k_{2}$ are positive and $\eta \geq 0$. The set of equilibrium points is given by $\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1+}=x_{3}=0\right\}$. Note that

$$
\overparen{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}=-\eta\left(x_{1}^{2}+x_{2}^{2}\right)\left(x_{1}^{2}+x_{2}^{2}-1\right) x_{3}^{r}-k_{2} x_{3}^{q+1} .
$$

This shows that all solutions are bounded. Let

$$
V_{1}\left(x_{1}, x_{2}, x_{3}\right)=\frac{x_{3}^{2}}{2 k_{2}}
$$

and

$$
V_{2}\left(x_{1}, x_{2}, x_{3}\right)=\frac{x_{2}}{k_{1}} .
$$

Then

$$
\begin{align*}
\dot{V}_{1} & =-x_{3}^{q+1}, \\
\dot{V}_{2} & =\frac{\eta}{k_{1}} x_{2}\left(1-x_{1}^{2}-x_{2}^{2}\right) x_{3}^{r}-x_{1}\left[\Psi\left(x_{1+}\right)+x_{3}^{p}\right] \\
& =-x_{1} \Psi\left(x_{1+}\right)+x_{3}^{p}\left[-x_{1}+\frac{\eta}{k_{1}} x_{2}\left(1-x_{1}^{2}-x_{2}^{2}\right) x_{3}^{r-p}\right]  \tag{9.43}\\
& \leq-x_{1+} \Psi\left(x_{1+}\right)+x_{3}^{p}\left[x_{1-}+\frac{\eta}{k_{1}}\left(x_{2}\left(1-x_{1}^{2}-x_{2}^{2}\right)\right)_{+} x_{3}^{r-p}\right],
\end{align*}
$$

where $x_{1-}=-\min \left\{x_{1}, 0\right\}$. These inequalities motivate the choice

$$
\begin{array}{lll}
\boldsymbol{\delta}_{1}(s)=\alpha_{1}(s)=s^{\frac{q+1}{2}}, & \boldsymbol{\delta}_{2}(s)=\alpha_{2}(s)=s, & \boldsymbol{\mu}_{21}(s)=\beta_{21}(s)=c s^{\frac{p}{2}} \\
\boldsymbol{h}_{1}(x)=b_{1}=x_{3}^{2}, & \boldsymbol{h}_{2}(x)=b_{2}=x_{1+} \Psi\left(x_{1+}\right), &
\end{array}
$$

where

$$
c \geq x_{1-}+\frac{\eta}{k_{1}}\left(x_{2}\left(1-x_{1}^{2}-x_{2}^{2}\right)\right)_{+} x_{3}^{r-p} .
$$

Note that we have a triangular structure and that, for any strictly positive $\bar{b}$, we have

$$
\sup _{b \in(0, \bar{b}]} \frac{\beta_{21}(b)}{\alpha_{1}(b)}=\sup _{b \in(0, \bar{b}]} \frac{c}{b^{\frac{q-p+1}{2}}}
$$

which is finite for $p \geq q+1$ and infinite otherwise. By Theorem 30

$$
\lim _{t \rightarrow+\infty} \frac{1}{t} \int_{0}^{t}\left[X_{3}\left(x_{1}, x_{2}, x_{3}, t\right)^{2}+X_{1+}\left(x_{1}, x_{2}, x_{3}, t\right) \Psi\left(X_{1+}\left(x_{1}, x_{2}, x_{3}, t\right)\right)\right]=0
$$

Since

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} \int_{0}^{t} X_{3}\left(x_{1}, x_{2}, x_{3}, t\right)^{q+1}(\tau) d \tau<+\infty \\
& \lim _{t \rightarrow+\infty} X_{3}\left(x_{1}, x_{2}, x_{3}, t\right)=0
\end{aligned}
$$

then

$$
\begin{align*}
& \lim _{t \rightarrow+\infty} X_{1+}\left(x_{1}, x_{2}, x_{3}, t\right) \Psi\left(X_{1+}\left(x_{1}, x_{2}, x_{3}, t\right)\right)=0, \quad \text { if } p \geq q+1  \tag{9.44}\\
& \liminf _{t \rightarrow+\infty} X_{1+}\left(x_{1}, x_{2}, x_{3}, t\right) \Psi\left(X_{1+}\left(x_{1}, x_{2}, x_{3}, t\right)\right)=0, \quad \text { otherwise. }
\end{align*}
$$

In what follows we focus on the case $p=q-1$ and we show that the asymptotic property expressed by the second of equations (9.44) cannot be improved. To this end re-write the system using polar coordinates $(\theta, \rho)$ in the $\left(x_{1}, x_{2}\right)$-plane, i.e.

$$
\begin{aligned}
\dot{\rho} & =\eta \rho\left(1-\rho^{2}\right) x_{3}^{r} \\
\dot{\theta} & =-k_{1}\left(\Psi\left(\rho(\cos \theta)_{+}\right)+x_{3}^{q-1}\right) \\
\dot{x}_{3} & =-k_{2} x_{3}^{q}
\end{aligned}
$$

From the first equation, we obtain

$$
\rho(t)=\frac{\rho(0) \exp \left(\eta \int_{0}^{t} x_{3}(s)^{r} d s\right)}{\sqrt{1-\rho(0)^{2}+\rho(0)^{2} \exp \left(2 \eta \int_{0}^{t} x_{3}(s)^{r} d s\right)}}
$$

This implies

$$
\begin{array}{ll}
\eta=0 & \Rightarrow \rho(t)=\rho_{0} \\
\eta>0, x_{3}(t)^{r} \text { integrable } & \Rightarrow \quad \min \left(1, \rho_{0}\right) \leq \rho(t) \leq \max \left(1, \rho_{0}\right) \\
\eta>0, x_{3}(t)^{r} \text { not integrable } & \Rightarrow \quad \rho(t) \rightarrow 1
\end{array}
$$

From the second equation

$$
\theta(t) \leq \theta(0)-k_{1} \int_{0}^{t} x_{3}(s)^{q-1} d s
$$

and from the third equation

$$
\frac{d x_{3}}{x_{3}}=-k_{2} x_{3}^{q-1} d t
$$

and then

$$
\frac{1}{k_{2}}\left(\log \left(x_{3}(t)\right)-\log \left(x_{3}(0)\right)\right)=-\int_{0}^{t} x_{3}(s)^{q-1} d s
$$

that can be directly substituted in the right hand side of $\theta(t)$. As a result

$$
\theta(t) \leq\left[\theta(0)-\frac{k_{1}}{k_{2}} \log \left(x_{3}(0)\right)\right]+\frac{k_{1}}{k_{2}} \log \left(x_{3}(t)\right)
$$

and, since $\lim _{t \rightarrow \infty} x_{3}(t)=0, \theta(t)$ tends to $-\infty$ modulo $2 \pi$, i.e. $\theta(t)$ does not converge. Hence the vector $\left(x_{1}(t), x_{2}(t)\right)$ does not stop turning around the origin. This implies that

$$
\limsup _{t \rightarrow+\infty} x_{1+}(t) \neq 0,
$$

for all $\left(x_{1}(0), x_{2}(0)\right) \in \mathbb{R}^{2} /\{0\}$. This last equation shows that the asymptotic property expressed by the second of equations (9.44) cannot be improved.

## "lim inf" convergence case

Let $p=2, q=3, k_{1}=k_{2}=1, \Psi(s)=|s|$ and consider the three cases $\eta=0 ; \eta=1$ with $r=$ 2 ; and $\eta=1$ with $r=4$. Fig. 9.1 shows the trajectory of the system with initial condition $x(0)=\left[\begin{array}{ccc}0.5 & 0 & 1\end{array}\right]^{\prime}$ for the three cases, whereas Fig. 9.2 shows the time histories of the states $x_{1}, x_{2}$ and $x_{3}$. Note that the time axis is in log-scale. Fig. 9.2 highlights that all trajectories with initial condition off the ( $x_{1}, x_{2}$ )-plane have an oscillatory behavior with a period that tends to infinity. Note that trajectories with initial conditions such that $x_{3}(0)=0$ converge to the set

$$
\left\{\left(x_{1}, x_{2}\right) \mid x_{1}^{2}+x_{2}^{2}=x_{1}(0)^{2}+x_{2}(0)^{2}, x_{1} \leq 0\right\},
$$



Figure 9.1: The trajectory of system (9.42), with $p=2, q=3, k_{1}=k_{2}=1, \Psi(s)=|s|$, $x(0)=\left[\begin{array}{lll}0.5 & 0 & 1\end{array}\right]^{\prime}$, for the three considered cases. The trajectory converges to the circle of radius $\rho_{0}=0.5$ for $\eta=0$ (red/dotted); of radius $\min \left(1, \rho_{0}\right) \leq \rho \leq \max \left(1, \rho_{0}\right)$ for $\eta=1$ and $r=4$ (blue/solid); of radius 1 for $\eta=1$ and $r=2$ (green/dashed).


Figure 9.2: Time histories of the states of system (9.42) with $p=2, q=3, k_{1}=k_{2}=1$, $\Psi(s)=|s|$ and $x(0)=\left[\begin{array}{lll}0.5 & 0 & 1\end{array}\right]^{\prime}: \eta=0$ (red/dotted); $\eta=1$ and $r=4$ (blue/solid); $\eta=1$ and $r=2$ (green/dashed).
i.e. to a semi-circle centered at the origin, the size of which depends upon the initial conditions. This set is not stable, hence condition $3 b$ ) does not hold.

Remark 82. The $\omega$-limit set of the trajectories of the system starting off the $\left(x_{1}, x_{2}\right)$ -


Figure 9.3: Time histories of the states of the system (9.42) with $p=2, q=1, \Psi(s)=|s|$, $\eta=0$ and $x(0)=\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]^{\prime}: k_{1}=k_{2}=1$ (blue/dashed); $k_{1}=1000, k_{2}=1$ (red/solid).
plane is, as detailed in [239], a chain recurrent set, which strictly contains the $\omega$-limit set of the trajectories of the system starting in the ( $x_{1}, x_{2}$ )-plane, consistently with the results in [239] and [240] on asymptotically autonomous semiflows.

Remark 83. As a consequence of the discussion in this section, the ( $x_{1}, x_{2}$ )-subsystem of system (9.42), with $p=2$ and $q=3$, and $x_{3}$ regarded as an input, does not possess the converging-input converging-state property, see [241], [242] and [243]. This does not contradict the result in [241], which highlights (among other things, and similarly to what is done in this chapter) the importance of asymptotic stability (of an equilibrium, or of a set) to establish asymptotic properties of solutions.

## "lim" convergence case

Let $p=2, q=3, \Psi(s)=|s|, \eta=0$ and consider the two cases $k_{1}=k_{2}=1 ;$ and $k_{1}=1000$, $k_{2}=1$. Figure 9.3 shows a trajectory with initial state $x(0)=\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]^{\prime}$. Unlike the previous case $x_{1}(t)$ and $x_{2}(t)$ converge to a point such that $x_{1+}=0$. Note that this is the case also if $x_{1}$ and $x_{2}$ undergo fast transient (solid line). Finally, Figure 9.4 shows the projection of the phase portrait on the $\left(x_{1}, x_{2}\right)$-plane for $p=2, q=3, k_{1}=k_{2}=1, \Psi(s)=|s|$ and $\eta=0$ and the set of initial conditions $\left\{\left(x_{1}(0), x_{2}(0), x_{3}(0)\right): x_{1}(0)^{2}+x_{2}(0)^{2} \leq 1, x_{3}(0)=1\right\}$.


Figure 9.4: Projection of the phase portrait on the $\left(x_{1}, x_{2}\right)$-plane for $p=2, q=3$, $k_{1}=k_{2}=1, \Psi(s)=|s|$ and $\eta=0$ and the set of initial conditions $\left\{\left(x_{1}(0), x_{2}(0), x_{3}(0)\right)\right.$ : $\left.x_{1}(0)^{2}+x_{2}(0)^{2} \leq 1, x_{3}(0)=1\right\}$. The final states are represented by stars.

### 9.6 Conclusion

A class of theorems inspired by the Krasovskii-LaSalle invariance principle has been presented in a unified framework. The contribution of the chapter is a tool to study "lim inf" convergence properties of solutions of dynamical systems. In particular the theorems give sufficient conditions to determine the convergence in the mean and the "liminf" convergence. These theorems are derived by a relaxation of Matrosov and Small-gain Theorems, and they are based on a "liminf" Barbalat's Lemma (Lemma 22 and 24). Additional technical assumptions to have "lim" convergence are given. The "lim inf" / "lim" relation and the role of some of the assumptions are illustrated by means of examples.

## Part III

## Control

## Chapter 10

## Approximate finite-horizon optimal control for input-affine nonlinear systems with input constraints

### 10.1 Introduction

Given a system with known initial state and with hard constraints on the amplitude of the control input, the aim of the finite-horizon optimal control problem is to determine the control signal which minimizes the cost functional while satisfying the control constraints. The general problem is hard to solve due to several difficulties such as complicated dynamics of the system, the "shape" of the cost functional and the type of constraints. In this chapter the analysis is focused on a particular class of problems: time optimal control problems for input affine systems and some related problems, as for instance the maximum range optimal control problem. For linear systems this class of problems has a well-known solution which relies upon the use of bang-bang controls, see e.g. the book [244]. For nonlinear systems the solution can be found solving the associated Hamilton-Jacobi-Bellman (HJB) partial differential equation (pde). However, it might be difficult or even impossible to solve the equation analytically.

In [245] and [246] a new method to solve, approximatively, classes of optimal control prob-
lems has been developed. The method relies upon the use of dynamic state feedback and does not require the solution of any pde. In particular the problem therein studied is the linear quadratic regulator problem of an input-affine nonlinear system without constraints. In this chapter we extend the results in [246] providing approximate solutions to a class of finite-horizon optimal control problems with locally non-quadratic cost functionals and in the presence of input constraints. In particular we focus our analysis on the minimum time optimal control problem and the maximum range optimal control problem, which have been widely studied and are of interest for both theory and application. Note that differently from most of the literature on approximate solutions of optimal control problems, this method does not rely upon a discretization of the problem (for other continuous time approaches see e.g. [247]).

The extension of the ideas in [246] is not straightforward. Since locally non-quadratic costs are considered, it is not possible to exploit the solution of the algebraic Riccati equation (ARE) associated to the linearized problem in the construction of an approximate solution of the problem as done in [246]. The consequences of this fact are threefold. First, there is no a priori information on the shape of the approximate solution and, second, there is the additional difficulty of enforcing that the value function is positive definite. Finally the non-differentiability of the value function which is inherent to problems in which there is a hard constraint on the input leads to a feedback that may not be everywhere differentiable. We illustrate the theory solving the approximate minimum time optimal control problem for a bioreactor [248] and the approximate maximum range optimal control problem for a rocket [249], the so-called Goddard problem.

The chapter is organized as follows. In Section 10.2 the formulation of the problem is given together with some additional definitions. In Section 10.3 the main result is presented, i.e. a dynamic control law that approximatively solves the optimal control problem. In Section 10.4, the two case studies are discussed, and in Section 10.5 conclusions are drawn. All the results of this chapter are original contributions developed in fulfillment of my PhD course and they have been published in the conference paper [23] and in the journal paper [24].

### 10.2 Preliminaries

### 10.2.1 Problem formulation

Consider an input-affine, nonlinear, system described by the equation ${ }^{1}$

$$
\begin{equation*}
\dot{x}=f(x)+g(x) u \tag{10.1}
\end{equation*}
$$

where $x(t) \in \mathbb{R}^{n}$ is the state of the system, the mappings $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$ are sufficiently smooth and $u(t) \in \mathbb{R}^{m}$ is the control input subject to the constraints

$$
\begin{equation*}
u_{\min } \leq u_{j}(t) \leq u_{\max }, \quad j=1,2, \ldots, m, \quad \forall t \in \mathbb{R} \tag{10.2}
\end{equation*}
$$

with $u_{\min }<u_{\max }$. For convenience, to simplify the theoretical analysis, we assume $u_{\min }=-1$ and $u_{\max }=1$. Finally, consider the additional equation

$$
\begin{equation*}
C x(T)=0 \tag{10.3}
\end{equation*}
$$

with $C \in \mathbb{R}^{r \times n}$ constant, which is used to model $r$ constraints on the final state. Note, however, that the proposed method does not enforce this type of constraints, and that condition (10.3) has to be checked a posteriori.

The aim of the minimum time optimal control problem is to find a control input $u$ that minimizes the cost functional

$$
J\left(x_{0}, u\right)=\int_{0}^{T} d t
$$

where $T$ is not a priori assigned, while satisfying the constraints (10.1), (10.2) and (10.3). To include in our study a wider class of constrained optimal control problems, as for instance the maximum distance optimal control problem, we consider more general cost functionals. Thus, we want to find a control input $u$ that minimizes the cost functional

$$
\begin{equation*}
J\left(x_{0}, u\right)=\int_{0}^{T}[\phi(x(t))+\gamma(x(t)) u(t)] d t \tag{10.4}
\end{equation*}
$$

[^19]with $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\gamma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{1 \times m}$ smooth mappings, while satisfying the constraints (10.1), (10.2) and (10.3). Hence, the optimal control problem has running cost
\[

$$
\begin{equation*}
\mathcal{L}(x, u)=\phi(x)+\gamma(x) u, \tag{10.5}
\end{equation*}
$$

\]

and terminal cost

$$
\begin{equation*}
\mathcal{T}(x(T), u(T))=0 \tag{10.6}
\end{equation*}
$$

The dynamic programming solution of this problem is based on the solution $V: \mathbb{R} \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}$ of the HJB pde

$$
\begin{equation*}
\phi(x)+V_{t}+V_{x} f(x)-\left|\gamma(x)+V_{x} g(x)\right|=0, \tag{10.7}
\end{equation*}
$$

where the notation

$$
\begin{equation*}
\left|\gamma(x)+V_{x} g(x)\right|=\sum_{j=1}^{m}\left|\gamma_{j}(x)+\sum_{i=1}^{n} V_{x_{i}} g_{i j}(x)\right| \tag{10.8}
\end{equation*}
$$

has been used, subject to the condition $V(T, x)=0$.
We can now formalize the optimal control problem under analysis.
Problem 2. Consider the system (10.1), the constraints (10.2) and (10.3), and the cost (10.4). The regional dynamic constrained finite-horizon optimal control problem consists in finding an integer $\tilde{n} \geq 0$, a dynamic control law described by equations of the form

$$
\begin{equation*}
\dot{\xi}=\alpha(x, \xi, t), \quad u=\beta(x, \xi, t), \tag{10.9}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\tilde{n}}, \alpha: \mathbb{R}^{n} \times \mathbb{R}^{\tilde{n}} \times \mathbb{R} \rightarrow \mathbb{R}^{\tilde{n}}$ and $\beta: \mathbb{R}^{n} \times \mathbb{R}^{\tilde{n}} \times \mathbb{R} \rightarrow \mathbb{R}^{m}$ smooth mappings with $\left|\beta_{i}(x, \xi, t)\right| \leq 1$ for all $i \in[1, m]$, and a set $\bar{\Omega} \subset \mathbb{R}^{n} \times \mathbb{R}^{\tilde{n}}$ such that the closed-loop system

$$
\begin{equation*}
\dot{x}=f(x)+g(x) \beta(x, \xi, t), \quad \dot{\xi}=\alpha(x, \xi, t), \tag{10.10}
\end{equation*}
$$

satisfies the condition

$$
J\left(x_{0}, \beta\right) \leq J\left(\left(x_{0}, \tilde{u}\right),\right.
$$

for any $\tilde{u}$ satisfying the constraint (10.2), and any $\left(x_{0}, \xi_{0}\right)$ for which the trajectory of the system (10.10) remains in $\bar{\Omega}$ for all $t \in[0, T]$.

The solution of this problem is still hard to determine. Hence, we define an approximate version of the regional dynamic finite-horizon optimal control problem.

Problem 3. Consider the system (10.1), the constraints (10.2) and (10.3), and the cost (10.4). The approximate regional dynamic constrained finite-horizon optimal control problem consists in finding an integer $\tilde{n} \geq 0$, a dynamic control law described by the equations (10.9), a set $\bar{\Omega} \subset \mathbb{R}^{n} \times \mathbb{R}^{\tilde{n}}$ and functions $\rho_{1}: \mathbb{R}^{n} \times \mathbb{R}^{\tilde{n}} \times \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ and $\rho_{2}: \mathbb{R}^{n} \times \mathbb{R}^{\tilde{n}} \rightarrow \mathbb{R}_{\geq 0}$ such that the regional dynamic constrained finite-horizon optimal control problem is solved with respect to the running cost

$$
\begin{equation*}
\mathcal{L}(x, \xi, u)=\phi(x)+\gamma(x) u+\rho_{1}(x, \xi, t), \tag{10.11}
\end{equation*}
$$

and the terminal cost

$$
\begin{equation*}
\mathcal{T}(x(T), \xi(T))=\rho_{2}(x(T), \xi(T)) . \tag{10.12}
\end{equation*}
$$

Remark 84. Ideally the function $\rho_{1}$ and $\rho_{2}$ should be as small as possible to guarantee that the solution of the approximate problem is "close" to the solution of the original problem.

Remark 85. The non-negativity of $\rho_{2}$ is required to avoid that the terminal cost may become unbounded. This assumption can be relaxed requiring that $\rho_{2}$ be bounded from below.

To simplify the forthcoming development we discuss the underlying linearized problem. Let $x_{\ell}$ and $u_{\ell}$ be the linearization point and define $A=\frac{\partial f}{\partial x}\left(x_{\ell}\right), F=\frac{\partial \phi}{\partial x}\left(x_{\ell}\right)$, $h_{s \ell}=f\left(x_{\ell}\right)+g\left(x_{\ell}\right) u_{\ell}, h_{c \ell}=\phi\left(x_{\ell}\right)+\gamma\left(x_{\ell}\right) u_{\ell}, B=g\left(x_{\ell}\right)$ and $G=\gamma\left(x_{\ell}\right)$. Suppose without loss of generality that $x_{\ell}=0$ and $u_{\ell}=0$. Consider the linear system described by the equation

$$
\begin{equation*}
\dot{x}=A x+B u+h_{s \ell}, \tag{10.13}
\end{equation*}
$$

and the cost functional

$$
\begin{equation*}
J_{\ell}\left(x_{0}, u(t)\right)=\int_{0}^{T}\left[F x(t)+G u(t)+h_{c \ell}\right] d t, \tag{10.14}
\end{equation*}
$$

subject to the constraints (10.2) and (10.3). The dynamic programming solution of this
problem relies on the solution $V_{\ell}: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ of the HJB pde

$$
F x+h_{c \ell}+V_{\ell \tau}+V_{\ell x}\left(A x+h_{\ell}\right)-\left|V_{\ell x} B+G\right|=0,
$$

subject to $V_{\ell}(T, x)=0$, where $V_{\ell x}$ and $V_{\ell \tau}$ are the partial derivatives of the value function $V_{\ell}$. Note that $V_{\ell}$ may not be everywhere differentiable. For the following it is enough assuming that $V_{\ell}$ is differentiable almost everywhere.

Remark 86. In what follows we assume that the underlying linearized problem has been solved and $V_{\ell}$ has been computed. Although solving the linearized problem is in general difficult for the cost functional (10.4), there are some significant cases in which this is possible, e.g. the minimum time optimal control problem. As shown in the examples, with the method proposed we aim to outperform the solution of the linearized problem when this is known.

Remark 87. Note that the choice of the linearization point ( $x_{\ell}, u_{\ell}$ ) may be arbitrary. A possibly good selection is $(x(T), u(T))$, when known (e.g. in the bioreactor problem in Section 10.4.1), or an approximation of $(x(T), u(T))$ (e.g. in the Goddard problem in Section 10.4.2). Alternatively, one may use the final values obtained solving the linearized problem.

### 10.2.2 Algebraic solution and value function

Consider the extended state $\left(x^{T}, \tau\right)^{T}$, with $\dot{\tau}=1$ and assume that the HJB equation (10.7) with $t=\tau$ can be solved algebraically, as detailed hereafter.

Definition 33. Let $\Sigma: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$, with $x^{T} \Sigma(x, \tau) x$ non-negative for all $(x, \tau) \in$ $\mathbb{R}^{n} \times \mathbb{R}$, and $\sigma: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$. A mapping $W(x, \tau)=\left[V_{\ell x}+\Delta_{x}(x, \tau), V_{\ell \tau}+\Delta_{\tau}(x, \tau)\right]$, $\Delta_{x}: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{1 \times n}, \Delta_{\tau}: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$, is an algebraic $\widehat{W}$ solution of (10.7) if it is almost everywhere differentiable and

$$
\begin{equation*}
0=\phi+\left[V_{\ell \tau}+\Delta_{\tau}(x, \tau)\right]+\left[V_{\ell x}+\Delta_{x}(x, \tau)\right] f-\left|\left[V_{\ell x}+\Delta_{x}(x, \tau)\right] g+\gamma\right|+x^{T} \Sigma x+\tau^{2} \sigma . \tag{10.15}
\end{equation*}
$$

Using the algebraic $\widehat{W}$ solution of equation (10.15), define the function

$$
\begin{equation*}
V(x, \tau, \xi, s)=V_{\ell}(x, \tau)+\Delta_{x}(\xi, s) x+\Delta_{\tau}(\xi, s) \tau+\frac{1}{2}\|x-\xi\|_{R}^{2}+\frac{1}{2} b\|\tau-s\|^{2}, \tag{10.16}
\end{equation*}
$$

where $\xi \in \mathbb{R}^{n}, s \in \mathbb{R}, b>0, R=R^{T}>0$ is a matrix of positive weights and $\|v\|_{R}^{2}=v^{T} R v$.

Remark 88. We use a different notion of algebraic solution than the one in [246]. Therein, the solution of the ARE associated to the linear problem is exploited to ensure that the function $V$ is locally positive definite. Since in our case the cost functional is not quadratic, it is not possible to use the ARE. To guarantee that the function $V$ is locally positive definite we also exploit the solution of the associated linearized problem, but compute the "correction" terms in a different way.

### 10.3 Dynamic control law

Consider the nonlinear system (10.1), the constraints (10.2) and (10.3), and the cost functional (10.4). Let

$$
\begin{aligned}
& \Lambda(\xi, s)=\Psi(\xi, s) R^{-1}, \\
& \lambda(\xi, s)=\psi(\xi, s) R^{-1},
\end{aligned}
$$

where $\Psi(\xi, s) \in \mathbb{R}^{n \times n}$ and $\psi(\xi, s) \in \mathbb{R}^{1 \times n}$ are the Jacobian matrices of the mapping $\Delta_{x}(\xi, s)$ and $\Delta_{\tau}(\xi, s)$ with respect to $\xi$. Let $P(x), \Phi(x, \xi, s), \ell(x, \tau, s), H(x, \xi, s), \Pi(x, \tau, s)$, $W_{1}(x, \xi, s), W_{2}(x, s), D_{1}(x, \xi, s)$ and $D_{2}(x, s)$ be almost everywhere continuous mappings such that

$$
\begin{gathered}
f(x)=P(x) x \\
\Delta_{x}(x, s)-\Delta_{x}(\xi, s)=(x-\xi)^{T} \Phi(x, \xi, s)^{T} \\
\Delta_{\tau}(x, s)-\Delta_{\tau}(x, \tau)=\ell(x, \tau, s)(s-\tau) \\
\Delta_{\tau}(\xi, s)-\Delta_{\tau}(x, s)=(x-\xi)^{T} H(x, \xi, s)(x-\xi), \\
\Delta_{x}(x, s)-\Delta_{x}(x, \tau)=x^{T} \Pi(x, \tau, s) \\
\frac{\partial \Delta_{x}(\xi, s)}{\partial s}-\frac{\partial \Delta_{x}(x, s)}{\partial s}=W_{1}(x, \xi, s)(x-\xi) \\
\frac{\partial \Delta_{x}(x, s)}{\partial s}=W_{2}(x, s) x \\
\frac{\partial \Delta_{\tau}(\xi, s)}{\partial s}-\frac{\partial \Delta_{\tau}(x, s)}{\partial s}=D_{1}(x, \xi, s)(x-\xi),
\end{gathered}
$$

$$
\frac{\partial \Delta_{\tau}(x, s)}{\partial s}=D_{2}(x, s) x
$$

We are now ready to state the main result of the chapter.

Proposition 13. Consider the system (10.1), the constraints (10.2) and (10.3), and the cost (10.4). Let $W$ be an algebraic $\widehat{W}$ solution of (10.15). Let $R=R^{T}>0$ and $b>0$ be such that the function $V$ defined in (10.16) is positive definite. In addition suppose there exists a set $\Omega \subseteq \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}$ in which

$$
\left[\begin{array}{ll}
L_{1} & L_{2}  \tag{10.17}\\
L_{2}^{T} & L_{3}
\end{array}\right]<\left[\begin{array}{ll}
\Sigma & 0 \\
0 & \sigma
\end{array}\right]
$$

and

$$
\begin{equation*}
\left|L_{4}\right| \leq\left|L_{4}+(x-\xi)^{T} R g\right|, \tag{10.18}
\end{equation*}
$$

for all $(x, \tau, \xi, s) \in \Omega$, where

$$
\begin{gathered}
L_{1}=P^{T} \Pi^{T}+\eta W_{2}+\Lambda Y+Y^{T} \Lambda^{T}+\Lambda H \Lambda^{T}, \\
L_{2}=Y \lambda^{T}+\Lambda H \lambda^{T}+\frac{\eta}{2} D_{2}^{T}+\frac{\eta}{2} \Lambda D_{1}^{T}, \\
L_{3}=\lambda H \lambda^{T}+\frac{\eta}{2} D_{1} \lambda^{T}+\frac{\eta}{2} \lambda D_{1}^{T}, \\
L_{4}=\left(V_{\ell x}+\Delta_{x}(x, \tau)\right) g+\gamma, \\
Y=\frac{1}{2}(R-\Phi)^{T} P+\frac{\eta}{2} W_{1},
\end{gathered}
$$

and $\eta=1-\frac{\ell}{b}$. Suppose finally that

$$
\begin{equation*}
\frac{\partial}{\partial u_{i}}\left[\frac{d}{d t}\left(V_{x} g_{i}+\gamma_{i}\right)\right] \neq 0, \quad \text { if }\left\{V_{x} g_{i}+\gamma_{i}\right\}=0 \tag{10.19}
\end{equation*}
$$

Then there exists $\bar{k}$ such that for all $k>\bar{k}$ the function $V$ satisfies the HJB inequality

$$
\begin{equation*}
\mathcal{H} \mathcal{J B I} \triangleq \phi+V_{x} f+V_{\tau}+V_{\xi} \dot{\xi}+V_{s} \dot{s}-\left|V_{x} g+\gamma\right| \leq 0 \tag{10.20}
\end{equation*}
$$

for all $(x, \tau, \xi, s) \in \Omega$, with $\dot{\xi}=-k V_{\xi}^{T}$ and $\dot{s}=\eta$. Hence

$$
\begin{align*}
& \dot{s}=\eta, \\
& \dot{\xi}=-k\left(\Psi^{T} x-R(x-\xi)+\psi^{T} \tau\right), \\
& u_{i}= \begin{cases}-\operatorname{sign}\left\{V_{x} g_{i}+\gamma_{i}\right\}, & \text { if }\left\{V_{x} g_{i}+\gamma_{i}\right\} \neq 0, \\
u_{i_{\text {singular }},}, & \text { if }\left\{V_{x} g_{i}+\gamma_{i}\right\}=0,\end{cases} \tag{10.21}
\end{align*}
$$

with $u_{i_{\text {singular }}}$ such that the derivative with respect to time of $\left\{V_{x} g_{i}+\gamma_{i}\right\}$ is identically equal to zero, solves Problem 3 with $\rho_{1}=-\mathcal{H} \mathcal{J B I} \geq 0$ and $\rho_{2}=V(x(T), \tau(T), \xi(T), s(T))$.

Proof. Consider the partial derivatives of the function $V$ defined in (10.16), namely

$$
\begin{aligned}
V_{x} & =V_{\ell x}+\Delta_{x}(\xi, s)+(x-\xi)^{T} R^{T}=V_{\ell x}+\Delta_{x}(x, \tau)+(x-\xi)^{T}(R-\Phi)^{T}+x^{T} \Pi \\
V_{\tau} & =V_{\ell \tau}+\Delta_{\tau}(\xi, s)+b(\tau-s)=V_{\ell \tau}+\Delta_{\tau}(x, s)+b(\tau-s)+(x-\xi)^{T} H(x-\xi) \\
V_{\xi} & =x^{T} \Psi-(x-\xi)^{T} R+\tau \psi \\
V_{s} & =x^{T} \frac{\partial \Delta_{x}}{\partial s}(\xi, s)+\tau \frac{\partial \Delta_{\tau}}{\partial s}(\xi, s)-b(\tau-s)
\end{aligned}
$$

and substitute them in (10.20). Substituting (10.15) into (10.20), yields

$$
\mathcal{H J B I}=\mu_{1}(x, \tau, \xi, s)+\mu_{2}(x, \tau, s)+\mu_{3}(x, \tau)
$$

where $\mu_{1}$ is a quadratic form in the variables $x,(x-\xi)$ and $\tau$, i.e.

$$
\mu_{1} \triangleq-\left[\begin{array}{lll}
x^{T} & (x-\xi)^{T} & \tau
\end{array}\right]\left[M+k C^{T} C\right]\left[\begin{array}{c}
x  \tag{10.22}\\
(x-\xi) \\
\tau
\end{array}\right]
$$

with $C=\left[\begin{array}{lll}\Psi^{T} & -R & \psi^{T}\end{array}\right]$,

$$
M=\left[\begin{array}{ccc}
M_{11} & -Y^{T} & -\frac{\eta}{2} D_{2}^{T} \\
-Y & -H & -\frac{\eta}{2} D_{1}^{T} \\
-\frac{\eta}{2} D_{2} & -\frac{\eta}{2} D_{1} & \sigma
\end{array}\right]
$$

and $M_{11}=\Sigma-\eta W_{2}-P^{T} \Pi^{T}$. The term $\mu_{2}$ is defined as

$$
\begin{equation*}
\mu_{2} \triangleq \Delta_{\tau}(x, s)-\Delta_{\tau}(x, \tau)+b(\tau-s)-b(\tau-s) \eta . \tag{10.23}
\end{equation*}
$$

From the definition of $\eta$ it follows that $\mu_{2}$ is identically equal to zero for all $(x, \xi, \tau, s) \in \Omega$. In fact, $\eta=1-\frac{\ell}{b}$ and $\Delta_{\tau}(x, s)-\Delta_{\tau}(x, \tau)-\ell(x, \tau, s)(s-\tau)=0$ by definition. Finally, the term $\mu_{3}$ is defined as

$$
\begin{equation*}
\mu_{3} \triangleq-\left|V_{x} g+\gamma\right|+\left|\left(V_{\ell x}+\Delta_{x}(x, \tau)\right) g+\gamma\right|, \tag{10.24}
\end{equation*}
$$

which is nonpositive by condition (10.18).
Note now that the matrix $C \in \mathbb{R}^{n \times 2 n+1}$ has constant rank $n$ and the columns of the matrix

$$
Z=\left[\begin{array}{cc}
I_{n \times n} & 0_{n \times 1} \\
R^{-1} \Psi^{T} & R^{-1} \psi^{T} \\
0_{1 \times n} & 1
\end{array}\right],
$$

span the kernel of the matrix $C$. Condition (10.17) implies that the matrix $Z^{T} M Z$ is positive definite, hence exploiting the results of [250] there exists $\bar{k}$ such that, for all $k>\bar{k}, \mu_{1} \leq 0$.
This proves that the HJB inequality (10.20) is satisfied for all $(x, \xi, \tau, s) \in \Omega$.
Remark 89. The gain $k$ in the $\dot{\xi}$ equation in (10.20) can be selected as a function of $(x, \xi, \tau, s)$ to reduce the absolute value of $\mu_{1}$, hence the additional running cost $\rho_{1}$ in (10.11).

Remark 90. Note that condition (10.18) is not necessary. Suppose that there exists a set $\Omega$ in which $V_{\xi} V_{\xi}^{T}$ is nonzero, then selecting

$$
k(x, \tau, \xi, s)=\left(V_{\xi} V_{\xi}^{T}\right)^{-1}\left[\begin{array}{lll}
x^{T} & (x-\xi)^{T} & \tau
\end{array}\right] M\left[\begin{array}{c}
x  \tag{10.25}\\
(x-\xi) \\
\tau
\end{array}\right]-\mu_{3}
$$

yields $\mu_{1}=-\mu_{3}$, thus providing a solution to Problem 3 with the additional running cost $\rho_{1}=0$ without the need to satisfy (10.18). Note that there is no condition on the sign of the gain $k$, since in this context stability requirements are not imposed.

Remark 91. The additional terminal cost $\rho_{2}$ depends upon the gain $k$ and the initial condition of $\xi$ and $s$. If $k$ is chosen to minimize $\rho_{1}$ as described in Remark $90, \rho_{2}$ can be minimized selecting the initial condition of $\xi$ and $s$.

Remark 92. The left hand side of (10.17) is zero at zero. Then, if $\Sigma(0,0)=\bar{\Sigma}>0$ and $\sigma(0,0)=\bar{\sigma}>0$, by continuity, there exists a region $\Omega$ containing the origin such that (10.17) is satisfied for all $(x, \tau, \xi, s) \in \Omega$.

### 10.4 Application of the approximate solution

In this section the theory is illustrated by means of two classic examples: the minimum time optimal control problem for a bioreactor and the maximum range optimal control problem for a rocket, the so-called Goddard problem. Proposition 13 is used to design a dynamic control law solving an approximate problem. For both examples we compare the optimal control law (which we denote $u_{*}$, and which can be explicitly computed) with the control law obtained from the optimal solution of the linearized problem (which we denote $u_{\ell}$ ) and the dynamic control law obtained from the solution of the approximate problem (which we denote $u_{d}$ ).

### 10.4.1 Example: minimum time optimal control of a bioreactor

Several results have been obtained in the control of bioreactors, see e.g. [248], [251], [252], [253] and references therein. In [248] an optimal policy for a class of bioreactors has been proposed, while in [253] the optimal policy has been developed for a more general class of bioreactors and it has been demonstrated that the optimal policy may contain singular arcs.

A simple model that globally describes the dynamic behavior of a bioreactor is given by the differential equations, see [248],

$$
\begin{equation*}
\dot{z}=\theta(z, v)+\pi(z, v) u, \quad \dot{v}=u \tag{10.26}
\end{equation*}
$$

where

$$
\begin{aligned}
\theta(z(t), v(t)) & =-\mu(z(t))\left[z_{i n}-z(t)+\frac{\rho\left(w_{0}\right)}{y v(t)}\right] \\
\pi(z(t), v(t)) & =\frac{z_{i n}-z(t)}{v(t)}
\end{aligned}
$$

$$
\begin{equation*}
\mu(z)=\frac{\mu_{0} z}{k_{s}+z+\frac{z^{2}}{k_{i}}} \tag{10.27}
\end{equation*}
$$

and $\rho\left(w_{0}\right)=v_{0}\left(x_{0}+y z_{0}\right)-y z_{i n} v_{0}$. The variable $z(t)$ describes the substrate concentration in the tank, $v(t)$ the volume of water in the tank and $u(t)$ the input water flow. In addition $x_{0}$ is the initial biomass concentration, $y$ is the constant yield coefficient, $z_{i n}$ the constant substrate concentration in the input flow, $k_{s}$ the affinity constant, $k_{i}$ the inhibition constant and $\mu_{0}$ the constant maximum specific growth rate. The function $\mu(z)$ models the microbiological growth rate, which is described using the Haldane law (10.27). The control $u$ takes values in the interval $\left[0, u_{\max }\right]$, with $u_{\max }>0$, and the variables $z$ and $v$ take non-negative values. Furthermore, when the maximum level of water in the tank $v_{\max }$ is reached the control $u$ is set to zero. Differently from [248], $z_{i n}$ is assumed constant.

The purpose of the bioreactor is to control the concentration $z$ of the substrate in the tank below a specified level $z_{\text {min }}$, before the volume reaches $v_{f}$, where $0<v(0)<v_{f} \leq v_{\text {max }}$. The cost functional to be minimized is the reaction time $T$, i.e. in (10.4) we have $\phi(x)=1$ and $\gamma(x)=0$. Thus, this is a minimum time optimal control problem.

The first step to develop the dynamic control law consists in computing the solution of the minimum time optimal control problem for the linearized system. The linearized system around $\left(z_{f}, v_{f}\right)$ is described by equations of the form

$$
\begin{align*}
& \dot{x}_{1}=-a x_{1}+b x_{2}+c u+d,  \tag{10.28}\\
& \dot{x}_{2}=u,
\end{align*}
$$

where $x_{1}=z-z_{f}, x_{2}=v-v_{f}$ and $a, b, c$ and $d$ are constants. Note that $d$ is zero if the state $\left(z_{f}, v_{f}\right)$ is an equilibrium point. To compute the value function for the linear problem, the system is integrated and the time $t$ is eliminated, since the value function is exactly the time needed to reach the final state. From general results on linear systems it is known that the optimal control has at most one switching time and the control input assumes only the extreme values. With these observations only two non-trivial situations are possible: the control input is 0 until the switching time and $u_{\text {max }}$ until the final time,
or, the control input is $u_{\max }$ until the switching time and 0 thereafter. A simple analysis reveals that the first candidate optimal control does not yield positive switching times, whereas the second candidate optimal control yields a positive switching time for all states.

Let $V_{\ell}$ be the value function of the linearized problem and $V_{\ell z}$ and $V_{\ell v}$ its partial derivatives with respect to $z$ and $v$, respectively.

Note that

$$
\begin{equation*}
1+V_{\ell v} u_{\max }+V_{\ell z} \dot{z}_{\ell}=0 \tag{10.29}
\end{equation*}
$$

where $\dot{z}_{\ell}$ is the right hand side of the first of the equations (10.28) with $u=u_{\max }$. Consistently with Definition 33 the solution for this problem relies on the solution of the algebraic equation

$$
\begin{equation*}
1+\left(V_{\ell v}+\Delta_{v}\right) u_{\max }+\left(V_{\ell z}+\Delta_{z}\right)\left[\theta+\pi u_{\max }\right]=0 \tag{10.30}
\end{equation*}
$$

One $\widehat{W}$ solution is given by

$$
\Delta_{z}=-V_{\ell z}, \quad \Delta_{v}=\frac{V_{\ell z} \dot{z}_{\ell}}{u_{\max }}
$$

According to (10.16) the modified value function is

$$
V(z, v)=V_{\ell}(z, v)+\frac{V_{\ell z}\left(\xi_{1}, \xi_{2}\right) \dot{z}_{\ell}\left(\xi_{1}, \xi_{2}\right)}{u_{\max }} v-V_{\ell z}\left(\xi_{1}, \xi_{2}\right) z+\frac{1}{2} R_{1}\left(z-\xi_{1}\right)^{2}+\frac{1}{2} R_{2}\left(v-\xi_{2}\right)^{2}
$$

Assuming that there exist $R_{1}>0$ and $R_{2}>0$ such that $V(z, v)$ is locally positive definite, we compute the partial derivatives of $V$, namely $V_{\xi_{1}}, V_{\xi_{2}}, V_{z}$ and $V_{v}$. Proposition 13 yields the dynamic control law ${ }^{2}$

$$
\begin{align*}
& \dot{\xi}_{1}=-k V_{\xi_{1}}, \\
& \dot{\xi}_{2}=-k V_{\xi_{2}}, \\
& u= \begin{cases}{\left[1-\operatorname{sign}\left(V_{z} \pi+V_{v}\right)\right] \frac{u_{\max }}{2},} & \text { if } V_{z} \pi+V_{v} \neq 0, \\
u_{\text {singular }}, & \text { if } V_{z} \pi+V_{v}=0,\end{cases} \tag{10.31}
\end{align*}
$$

[^20]Control signals


Figure 10.1: Time histories of the control signals $u_{*}$ (solid line), $u_{\ell}$ (dotted line) and $u_{d}$ (dashed line) for $\left(z_{0}, v_{0}\right)=(50,5)$.


Figure 10.2: Time history of the gain $k$ (solid line) for the initial condition $\left(z_{0}, v_{0}\right)=$ $(50,5) . k_{1}$ and $k_{2}$ are as in equation (10.32).


Figure 10.3: Time history of the additional running cost $\rho_{1}$ for the initial condition $\left(z_{0}, v_{0}\right)=(50,5)$. The discontinuity is due to the switch in the gain $k$.


Figure 10.4: Ratio between the final time $T_{D}$, resulting from the application of the control law $u_{d}$, and the optimal final time $T_{*}$ for $z_{0} \in[45,55]$ and $v_{0} \in[4.5,5]$.
with $u_{\text {singular }}$ such that the derivative with respect time of $V_{z} \pi+V_{v}$ is identically equal to zero.

The closed-loop system (10.26)-(10.31) has been simulated with the parameters (see [248]): $v_{f}=50 \mathrm{~m}^{3}, z_{f}=1 \mathrm{mgl}^{-1}, u_{\max }=0.013888889 \mathrm{~m}^{3} \mathrm{~s}^{-1}, k_{s}=2 \mathrm{mgl}^{-1}, k_{i}=50 \mathrm{mgl}^{-1}$, $\mu_{0}=0.00002 s^{-1}, y=0.5$ and $z_{\text {in }}=300 \mathrm{mgl}^{-1}$. The initial conditions $\left(z_{0}, v_{0}\right)$ have been selected in the regions $45 \leq z_{0} \leq 55 \mathrm{mgl}^{-1}$ and $4.5 \leq v_{0} \leq 5 \mathrm{~m}^{3}$. The biomass concentration $x_{0}$ has been selected as $x_{0}=13000+3400\left(5-v_{0}\right) \mathrm{mgl}^{-1}$ to recover the case studied in [248]. The gain of the dynamic control law has been defined as

$$
k=\left\{\begin{array}{ll}
k_{1}=\frac{1+V_{z} \theta+\left(V_{z} \pi+V_{v}\right) u}{V_{\xi_{1}}^{2}+V_{\xi_{2}}^{2}}, & \text { if } V_{\xi_{1}}^{2}+V_{\xi_{2}}^{2} \neq 0  \tag{10.32}\\
k_{2}=\frac{10}{1+V_{\xi_{1}}^{2}+V_{\xi_{2}}^{2}}, & \text { and } k_{1}>0 \\
k_{2}
\end{array}, \text { otherwise } .\right.
$$

The selection $k=k_{1}$ is in accordance with Remark 90 and guarantees that Proposition 13 holds with $\rho_{1}=0$. Finally, the initial condition for the dynamic extension has been set to $\left(\xi_{1}(0), \xi_{2}(0)\right)=\left(1, v_{0}\right)$ and $R_{1}=R_{2}=340$.

Simulations have been carried out with the optimal control law $u_{*}$, the optimal control law for the linearized system $u_{\ell}$ and the dynamic control law $u_{d}$. As already discussed the optimal control law for the linearized problem gives a batch-strategy: the reactor is filled as fast as possible and the reaction phase is stopped when $z(t)$ reaches $z_{f}$.

Fig. 10.1 shows the time histories of the control signals $u_{*}(t), u_{\ell}(t)$ and $u_{d}(t)$ for the initial state $\left(z_{0}, v_{0}\right)=(50,5)$. Note that the dynamic control approximately recovers the optimal strategy. The final time for the optimal policy is 7071 seconds, for the dynamic control is 7154 seconds, and for the batch-strategy is 18524 seconds. Fig. 10.2 displays the time history of the gain $k$ (solid line). Note that $k$ is initially equal to $k_{2}$ and at approximatively 900 seconds it switches to $k_{1}$. This behavior is consistent with the one shown in Fig. 10.3 in which the value of $\rho_{1}$ is positive when $k=k_{2}$ and identically equal to zero when $k=k_{1}$. Fig. 10.4 shows the ratio $\frac{T_{D}}{T_{*}}$ for a range of initial conditions. Note that the dynamic control law yields performance similar to the optimal one and that it significantly outperforms the batch-strategy which gives an average ratio of 2.6.


Figure 10.5: Time histories of the altitude resulting from the application of $u_{*}$ (solid line), $u_{\ell}$ (dotted line) and $u_{d}$ (dashed line).

### 10.4.2 Example: maximum range optimal control of a rocket

The Goddard problem consists in the maximization of the altitude of a rocket in vertical flight when atmospheric drag and gravity are considered. The model has been taken from [249] and [254] in which optimal solutions have been proposed. The rocket is regarded as a point of variable mass forced by a gravitational field with inverse square law. The aerodynamic drag is described by an exponential law, namely

$$
D(v, h)=C_{D} b v|v| e^{\beta(1-h)},
$$

where $b$ and $\beta$ are constants, and $C_{D}$ is the zero-lift drag coefficient. The dynamics of the rocket are described by the nondimensionalized equations

$$
\begin{equation*}
\dot{h}=v, \quad \dot{v}=-\frac{D(v, h)}{m}-\frac{1}{h^{2}}+\frac{u}{m}, \quad \dot{m}=-\frac{u}{c} . \tag{10.33}
\end{equation*}
$$

The altitude $h$ is the distance from the Earth's center, $v$ the velocity of the rocket, $m$ the mass of the rocket, $c$ the effective exhaust velocity of the gas flow and $u$ the thrust of the rocket that is bounded, i.e. $0 \leq u \leq u_{\max }$. The initial state $\left(h_{0}, v_{0}, m_{0}\right)$ and the final mass


Figure 10.6: Time histories of the mass and the velocity resulting from the application of $u_{*}$ (solid line), $u_{\ell}$ (dotted line) and $u_{d}$ (dashed line).
$m_{f}$ are known. The problem consists in the determination of the optimal policy of the thrust that maximizes the final altitude $h_{f}$. Thus, the cost functional to be minimized is

$$
J=-\left(h\left(t_{f}\right)-h(0)\right)=-\int_{0}^{t_{f}} \dot{h}(t) d t=-\int_{0}^{t_{f}} v(t) d t
$$

i.e. in (10.4) we have $\phi(x)=-v$ and $\gamma(x)=0$. Note that a singular arc in the optimal control can be present.

In the simulation the initial state has been taken as $(1,0,1)$, with an unknown final state of $(1+\delta, 0,0.6)$ and a linearization point of $(1+\varepsilon, 0,0.6)$. To compute the value function for the linearized problem, we integrate the linearized system noting that the only possible optimal control policy is to give full thrust until the mass reaches the final value and after to wait until the velocity reaches zero. To simplify the computation we solve the linearized problem with respect to the minimum time needed to finish the fuel. Let $V_{\ell}$ be the value function of this linearized problem and $V_{\ell h}, V_{\ell v}$ and $V_{\ell m}$ its partial derivatives with respect
to $h, v$ and $m$, respectively. Note that

$$
\begin{equation*}
1+V_{\ell h} v+V_{\ell v} \dot{x}_{\ell}-\frac{u_{\max }}{c} V_{\ell m}=0 \tag{10.34}
\end{equation*}
$$

where $\dot{x}_{\ell}$ is given by the second equation of the linearized system computed for $u=u_{\max }$. Consistently with Definition 33 the solution for this problem relies on the solution of the algebraic equation
$\left(V_{\ell h}+\Delta_{h}\right) v-v-\left(V_{\ell v}+\Delta_{v}\right)\left(\frac{D(v, h)}{m}+\frac{1}{h^{2}}\right)+\left(\left(V_{\ell v}+\Delta_{v}\right) \frac{1}{m}-\frac{1}{c}\left(V_{\ell m}+\Delta_{m}\right)\right) u_{\max }=0$.
One $\widehat{W}$ solution is given by

$$
\Delta_{h}=\alpha, \quad \Delta_{v}=-V_{\ell v}, \quad \Delta_{m}=-\frac{c}{u_{\max }}\left(V_{\ell v} \dot{x}_{\ell}+(1-\alpha) v+1\right)
$$

According to (10.16) the modified value function is

$$
\begin{aligned}
V(h, v, m)=V_{\ell}(h, v, m) & +\alpha h-V_{\ell v}(\xi) v-\frac{c}{u_{\max }}\left(V_{\ell v}(\xi) \dot{x}_{\ell}(\xi)+(1-\alpha) \xi_{2}+1\right) m \\
& +\frac{1}{2} R_{1}\left\|h-\xi_{1}\right\|^{2}+\frac{1}{2} R_{2}\left\|v-\xi_{2}\right\|^{2}+\frac{1}{2} R_{3}\left\|m-\xi_{3}\right\|^{2}
\end{aligned}
$$

Assuming that there exist $R_{1}>0, R_{2}>0$ and $R_{3}>0$ such that $V(h, v, m)$ is positive definite, we compute the partial derivatives of $V$, namely $V_{\xi_{1}}, V_{\xi_{2}}, V_{\xi_{3}}, V_{h}, V_{v}$ and $V_{m}$. Proposition 13 yields the dynamic control law

$$
\begin{align*}
& \dot{\xi_{1}}=-k V_{\xi_{1}}, \\
& \dot{\xi_{2}}=-k V_{\xi_{2}}, \\
& \dot{\xi_{3}}=-k V_{\xi_{3}},  \tag{10.35}\\
& u= \begin{cases}{\left[1-\operatorname{sign}\left(\frac{V_{v}}{m}-\frac{V_{m}}{c}\right)\right] \frac{u_{\max }}{2},} & \text { if } \frac{V_{v}}{m} \neq \frac{V_{m}}{c}, \\
u_{\text {singular }}, & \text { if } \frac{V_{v}}{m}=\frac{V_{m}}{c},\end{cases}
\end{align*}
$$

with $u_{\text {singular }}$ such that the derivative with respect to time of $\frac{V_{v}}{m}-\frac{V_{m}}{c}$ is identically equal to zero.

Thrust


Figure 10.7: Time histories of the thrust $u_{*}$ (solid line), $u_{\ell}$ (dotted line) and $u_{d}$ (dashed line).

The closed-loop system (10.33)-(10.35) has been simulated with the parameters (see [255] and [254]): $C_{D}=0.05, b=6200, \beta=500, u_{\max }=3.5, c=0.5$ and final mass $m_{f}=0.6$. The gain of the dynamic control law has been defined as

$$
\begin{equation*}
k=\frac{-v+V_{h} v+V_{v}+W_{v}\left(-\frac{D}{m}-\frac{1}{h^{2}}\right)+\left(\frac{V_{v}}{m}-\frac{V_{m}}{c}\right) u}{V_{\xi_{1}}^{2}+V_{\xi_{2}}^{2}+V_{\xi_{3}}^{2}} . \tag{10.36}
\end{equation*}
$$

This selection of $k$ is in accordance with Remark 90 and guarantees that Proposition 13 holds with $\rho_{1}=0$. The parameters of the dynamic control law have been selected as $\varepsilon=-0.2, \alpha=1, R_{1}=180, R_{2}=106$ and $R_{3}=64$. Finally, the initial condition for the dynamic extension has been set to $\left(\xi_{1}(0), \xi_{2}(0), \xi_{3}(0)\right)=(1,0.18,0.92)$. Simulations have been carried out with the optimal control law $u_{*}(t)$, the optimal control law for the linearized problem $u_{\ell}(t)$ and the dynamic control law $u_{d}(t)$.

Fig. 10.5, Fig. 10.6 and Fig. 10.7 display the time histories of the altitude, the mass, the velocity and the thrust resulting from the application of $u_{*}, u_{\ell}$ and $u_{d}$. Note that the dynamic control law approximately recovers the optimal strategy as demonstrated by the presence of a singular arc. Finally, taking as performance index the relative distance
between the final altitudes, namely

$$
r_{i}=\frac{h_{*}(T)-h_{i}(T)}{h_{*}(T)-h_{*}(0)}, \quad \text { with } i \in\{D, \ell, *\},
$$

yields

$$
r_{\ell}>r_{D}>r_{*}=0
$$

with $r_{D}=0.0067$ and $r_{\ell}=0.0255$.

### 10.5 Conclusion

The finite-horizon optimal control problem with input constraints for input-affine nonlinear systems has been studied. The problem has been solved by means of a dynamic extension yielding a combination of bang-bang signals and singular arcs. Simulations on a model of an industrial wastewater treatment plant and of a rocket in vertical flight have shown the performance of the dynamic control law, which are remarkably close to the optimal ones, although they do not rely on the solution of any HJB.

## Conclusion

## Summary of Contribution

On the topic of approximation of dynamical systems, the Thesis sheds new light on the problem of model reduction of time-delay systems. Novelties of the proposed approach include the possibility of obtaining reduced order models for linear time-delay systems with an arbitrary number and types of delay. The possibility of increasing the number of interpolation points by exploiting the delays is another unique result, for which no equivalent method exists in the literature. The extension of model reduction by moment matching to nonlinear time-delay systems is a new contribution.

Data-driven model reduction by moment matching is another novel result which has some similarities to proper orthogonal decomposition, but differs in derivation, meaning and application. The algorithms resulting from this contribution offer a method for the estimation of moment with unparalleled speed. The estimation of the moments from the time history of the output of the system is on its own a new concept.

The validation of these results in the field of power systems is a contribution which departs from the usual area of control theory. In fact, this work has been presented in a conference and submitted to a journal of the IEEE Power and Energy Society, demonstrating the impact of the model reduction techniques developed in the Thesis beyond the field of linear algebra and control theory.

Even though model reduction for linear singular systems is a well-studied problem, the partition of the projector into a fast and a slow part is a new result. However, the importance of this result is diminished by the fact that a practical application and several direct extensions have not been investigated yet.

The idea of characterizing "moments" for input signals which consist of an infinite number
of frequencies is another totally novel idea which allowed to extend the moment matching techniques to switching systems.

In addition to this direct consequence, this work laid the foundations to develop the concept of discontinuous phasor transform which is the first contribution in the area of analysis. Thus, a result that was born in the realm of model reduction had an impact on a totally different field. In fact, the work on the discontinuous phasor has been published in a journal belonging to the IEEE Power Electronics Society. This is another work which will impact a field beyond the one of control and systems.

The ideas behind the results presented in Chapter 9 are due to A. Astolfi and L. Praly. My contribution, developed in collaboration with them, has been to solve the irreducible case, to recognize the link to the Barbalat's lemma, to solve the triangular reducible block case and to present the results in a fairly comprehensible and unified way.

Finally, the last original contribution of the Thesis consists of a technique to determine approximate solutions of the HJB pde when the input of the system is constrained. Moreover, the distance from the optimal solution can be computed and a method to minimize this distance is given.

## Future Research Directions

Given a set of interpolation points, the problem of determining the remaining of the parameters of the reduced order model to obtain an optimal model with respect to some error norm has eluded any attempt to a solution for a long time. Recent developments carried out at New York University in collaboration with Z.-P. Jiang have shed some light on this problem and work in this direction is underway.

The problem of model reduction for nonlinear singular systems is another research direction that must be investigated to extend and conclude the research started on linear singular systems.

Model reduction by moment matching can still be extended to several other classes of systems, such as hybrid systems and stochastic systems. Probably the most interesting extension is to hybrid systems, for which early contributions have already been submitted to two conferences [25, 27].

Another interesting and fundamental problem is the study, development and validation of reduced order models for control purposes. Results in this direction would further increase the impact of model reduction and may solve many problems for which the solution of the original control problem is difficult or computationally intractable (in a certain sense providing an alternative way to determine approximate solutions of optimal control problems).

Further extensions of the work regarding the discontinuous phasor transform can be easily imagined with the development of a phasor transform for nonlinear circuits powered first by sinusoidal sources and then by switching sources.
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[^0]:    ${ }^{1}$ The matrices $A, B, C$ and the zeros of (2.9) fix the moments. Then, given any observable pair $(L, S)$ with $S$ a non-derogatory matrix with characteristic polynomial (2.9), there exists an invertible matrix $T \in \mathbb{R}^{\nu \times \nu}$ such that the elements of the vector $C \Pi T^{-1}$ are equal to the moments.
    ${ }^{2} \mathrm{~A}$ matrix is non-derogatory if its characteristic and minimal polynomials coincide.

[^1]:    ${ }^{3}$ See [78, Chapter 8] for the definition of Poisson stability.

[^2]:    ${ }^{4}$ In this section we use $y^{(i)}(t)$ to denote the $i$-th order time derivative of $y$ at time $t$.

[^3]:    ${ }^{5}$ Note that for non-affine systems the impulse response, and its derivatives, may not be well-defined functions, see [79, Chapter 10].

[^4]:    ${ }^{1}$ The results can be extended to multi-input, multi-output (MIMO) systems straightforwardly. The problem in the MIMO case is called tangential interpolation, see [63,120], and it is extensively discussed in Chapter 5.

[^5]:    ${ }^{2}$ The delays of $A_{j}$ and $C_{j}$ are taken, without loss of generality, equal to ease the notation.
    ${ }^{3}$ See [121] for a in-depth discussion of the different characterizations of minimality for time-delay systems. Herein, we mean that there are no common zeros between the numerator and denominator of the transfer function.

[^6]:    ${ }^{4}$ To be coherent with equation (3.32) we ignore the delays in the equation of the output $y$ of the linear system (3.1).
    ${ }^{5}$ We remind that $y_{I}^{(k)}$ denotes the $k$-th derivative of the impulse response of the system.

[^7]:    ${ }^{1}$ This is the computational complexity of the fastest algorithm [155] for the inversion and multiplication of matrices.

[^8]:    ${ }^{2}$ A polynomial fitting of order five does not properly approximate the moment in the entire region of Fig. 4.8. However, this is the highest order currently available in MATLAB ${ }^{\mathrm{TM}}$ (function fit with the option poly25). Since the coding of a better fitting function is out of the scope of this Thesis, we have restricted the interpolation to a smaller area.

[^9]:    ${ }^{1}$ The terminology is taken from $[169,170]$. See also Definition 18.
    ${ }^{2}$ Note that the use of the results of this chapter for the analysis of power converters is the topic of Chapter 8.

[^10]:    ${ }^{1}$ The results can be extended to MIMO systems as discussed in Chapter 5.

[^11]:    ${ }^{2}$ A nilpotent matrix is a square matrix $N$ such that $N^{k}=0$ for some positive integer $k$. The smallest such $k$ is called the degree of $N$.

[^12]:    ${ }^{1}$ With some abuse of terminology, the word "discontinuous" is used in this chapter for e.g. sources, generators, components, to mean that the generated signal is discontinuous.

[^13]:    ${ }^{2}$ Note that this means to find the particular solution of (8.1).
    ${ }^{3}$ Phasors are frequency dependent. We omit the argument $\omega$ from the phasor $\bar{F}(\omega)$ for ease of notation.
    ${ }^{4}$ We again omit the argument $\omega$ from the phasor $\bar{F}(t, \omega)$ for ease of notation.

[^14]:    ${ }^{5}$ Usually the state $x(t)$ of a dynamical system represents real quantities. However, herein we use the complex domain because the quantities involved in the phasor analysis are complex valued.

[^15]:    ${ }^{6}$ The Q factor, or quality factor, is a parameter that describes the damping of an oscillator or resonator. For an ideal series $R L C$ circuit, we use the definition $\mathrm{Q}=\frac{1}{R} \sqrt{\frac{L}{C}}$.

[^16]:    ${ }^{1}$ "lim" convergence is an abuse of language that we use to indicate the usual concept of convergence and that allows to clarify the distinction between the two "types of convergence".

[^17]:    ${ }^{2}$ The Small-gain Theorem is usually applied in the study of the stability properties of the equilibrium point of an interconnected system. In this chapter, following the Lyapunov formulation given in [222], we abuse the terminology saying that the Small-gain Theorem holds for the inequalities (9.6), ignoring if these arise as the result of a composition of systems.

[^18]:    ${ }^{3}$ Omitting the arguments of $Q$.

[^19]:    ${ }^{1}$ For simplicity, the arguments of the functions are dropped whenever this does not cause confusion.

[^20]:    ${ }^{2}$ The different definition of $u$ is to adapt the proposition, developed when there is a symmetric bound on the control, to this problem in which the bound is asymmetric.

