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#### Abstract

We study asymptotics of forward-start option prices and the forward implied volatility smile using the theory of sharp large deviations (and refinements). In Chapter (l) we give some intuition and insight into forward volatility and provide motivation for the study of forward smile asymptotics. We numerically analyse no-arbitrage bounds for the forward smile given calibration to the marginal distributions using (martingale) optimal transport theory. Furthermore, we derive several representations of forward-start option prices, analyse various measure-change symmetries and explore asymptotics of the forward smile for small and large forward-start dates.

In Chapter $\rrbracket$ we derive a general closed-form expansion formula (including large-maturity and 'diagonal' small-maturity asymptotics) for the forward smile in a large class of models including the Heston and Schöbel-Zhu stochastic volatility models and time-changed exponential Lévy models. In Chapter 3 we prove that the out-of-the-money small-maturity forward smile explodes in the Heston model and a separate model-independent analysis shows that the at-the-money smallmaturity limit is well defined for any Itô diffusion. Chapter $\mathbb{\pi}$ provides a full characterisation of the large-maturity forward smile in the Heston model. Although the leading-order decay is provided by a fairly classical large deviations behaviour, the algebraic expansion providing the higher-order terms depends highly on the parameters, and different powers of the maturity come into play.

Classical (Itô diffusions) stochastic volatility models are not able to capture the steepness of small-maturity (spot) implied volatility smiles. Models with jumps, exhibiting small-maturity exploding smiles, have historically been proposed as an alternative. A recent breakthrough was made by Gatheral, Jaisson and Rosenbaum [74], who proposed to replace the Brownian driver of the instantaneous volatility by a short-memory fractional Brownian motion, which is able to capture the short-maturity steepness while preserving path continuity. In Chapter we suggest a different route, randomising the Black-Scholes variance by a CEV-generated distribution, which allows us to modulate the rate of explosion (through the CEV exponent) of the implied volatility for small maturities. The range of rates includes behaviours similar to exponential Lévy models and fractional stochastic volatility models. As a by-product, we make a conjecture on the smallmaturity forward smile asymptotics of stochastic volatility models, in exact agreement with the results in Chapter 3 for Heston.
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## Notations

| $\mathbb{R}^{*}$ | $\mathbb{R} \backslash\{0\}$. |
| :---: | :---: |
| $\mathbb{R}_{+}^{*}$ | $(0, \infty)$. |
| N | $\{1,2,3, \ldots\}$. |
| $A^{o}$ | Interior of a set $A$ in $\mathbb{R}$. |
| $\bar{A}$ | Closure of a set $A$ in $\mathbb{R}$. |
| $\operatorname{Law}(Z)$ | Law of the random variable $Z$. |
| Supp ( $Z$ ) | Support of the random variable $Z$. |
| $\mathcal{N}$ | Cumulative distribution function of the standard Gaussian distribution. |
| $\operatorname{BS}\left(k, \Sigma^{2}, \tau\right)$ | Black-Scholes price of a call option with $\log$-strike $k$, volatility $\Sigma$ and maturity $\tau$. |
| $C(k, \tau)$ | Call option price under a given model with log-strike $k$. |
| $C(k, t, \tau)$ | Type-I forward-start call option price under a given model with log-strike $k$. |
| $C^{\text {II }}(k, t, \tau)$ | Type-II forward-start call option price under a given model with log-strike $k$. |
| $\sigma_{\tau}(k)$ | Spot implied volatility under a given model with log-strike $k$. |
| $\sigma_{t, \tau}(k)$ | Type-I forward implied volatility under a given model with log-strike $k$. |
| $\widetilde{\sigma}_{t, \tau}(k)$ | Type-II forward implied volatility under a given model with log-strike $k$. |
| $\mathbb{P}, \overline{\mathbb{P}}, \widetilde{\mathbb{P}}, \mathbb{P}^{*}$ | Risk-neutral, share-price, stopped-share-price and forward measures respectively. |
| $\mathbb{E}, \overline{\mathbb{E}}, \widetilde{\mathbb{E}}, \mathbb{E}^{*}$ | Expectations under the measures above respectively. |
| $\frac{f(\varepsilon)}{g(\varepsilon)} \sim 1$ | $\lim _{\varepsilon \rightarrow 0} \frac{f(\varepsilon)}{a(\varepsilon)}=1 .$ |
| $g(\varepsilon)$ | $\lim _{\varepsilon \rightarrow 0} \overline{g(\varepsilon)}$ |
| $g(\varepsilon)=\mathcal{O}(f(\varepsilon))$ | There exists $\varepsilon_{0}, b>0$ such that $\|g(\varepsilon)\|<b f(\varepsilon)$ for all $\varepsilon<\varepsilon_{0}$. |
| $g(\varepsilon)=o(f(\varepsilon))$ | For all $b>0$ there exists $\varepsilon_{0}(b)$ such that $\|g(\varepsilon)\|<b f(\varepsilon)$ for all $\varepsilon<\varepsilon_{0}(b)$. |
| $x^{+}$ | $\max \{0, x\}$ for $x \in \mathbb{R}$. |
| $\operatorname{sgn}(p)$ | 1 if $p \geq 0$ and -1 otherwise. |
| $L^{1}(\mathbb{R})$ | The set of integrable functions on $\mathbb{R}$. |
| $B_{b}(\mathbb{R})$ | The set of bounded measurable functions on $\mathbb{R}$. |
| $\Re(z), \Im(z)$ | Real and imaginary part of a complex number $z$. |
| $(\mathcal{F} f)(u)$ | Fourier transform $\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} u x} f(x) \mathrm{d} x$ of a function $f \in L^{1}$. |
| $\left(\mathcal{F}^{-1} h\right)(x)$ | Inverse Fourier transform $\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} u x} h(u) \mathrm{d} u$ of a function $h \in L^{1}$. |
| $(f * g)(x)$ | Convolution of two functions $\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y$ where $f, g \in L^{1}$. |

Finally, for a sequence of sets $\left(\mathcal{D}_{\varepsilon}\right)_{\varepsilon>0}$ in $\mathbb{R}$, we may, for convenience, use the notation $\lim _{\varepsilon \downarrow 0} \mathcal{D}_{\varepsilon}$, by which we mean the following (whenever both sides are equal): $\lim \inf _{\varepsilon \downarrow 0} \mathcal{D}_{\varepsilon}:=\bigcup_{\varepsilon>0} \bigcap_{s \leq \varepsilon} \mathcal{D}_{s}=$ $\bigcap_{\varepsilon>0} \bigcup_{s \leq \varepsilon} \mathcal{D}_{s}=: \lim \sup _{\varepsilon \nvdash 0} \mathcal{D}_{\varepsilon}$.

## Chapter 1

## Introduction

In this thesis we consider an asset price process $\left(S_{t}=\mathrm{e}^{X_{t}}\right)_{t \geq 0}$ with $X_{0}=0$, defined on a complete filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ with a given risk-neutral measure $\mathbb{P}$, and assume that interest rates and dividends are zero. In the Black-Scholes-Merton (BSM) model, the dynamics of the logarithm of the asset price are given by

$$
\begin{equation*}
\mathrm{d} X_{t}=-\frac{1}{2} \Sigma^{2} \mathrm{~d} t+\Sigma \mathrm{d} W_{t} \tag{1.0.1}
\end{equation*}
$$

where $\Sigma>0$ is the instantaneous volatility and $W$ is a standard Brownian motion. In this model the price of a European call option with strike $\mathrm{e}^{k}$ and maturity $\tau>0$ is given by the famous BSM formula [25, [24]:

$$
\begin{equation*}
\operatorname{BS}\left(k, \Sigma^{2}, \tau\right):=\mathcal{N}\left(-\frac{k}{\Sigma \sqrt{\tau}}+\frac{\Sigma \sqrt{\tau}}{2}\right)-\mathrm{e}^{k} \mathcal{N}\left(-\frac{k}{\Sigma \sqrt{\tau}}-\frac{\Sigma \sqrt{\tau}}{2}\right) . \tag{1.0.2}
\end{equation*}
$$

For a given market or model price $C(\tau, k)$ of a European call option with strike $\mathrm{e}^{k}$ and maturity $\tau$ we define the spot implied volatility $\sigma_{\tau}(k)$ as the unique solution to the equation $C(\tau, k)=$ $\mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)$. Implied volatility is the quoting mechanism used in option markets and serves as a useful metric to compare options with different strikes and maturities.

For any $t, \tau>0$ and $k \in \mathbb{R}$, we define a Type-I and Type-II forward-start call option with forward-start date $t$, maturity $\tau$ and strike $\mathrm{e}^{k}$ as a European option with the following payoffs,

$$
\begin{align*}
& \text { Type-I: } \quad\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k}\right)^{+}, \quad X_{\tau}^{(t)}:=X_{t+\tau}-X_{t},  \tag{1.0.3}\\
& \text { Type-II: } \quad\left(\mathrm{e}^{X_{t+\tau}}-\mathrm{e}^{X_{t}+k}\right)^{+}, \tag{1.0.4}
\end{align*}
$$

where the forward-start process $X_{\tau}^{(t)}$ is defined pathwise. In the BSM model ([LIO.U) a Type-I and Type-II forward-start option are both worth $\operatorname{BS}\left(k, \Sigma^{2}, \tau\right)$. For a given market or model price of a Type-I (resp. Type-II) forward-start call option $C(t, \tau, k)\left(\right.$ resp. $\left.C^{\mathrm{II}}(t, \tau, k)\right)$ with strike $\mathrm{e}^{k}$, forward-start date $t$ and maturity $\tau$ we define the Type-I (resp. Type-II) forward implied volatility
smile $\sigma_{t, \tau}(k)$ (resp. $\left.\tilde{\sigma}_{t, \tau}(k)\right)$ as the unique solution to the equation

$$
\begin{gather*}
C(t, \tau, k)=\mathrm{BS}\left(k, \sigma_{t, \tau}^{2}(k), \tau\right),  \tag{1.0.5}\\
\text { resp. } C^{\mathrm{II}}(t, \tau, k)=\mathrm{BS}\left(k, \widetilde{\sigma}_{t, \tau}^{2}(k), \tau\right) . \tag{1.0.6}
\end{gather*}
$$

Note that since $C$ and $C^{\text {II }}$ take values in the set $(0,1)$ and $\operatorname{BS}(k, \cdot, \tau)$ is strictly increasing from 0 to 1 , there always exists a unique solution to equations (W.5) and (ロ.0.6). Both definitions of the forward smile are generalisations of the spot implied volatility smile since they reduce to the spot smile when $t=0$.

The literature on spot implied volatility asymptotics is extensive and has drawn upon a wide range of mathematical techniques. In particular, small-maturity asymptotics have historically received wide attention due to earlier results from the 1980s on expansions of the heat kernel [ [16]. PDE methods for continuous-time diffusions [22, 83, 1322 , large deviations [51, 52, 62], saddlepoint methods [64], Malliavin calculus [ㅍ7, [13] and differential geometry [72, 84] are among the main methods used to tackle the small-maturity case. Extreme strike asymptotics arose with the seminal paper by Roger Lee [Ш6] and have been further extended by Benaim and Friz [[4, [5]] and in [51, 52, $68,[9,81]$. Comparatively, large-maturity asymptotics have only been studied in [63, [65, [95, 97, [46] using large deviations and saddlepoint methods. Fouque et al. [66] have also successfully introduced perturbation techniques in order to study slow and fast mean-reverting stochastic volatility models. Models with jumps (including Lévy processes), studied in the above references for large maturities and extreme strikes, 'explode' in small time, in a precise sense investigated in [3, $4, ~ 61, ~[2.5, ~[27, ~[4.5] . ~$

A collection of implied volatility smiles over a time horizon $(0, T]$ is also known to be equivalent to the marginal distributions of the asset price process over ( $0, T]$. Implied volatility asymptotics have therefore provided a set of tools to analytically understand the marginal distributions of a model and their relationships to market observable quantities such as volatility smiles. However many models can calibrate to implied volatility smiles (static information) with the same degree of precision and produce radically different prices and risk sensitivities for exotic securities. This can usually be traced back to a complex and often non-transparent dependence on transitional probabilities or equivalently on model-generated dynamics of the smile. The dynamics of the smile is therefore a key model risk associated with these products and any model used for pricing and risk management should produce realistic dynamics that are in line with trader expectations and historical dynamics. One metric that can be used to understand the dynamics of implied volatility smiles ([2Z3] calls it a 'global measure' of the dynamics of implied volatilities) is to use the forward smile defined above. The forward smile is also a market-defined quantity and naturally extends the notion of the spot implied volatility smile. Forward-start options also serve as natural hedging instruments for several exotic securities (such as Cliquets, Ratchets and Napoleons; see [7I, Chapter 10]) and are therefore worth investigating.

The literature on asymptotics of forward-start options and the forward smile is sparse. Glasserman and Wu [76] use different notions of forward volatilities to assess their predictive values in determining future option prices and future implied volatility. Keller-Ressel [109] studies the forward smile asymptotic when the forward-start date $t$ becomes large ( $\tau$ fixed) and Bompis [27] produces an expansion for the forward smile in local volatility models with bounded diffusion coefficient. Finally, empirical results on the forward smile have been carried out by practitioners in Balland [III], Bergomi [Z:3], Bühler [36] and Gatheral [IT].

This chapter lays the groundwork for the thesis: we introduce the main tools, give some intuition and insight into forward volatility and provide motivation for the study of forward smile asymptotics. In Section 1 de numerically analyse no-arbitrage bounds for the forward smile given calibration to the marginal distributions at maturities $t$ and $t+\tau$ using (martingale) optimal transport theory. We try and answer questions such as is it reasonable to 'lock-in' (replicate) forward volatility using European options? Section $\mathbb{L 2}$ provides a brief overview of large deviations theory, Watson's lemma and the Laplace method and Section $L .3$ details some of the main models and their properties that will be needed in the thesis. In Section $\mathbb{L} .4$ we look at pricing forward-start options: this entails an analysis of measure-change symmetries and several representations of forward-start options prices. Section 1.5 explores asymptotics of the forward smile and forward-start options for small and large-forward start dates and in Section $\sqrt{\boxed{6}}$ we give an outline of the structure of the thesis.

### 1.1 No-arbitrage bounds for the forward smile given marginals

Since the seminal paper of Hobson [89], an important literature developed on model-free super(sub)hedging of multi-dimensional derivative products given a set of European option hedging instruments. The key observation is that the model-free super(sub)-hedging cost is closely related to the Skorokhod Embedding problem; see the survey papers of Oblój [129] and Hobson [90].

Recently, this problem has been addressed using the (martingale) version of optimal transport theory (see [[3]). More specifically, under the assumption that European call option prices with all possible strikes are known for a given set of maturities (i.e. the marginal distributions of the asset price are known at these times), optimal transport yields a set of tools to study the noarbitrage price range of a derivative product consistent with these marginal distributions. The primal problem endeavours to find the supremum (and infimum) of a derivative product price over the set of joint martingale measures (transport plans). The dual problem (equivalent to the primal problem under certain conditions) seeks to find the 'best' super(sub)-replicating portfolio for the derivative security. The dual formulation has a natural financial interpretation and can be cast as an (infinite) linear programme; numerical techniques for solving this LP have been explored in [85].

Forward-start options (Type-I and Type-II) are some of the the simplest products amenable to these techniques. The upper bound price for the at-the-money Type-II forward-start straddle has been found in [92]; in particular, the support of the optimal martingale measure is a binomial tree. But, unfortunately the optimal measure or associated super-hedging portfolio is not given analytically. The (martingale) optimal transference plan for the lower bound price of the at-the-money Type-II forward-start straddle has been characterised (semi-) analytically in [9]]; the transference plan (the support of which is a trinomial tree) is found by solving a set of coupled ODE's. In [37] the authors study the change of numeraire in these two-dimensional optimal transport problems and show (as a corollary, under certain conditions) that the lower bound for the Type-I at-the-money forward-start straddle is also attained by the Hobson-Klimmek transference plan.

In this section we numerically study the no-arbitrage bounds of the Type-II forward-start strad-
 details our no-arbitrage discretisation of the support of the marginal distributions which results in a consistent primal and dual problem for each discretisation and a robsut numerical result. Section II.L. $\mathbb{C l}$ computes upper and lower bounds given (i) lognormal marginal distributions and (ii) marginal distributions generated from a Heston model ([L.3.2). In the lower bound at-the-money case we numerically solve the (coupled) ODE's associated with the Hobson-Klimmek transference plan (numerical implementation given in Section [.L.3) and show that it is in striking agreement with the LP solution of the dual problem. In Section [.L.5 we numerically solve the primal problem and give the optimal transport plans for a range of strikes. Although, the transport plans are known for the at-the-money case [ [91, प2], they are not known for other strikes. We show here that the optimal transference plans are more subtle in these cases and appear to be a combination of the lower and upper bound at-the-money plans. The optimal transport plan gives insight into the key model risk for this product. Intuitively, the extremal measure exploits this risk to produce the maximum (or minimum) value of the product. The key model risk for forward-start options appears to be the exposure of the product to the kurtosis of the conditional distribution of the asset price process; see Sections [L. .3 and [.L.5 and [9], प2].

In the examples explored in Section LI. 4 the range of forward smiles consistent with the marginal laws is large (even in the simple case that the marginal distributions are lognormal). Using European vanilla options to 'lock-in' (replicate) forward volatility or hedge forward volatility dependent claims seems illusory. Forward-start options should be seen as fundamental building blocks for exotic pricing and not decomposable (or approximately decomposable) into European options. Models used for forward volatility dependent exotics should have the capability of calibration to forward-start option prices and at a minimum should produce realistic forward smiles that are consistent with trader expectations and observable prices. The asymptotic results developed
in this thesis allow one to study both of these points.

### 1.1.1 Problem formulation

Let $\mu$ and $\nu$ denote the distributions of $S_{t}$ and $S_{t+\tau}$ for $t, \tau>0$; we suppose they have common finite mean equal to 1 , are supported on $[0, \infty)$, and are absolutely continuous with respect to the Lebesgue measure. We say that the bivariate law $\zeta$ is a martingale coupling and $\zeta \in \mathcal{M}(\mu, \nu)$ if $\zeta$ has marginals $\mu$ and $\nu$ and $\int_{y}(y-x) \zeta(\mathrm{d} x, \mathrm{~d} y)=0$ for each $x \in \mathbb{R}_{+}$. In order to ensure that $\mathcal{M}(\mu, \nu)$ is non-empty we assume that $\mu$ and $\nu$ are in convex order (and we denote $\mu \preceq \nu$ ), namely that they have equal means and satisfy $\int(y-x)^{+} \mu(\mathrm{d} y) \leq \int(y-x)^{+} \nu(\mathrm{d} y)$ for all $x \in \mathbb{R}_{+}$(See [ 142$]$ ). Our objective is to find the tightest possible bounds consistent with the marginal distributions for the Type-II forward-start straddle payoff $\left|S_{t+\tau}-K S_{t}\right|$ with $K>0$. To this end we define our primal problem:

$$
\begin{equation*}
\underline{\mathcal{P}}(\mu, \nu):=\inf _{\zeta \in \mathcal{M}(\mu, \nu)} \int|y-K x| \zeta(\mathrm{d} x, \mathrm{~d} y), \quad \overline{\mathcal{P}}(\mu, \nu):=\sup _{\zeta \in \mathcal{M}(\mu, \nu)} \int|y-K x| \zeta(\mathrm{d} x, \mathrm{~d} y) . \tag{1.1.1}
\end{equation*}
$$

We now define our sets of sub and super-replicating portfolios:

$$
\begin{aligned}
& \underline{Q}:=\left\{\left(\psi_{0}, \psi_{1}, \delta\right) \in L^{1}(\mu) \times L^{1}(\nu) \times B_{b}(\mathbb{R}): h(x, y) \leq|y-K x|, \text { for all } x, y \in \mathbb{R}_{+}\right\}, \\
& \bar{Q}:=\left\{\left(\psi_{0}, \psi_{1}, \delta\right) \in L^{1}(\mu) \times L^{1}(\nu) \times B_{b}(\mathbb{R}): h(x, y) \geq|y-K x|, \text { for all } x, y \in \mathbb{R}_{+}\right\},
\end{aligned}
$$

where $h(x, y):=\psi_{1}(y)+\psi_{0}(x)+\delta(x)(y-x)$. Clearly if $\left(\psi_{0}, \psi_{1}, \delta\right) \in \underline{Q}(\in \bar{Q})$ then $\int \mid y-$ $K x \mid \zeta(\mathrm{d} x, \mathrm{~d} y) \geq(\leq) \int \psi_{0}(x) \mu(\mathrm{d} x)+\int \psi_{1}(y) \nu(\mathrm{d} y)$ by the martingale property. Our dual problem is then defined as the supremum (infimum) over all sub (super)-replicating portfolios:

$$
\begin{align*}
& \int|y-K x| \zeta(\mathrm{d} x, \mathrm{~d} y) \geq \sup _{\left(\psi_{0}, \psi_{1}, \delta\right) \in \underline{Q}}\left\{\int \psi_{0}(x) \mu(\mathrm{d} x)+\int \psi_{1}(y) \nu(\mathrm{d} y)\right\}=: \underline{\mathcal{D}}(\mu, \nu),  \tag{1.1.2}\\
& \int|y-K x| \zeta(\mathrm{d} x, \mathrm{~d} y) \leq \inf _{\left(\psi_{0}, \psi_{1}, \delta\right) \in \bar{Q}}\left\{\int \psi_{0}(x) \mu(\mathrm{d} x)+\int \psi_{1}(y) \nu(\mathrm{d} y)\right\}=: \overline{\mathcal{D}}(\mu, \nu) .
\end{align*}
$$

In [13.3, Theorem 1 and Corollary 1.1], the authors proved (actually for a more general class of payoff functions) that there is no duality gap, namely that $\underline{\mathcal{P}}(\mu, \nu)=\underline{\mathcal{D}}(\mu, \nu)$ and $\overline{\mathcal{P}}(\mu, \nu)=\overline{\mathcal{D}}(\mu, \nu)$. However, the optimal values may not be attained in the dual problems, as proved in [[]3, Proposition 4.1]. In [91] and [92] the authors showed that in the at-the-money case $(K=1)$, with an additional dispersion assumption on the measures $\mu$ and $\nu$ (see Assumption L. . . below), the optimal values of the dual problems ([.L.2) are actually attained. We record these results in the following theorem:

Theorem 1.1.1. The set equalities $\underline{\mathcal{D}}(\mu, \nu)=\underline{\mathcal{P}}(\mu, \nu)$ and $\overline{\mathcal{D}}(\mu, \nu)=\overline{\mathcal{P}}(\mu, \nu)$ hold, and the primal optima in ( $\mathbb{\square}$.ل】) are attained: there exist martingale measures $\mathbb{Q}_{L}$ and $\mathbb{Q}_{U}$ in $\mathcal{M}(\mu, \nu)$ such that $\underline{\mathcal{P}}(\mu, \nu)=\mathbb{E}^{\mathbb{Q}_{L}}\left|S_{t+\tau}-K S_{t}\right|$ and $\overline{\mathcal{P}}(\mu, \nu)=\mathbb{E}^{\mathbb{Q}_{U}}\left|S_{t+\tau}-K S_{t}\right|$. Furthermore, under Assumption [.].5, the infimum and supremum in the dual problems ([.L.2) are attained when $K=1$.

Our objective is to discretise the primal (L.\|) and dual problems (L.LZ) and solve them as linear programming problems.

### 1.1.2 No-Arbitrage discretisation of the primal and dual problems

Let $t>0$ be some given time horizon, $S_{t}$ the random variable describing the stock price at time $t$, and $\mu$ the law of $S_{t}$. Fix $N \in \mathbb{N}$ with $N>1$ and suppose that we are given a set $\mathrm{x}=\left(x_{1}, \ldots, x_{N}\right) \in$ $\mathbb{R}^{N}$ of points $0<x_{1}<x_{2}<\ldots<x_{N}$ in the support of $\mu$, and a discrete distribution q with atom $q_{i}$ at the point $x_{i}$. We wish to find a discrete distribution p , close to q , and that matches (at least) some moments of $\mu$, in particular satisfying the martingale condition $\langle\mathrm{p}, \mathrm{x}\rangle=1$. Suppose we want to match the first $l$ moments of $\mu$, for some $l \leq N$. Let $T: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}^{l}$ be given by $T(x):=\left(x, x^{2}, \ldots, x^{l}\right)$ and define the moment vector $\mathrm{T}:=\int_{\mathbb{R}_{+}} T(x) \mu(\mathrm{d} x) \in \mathbb{R}^{l}$. Such a matching condition is not necessarily consistent, however, with a given set of (European) option prices. In order to ensure that the discrete density re-prices the given options, we add a second layer: Borwein, Choksi and Maréchal [28] suggested to recover discrete probability distributions from observed market prices of European call options by minimising the Kullback-Leibler divergence to the uniform distribution (they also comment that any prior distribution can be chosen). In particular given the law $\mu$ of $S_{t}$ and a set of European call options $\Pi=\left(\Pi_{1}, \ldots, \Pi_{M}\right)$ maturing at $t$ with strikes $K_{1}, \ldots, K_{M}$, we can solve the following minimisation problem:

$$
\begin{equation*}
\min _{\left\{\mathrm{p} \in[0,1]^{N}:\|\mathrm{p}\|_{1}=1\right\}} \sum_{i=1}^{N} p_{i} \log \frac{p_{i}}{q_{i}}, \quad \text { subject to }\left(\sum_{i=1}^{N} G\left(x_{i}\right) p_{i}, \sum_{i=1}^{N} T\left(x_{i}\right) p_{i}\right)=(\Pi, \mathrm{T}) . \tag{1.1.3}
\end{equation*}
$$

for some prior discrete distribution q , and where $G(x):=\left(\left(x-K_{1}\right)_{+}, \ldots,\left(x-K_{M}\right)_{+}\right)$denotes the payoff vector of the options. Note that the first component of $\sum_{i=1}^{N} T\left(x_{i}\right) p_{i}=\mathrm{T}$ is nothing else than the martingale condition. It must be noted that if the full marginal distribution $\mu$ of $S_{t}$ is known, any finite subset of European options can be chosen above and the price vector can be defined as $\Pi:=\int_{\mathbb{R}_{+}} G(x) \mu(\mathrm{d} x)$. In particular the solution to this problem can be obtained as a modification of the solution in [144], which itself is based on arguments by Borwein and Lewis [29, Corollary 2.6]:

$$
\begin{equation*}
p_{i}=\frac{q_{i} \mathrm{e}^{\left\langle\lambda^{*},\left(G\left(x_{i}\right), T\left(x_{i}\right)\right)\right\rangle}}{\sum_{j=1}^{N} q_{j} \mathrm{e}^{\left.\mathrm{e} \lambda^{*},\left(G\left(x_{i}\right), T\left(x_{i}\right)\right)\right\rangle}}, \tag{1.1.4}
\end{equation*}
$$

where

$$
\lambda^{*}:=\underset{\lambda \in \mathbb{R}^{l+M}}{\operatorname{argmin}}\left[-\langle\lambda,(\Pi, \mathrm{T})\rangle+\log \left(\sum_{j=1}^{N} q_{j} \mathrm{e}^{\left(\lambda,\left(G\left(x_{i}\right), T\left(x_{i}\right)\right)\right\rangle}\right)\right]
$$

and $\langle\cdot, \cdot\rangle$ denotes the Euclidean inner product. We can now specify the following Algorithm where in step (iii) we solve for the discrete probability vector p using ([.L.4).

## Algorithm 1.1.2.

(i) Several choices are possible for the $N$ points $0<x_{1}<\ldots<x_{N}$; for instance:
(a) Binomial: Let $\Sigma$ denote the at-the-money lognormal volatility (for European options maturing at $t$. Set $\delta:=t /(N-1), u:=1+\left(\mathrm{e}^{\delta \Sigma^{2}}-1\right)^{1 / 2}, d:=1-\left(\mathrm{e}^{\delta \Sigma^{2}}-1\right)^{1 / 2}$, and $x_{i}:=u^{i-1} d^{N-i} ;$
(b) Gauss-Hermite: $x_{i}:=\mathrm{e}^{x_{i}^{\mathrm{H}}}$, where $x_{1}^{\mathrm{H}}, \ldots, x_{N}^{\mathrm{H}}$ are the nodes of an $N$-point Gauss-Hermite quadrature.
(ii) For the discrete distribution $q$, we can follow several routes:
(a) assume that $\mu$ admits a density $f_{\mu}$. Then, for $i=1, \ldots, N$, set $q_{i}:=f_{\mu}\left(x_{i}\right) / \sum_{j=1}^{N} f_{\mu}\left(x_{j}\right)$;
(b) alternatively, for $i=1, \ldots, N$, let $q_{i}:=\mu\left(\left[x_{i-1}, x_{i}\right)\right)$ (with $x_{0}=0$ );
(iii) Compute the discretised measure p through ([L.L.प).

## Remark 1.1.3.

(i) As pointed out by Tanaka and Toda [144] the choice of discretisation points $x_{1}, \ldots, x_{N}$ in Algorithm $\mathbb{L} .2$ is dictated by the quadrature rule used to approximate integrals $\int_{\mathbb{R}_{+}} T(x) \mathrm{d} f_{\mu}(x) \approx$ $\sum_{i=1}^{N} w\left(x_{i}\right) T\left(x_{i}\right) f_{\mu}\left(x_{i}\right)$. Weights $w\left(x_{i}\right)$ are chosen in accordance with a given quadrature rule (e.g. Gauss-Hermite) and in the case of Algorithm …2 the weights are chosen to be constant $w\left(x_{i}\right)=1 / \sum_{i=1}^{N} f_{\mu}\left(x_{i}\right)$ for all $i=1, \ldots, N$.
(ii) The discrete primal and dual LP solution using this method produces accurate and robust results with just a few points. However, since we only match a finite number of call options for each maturity, our discrete measures will not necessarily be in convex order (only approximately). Other authors [ 9$]$ do construct discrete measure approximations that are guaranteed to be in convex order.

### 1.1.2.1 Primal and dual formulation

We focus here on the primal and dual formulation for the upper bound; an analogous formulation holds for the lower bound. We use Algorithm L.L.2 to approximate $S_{t}$ and $S_{t+\tau}$ by discrete random variables $\widetilde{S}_{t}^{m}$ and $\widetilde{S}_{t+\tau}^{n}$ with finite supports $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ and $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ and $m, n>1$. The atoms $\mu_{i}$ and $\nu_{j}$ at $x_{i}$ and $y_{j}$ are given following Algorithm ㄴ..2, and the linear programme for the primal problem then reads

$$
\overline{\mathcal{P}}(\mu, \nu):=\max _{\zeta} \sum_{i, j} \zeta_{i, j}\left|y_{j}-K x_{i}\right|,
$$

subject to the constraints $\sum_{j} \zeta_{i, j}=\mu_{i}, \sum_{i} \zeta_{i, j}=\nu_{j}, \sum_{j} \zeta_{i, j}\left(x_{i}-y_{j}\right)=0$ and $\zeta_{i, j} \geq 0$. For the dual problem, denote the call option prices on $\widetilde{S}_{t}^{m}$ by $\widetilde{C}(t, K):=\mathbb{E}\left(\widetilde{S}_{t}^{m}-K\right)^{+}=\sum_{i=i^{*}}^{m}\left(x_{i}-K\right) \mu_{i}$, where $i^{*}:=\inf \left\{1 \leq i \leq m ; x_{i}>K\right\}$ and $\widetilde{C}(t, K)=0$ if $x_{m} \leq K$. Define the forward finite-difference operator for $i=1, \ldots, m-1$ as follows

$$
\mathrm{D} \psi_{0}\left(x_{i}\right):=\frac{\psi_{0}\left(x_{i+1}\right)-\psi_{0}\left(x_{i}\right)}{x_{i+1}-x_{i}}
$$

and we then have the following lemma:

## Lemma 1.1.4. The following representation holds:

$$
\begin{equation*}
\psi_{0}\left(\widetilde{S}_{t}^{m}\right)=\psi_{0}\left(x_{1}\right)+\mathrm{D} \psi_{0}\left(x_{1}\right)\left(\widetilde{S}_{t}^{m}-x_{1}\right)+\sum_{i=2}^{m-1}\left(\mathrm{D} \psi_{0}\left(x_{i}\right)-\mathrm{D} \psi_{0}\left(x_{i-1}\right)\right)\left(\widetilde{S}_{t}^{m}-x_{i}\right)^{+} \tag{1.1.5}
\end{equation*}
$$

Proof. The proof is by induction. The representation clearly holds for $\widetilde{S}_{t}^{m}=x_{1}$. We now suppose that it holds for $\widetilde{S}_{t}^{m}=x_{j}$ and show that it is then true for $\widetilde{S}_{t}^{m}=x_{j+1}$, where $1<j<m-1$. Consider

$$
\psi_{0}\left(x_{1}\right)+\mathrm{D} \psi_{0}\left(x_{1}\right)\left(x_{j+1}-x_{1}\right)+\sum_{i=2}^{m-1}\left(\mathrm{D} \psi_{0}\left(x_{i}\right)-\mathrm{D} \psi_{0}\left(x_{i-1}\right)\right)\left(x_{j+1}-x_{i}\right)^{+}
$$

Inserting the induction hypothesis into this expression yields

$$
\begin{equation*}
\psi_{0}\left(x_{j}\right)+\mathrm{D} \psi_{0}\left(x_{1}\right)\left(x_{j+1}-x_{j}\right)+\sum_{i=2}^{m-1}\left(\mathrm{D} \psi_{0}\left(x_{i}\right)-\mathrm{D} \psi_{0}\left(x_{i-1}\right)\right)\left\{\left(x_{j+1}-x_{i}\right)^{+}-\left(x_{j}-x_{i}\right)^{+}\right\} \tag{1.1.6}
\end{equation*}
$$

But we have that

$$
\begin{aligned}
& \sum_{i=2}^{m-1}\left(\mathrm{D} \psi_{0}\left(x_{i}\right)-\mathrm{D} \psi_{0}\left(x_{i-1}\right)\right)\left\{\left(x_{j+1}-x_{i}\right)^{+}-\left(x_{j}-x_{i}\right)^{+}\right\} \\
& =\left(x_{j+1}-x_{j}\right) \sum_{i=2}^{j}\left(\mathrm{D} \psi_{0}\left(x_{i}\right)-\mathrm{D} \psi_{0}\left(x_{i-1}\right)\right)=\left(x_{j+1}-x_{j}\right)\left(\mathrm{D} \psi_{0}\left(x_{j}\right)-\mathrm{D} \psi_{0}\left(x_{1}\right)\right)
\end{aligned}
$$

where the last line follows since the sum is telescoping. Inserting this into (■...6) yields

$$
\psi_{0}\left(x_{j+1}\right)=\psi_{0}\left(x_{1}\right)+\mathrm{D} \psi_{0}\left(x_{1}\right)\left(x_{j+1}-x_{1}\right)+\sum_{i=2}^{m-1}\left(\mathrm{D} \psi_{0}\left(x_{i}\right)-\mathrm{D} \psi_{0}\left(x_{i-1}\right)\right)\left(x_{j+1}-x_{i}\right)^{+}
$$

With obvious notation (ㄸ.L.5) can be re-written as $\psi_{0}\left(\widetilde{S}_{t}^{m}\right)=w_{1}+w_{2}\left[\widetilde{S}_{t}^{m}-x_{1}\right]+\sum_{i=2}^{m-1} w_{i+1}\left(\widetilde{S}_{t}^{m}-\right.$ $\left.x_{i}\right)^{+}$, and using the martingale property (which is ensured by Algorithm ㄸ..2) we have

$$
\mathbb{E}\left(\psi_{0}\left(\widetilde{S}_{t}^{m}\right)\right)=w_{1}+w_{2}\left[1-x_{1}\right]+\sum_{i=2}^{m-1} w_{i+1} \widetilde{C}\left(t, x_{i}\right)
$$

An analogous formulation holds for $\widetilde{S}_{t+\tau}^{n}$ and we define call option prices on $\widetilde{S}_{t+\tau}^{n}$ by $\widetilde{C}(t+\tau, K)$.
Let now $z:=\left(v_{0}, w_{1}^{0}, \ldots, w_{m-1}^{0}, w_{1}^{1}, \ldots, w_{n-1}^{1}, \delta\left(x_{1}\right), \ldots, \delta\left(x_{m}\right)\right)^{\top}$ and denote the set

$$
\chi:=\left\{(x, y): x \in \operatorname{Supp}\left(\widetilde{S}_{t}^{m}\right), y \in \operatorname{Supp}\left(\widetilde{S}_{t+\tau}^{n}\right)\right\}
$$

The dual problem then reads

$$
\overline{\mathcal{D}}(\mu, \nu):=\min _{z}\left\{v_{0}+w_{1}^{0}+w_{1}^{1}+\sum_{i=2}^{m-1} w_{i}^{0} \widetilde{C}\left(t, x_{i}\right)+\sum_{i=2}^{n-1} w_{i}^{1} \widetilde{C}\left(t+\tau, y_{i}\right)\right\}
$$

subject to the constraints

$$
\begin{equation*}
v_{0}+w_{1}^{0} x+w_{1}^{1} y+\sum_{i=2}^{m-1} w_{i}^{0}\left(x-x_{i}\right)^{+}+\sum_{i=2}^{n-1} w_{i}^{1}\left(y-y_{i}\right)^{+}+\delta(x)(y-x) \geq|y-K x|, \tag{1.1.7}
\end{equation*}
$$

for all $(x, y) \in \chi$. The dual problem has $2 m+n-1$ unknowns and both the primal and dual are exact and consistent results for the discretisations given in Algorithm $\mathbb{L C . 2}$ (which provides distributions converging to those of $S_{t}$ and $S_{t+\tau}$ ). The importance of incorporating the martingale conditions $\mathbb{E}\left(S_{t}\right)=\mathbb{E}\left(S_{t+\tau}\right)=1$ into the discretisation is critical. This is easily seen in the following example for the primal problem, which will also translate into an issue for the dual.

Suppose that $S_{t}$ can take value 0.75 or 1.25 each with $50 \%$ probability and $S_{t+\tau}$ can take value 0.5 or 1.5 each with $50 \%$ probability. Note that $\mathbb{E}\left(S_{t}\right)=\mathbb{E}\left(S_{t+\tau}\right)=1$. We consider the primal problem. The constraints $\sum_{j} \zeta_{i, j}=\mu_{i}$ and $\sum_{j} \zeta_{i, j}\left(x_{i}-y_{j}\right)=0$ fully determine the probabilities $\zeta_{1,1}=\zeta_{2,2}=3 / 8$ and $\zeta_{1,2}=\zeta_{2,1}=1 / 8$. The final constraints $\sum_{i} \zeta_{i, j}=\nu_{j}$ are only true if $\nu_{1}=\nu_{2}=0.5$ or $\mathbb{E}\left(S_{t+\tau}\right)=1$. Otherwise, there will be no solution to this LP. This stresses the importance of a consistent no-arbitrage discretisation of the problem.

### 1.1.2.2 Approximation of the dual

We further choose our strikes to be in the region $[0.3,2]$ and therefore ignore all $x_{i}$ and $y_{i}$ in the sums for which $x_{i} \notin[0.3,2]$ and $y_{i} \notin[0.3,2]$. Finally, similar to [8.5] we decompose the delta hedge over a finite dimensional basis $\left(e_{i}\right)_{i=1}^{m_{b}}, \delta\left(\widetilde{S}_{t}^{m}\right) \approx \sum_{i=1}^{m_{b}} w_{i}^{b} e_{i}\left(\widetilde{S}_{t}^{m}\right)$, where we let the $e_{i}$ be a polynomial basis and $m_{b}$ is much smaller than $m$. We note that one can also use the above algorithm with the cutting-plane method outlined in [8.5].

### 1.1.3 Primal solution for the at-the-money case

In [91] the authors derived the lower bound optimal martingale transport plan for the at-the-money ( $K=1$ ) forward-start straddle. The following dispersion assumption on the marginal measures $\mu$ and $\nu$ (readily satisfied in all examples presented here, see Figures and $\mathbb{\square} .3)$ is fundamental for their analysis:

Assumption 1.1.5. The marginal distributions $\mu$ and $\nu$ are such that the support of $\eta:=(\mu-\nu)^{+}$ is given by an interval $[a, b]$ with $0<a<b$ and the support of $\gamma:=(\nu-\mu)^{+}$is given by $\mathbb{R}_{+} \backslash[a, b]$. The corresponding densities will be denoted by $f_{\mu}, f_{\nu}, f_{\eta}$ and $f_{\gamma}$.

Define $\Delta_{f}(z):=\int_{0}^{z} f_{\nu}(u) \mathrm{d} u-\int_{0}^{z} f_{\mu}(u) \mathrm{d} u$ for all $z \geq 0$. Then Assumption [.L.5 is equivalent [37, Lemma 5.1] to $\Delta_{f}$ having a single maximiser. Assumption I.L.5 imposes constraints on the tail behaviour of the difference between the two laws $\mu$ and $\nu$, and is clearly satisfied in the BlackScholes case.

### 1.1.3.1 Structure of the transport plan

The key risk for an at-the-money forward-start straddle is that a long position is equivalent to being short the kurtosis of the conditional distribution of the underlying asset (see for example [ 92$]$ ]).

Therefore to produce the lowest possible price it seems reasonable to require a transport plan that maximises the kurtosis of the conditional distribution. This is indeed the structure of the solution in [9]]. We leave as much common mass $(\mu \wedge \nu)$ in place and then map the residual mass $\eta$ on $[a, b]$ to the tails of the distribution $\gamma$ via two decreasing functions $p:[a, b] \rightarrow[0, a]$ and $q:[a, b] \rightarrow[b, \infty)$. Using the martingale condition and the fact that the mass of $\eta$ equals that of $\gamma$, [9]] derives a system of coupled differential equations for $(p, q)$ :

$$
\begin{equation*}
p^{\prime}(x)=\frac{q(x)-x}{q(x)-p(x)} \frac{f_{\mu}(x)-f_{\nu}(x)}{f_{\mu}(p(x))-f_{\nu}(p(x))}, \quad q^{\prime}(x)=\frac{x-p(x)}{q(x)-p(x)} \frac{f_{\mu}(x)-f_{\nu}(x)}{f_{\mu}(q(x))-f_{\nu}(q(x))}, \tag{1.1.8}
\end{equation*}
$$

with boundary conditions $p(b)=0, q(b)=b, p(a)=a$ and $q(a)=+\infty$.

### 1.1.3.2 Implementation

The RHS of the two equations in ( $\square . L .8$ ) are undefined at the boundary points. An application of L'Hôpital's rule shows that $\lim _{x \uparrow b} q^{\prime}(x)=-1$ if $f_{\mu}^{\prime}(b) \neq f_{\nu}^{\prime}(b)$, which is a reasonable assumption in practice, as will be illustrated in Section I.L.4. On the other hand $\lim _{x \uparrow b} p^{\prime}(x)$ depends on the marginal measures $\mu$ and $\nu$. For instance, in the lognormal example in Section [.L.4], we find that $p^{\prime}(x)=\mathcal{O}\left(\mathrm{e}^{\alpha(\log p(x))^{2}}\right)$ for some $\alpha>0$ as $x \uparrow b$ and $\lim _{x \uparrow b} p^{\prime}(x)=-\infty$ (see for example Figure $\mathbb{L}(\mathrm{d}(\mathrm{b}))$. On the other hand if for example $f_{\mu}(0) \neq f_{\nu}(0)$ or $f_{\mu}^{\prime}(0) \neq f_{\nu}^{\prime}(0)$ then $\lim _{x \uparrow b} p^{\prime}(x)=0$.

In order to circumvent these issues so that we can apply the Runge-Kutta method to solve these ODEs, we introduce the following pre-processing step: fix a small $\delta>0$ (in our experiments we choose $\delta=0.001$ ), integrate both sides of ( $[. \square .8)$ over $[b-\delta, b]$ and then approximate the RHS by using the rectangle rule for the integral with the unknown values $p^{*}:=p(b-\delta)$ and $q^{*}:=q(b-\delta)$. This yields the following simultaneous equations for $p^{*}$ and $q^{*}$ which we numerically solve:

$$
\begin{gathered}
p^{*}=-\delta \frac{q^{*}-b+\delta}{q^{*}-p^{*}} \frac{f_{\mu}(b-\delta)-f_{\nu}(b-\delta)}{f_{\mu}\left(p^{*}\right)-f_{\nu}\left(p^{*}\right)}, \\
q^{*}=b-\delta \frac{b-\delta-p^{*}}{q^{*}-p^{*}} \frac{f_{\mu}(b-\delta)-f_{\nu}(b-\delta)}{f_{\mu}\left(q^{*}\right)-f_{\nu}\left(q^{*}\right)} .
\end{gathered}
$$

These equations can easily be reduced into one root search: the first equation gives

$$
q^{*}=\frac{\left(p^{*}\right)^{2}\left[f_{\mu}\left(p^{*}\right)-f_{\nu}\left(p^{*}\right)\right]+\delta(b-\delta)\left[f_{\mu}(b-\delta)-f_{\nu}(b-\delta)\right]}{p^{*}\left[f_{\mu}\left(p^{*}\right)-f_{\nu}\left(p^{*}\right)\right]+\delta\left[f_{\mu}(b-\delta)-f_{\nu}(b-\delta)\right]},
$$

which in turn can be plugged into the second equation to solve for $p^{*}$. The pair $(p, q)$ in ( $\mathbb{L}, \mathbf{Z}$ ) is then solved for $x \in[a, b-\delta]$ using standard Runge-Kutta methods with the new boundary conditions $p(b-\delta)=p^{*}, q(b-\delta)=q^{*}$. The at-the-money forward-start straddle price is then given by (see [9], page 8])

$$
\int_{a}^{b} \frac{2(x-p(x))(q(x)-x)}{q(x)-p(x)} f_{\eta}(x) \mathrm{d} x .
$$

### 1.1.4 Numerical analysis of the no-arbitrage bounds

 denote the Gaussian distribution with mean $\mu$ and variance $\Sigma^{2}$. First we assume that $\log \left(S_{t}\right) \sim$ $\mathcal{N}\left(-\Sigma^{2} t / 2, \Sigma^{2} t\right)$ and $\log \left(S_{t+\tau}\right) \sim \mathcal{N}\left(-\Sigma^{2}(t+\tau) / 2, \Sigma^{2}(t+\tau)\right)$ with $\Sigma=0.2, t=1$ and $\tau=0.5$.
 this case the forward volatility is constant and equal to $\Sigma$. In Figure $\boldsymbol{L} . \boldsymbol{D}(\mathrm{a})$ we plot the distributions of $S_{t}$ and $S_{t+\tau}$ and the corresponding lower bound at-the-money transport maps from Section [L...3].
 The lower bound at-the-money case using the Hobson-Klimmek solution and the LP dual solution are virtually identical $(6.95 \%$ vs $6.98 \%)$, giving credibility to both approaches. Note that even in this simple case the range of possible forward smiles consistent with the marginal laws is large though.


Figure 1.1: In (a) circles plot the 1 year lognormal density and squares plot the 1.5 year lognormal density. In (b) the solid line (dashed line) is the function $p(q)$ in ([.L.区).

We next generate our marginal distributions for expiries $t=1$ and $t+\tau=1.5$ using the Heston stochastic volatility model (Section L.3.1. $)$ and the model parameters: $v=\theta=0.07, \kappa=1, \xi=0.4$ and $\rho=-0.8$. The (spot) implied volatility smiles and corresponding densities are displayed in Figure [.3. In Figure [.4 we plot the Heston forward smile consistent with the marginals (computed using the inverse Fourier transform representation in Lemma $\sqrt{4.7}$ and a simple root search to find the Type-II forward volatility) and the lower and upper bounds for the forward smile. As in the previous example the Hobson-Klimmek solution (7.77\%) and the LP dual solution (7.80\%) for the lower-bound at-the-money case are virtually identical. In Figure option prices in the super-hedge. We enter into positions that go long convexity for the 1.5 year maturity and go short convexity for the 1 year maturity, which intuitively makes sense.

In both examples the range of forward smiles consistent with the marginal laws is large. Using European options to 'lock-in' (replicate) forward volatility or hedge forward volatility dependent


Figure 1.2: The circles represent the Black-Scholes forward volatility consistent with the marginals; squares and diamonds are the lower and upper bounds found by solving the LP dual problem (Section IL..2) and X is the primal solution for the lower bound at-the-money case using the Hobson-Klimmek solution (Section [L...3).


Figure 1.3: (a): Circles (squares) represent the 1 year (1.5 year) spot implied volatility. (b): circles (squares) represents the corresponding marginal densities.
claims seems illusory. Forward-start options should be seen as fundamental building blocks for exotic pricing and not decomposable (or approximately decomposable) into European options. Models used for forward volatility dependent exotics should have the capability of calibration to forward-start option prices and at a minimum should produce realistic forward smiles that are consistent with trader expectations and observable prices. The asymptotic results developed in this thesis allow one to study both of these points.

### 1.1.5 Numerical analysis of the transport plans

As mentioned in Section [.].3, the key risk for the at-the-money forward-start straddle is that a long position is equivalent to being short the kurtosis of the conditional distribution. The solution in the lower bound case (under Assumption [.L.5) was detailed in Section [.L.3], where - intuitively - the


Figure 1.4: Circles represent the Heston forward volatility consistent with the marginals, squares and diamonds the lower and upper bounds found by solving the LP problem (Section L.L.2), and X is the primal Hobson-Klimmek solution for the lower bound at-the-money case (Section L.L.3).


Figure 1.5: (a): Circles (squares) represent the payoff of our 1 year maturity (1.5 year maturity) option prices in the superhedge as a function of $x(y)$.(b): approximation of the delta hedge ratio $x \mapsto \delta(x)$; the strike of the forward-start option is at-the-money.
transport plan maximises the kurtosis of the conditional distribution. In the upper bound case (see [92]) the support of the transport plan is concentrated on a binomial map with no mass being left in place, i.e. all the mass of $\mu$ gets mapped to $\nu$ via two increasing functions $R, S: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ satisfying $R(x) \leq x \leq S(x)$. Intuitively in this case the solution minimises the kurtosis of the conditional distribution.

For out-of-the-money options the situation is more subtle. As the strike moves further away from the money, a long option position becomes longer the kurtosis of the conditional distribution. Intuitively one would expect the transport plan to be some combination of the lower and upper at-the-money transport plans discussed above. In this section, using the lognormal example of Section IL.L.4, we numerically solve for the transport plans using the LP primal formulation in Section IL.L2 and make qualitative conjectures concerning the structure of the transport plans.

In Figure [.6】 we numerically compute the transport maps $R, S$ for the at-the-money upper


Figure 1.6: The dashed and dark lines are the transport maps for the upper bound at-the-money case and the grey line is the identity map. The horizontal axis is $S_{t}$ and the vertical one is $S_{t+\tau}$.


Figure 1.7: (a): discretisation of the $\mu$-measure (circles), the $\nu$-measure (squares) and the amount of mass that must be left in place ( X 's) in the transport plan for the at-the-money $(K=1$ ) lower bound case. (b): transport maps for the residual mass: the axes are labelled as in Figure [.6.
bound case. In this case no mass is left in place in the transport plan. In Figure $\mathbb{\square} 7$ we numerically compute the transport plan for the at-the-money lower bound case. The figures are in striking agreement with Hobson-Klimmek: as much mass as possible is left in place and the residual mass is mapped to the tails of the distribution via two decreasing functions. Note the agreement with the transport maps in Figure $\boldsymbol{\|}$ (b). In this case the forward volatility is $6.92 \%$ matching the Hobson-Klimmek analytical solution and the numerical solution of the dual.

Figures $\mathbb{L . 8}$ and $\mathbb{L . 9}$ illustrate the transport plan for the upper bound case and strikes $K=0.7$ and $K=0.9$. As the strike decreases from at-the-money, more and more mass is left in place (starting from the left tail), and the residual mass of $\mu$ is mapped to $\nu$ via two increasing functions; one maps the residual mass to the left tail of $\nu$ while the other maps the residual mass to the right tail of $\nu$. For strikes greater than at-the-money a mirror-image transport plan emerges where more and more mass is left in place (starting from the right tail) and again the residual mass of $\mu$ is


Figure 1.8: (a): discretisation of the measures $\mu$ (circles), $\nu$ (squares) and the amount of mass that must be left in place (diamonds) in the transport plan for the $K=0.9$ upper bound case. (b): transport maps for the residual mass: the axes are labelled as in Figure [.6. .

(a) Mass in place $K=0.7$ : Upper Bound.

(b) Transport Maps $K=0.7$ : Upper Bound.

Figure 1.9: (a): discretisation of the measures $\mu$ (circles), $\nu$ (squares) and the amount of mass that must be left in place (diamonds) in the transport plan for the $K=0.7$ upper bound case. (b): transport maps for the residual mass: the axes are labelled as in Figure [.6.
mapped to $\nu$ via two increasing functions (for brevity we omit the plots).
Figures $\mathbb{\square . \square}$ and $\square . \square$ illustrate the transport plan for the lower bound case and strikes $K=1.05$ and $K=1.3$. As the strike increases from at-the-money, less and less mass is left in place (removing mass first from the right tail) and the residual mass of $\mu$ is mapped to $\nu$ via two functions: one maps the residual mass to the left tail of $\nu$, the other maps the residual mass to the right tail of $\nu$. These functions appear to be increasing for large strikes (Figure $\mathbb{L D ( b )}$ ), but since the transport maps are decreasing for the at-the-money strike (Figure $\mathbb{\square} \mathbf{- 7}(\mathrm{b})$ ), for strikes close to the money these maps could be decreasing [.](b). For strikes lower than the money a mirror-image transport plan emerges where less and less mass stays in place (removing mass first from the left tail) and again


Figure 1.10: (a): discretisation of the measures $\mu$ (circles), $\nu$ (squares) and the amount of mass that must be left in place (diamonds) in the transport plan for the $K=1.05$ lower bound case. (b): transport maps for the residual mass: the axes are labelled as in Figure [.6.


Figure 1.11: (a): discretisation of the measures $\mu$ (circles), $\nu$ (squares) and the amount of mass left in place (diamonds) in the transport plan for the $K=1.3$ lower bound case. (b): transport maps for the residual mass: the axes are labelled as in Figure I..6.
the residual mass of $\mu$ is mapped to $\nu$ via two functions (for brevity we omit the plots).

### 1.2 Large deviations theory and the Laplace method

We provide here a brief review of large deviations and the Gärtner-Ellis theorem. The GärtnerEllis theorem is a key result in the theory of (finite-dimensional) large deviations. Extending the results of Cràmer [4.5] for sequences of random variables not necessarily independent and identically distributed (iid), it provides a large deviations framework based solely on the knowledge of the cumulant generating function (cgf) of the sequence. For a detailed account of these, the interested
reader should consult [48]. Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a sequence of random variables in $\mathbb{R}$, with law $\mu_{n}$ and cumulant generating function $\Lambda_{n}(u) \equiv \log \mathbb{E}\left(\mathrm{e}^{u X_{n}}\right)$.

Definition 1.2.1. The sequence $X_{n}$ is said to satisfy a large deviations principle with speed $n$ and rate function $I$ if for each Borel mesurable set $E \subset \mathbb{R}$,

$$
-\inf _{x \in E^{o}} I(x) \leq \liminf _{n \uparrow \infty} \frac{1}{n} \log \mathbb{P}\left(X_{n} \in E\right) \leq \limsup _{n \uparrow \infty} \frac{1}{n} \log \mathbb{P}\left(X_{n} \in E\right) \leq-\inf _{x \in E} I(x) .
$$

The rate function $I: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$, by definition, is a lower semi-continuous, non-negative and not identically infinite function such that the level sets $\{x \in \mathbb{R}: I(x) \leq \alpha\}$ are closed for all $\alpha \geq 0$. It is said to be a good rate function when these level sets are compact (in $\mathbb{R}$ ). Intuitively the large deviations principle characterises the tail probabilities in terms of exponential upper and lower bounds. If in addition $I$ is continuous on $\bar{E}$ then the LDP simplifies to

$$
\lim _{n \uparrow \infty} \frac{1}{n} \log \mathbb{P}\left(X_{n} \in E\right)=-\inf _{x \in E} I(x)
$$

Before stating the main theorem, we need one more concept:

Definition 1.2.2. Let $\Lambda: \mathbb{R} \rightarrow(-\infty,+\infty]$ be a convex function, and $\mathcal{D}_{\Lambda}:=\{u \in \mathbb{R}: \Lambda(u)<\infty\}$ its effective domain. It is said to be essentially smooth if

- The interior $\mathcal{D}_{\Lambda}^{o}$ is non-empty;
- $\Lambda$ is differentiable throughout $\mathcal{D}_{\Lambda}^{o}$;
- $\Lambda$ is steep: $\lim _{n \uparrow \infty}\left|\Lambda^{\prime}\left(u_{n}\right)\right|=\infty$ whenever $\left(u_{n}\right)$ is a sequence in $\mathcal{D}_{\Lambda}^{o}$ converging to a boundary point of $\mathcal{D}_{\Lambda}^{o}$.

Assume now that the limiting cumulant generating function $\Lambda(u):=\lim _{n \uparrow \infty} n^{-1} \Lambda_{n}(n u)$, exists as an extended real number for all $u \in \mathbb{R}$, and let $\mathcal{D}_{\Lambda}$ denote its effective domain. Let $\Lambda^{*}: \mathbb{R} \rightarrow \mathbb{R}_{+}$ denote its (dual) Fenchel-Legendre transform, via the variational formula $\Lambda^{*}(x) \equiv \sup _{\lambda \in D_{\Lambda}}\{\lambda x-$ $\Lambda(\lambda)\}$. Then the following holds:

Theorem 1.2.3 (Gärtner-Ellis theorem). If the origin lies in the interior of $\mathcal{D}_{\Lambda}$ and if $\Lambda$ is lower semicontinuous and essentially smooth, then the sequence $\left(X_{n}\right)_{n}$ satisfies a large deviations principle with rate function $\Lambda^{*}$.

The key assumptions are that the pointwise (rescaled) limit of the cgf satisfies some convexity property and becomes steep at the boundaries of its effective domain; this in turns implies that the rate function governing the large deviations, defined as the topological dual, is also convex.

When convexity breaks down, no general result is known, and large deviations may or may not hold; the classical example [48, Remark (d), page 46] is that of the sequence $\left(Z_{n}\right)_{n \in \mathbb{N}}$ distributed as exponential random variables with parameter $n$. It is immediate to see that $\Lambda(u):=$
$\lim _{n \uparrow \infty} n^{-1} \log \mathbb{E}\left(\mathrm{e}^{n u Z_{n}}\right)=0$ if $u<1$ and is infinite otherwise. This clearly violates the assumptions of the Gärtner-Ellis theorem; however, a simple computation reveals that the conclusion of the latter still holds, namely that a large deviations principle exists, with speed $n$ and rate function $\Lambda^{*}(x):=\sup _{u}(u x-\Lambda(u))=x$ if $x \geq 0$, and infinity otherwise. Dembo and Zeitouni [4.9] and Bryc and Dembo [35] - in the context of quadratic functionals of Gaussian processes-have proposed a way to bypass this absence of convexity issue by making the change of measure (key tool in the proof of the Gärtner-Ellis theorem) dependent on $n$. Bercu and Rouault [2T] and Bercu, Coutin and Savy [ [19] exploited this insight to obtain sharp large deviation estimates for the Ornstein-Uhlenbeck process and fractional Ornstein-Uhlenbeck process respectively. More recently, O'Brien [ [130] and Comman [4I] have strengthened this theorem, by partially relaxing the steepness and convexity assumptions. In a general infinite-dimensional setting, Bryc's Theorem [34] (see also [48, Chapter 4.4]), or 'Inverse Varadhan's lemma', allows for large deviations with non convex rate functions. One of the hypotheses this theorem relies on is an exponential tightness requirement on the family of random variables under consideration, which is not always easy to verify. However, several examples have been dug out which do not fall into this framework, such as in the setting of random walks with interface [57], occupation measures of Markov chains [88], the on/off Weibull sojourn process [55], or m-variate von Mises statistics [58].

From a probabilistic point of view, this thesis deals with deriving large deviation estimates in cases where the assumptions of the Gärtner-Ellis theorem are violated: Chapters 3 and 5 provide examples where the limiting cgfs are in fact zero on their effective domains (completely degenerate) and Chapter 4 provides an example where the steepness assumption of the limiting cgf is violated. In all cases, however, a large deviations principle still holds.

To finish the section we now recall some classical results in asymptotics of integrals that will be required in the thesis. The following theorems, Watson's lemma and the Laplace method, are taken from [131, Theorem 3.2 and Theorem 8.1] and [ 82 , Remark 2.1 and Equation 2.9].

Theorem 1.2.4 (Watson's lemma). Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a continuous function such that

$$
\begin{equation*}
f(y) \sim \sum_{s=0}^{\infty} a_{s} y^{(s+\lambda-\mu) / \mu}, \quad \text { as } y \downarrow 0 \tag{1.2.1}
\end{equation*}
$$

where $\lambda, \mu>0$. Then the following asymptotic holds as $\tau$ tends to infinity:

$$
\int_{0}^{\infty} \mathrm{e}^{-\tau y} f(y) \mathrm{d} y \sim \sum_{s=0}^{\infty} \Gamma\left(\frac{s+\lambda}{\mu}\right) \frac{a_{s}}{\tau^{(s+\lambda) / \mu}}
$$

provided that the integral converges throughout its range for sufficiently large $\tau$.
Remark 1.2.5. The following is taken from [[26, Exercise 2.7, Chapter 2.3]: If

$$
f(y)=\sum_{s=0}^{N} a_{s} y^{(s+\lambda-\mu) / \mu}+\mathcal{O}\left(y^{(N+1+\lambda-\mu) / \mu}\right)
$$

for some $N \in \mathbb{N} \cup\{0\}$ as $y$ tends to zero then

$$
\int_{0}^{\infty} \mathrm{e}^{-\tau y} f(y) \mathrm{d} y=\sum_{s=0}^{N} \Gamma\left(\frac{s+\lambda}{\mu}\right) \frac{a_{s}}{\tau^{(s+\lambda) / \mu}}+\mathcal{O}\left(\frac{1}{\tau^{(N+1+\lambda) / \mu}}\right), \quad \text { as } \tau \uparrow \infty
$$

Convergence of the integral at $y=0$ for all $\tau$ is assured by (ㄴ.2. 1 ). A sufficient condition for convergence of the integral is that $f(y)=\mathcal{O}\left(\mathrm{e}^{c y}\right)$ for some $c>0$ as $y$ tends to infinity. Next we state the Laplace method. Note that the result holds true if either $a$ or $b$ are infinite below.

Theorem 1.2.6 (Laplace method). Suppose $\phi:[a, b] \rightarrow \mathbb{R}$ has a unique absolute minimum at some $y_{0} \in[a, b]$ and is three times continuously differentiable in a neighbourhood of $y_{0}$ and $f:[a, b] \rightarrow \mathbb{R}$ is continuously differentiable in a neighbourhood of $y_{0}$. Then the following asymptotics hold as $\varepsilon$ tends to zero:

$$
\int_{a}^{b} f(y) \mathrm{e}^{-\phi(y) / \varepsilon} \mathrm{d} y= \begin{cases}\mathrm{e}^{-\phi\left(y_{0}\right) / \varepsilon} f\left(y_{0}\right) \sqrt{\frac{2 \pi \varepsilon}{\phi^{\prime \prime}\left(y_{0}\right)}(1+\mathcal{O}(\varepsilon)),} & \text { if } a<y_{0}<b \text { and } \phi^{\prime \prime}\left(y_{0}\right)>0, \\ \mathrm{e}^{-\phi(a) / \varepsilon} \frac{f(a)}{\varepsilon \phi^{\prime}(a)}(1+\mathcal{O}(\varepsilon)), & \text { if } y_{0}=a, \\ -\mathrm{e}^{-\phi(b) / \varepsilon} \frac{f(b)}{\varepsilon \phi^{\prime}(b)}(1+\mathcal{O}(\varepsilon)), & \text { if } y_{0}=b,\end{cases}
$$

provided that the integral converges absolutely for sufficiently small $\varepsilon$.

### 1.3 Models and forward moment generating functions

The forward cumulant generating function (cgf), defined as the cgf of the forward price process $X_{\tau}^{(t)}$ (defined in ([.\|.3)) will be key in the forthcoming analysis. In this section we introduce some of the main models analysed in the thesis, derive their forward cumulant generating functions and list a few important properties. In Section [.3.】 we focus on stochastic volatility models-in particular the Heston and Schöbel-Zhu models-and in Section $\mathbb{L} .2$ we look at time-changed exponential Lévy models.

### 1.3.1 Stochastic volatility models

We will consider specific examples of the general stochastic volatility model where the log stock price process follows,

$$
\begin{align*}
\mathrm{d} X_{t} & =-\frac{1}{2} V_{t} \mathrm{~d} t+\sqrt{V_{t}} \mathrm{~d} W_{t}, & X_{0}=0 \\
\mathrm{~d} V_{t} & =h_{0}\left(V_{t}\right) \mathrm{d} t+h_{1}\left(V_{t}\right) \mathrm{d} B_{t}, & V_{0}=v>0  \tag{1.3.1}\\
\mathrm{~d}\langle W, B\rangle_{t} & =\rho \mathrm{d} t, &
\end{align*}
$$

with $|\rho|<1,\left(W_{t}\right)_{t \geq 0}$ and $\left(B_{t}\right)_{t \geq 0}$ are two standard Brownian motions and $h_{0}, h_{1}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ are functions chosen such that SDE admits a unique strong solution and $V_{t} \geq 0$ for all $t \geq 0, \mathbb{P}$-almost surely. For example, $h_{0}$ and $h_{1}$ can be chosen to satisfy the Yamada-Watanabe conditions [106,

Proposition 2.13, page 291]). In the next two sections we will consider the Heston and Schöbel-Zhu models.

### 1.3.1.1 Heston

In the Heston model the (log) stock price process is the unique strong solution to the following SDEs:

$$
\begin{align*}
\mathrm{d} X_{t} & =-\frac{1}{2} V_{t} \mathrm{~d} t+\sqrt{V_{t}} \mathrm{~d} W_{t}, & & X_{0}=0 \\
\mathrm{~d} V_{t} & =\kappa\left(\theta-V_{t}\right) \mathrm{d} t+\xi \sqrt{V_{t}} \mathrm{~d} B_{t}, & & V_{0}=v>0,  \tag{1.3.2}\\
\mathrm{~d}\langle W, B\rangle_{t} & =\rho \mathrm{d} t & &
\end{align*}
$$

with $\kappa>0, \xi>0, \theta>0$ and $|\rho|<1$ and $\left(W_{t}\right)_{t \geq 0}$ and $\left(B_{t}\right)_{t \geq 0}$ are two standard Brownian motions. The Feller SDE for the variance process has a unique strong solution by the Yamada-Watanabe conditions [106, Proposition 2.13, page 291]). The $X$ process is a stochastic integral of the $V$ process and is therefore well defined. The Feller condition, $2 \kappa \theta \geq \xi^{2}$, ensures that the origin is unattainable. Otherwise the origin is regular (hence attainable) and strongly reflecting (see [107, Chapter 15]). We do not require the Feller condition in our analysis since we work with the forward cgf of $X$ which is always well defined. The density of the instantaneous variance in the Heston model is known in closed-form. Set

$$
\begin{equation*}
\zeta_{\mathrm{H}}(y):=\exp \left(-\frac{1}{2 \beta_{t}}\left(y+v \mathrm{e}^{-\kappa t}\right)\right) \frac{1}{2 \beta_{t}}\left(\frac{y}{v \mathrm{e}^{-\kappa t}}\right)^{\mu / 2-1 / 2} \mathrm{I}_{\mu-1}\left(\mathrm{e}^{-\kappa t / 2} \frac{\sqrt{v y}}{\beta_{t}}\right) \mathbb{1}_{y \geq 0} \tag{1.3.3}
\end{equation*}
$$

where $\mathrm{I}_{\eta}$ is the modified Bessel function of the first kind of order $\eta$ [ $\square$, Section 9.6] and

$$
\begin{equation*}
\mu:=2 \kappa \theta / \xi^{2}, \quad \beta_{t}:=\frac{\xi^{2}}{4 \kappa}\left(1-\mathrm{e}^{-\kappa t}\right) . \tag{1.3.4}
\end{equation*}
$$

In the Heston model the probability density function of the variance process observed at time $t$ then reads [ITIS, Proposition 6.3.2.1]

$$
\mathbb{P}\left(V_{t} \in \mathrm{~d} y\right)=\zeta_{\mathrm{H}}(y) \mathrm{d} y
$$

We recall that in the Heston model the joint cumulant generating function of the pair ( $X_{\tau}, V_{\tau}$ ) is given by [46, Lemma 2.1]

$$
\begin{equation*}
\log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}+w V_{\tau}}\right)=A(u, w, \tau)+B(u, w, \tau) v \tag{1.3.5}
\end{equation*}
$$

defined for all $(u, w)$ such that the rhs exists and where

$$
\begin{align*}
A(u, w, \tau) & :=\frac{\kappa \theta}{\xi^{2}}\left((\kappa-\rho \xi u-d(u)) \tau-2 \log \left(\frac{1-\gamma(u, w) \exp (-d(u) \tau)}{1-\gamma(u, w)}\right)\right) \\
B(u, w, \tau) & :=\frac{\kappa-\rho \xi u-d(u)-(\kappa-\rho \xi u+d(u)) \gamma(u, w) \exp (-d(u) \tau)}{\xi^{2}(1-\gamma(u, w) \exp (-d(u) \tau))}  \tag{1.3.6}\\
d(u) & :=\left((\kappa-\rho \xi u)^{2}+u(1-u) \xi^{2}\right)^{1 / 2}, \quad \gamma(u, w):=\frac{\kappa-\rho \xi u-d(u)-\xi^{2} w}{\kappa-\rho \xi u+d(u)-\xi^{2} w}
\end{align*}
$$

We end the section by deriving the forward cgf:

Lemma 1.3.1. The Heston ([..32) forward cgf reads $\left(X_{\tau}^{(t)}\right.$ defined in ([.[..3))

$$
\begin{equation*}
\log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right)=A(u, \tau)+\frac{B(u, \tau)}{1-2 \beta_{t} B(u, \tau)} v \mathrm{e}^{-\kappa t}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-2 \beta_{t} B(u, \tau)\right) \tag{1.3.7}
\end{equation*}
$$

defined for all $u$ such that the rhs exists and where

$$
\begin{equation*}
A(u, \tau):=A(u, 0, \tau), \quad B(u, \tau):=B(u, 0, \tau), \quad \gamma(u):=\gamma(u, 0) \tag{1.3.8}
\end{equation*}
$$

Proof. For any $t>0$, the random variable $V_{t}$ in (L.3.2) is distributed as $\beta_{t}$ times a non-central chisquare random variable with $2 \mu$ degrees of freedom and non-centrality parameter $v \mathrm{e}^{-\kappa t} / \beta_{t}$ [10.3], Remark 6.3.2.2]. It follows that the corresponding mgf is given by

$$
\begin{equation*}
\Lambda_{t}^{V}(u):=\mathbb{E}\left(\mathrm{e}^{u V_{t}}\right)=\exp \left(\frac{v \mathrm{e}^{-\kappa t} u}{1-2 \beta_{t} u}\right)\left(1-2 \beta_{t} u\right)^{-\mu}, \quad \text { for all } u<\frac{1}{2 \beta_{t}} \tag{1.3.9}
\end{equation*}
$$

Using ( $\mathbb{L . 3 . 5 )}$ and the tower property for expectations then yields the forward cgf:

$$
\log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right)=\log \mathbb{E}\left(\mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}} \mid \mathcal{F}_{t}\right)\right)=A(u, \tau)+\log \Lambda_{t}^{V}(B(u, \tau))
$$

### 1.3.1.2 Schöbel-Zhu

The Schöbel-Zhu (SZ) stochastic volatility model [148] is an extension to non-zero correlation of the Stein \& Stein [141] model in which the logarithmic spot price process $\left(X_{t}\right)_{t \geq 0}$ satisfies the following SDEs:

$$
\begin{align*}
\mathrm{d} X_{t} & =-\frac{1}{2} \sigma_{t}^{2} \mathrm{~d} t+\sigma_{t} \mathrm{~d} W_{t}, & & X_{0}=x_{0} \in \mathbb{R} \\
\mathrm{~d} \sigma_{t} & =\kappa\left(\theta-\sigma_{t}\right) \mathrm{d} t+\frac{1}{2} \xi \mathrm{~d} B_{t}, & & \sigma_{0}=\sqrt{v}>0  \tag{1.3.10}\\
\mathrm{~d}\langle W, B\rangle_{t} & =\rho \mathrm{d} t, & &
\end{align*}
$$

where $\kappa, \theta$ and $\xi$ are strictly positive real numbers, $\rho \in(-1,1)$ and $W$ and $B$ are two standard Brownian motions. The volatility process $\left(\sigma_{t}\right)_{t \geq 0}$ is Gaussian and hence both SDEs are well defined. In order to specify the forward cgf we define the following functions:

$$
\begin{aligned}
A(u, \tau) & :=A_{1}(u, \tau)+\frac{2 \kappa^{2} \theta^{2}(\chi(u)-d(u))}{d(u)^{3} \xi^{2}} A_{2}(u, \tau) \\
A_{1}(u, \tau) & :=\frac{1}{2}(\chi(u)-d(u)) \tau-\frac{1}{2} \log \left(\frac{1-\gamma(u) \exp (-2 d(u) \tau)}{1-\gamma(u)}\right) \\
A_{2}(u, \tau) & :=\chi(u)(d(u) \tau-2)+d(u)(d(u) \tau-1)+2 \mathrm{e}^{-d(u) \tau} \frac{2 \chi(u)+\frac{d(u)^{2}-2 \chi(u)^{2}}{\chi(u)+d(u)} \mathrm{e}^{-d(u) \tau}}{1-\gamma(u) \mathrm{e}^{-2 d(u) \tau}} \\
B_{1}(u, \tau) & :=\frac{4 \kappa \theta}{\xi^{2}} \frac{\chi(u)-d(u)}{d(u)} \frac{(1-\exp (-d(u) \tau))^{2}}{1-\gamma(u) \exp (-2 d(u) \tau)} \\
B_{2}(u, \tau) & :=\frac{2(\chi(u)-d(u))}{\xi^{2}} \frac{1-\exp (-2 d(u) \tau)}{1-\gamma(u) \exp (-2 d(u) \tau)}
\end{aligned}
$$

and

$$
\begin{aligned}
M(r, p, q) & :=\frac{1}{2}\left(\frac{p^{2} r^{2}}{1-2 r q}-\log (1-2 r q)\right), \quad \beta_{t}:=\frac{\xi^{2}}{8 \kappa}\left(1-\mathrm{e}^{-2 \kappa t}\right), \quad \chi(u):=\kappa-\frac{\rho \xi u}{2} \\
d(u) & :=\left(\chi(u)^{2}+(1-u) \frac{u}{4} \xi^{2}\right)^{1 / 2}, \quad \gamma(u):=\frac{\chi(u)-d(u)}{\chi(u)+d(u)}, \quad \mu_{t}:=\sqrt{v} \mathrm{e}^{-\kappa t}+\theta\left(1-\mathrm{e}^{-\kappa t}\right)
\end{aligned}
$$

Although we may use the same names of variables and functions as for Heston (Section [.].]), they may have a different definition here. We shall require the following lemma, which follows from [ $\mathbf{8}$, Equation 29.6].

Lemma 1.3.2. If $\mathcal{Z} \sim \mathcal{N}(0,1)$ and $(p, q) \in \mathbb{R}^{2}$, then $\log \mathbb{E}\left(\mathrm{e}^{u\left(p \mathcal{Z}+q \mathcal{Z}^{2}\right)}\right)=M(u, p, q)$, whenever $u q<1 / 2$.

Lemma 1.3.3. In the Schöbel-Zhu model (ㄸ..|तl) the forward cgf reads
$\log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right)=A(u, \tau)+B_{1}(u, \tau) \mu_{t}+B_{2}(u, \tau) \mu_{t}^{2}+M\left(1, \sqrt{\beta_{t}}\left(B_{1}(u, \tau)+2 B_{2}(u, \tau) \mu_{t}\right), B_{2}(u, \tau) \beta_{t}\right)$,
defined for all $u$ such that the rhs exists.
Proof. Conditioning on the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ and using the tower property we find

$$
\Lambda(u)=\log \mathbb{E}\left[\mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}} \mid \mathcal{F}_{t}\right)\right]=A(u, \tau)+\log \mathbb{E}\left[\exp \left(B_{1}(u, \tau) \sigma_{t}+B_{2}(u, \tau) \sigma_{t}^{2}\right)\right]
$$

where we have used the Schöbel-Zhu cgf from [105]. Since $\sigma_{t} \sim \mathcal{N}\left(\mu_{t}, \beta_{t}\right)$, we obtain

$$
\begin{aligned}
\Lambda(u) & =A(u, \tau)+\log \mathbb{E}\left(\mathrm{e}^{B_{1}(u, \tau) \sigma_{t}+B_{2}(u, \tau) \sigma_{t}^{2}}\right) \\
& =A(u, \tau)+B_{1}(u, \tau) \mu_{t}+B_{2}(u, \tau) \mu_{t}^{2}+\log \mathbb{E}\left(\mathrm{e}^{\left(B_{1}(u, \tau) \sqrt{\beta_{t}}+2 B_{2}(u, \tau) \sqrt{\beta_{t}} \mu_{t}\right) \mathcal{Z}+\left(B_{2}(u, \tau) \beta_{t}\right) Z^{2}}\right)
\end{aligned}
$$

with $\mathcal{Z} \sim \mathcal{N}(0,1)$, and the lemma follows directly from Lemma ㄴ.3.2.

### 1.3.2 Time-changed exponential Lévy models

Let $N$ be a Lévy process with cgf given by $\log \mathbb{E}\left(\mathrm{e}^{u N_{t}}\right)=t \phi(u)$ for $t \geq 0$ and $u \in \mathcal{K}_{\phi}:=$ $\{u \in \mathbb{R}:|\phi(u)|<\infty\}$. We consider models where $X:=\left(N_{V_{t}}\right)_{t \geq 0}$ pathwise and the time-change is given by $V_{t}:=\int_{0}^{t} v_{s} \mathrm{~d} s$ with $v$ being a strictly positive process independent of $N$. We shall consider the two following examples:

$$
\begin{align*}
\mathrm{d} v_{t} & =\kappa\left(\theta-v_{t}\right) \mathrm{d} t+\xi \sqrt{v_{t}} \mathrm{~d} B_{t},  \tag{1.3.11}\\
\mathrm{~d} v_{t} & =-\lambda v_{t} \mathrm{~d} t+\mathrm{d} J_{t} \tag{1.3.12}
\end{align*}
$$

with $v_{0}=v>0$ and $\kappa, \xi, \theta, \lambda>0$. Here $B$ is a standard Brownian motion and $J$ is a compound Poisson subordinator with exponential jump size distribution and Lévy exponent $l(u):=\lambda \delta u /(\alpha-$
 process. Although we may use the same names of variables and functions as for Sections L.3.L. and $\amalg .3 .2$, they may have a different definition here. We now derive the forward cgfs when $v$


Lemma 1.3.4. If $v$ follows ( $\mathbb{\square} .3 . \square)$ then the forward cgf reads

$$
\begin{equation*}
\log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right)=A(\phi(u), \tau)+\frac{B(\phi(u), \tau)}{1-2 \beta_{t} B(\phi(u), \tau)} v \mathrm{e}^{-\kappa t}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-2 \beta_{t} B(\phi(u), \tau)\right) \tag{1.3.13}
\end{equation*}
$$

defined for all $u$ such that the rhs exists and where

$$
\begin{align*}
A(u, \tau) & :=\frac{\kappa \theta}{\xi^{2}}\left((\kappa-d(u)) \tau-2 \log \left(\frac{1-\gamma(u) \mathrm{e}^{-d(u) \tau}}{1-\gamma(u)}\right)\right) \\
B(u, \tau) & :=\frac{\kappa-d(u)}{\xi^{2}} \frac{1-\mathrm{e}^{-d(u) \tau}}{1-\gamma(u) \mathrm{e}^{-d(u) \tau}},  \tag{1.3.14}\\
d(u) & :=\left(\kappa^{2}-2 u \xi^{2}\right)^{1 / 2}, \quad \gamma(u):=\frac{\kappa-d(u)}{\kappa+d(u)}, \quad \beta_{t}:=\frac{\xi^{2}}{4 \kappa}\left(1-\mathrm{e}^{-\kappa t}\right) .
\end{align*}
$$

Proof. By conditioning on $\left(V_{u}\right)_{t \leq u \leq t+\tau}$ and using the independence of the time-change and the Lévy process we have $\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right)=\mathbb{E}\left(\mathrm{e}^{\phi(u) \int_{t}^{t+\tau} v_{s} \mathrm{~d} s}\right)$. Using [44, page 476] and the tower


$$
\begin{equation*}
\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right)=\mathbb{E}\left[\mathbb{E}\left(\mathrm{e}^{\phi(u) \int_{t}^{t+\tau} v_{s} \mathrm{~d} s} \mid \mathcal{F}_{t}\right)\right]=\mathrm{e}^{A(\phi(u), \tau)} \mathbb{E}\left(\mathrm{e}^{B(\phi(u), \tau) v_{t}}\right) \tag{1.3.15}
\end{equation*}
$$

and using the mgf for $v$ in ( $\mathbb{L} .3 . \mathrm{g})$ yields the forward cgf.
Lemma 1.3.5. If $v$ follows ( $\mathbb{( 2 . J 2 )}$ then the forward cgf reads

$$
\begin{equation*}
\log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right)=A(\phi(u), \tau)+B(\phi(u), \tau) v \mathrm{e}^{-\lambda t}+\delta \log \left(\frac{B(\phi(u), \tau)-\mathrm{e}^{t \lambda} \alpha}{\mathrm{e}^{t \lambda}(B(\phi(u), \tau)-\alpha)}\right) \tag{1.3.16}
\end{equation*}
$$

defined for all $u$ such that the rhs exists and where

$$
\begin{equation*}
A(u, \tau):=\frac{\lambda \delta}{\alpha \lambda-u}\left[u \tau+\alpha \log \left(1-\frac{u}{\alpha \lambda}\left(1-\mathrm{e}^{-\lambda \tau}\right)\right)\right], \quad B(u, \tau):=\frac{u}{\lambda}\left(1-\mathrm{e}^{-\lambda \tau}\right) . \tag{1.3.17}
\end{equation*}
$$

Proof. Equality ( $[.3 .15$ ) also holds here with $A$ and $B$ defined in ([.3.]7) (see [44, page 488]). The mgf for $v$ in this case is given by [44, page 482]

$$
\log \mathbb{E}\left(\mathrm{e}^{u v_{t}}\right)=u v \mathrm{e}^{-\lambda t}+\delta \log \left(\frac{u-\alpha \mathrm{e}^{\lambda t}}{(u-\alpha) \mathrm{e}^{\lambda t}}\right), \quad \text { for all } u<\alpha
$$

and the result follows.

### 1.4 Pricing forward-start options

In this Section we focus on pricing forward-start options. In Section 1.4 . ${ }^{\text {d }}$ we introduce various changes of measures in order to understand the relationship between the Type-I and Type-II forward smile. As an application we show that the Type-II Heston forward smile can be read directly from the Type-I Heston forward smile. In the spot $(t=0)$ case the left wing $(k<0)$ of the Heston implied volatility can be read directly from the right wing $(k>0)$. In the forward case $(t>0)$ we show that this is no longer necessarily the case. In Section $\mathbb{L . 4 . 2}$ we develop different representations for forward-start option prices. Each of these representations is useful in its own right and gives different intuition on the forward smile.

Let us suppose first that $\left(X_{s}\right)_{s \geq 0}$ has stationary increments. Then clearly $\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}=$ $\mathbb{E}\left(\mathrm{e}^{X_{\tau}}-\mathrm{e}^{k}\right)^{+}$and there is no term structure for the forward implied volatility in these models. Exponential Lévy models fall into this class and this property is contrary to the forward implied volatility surface observed in the market. Non-stationary increments is therefore necessary in order to capture a more realistic forward volatility term structure. We record this result as a lemma:

Lemma 1.4.1. Let $k \in \mathbb{R}$ and $t, \tau>0$. If $\left(X_{s}\right)_{s \geq 0}$ has stationary increments then $\sigma_{t, \tau}(k)=\sigma_{\tau}(k)$.
Suppose now that $\left(\mathrm{e}^{X_{s}}\right)_{s \geq 0}$ is a $\left(\mathbb{P}, \mathcal{F}_{s}\right)$-martingale and $\left(X_{s}\right)_{s \geq 0}$ has independent increments. The next lemma shows us that the Type-I forward smile will then be the same as the Type-II forward smile.

Lemma 1.4.2. Let $k \in \mathbb{R}$ and $t, \tau>0$. If $\left(\mathrm{e}^{X_{s}}\right)_{t \geq 0}$ is a $\left(\mathbb{P}, \mathcal{F}_{s}\right)$-martingale and $\left(X_{s}\right)_{s \geq 0}$ has independent increments then $\sigma_{t, \tau}(k)=\tilde{\sigma}_{t, \tau}(k)$.

Proof. Using the independent increment assumption and the martingale property we find that

$$
\begin{aligned}
\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}}-\mathrm{e}^{k} \mathrm{e}^{X_{t}}\right)^{+} & =\mathbb{E}\left(\mathrm{e}^{X_{t}}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}\right)=\mathbb{E}\left(\mathrm{e}^{X_{t}}\right) \mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+} \\
& =\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}
\end{aligned}
$$

Exponential Lévy models satisfy this property, but the independent increment property is not a necessary condition for equality of the Type-I and II forward smile in a model. In stochastic volatility models the independent increment assumption is not true, but when the instantaneous correlation is zero, the Type-I and II forward smiles are equal (Proposition [.4.4 below). Consider for example the Heston ( $\mathbb{L} .3 .2)$ model and let us see if the joint mgf factorises in a neighbourhood of the origin. Using the cgf in (L...7) we find that

$$
\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)} \mathrm{e}^{w X_{t}}\right)=\mathbb{E}\left(\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)} \mid \mathcal{F}_{t}\right) \mathrm{e}^{w X_{t}}\right)=\mathrm{e}^{A(u, \tau)} \mathbb{E}\left(\mathrm{e}^{V_{t} B(u, \tau)+w X_{t}}\right),
$$

for all $(u, w) \in \mathbb{R}^{2}$ such that the expectations exist and are finite. Using ( $\left.\quad .3 .5\right)$ we see that the joint mgf factorises if and only if the following two equations are satisfied:

$$
\begin{align*}
& A(w, t)-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-2 \beta_{t} B(u, \tau)\right)=A(w, B(u, \tau), t)  \tag{1.4.1}\\
& B(w, t)+\frac{B(u, \tau) \mathrm{e}^{-\kappa t}}{1-2 \beta_{t} B(u, \tau)}=B(w, B(u, \tau), t) \tag{1.4.2}
\end{align*}
$$

 otherwise) that these equations do not hold in general (even if the correlation is null). However, Proposition $\mathbb{L . 4 . 4}$ below shows us that the Type-I and II forward smiles are the same when the instantaneous correlation is null.

### 1.4.1 Measure-change symmetries

In this section we will assume that the asset price process $\left(\mathrm{e}^{X_{s}}\right)_{s \geq 0}$ is a $\left(\mathbb{P}, \mathcal{F}_{s}\right)$-martingale. This implies that for any $a \geq 0$ the process $\left(\mathrm{e}^{X_{a+s}-X_{a}}\right)_{s \geq 0}$ is also a $\left(\mathbb{P}, \mathcal{F}_{a+s}\right)$-martingale. For any $t, \tau>0$ we then define the following measures:

$$
\begin{align*}
\overline{\mathbb{P}}(A): & =\mathbb{E}\left(\mathrm{e}^{X_{t}} \mathbb{1}_{A}\right), \quad \text { for every } A \in \mathcal{F}_{t},  \tag{1.4.3}\\
\widetilde{\mathbb{P}}(A) & =\mathbb{E}\left(\mathrm{e}^{X_{t}} \mathbb{1}_{A}\right), \quad \text { for every } A \in \mathcal{F}_{t+\tau},  \tag{1.4.4}\\
\mathbb{P}^{*}(A): & =\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}} \mathbb{1}_{A}\right), \quad \text { for every } A \in \mathcal{F}_{t+\tau} . \tag{1.4.5}
\end{align*}
$$

We will call $\overline{\mathbb{P}}, \widetilde{\mathbb{P}}$ and $\mathbb{P}^{*}$ the share-price measure, the stopped-share-price measure and the forward measure respectively. We will let $M$ denote our model when the asset price is given by $\left(\mathrm{e}^{X_{u}}\right)_{u \geq 0}$ under the risk-neutral measure $\mathbb{P}, \bar{M}$ denote our model when the asset price is given by $\left(\mathrm{e}^{-X_{u}}\right)_{u \geq 0}$ under the share-price measure $\overline{\mathbb{P}}, \widetilde{M}$ denote our model when the asset price is given by $\left(\mathrm{e}^{X_{u}}\right)_{u \geq 0}$ under the stopped-share-price measure $\widetilde{\mathbb{P}}$ and let $M^{*}$ denote our model when the asset price is given by $\left(\mathrm{e}^{-X_{u}}\right)_{u \geq 0}$ under the forward measure $\mathbb{P}^{*}$.

In the results in this section we will use a superscript to indicate the model under which the Type-I or II forward smile is computed. So for example, $\sigma_{t, \tau}^{\widetilde{M}}$ (resp. $\widetilde{\sigma}_{t, \tau}^{\widetilde{M}}$ ), denotes the unique solution to the equation

$$
\begin{aligned}
\widetilde{\mathbb{E}}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}=\mathrm{BS}\left(k, \sigma_{t, \tau}^{\widetilde{M}}(k)^{2}, \tau\right), \\
\text { resp. } \widetilde{\mathbb{E}}\left(\mathrm{e}^{X_{t+\tau}}-\mathrm{e}^{X_{t}+k}\right)^{+}=\mathrm{BS}\left(k, \widetilde{\sigma}_{t, \tau}^{\widetilde{M}}(k)^{2}, \tau\right),
\end{aligned}
$$

with BS given in (LDT). Note that the lhs takes values within the set $(0,1)$ and so a unique solution always exists. Similar definitions hold for the other forward implied volatilities in models $M, \bar{M}$ and $M^{*}$. We now give the main result of the section.

Proposition 1.4.3. Suppose that $\left(\mathrm{e}^{X_{s}}\right)_{s \geq 0}$ is a $\left(\mathbb{P}, \mathcal{F}_{s}\right)$-martingale. Then for all $k \in \mathbb{R}$,
(i) $\sigma_{t, \tau}^{\widetilde{M}}(k)=\widetilde{\sigma}_{t, \tau}^{M}(k)$;
(ii) $\sigma_{t, \tau}^{M}(-k)=\widetilde{\sigma}_{t, \tau}^{\bar{M}}(k)=\sigma_{t, \tau}^{M^{*}}(k)$.

Proof. We first prove (i). We can write the value of our Type-II forward-start call option as

$$
\begin{align*}
& \operatorname{BS}\left(k, \widetilde{\sigma}_{t, \tau}^{M}(k)^{2}, \tau\right)=\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}}-\mathrm{e}^{k+X_{t}}\right)^{+} \\
& =\mathbb{E}\left(\mathrm{e}^{X_{t}}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}\right)=\widetilde{\mathbb{E}}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}=\operatorname{BS}\left(k, \sigma_{t, \tau}^{\widetilde{M}}(k)^{2}, \tau\right), \tag{1.4.6}
\end{align*}
$$

and the result follows since $\operatorname{BS}(k, \cdot, \tau)$ (defined in ([.0.2)) is strictly increasing in the variance parameter for fixed $\tau$ and $k$. Now we prove (ii). Let $k \in \mathbb{R}$. Then

$$
\begin{equation*}
\mathbb{E}\left(\mathrm{e}^{-k}-\mathrm{e}^{X_{t+\tau}-X_{t}}\right)^{+}=\mathrm{e}^{-k} \overline{\mathbb{E}}\left(\mathrm{e}^{-X_{t+\tau}}-\mathrm{e}^{-X_{t}} \mathrm{e}^{k}\right)^{+}=\mathrm{e}^{-k} \mathbb{E}^{*}\left(\mathrm{e}^{-X_{t+\tau}+X_{t}}-\mathrm{e}^{k}\right)^{+} \tag{1.4.7}
\end{equation*}
$$

Using the definition of forward implied volatility and the BSM formula for a put and call option, the first equality implies

$$
\begin{aligned}
& \mathrm{e}^{-k} \mathcal{N}\left(\frac{-k}{\sigma_{t, \tau}^{M}(-k) \sqrt{\tau}}+\frac{\sigma_{t, \tau}^{M}(-k) \sqrt{\tau}}{2}\right)-\mathcal{N}\left(\frac{-k}{\sigma_{t, \tau}^{M}(-k) \sqrt{\tau}}-\frac{\sigma_{t, \tau}^{M}(-k) \sqrt{\tau}}{2}\right) \\
& =\mathrm{e}^{-k} \overline{\mathbb{E}}\left(\mathrm{e}^{-X_{t+\tau}}-\mathrm{e}^{-X_{t}} \mathrm{e}^{k}\right)^{+} \\
& =\mathrm{e}^{-k} \mathcal{N}\left(\frac{-k}{\widetilde{\sigma}_{t, \tau}^{\bar{M}}(k) \sqrt{\tau}}+\frac{\widetilde{\sigma}_{t, \tau}^{\bar{M}}(k) \sqrt{\tau}}{2}\right)-\mathcal{N}\left(\frac{-k}{\widetilde{\sigma}_{t, \tau}^{\bar{M}}(k) \sqrt{\tau}}-\frac{\widetilde{\sigma}_{t, \tau}^{\bar{M}}(k) \sqrt{\tau}}{2}\right) .
\end{aligned}
$$

Since the lhs and rhs are strictly increasing in the volatility parameter, we have that $\sigma_{t, \tau}^{M}(-k)=$ $\widetilde{\sigma}_{t, \tau}^{\bar{M}}(k)$. Using the second equality in ([.4.7), analogous arguments show that $\sigma_{t, \tau}^{M}(-k)=\widetilde{\sigma}_{t, \tau}^{\bar{M}}(k)=$ $\sigma_{t, \tau}^{M^{*}}(k)$.

In the case that $t=0$ (i.e. spot implied volatility asymptotics), then the Type-I and II smiles are the same and Proposition $\mathbb{L . 4} 3$ reduces to $\sigma_{\tau}(-k)=\sigma_{\tau}^{\bar{M}}(k)$ for all $k \in \mathbb{R}$, which was shown for example in [Ш6, Theorem 4.1]. The next result shows that the Type-I and II forward smiles are the same in uncorrelated stochastic volatility models:

Proposition 1.4.4. If the instantaneous correlation is null in the general stochastic volatility model ([.].]) and $\left(\mathrm{e}^{X_{s}}\right)_{s \geq 0}$ is a $\left(\mathbb{P}, \mathcal{F}_{s}\right)$-martingale then the Type-I forward smile is the same as the Type-II forward smile.

Proof. In view of ([.4.6) it is enough to show that for all $k \in \mathbb{R}$,

$$
\begin{equation*}
\widetilde{\mathbb{E}}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}=\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+} \tag{1.4.8}
\end{equation*}
$$

When the correlation is null, then under the stopped-share-price measure $\widetilde{\mathbb{P}}$ the dynamics of $(X, V)$ in (ㄴ.3.]) are given by

$$
\begin{aligned}
\mathrm{d} X_{u} & =\left(-\frac{1}{2} V_{u}+V_{u} \mathbb{1}_{u \leq t}\right) \mathrm{d} u+\sqrt{V_{u}} \mathrm{~d} W_{u}, & & X_{0}=0, \\
\mathrm{~d} V_{u} & =h_{0}\left(V_{u}\right) \mathrm{d} u+h_{1}\left(V_{u}\right) \mathrm{d} B_{u}, & & V_{0}=v>0, \\
\mathrm{~d}\langle W, B\rangle_{u} & =0 . & &
\end{aligned}
$$

But, under both $\widetilde{\mathbb{P}}$ and $\mathbb{P}$ we have that

$$
\exp \left(X_{t+\tau}-X_{t}\right)=\exp \left(-\frac{1}{2} \int_{t}^{t+\tau} V_{s} \mathrm{~d} s+\int_{t}^{t+\tau} \sqrt{V_{s}} \mathrm{~d} W_{s}\right)
$$

and when $\rho=0$ the dynamics of $V$ are the same under both $\widetilde{\mathbb{P}}$ and $\mathbb{P}$ and so ( (L.4.8) holds.
In order to see some of these results in action, let us apply them to the Heston model ( $\mathbb{L 2 2}$ ). First we define the following constants:

$$
\widetilde{\kappa}:=\kappa-\rho \xi, \quad \text { and } \quad \tilde{\theta}=\frac{\kappa \theta}{\kappa-\rho \xi}
$$

We let $\mathcal{H}(v, \kappa, \theta, \xi, \rho)$ be the Heston model in ( $\mathbb{L . 2} \boldsymbol{2})$, which corresponds to the model $M$ above. Define a Heston model with modified parameters by $\mathcal{H}_{1}=\mathcal{H}(v, \widetilde{\kappa}, \widetilde{\theta}, \xi,-\rho)$. Let $\mathcal{H}_{2}$ denote a Heston model that is given by $\mathcal{H}$ over the period $[0, t)$ and $\mathcal{H}_{1}$ over the period $[t, t+\tau]$. Finally, let $\mathcal{H}_{3}$ denote a Heston model that is given by $\mathcal{H}_{1}$ over the period $[0, t]$ and $\mathcal{H}$ over the period $(t, t+\tau]$. We now have the following corollary:

Corollary 1.4.5. In Heston ([L.3.2), $\sigma_{t, \tau}^{\mathcal{H}_{3}}(k)=\widetilde{\sigma}_{t, \tau}^{\mathcal{H}}(k)$ and $\sigma_{t, \tau}^{\mathcal{H}}(-k)=\widetilde{\sigma}_{t, \tau}^{\mathcal{H}_{1}}(k)=\sigma_{t, \tau}^{\mathcal{H}_{2}}(k)$, for all $k \in \mathbb{R}$.

Remark 1.4.6. Note that this result applies even when $\kappa-\rho \xi<0$, since even in this case $\left(\exp \left(-X_{s}\right)\right)_{s \geq 0}$ is a $\left(\overline{\mathbb{P}}, \mathcal{F}_{s}\right)$-martingale (see ([.4.प) below and [ [24, Proposition 5.1]).

Proof. In Heston $\left(\mathrm{e}^{X_{s}}\right)_{s \geq 0}$ is a $\left(\mathbb{P}, \mathcal{F}_{s}\right)$-martingale [5, Proposition 2.5]. Straightforward computations reveal that in Heston under $\overline{\mathbb{P}}$ we have that

$$
\begin{align*}
\mathrm{d}\left(-X_{u}\right) & =-\frac{1}{2} V_{u} \mathrm{~d} u+\sqrt{V_{u}} \mathrm{~d} W_{u}, & & X_{0}=0, \\
\mathrm{~d} V_{u} & =\widetilde{\kappa}\left(\widetilde{\theta}-V_{u}\right) \mathrm{d} u+\xi \sqrt{V_{u}} \mathrm{~d} B_{u}, & & V_{0}=v>0,  \tag{1.4.9}\\
\mathrm{~d}\langle W, B\rangle_{u} & =-\rho \mathrm{d} u, & &
\end{align*}
$$

which implies that $\mathcal{H}_{1}$ is the same as $\bar{M}$. The corollary then follows from Proposition $\mathbb{4 . 4 . 3}$ if we can show that it is sufficient to use $\mathcal{H}_{2}$ and $\mathcal{H}_{3}$ in place of $M^{*}$ and $\widetilde{M}$ respectively. In Heston we have the following dynamics under $\widetilde{\mathbb{P}}$,

$$
\begin{aligned}
\mathrm{d} X_{u} & =\left(-\frac{1}{2} V_{u}+V_{u} \mathbb{1}_{u \leq t}\right) \mathrm{d} u+\sqrt{V_{u}} \mathrm{~d} W_{u}, & & X_{0}=0 \\
\mathrm{~d} V_{u} & =\left(\kappa \theta-\kappa V_{u}+\rho \xi V_{u} \mathbb{1}_{u \leq t}\right) \mathrm{d} u+\xi \sqrt{V_{u}} \mathrm{~d} B_{u}, & & V_{0}=v>0, \\
\mathrm{~d}\langle W, B\rangle_{u} & =\rho \mathrm{d} u & &
\end{aligned}
$$

and the following dynamics under $\mathbb{P}^{*}$,

$$
\begin{aligned}
\mathrm{d}\left(-X_{u}\right) & =\left(-\frac{1}{2} V_{u}+V_{u} \mathbb{1}_{u \leq t}\right) \mathrm{d} u+\sqrt{V_{u}} \mathrm{~d} W_{u}, & & X_{0}=0 \\
\mathrm{~d} V_{u} & =\left(\kappa \theta-\kappa V_{u}+\rho \xi V_{u} \mathbb{1}_{u \geq t}\right) \mathrm{d} u+\xi \sqrt{V_{u}} \mathrm{~d} B_{u}, & & V_{0}=v>0 \\
\mathrm{~d}\langle W, B\rangle_{u} & =-\rho \mathrm{d} u . & &
\end{aligned}
$$

Due to (ㄴ.4.6) and (【.4.7) we see that the dynamics of $X$ over $[0, t]$ are irrelevant for pricing and that a measure change only has an effect on pricing through a change of the variance dynamics. The proof is concluded by noting that $\mathcal{H}_{2}$ and $\mathcal{H}_{3}$ change the variance dynamics in the same way as $M^{*}$ and $\widetilde{M}$ respectively.

In Heston, one can directly read the Type-II forward smile from the Type-I forward smile (and visa-versa) after a transformation of parameters $\left(\mathcal{H}\right.$ and $\left.\mathcal{H}_{1}\right)$ and provided that $\widetilde{\kappa}>0$. Note that if $t \neq 0$ or $\rho \neq 0$ then $\mathcal{H}_{2}$ is not time-homogeneous. Therefore, if one has Type-I forward smile asymptotics for say the right wing $(k>0)$ in a time-homogeneous Heston model, then this is not sufficient to determine Type-I forward smile asymptotics for the left wing $(k<0)$. This is in contrast to the spot smile case $(t=0)$, where this feature is true for Heston spot smile asymptotics.

## 1．4．2 Representations of forward－start option prices

## 1．4．2．1 Inverse Fourier transform representation

A closed－form formula for forward－start options in the Black－Scholes－Merton model was originally derived in［［］5］．The pricing of forward－start options in the Heston model was first considered in［93］，［Ш2］and［Ш8］．In［Ш2］the authors derived a formula for forward－start options in Heston that involves two two－dimensional integrations and as such is not computationally efficient and will not be considered in this section．For comparison the approach suggested in［93］involves a single one－dimensional Fourier transform inversion．

The payoff of a Type－I forward－start option is a European option on the quantity $\mathrm{e}^{X_{t+\tau}-X_{t}}$ ． As first shown in［93］if one has access to the forward characteristic function of the price process then one can use the entire arsenal of efficient European option inverse Fourier transform methods ［4］，【15，［77］to price Type－I forward－start options．Define $A_{t, \tau, X}:=\left\{u \in \mathbb{R}: \mathbb{E}\left[\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right]<\right.$ $\infty\}$ and set $\Lambda_{t, \tau, X}:=\left\{z \in \mathbb{C}:-\Im(z) \in A_{t, \tau, X}\right\}$ ．We define the forward characteristic function $\phi_{t, \tau}: \mathbb{C} \rightarrow \mathbb{C}$ of $\left(X_{t}\right)_{t \geq 0}$ as

$$
\begin{equation*}
\phi_{t, \tau}(z):=\mathbb{E}\left[\mathrm{e}^{\mathrm{i} z\left(X_{t+\tau}-X_{t}\right)}\right] \text { for all } z \in \Lambda_{t, \tau, X} \tag{1.4.10}
\end{equation*}
$$

In order to price our Type－I forward－start options we now use the European option inverse Fourier transform representation in［【5．Theorem 5．1］，but with the forward characteristic function defined in（L．4．Jd）．Efficient pricing then boils down to finding the forward characteristic functions in various models．We record this result as a lemma，which will be used to numerically calculate the forward smile．

Lemma 1．4．7．Assume that $1 \in A_{t, \tau, X}^{o}$ ．Then for any $\alpha \in \mathbb{R}$ such that $\alpha+1 \in A_{t, \tau, X}^{o}$ we have the following inverse Fourier transform representation for a Type－I forward－start option：

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}=\phi_{t, \tau}(-\mathrm{i}) \mathbb{1}_{\{-1<\alpha<0\}}+\left(\phi_{t, \tau}(-\mathrm{i})-\mathrm{e}^{k} \phi_{t, \tau}(0)\right) \mathbb{1}_{\{\alpha<-1\}}+\frac{\phi_{t, \tau}(-\mathrm{i})}{2} \mathbb{1}_{\{\alpha=0\}} \\
&+\left(\phi_{t, \tau}(-\mathrm{i})-\frac{\mathrm{e}^{k}}{2}\right) \mathbb{1}_{\{\alpha=-1\}}+\frac{1}{\pi} \int_{0-\mathrm{i} \alpha}^{+\infty-\mathrm{i} \alpha} \Re\left(\mathrm{e}^{\mathrm{i} z k} \frac{\phi_{t, \tau}(z-\mathrm{i})}{\mathrm{i} z-z^{2}}\right) \mathrm{d} z .
\end{aligned}
$$

Using（［．4．6）we know that a Type－II forward－start call option can be writen as a Type－I forward－start call option with the last expectation calculated under the stopped－share－price mea－ sure（■．4．4）．The importance of this result is that we can now use Lemma $\mathbb{L} 4.7$ for pricing，but with the forward characteristic function calculated under the stopped－share－price measure．Us－ ing（【．4．7）our Type－II forward－start call option can also be written as a Type－I forward－start put option on the asset price process $\left(\mathrm{e}^{-X_{t}}\right)_{t \geq 0}$ under the share－price measure（［．4．3）．If one has access to the forward characteristic function in the share－price measure then one can use put－call parity and a slight modification of Lemma $\boxed{\boxed{4} .7}$（replace $X_{t+\tau}-X_{t}$ with $X_{t}-X_{t+\tau}$ and $\phi_{t, \tau}(u)$ with $\left.\phi_{t, \tau}(u)\right)$ for pricing．Similar comments apply to the forward measure in（［．4．3）using（几．4．7）．

Efficient pricing of Type-I and II forward-start options is therefore reduced to finding the forward characteristic function in the risk-neutral, stopped-share-price, share-price or forward measure. In the Heston model $\left(\mathrm{e}^{X_{s}}\right)_{s \geq 0}$ is a true martingale [5, Proposition 2.5] and all forward characteristic functions (or forward moment generating functions) are available in closed-form. The forward moment generating function under the risk-neutral measure was given in Lemma $\mathbb{L} .3 . \mathrm{D}$. We give the forward cumulant generating function under the stopped-share-price measure below, which we will need later:

Lemma 1.4.8. Under the stopped-share-price measure (L.4.4) the forward Heston cgf reads

$$
\log \widetilde{\mathbb{E}}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right)=A(u, \tau)+\frac{B(u, \tau)}{1-2 \widetilde{\beta}_{t} B(u, \tau)} v \mathrm{e}^{-\widetilde{\kappa} t}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-2 \widetilde{\beta}_{t} B(u, \tau)\right)
$$

for all $u$ such that the rhs exists, where $A$ and $B$ are defined in ( $\mathbb{L . 3 . 8}), \widetilde{\beta}_{t}:=\frac{\xi^{2}}{4 \widetilde{\kappa}}\left(1-\mathrm{e}^{-\widetilde{\kappa} t}\right)$ and $\widetilde{\kappa}:=\kappa-\xi \rho$.

Proof. Under the stopped-share-price measure (4.4) the Heston dynamics are given by

$$
\begin{aligned}
\mathrm{d} X_{u} & =\left(-\frac{1}{2} V_{u}+V_{u} \mathbb{1}_{u \leq t}\right) \mathrm{d} u+\sqrt{V_{u}} \mathrm{~d} W_{u}, & & X_{0}=0 \\
\mathrm{~d} V_{u} & =\left(\kappa \theta-\kappa V_{u}+\rho \xi V_{u} \mathbb{1}_{u \leq t}\right) \mathrm{d} u+\xi \sqrt{V_{u}} \mathrm{~d} B_{u}, & & V_{0}=v>0, \\
\mathrm{~d}\langle W, B\rangle_{u} & =\rho \mathrm{d} u . & &
\end{aligned}
$$

Using the tower property for expectations, it is now straightforward to compute

$$
\widetilde{\mathbb{E}}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right)=\widetilde{\mathbb{E}}\left(\widetilde{\mathbb{E}}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)} \mid \mathcal{F}_{t}\right)\right)=\widetilde{\mathbb{E}}\left(\mathrm{e}^{A(u, \tau)+B(u, \tau) V_{t}}\right)=\mathrm{e}^{A(u, \tau)} \widetilde{\Lambda}_{t}^{V}(B(u, \tau))
$$

where $\widetilde{\Lambda}_{t}^{V}(u)=\exp \left(\frac{u v \exp (-\widetilde{\kappa} t)}{1-2 \widetilde{\beta}_{t} u}\right)\left(1-2 \widetilde{\beta}_{t} u\right)^{-2 \kappa \theta / \xi^{2}}$, for all $u<1 /\left(2 \widetilde{\beta}_{t}\right)$.

### 1.4.2.2 Mixing formula in stochastic volatility models

By performing a Cholesky decomposition of the covariance matrix in our general stochastic volatility model (…1), we can write the forward increment as

$$
X_{t+\tau}-X_{t}=U_{\tau}^{(t)}-\frac{1-\rho^{2}}{2} \int_{t}^{t+\tau} V_{s} \mathrm{~d} s+\sqrt{1-\rho^{2}} \int_{t}^{t+\tau} \sqrt{V_{s}} \mathrm{~d} Z_{s}
$$

where

$$
U_{\tau}^{(t)}:=-\frac{\rho^{2}}{2} \int_{t}^{t+\tau} V_{s} \mathrm{~d} s+\rho \int_{t}^{t+\tau} \sqrt{V_{s}} \mathrm{~d} B_{s}
$$

and $\left(B_{t}\right)_{t \geq 0}$ and $\left(Z_{t}\right)_{t \geq 0}$ are two independent Brownian motions. By conditioning on the filtration generated by $B$ up to time $t+\tau$ we find that (see [66, page 79] or [53, page 28])

$$
\begin{aligned}
\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+} & =\mathbb{E}\left(\mathbb{E}\left(\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+} \mid \mathcal{F}_{t+\tau}^{B}\right)\right) \\
& =\mathbb{E}\left(\mathrm{e}^{U_{\tau}^{(t)}} \operatorname{BS}\left(\frac{k}{U_{\tau}^{(t)}}, \tau^{-1}\left(1-\rho^{2}\right) \int_{t}^{t+\tau} V_{s} \mathrm{~d} s, \tau\right)\right)
\end{aligned}
$$

with BS defined in ([.0.2). The key point here is that now only one Brownian motion path has to be generated in order to price forward-start options. Forward-start options depend on the joint distribution of $\left(U_{\tau}^{(t)}, \int_{t}^{t+\tau} V_{s} \mathrm{~d} s\right)$; for correlations close to zero, the forward-start option is a non-linear payoff of the forward variance $\int_{t}^{t+\tau} V_{s} \mathrm{~d} s$.

### 1.4.2.3 Non-stationary representation in stochastic volatility models

In our general stochastic volatility model ( $\mathbb{L} .3 . \mathbb{C})$, the forward-start option price is given by

$$
\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+}=\mathbb{E}\left(g_{k, \tau}\left(V_{t}\right)\right),
$$

where $g_{k, \tau} \in \mathcal{C}^{2}\left(\mathbb{R}_{+}\right)$is given by $g_{k, \tau}(x):=\mathbb{E}\left(\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+} / V_{t}=x\right)$. Using the replication formula in [39, Equation 2] we then have the representation (with $\left.\bar{V}_{t}:=\mathbb{E}\left(V_{t}\right)-v\right)$

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+} \\
& =g_{k, \tau}(v)+g_{k, \tau}^{\prime}(v) \bar{V}_{t}+\int_{0}^{v} g_{k, \tau}^{\prime \prime}(q) \mathbb{E}\left(q-V_{t}\right)^{+} \mathrm{d} q+\int_{v}^{\infty} g_{k, \tau}^{\prime \prime}(q) \mathbb{E}\left(V_{t}-q\right)^{+} \mathrm{d} q \\
& =\mathbb{E}\left(\mathrm{e}^{X_{\tau}}-\mathrm{e}^{k}\right)^{+}+g_{k, \tau}^{\prime}(v) \bar{V}_{t}+\int_{0}^{v} g_{k, \tau}^{\prime \prime}(q) \mathbb{E}\left(q-V_{t}\right)^{+} \mathrm{d} q+\int_{v}^{\infty} g_{k, \tau}^{\prime \prime}(q) \mathbb{E}\left(V_{t}-q\right)^{+} \mathrm{d} q .
\end{aligned}
$$

Note that $g_{k, \tau}^{\prime}(v)$ is simply the Vega for a standard European call option in the model ( $\mathbb{L} . \mathbb{\square}$ ) with maturity $\tau$ and log-strike $k$ and one would expect this term to be positive. In the Heston model ([.3.2) for example, we have that $\bar{V}_{t}=\left(1-\mathrm{e}^{-\kappa t}\right)(\theta-v)$ and the sign of $\bar{V}$ depends on the relative values of the long-term mean reversion level $\theta$ and the initial variance $v$. The two integrals and $g_{k, \tau}^{\prime}(v) \bar{V}_{t}$ account completely for the non-stationarity ( $t$-dependence) of the forward smile over the spot smile. The integrals are weighted calls and puts on the instantaneous variance at time $t$. The weights represent the volatility convexity of a standard $\tau$-maturity option in the general stochastic volatility model ( $\mathbb{L T . J})$ with log-strike $k$ and evaluated with an initial variance of $q$. Intuitively one would expect that (just as in the BSM model), the volatility convexity is positive except for a small region around at-the-money $(k=0)$ where it is negative. Therefore (at least intuitively for now) the out-of-the-money forward smile is larger than the corresponding out-of-the-money spot smile as long as $\bar{V}$ is not sufficiently negative. Similarly, the at-the-money forward volatility is lower than the corresponding at-the-money spot volatility as long as $\bar{V}$ is not sufficiently positive.

### 1.4.2.4 Random initial variance representation in stochastic volatility models

Consider the forward price process $X_{\tau}^{(t)}:=X_{t+\tau}-X_{\tau}$ in the general stochastic volatility model ([.....ل$)$ and fix $t>0$. Then $X_{0}^{(t)}=0$ and the only statistic relevant from the dynamics $(X, V)$ in ( $\mathbb{\|}, \underline{\|}$ ) over $[0, t]$ for determining $X^{(t)}$ is the value of the variance process at the forward-start date $t$. We record this result in the following lemma:

Lemma 1.4.9. In the model (ㅈ..|) the forward price process $X^{(t)}$ solves the following system of SDEs:

$$
\begin{align*}
\mathrm{d} X_{\tau}^{(t)} & =-\frac{1}{2} Y_{\tau}^{(t)} \mathrm{d} \tau+\sqrt{Y_{\tau}^{(t)}} \mathrm{d} W_{\tau}, & & X_{0}^{(t)}=0, \\
\mathrm{~d} Y_{\tau}^{(t)} & =h_{0}\left(Y_{\tau}^{(t)}\right) \mathrm{d} t+h_{1}\left(Y_{\tau}^{(t)}\right) \mathrm{d} B_{\tau},, & & Y_{0}^{(t)} \sim \operatorname{Law}\left(V_{t}\right),  \tag{1.4.11}\\
\mathrm{d}\langle W, B\rangle_{\tau} & =\rho \mathrm{d} \tau, & &
\end{align*}
$$

where $Y_{0}^{(t)}$ is independent to the Brownian motions $\left(W_{\tau}\right)_{\tau \geq 0}$ and $\left(B_{\tau}\right)_{\tau \geq 0}$.
This lemma makes it clear that forward-start options in stochastic volatility models are European options on a stock price with similar dynamics to (ㄸ.3. $\boldsymbol{\|}$ ), but the initial variance is a random variable sampled from the variance distribution at the forward-start date. The SDE ( $\mathrm{L} .4 . \mathrm{Cl}$ ) is an example of a diffusion in a random environment. In Chapter 5 we will propose that models of the form ([.4.T]) are used to directly model the stock price. In this framework the distribution of the initial variance is chosen to match observed steep small-maturity implied volatility smiles.

### 1.5 Small and large forward-start dates

In the next two subsections we will study forward smile asymptotics for fixed maturity $\tau>0$ as the forward-start date $t$ tends to zero or infinity. Results are not presented in great detail: the goal of the section is to develop intuition on the forward smile and many of the properties discovered will be rigorously proven in subsequent chapters.

We recall that $C(\tau, k)$ is a market or model price of a call option with maturity $\tau$ and log-strike $k$. In this section we will let $C(\tau, k)$ be the value in the Heston model ( $[.3 .2)$ unless otherwise stated. We will use the notation $C(\tau, k ; v)$ and $\sigma_{\tau}(k, v)$ to make it explicit that Heston call option prices and spot implied volatilities depend on the initial variance $v$. For ease of computations we define for fixed $k \in \mathbb{R}$ and $\tau>0$, the function

$$
\begin{equation*}
\varphi_{\mathrm{BS}}(\Sigma):=\mathrm{BS}\left(k, \Sigma^{2}, \tau\right), \tag{1.5.1}
\end{equation*}
$$

and by definition we then have that $C(t, \tau, k)=\varphi_{\mathrm{BS}}\left(\sigma_{t, \tau}(k)\right)$ and $C(\tau, k ; v)=\varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)$.

### 1.5.1 Small forward-start dates

In Lemma $[.5 .]^{1}$ below we first prove a tail estimate and then move onto the main result of the section, an asymptotic expansion for the Heston forward smile for small forward-start dates.

Lemma 1.5.1. For fixed $\tau, L>0$ there exists $\delta>0$ such that the following tail estimate holds in Heston ( $\mathbb{L}, 2.2)$ as $t \downarrow 0$ :

$$
\int_{L}^{\infty} C(\tau, k ; y) \zeta_{\mathrm{H}}(y) \mathrm{d} y=\mathcal{O}\left(\exp \left(-\frac{\delta}{t}\right)\right)
$$

with $\zeta_{\mathrm{H}}$ defined in $(\llbracket .3 .3)$.

Proof. Combining Lemma 5.3 .3 with $\zeta_{\mathrm{H}}$ defined in ( $\left.\mathbb{L} .3 .3\right)$ we see that

$$
\zeta_{\mathrm{H}}(y) \leq \alpha_{0} \beta_{t}^{-\mu} y^{\mu-1} \exp \left(-\frac{1}{2 \beta_{t}}\left(\sqrt{y}-\sqrt{v} \mathrm{e}^{-\kappa t / 2}\right)^{2}\right) \leq \alpha_{0} \beta_{t}^{-\mu} y^{\mu-1} \exp \left(-\frac{y}{2 \beta_{t}}\right)
$$

where $\alpha_{0}>0$ is a constant independent of $y$ and $t$. Also since $C(\tau, k ; y) \leq 1$ we obtain

$$
\int_{L}^{\infty} C(\tau, k ; y) \zeta_{\mathrm{H}}(y) \mathrm{d} y \leq \int_{L}^{\infty} \zeta_{\mathrm{H}}(y) \mathrm{d} y \leq \alpha_{0} \beta_{t}^{-\mu} \int_{L}^{\infty} y^{\mu-1} \exp \left(-\frac{y}{2 \beta_{t}}\right) \mathrm{d} y
$$

The integral in the last inequality can be solved analytically to obtain

$$
\int_{L}^{\infty} C(\tau, k ; y) \zeta_{\mathrm{H}}(y) \mathrm{d} y \leq \alpha_{0} 2^{\mu} \Gamma\left(\mu, \frac{L}{2 \beta_{t}}\right)
$$

where $\Gamma(a ; x) \equiv \int_{x}^{\infty} y^{a-1} \mathrm{e}^{-y} \mathrm{~d} y$ is the incomplete Gamma function. Since $\beta_{t}$ (in ([.3,4)) tends to zero as $t$ tends to zero the asymptotic expansion [ $\mathbb{1}$, page 263],

$$
\Gamma\left(\mu, \frac{L}{2 \beta_{t}}\right)=\exp \left(-\frac{L}{2 \beta_{t}}\right)\left(\frac{L}{\beta_{t}}\right)^{\mu}\left(\frac{2^{1-\mu} \beta_{t}}{L}+\mathcal{O}\left(\beta_{t}^{2}\right)\right)
$$

holds as $t$ tends to zero and the result follows after using the expansion $\beta_{t}=\xi^{2} t / 4+\mathcal{O}\left(t^{2}\right)$ for small $t$.

The following proposition gives the asymptotics of the forward smile in Heston as the forwardstart date tends to zero. Since the asymptotic depends on the Heston spot implied volatility $\sigma_{\tau}$, results on asymptotics of the spot implied volatility can be recycled here to obtain forward smile asymptotics.

Proposition 1.5.2. For fixed $\tau>0$, the following asymptotic holds in Heston (【.3.2) as $t \downarrow 0$ $\left(\varphi_{\mathrm{BS}}\right.$ defined in (山.5. $)$ ):

$$
\begin{align*}
\sigma_{t, \tau}(k) & =\sigma_{\tau}(k, v)+\left(\partial_{v} \sigma_{\tau}(k, v)\left((v-\theta) \kappa+\frac{1}{2} \frac{\partial_{\Sigma \Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)}{\partial_{\Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)} \partial_{v} \sigma_{\tau}(k, v) v \xi^{2}\right)\right.  \tag{1.5.2}\\
& \left.+\frac{1}{2} \partial_{v v} \sigma_{\tau}(k, v) v \xi^{2}\right) t+\mathcal{O}\left(t^{3 / 2}\right)
\end{align*}
$$

Proof. The Heston forward-start call option price is given by

$$
\begin{equation*}
\left.C(t, \tau, k)=\mathbb{E}\left\{\mathbb{E}\left(\mathrm{e}^{X_{t+\tau}-X_{t}}-\mathrm{e}^{k}\right)^{+} / V_{t}\right)\right\}=\int_{0}^{\infty} C(\tau, k ; y) \zeta_{\mathrm{H}}(y) \mathrm{d} y \tag{1.5.3}
\end{equation*}
$$

where $\zeta_{\mathrm{H}}($ defined in $(\mathbb{L} .3 .3))$ is the density of the instantaneous variance at time $t$. Set

$$
\begin{equation*}
C_{\mathrm{Low}}(t, \tau, k):=\int_{0}^{L} C(\tau, k ; y) \zeta_{\mathrm{H}}(y) \mathrm{d} y . \tag{1.5.4}
\end{equation*}
$$

We break the integral in ([.5.3) into a compact part and a tail part as follows,

$$
\begin{equation*}
C(t, \tau, k)=C_{\mathrm{Low}}(t, \tau, k)+\int_{L}^{\infty} C(\tau, k ; y) \zeta_{\mathrm{H}}(y) \mathrm{d} y=C_{\mathrm{Low}}(t, \tau, k)+\mathcal{O}\left(\exp \left(-\frac{\delta}{t}\right)\right) \tag{1.5.5}
\end{equation*}
$$

for some $\delta>0$ as $t$ tends to zero. The final line follows from Lemma $1.5 .{ }^{1}$ and we set $L>v$. As $z$ tends to infinity we have the following asymptotic expansion for the modified Bessel function of the first kind [I, Section 9.7.1]:

$$
\begin{equation*}
\mathrm{I}_{\nu}(z)=\frac{\mathrm{e}^{z}}{\sqrt{2 \pi z}}\left(1-\frac{1}{2 z}\left(\nu^{2}-\frac{1}{4}\right)+\mathcal{O}\left(\frac{1}{z^{2}}\right)\right) . \tag{1.5.6}
\end{equation*}
$$

Since $\beta_{t}$ (defined in (■.3.4)) tends to zero as $t$ tends to zero, straightforward computations yield the following asymptotic for the density as $t$ tends to zero ( $\mu$ defined in ([., 3.4)) :

$$
\begin{aligned}
\zeta_{\mathrm{H}}(y)= & \exp \left(-\frac{2(\sqrt{y}-\sqrt{v})^{2}}{\xi^{2} t}+\frac{\kappa(v-y)}{\xi^{2}}\right) \frac{y^{\frac{2 \mu-3}{4} v^{\frac{1-2 \mu}{4}}}}{\xi \sqrt{2 \pi t}}\left(1+\left(\frac{\kappa \mu}{2}+\frac{\xi^{2}(1-2 \mu)(2 \mu-3)}{32 \sqrt{y v}}-\right.\right. \\
& \left.\left.\frac{\kappa^{2}(y+\sqrt{y v}+v)}{6 \xi^{2}}\right) t+\mathcal{O}\left(t^{2}\right)\right)
\end{aligned}
$$

Using ([.5.4) we have the following expansion

$$
C_{\mathrm{Low}}(t, \tau, k)=v^{1 / 4-\mu / 2} \xi^{-1}(2 \pi t)^{-1 / 2}\left(I_{0}(t)+I_{1}(t) t+\mathcal{O}\left(t^{2}\right)\right)
$$

as $t$ tends to zero and where we set

$$
I_{0}(t):=\int_{0}^{L} C(\tau, k ; y) y^{\frac{2 \mu-3}{4}} \exp \left(-\frac{2(\sqrt{y}-\sqrt{v})^{2}}{\xi^{2} t}+\frac{\kappa(v-y)}{\xi^{2}}\right) \mathrm{d} y
$$

and

$$
\begin{gathered}
I_{1}(t):=\int_{0}^{L} C(\tau, k ; y) y^{\frac{2 \mu-3}{4}} \exp \left(-\frac{2(\sqrt{y}-\sqrt{v})^{2}}{\xi^{2} t}+\frac{\kappa(v-y)}{\xi^{2}}\right)\left(\frac{\kappa \mu}{2}+\frac{\xi^{2}(1-2 \mu)(2 \mu-3)}{32 \sqrt{y v}}\right. \\
\left.-\frac{\kappa^{2}(y+\sqrt{y v}+v)}{6 \xi^{2}}\right) \mathrm{d} y
\end{gathered}
$$

A tedious but straightforward application of the Laplace method (Theorem ■.2.6) for $I_{0}$ and $I_{1}$ out to order $\mathcal{O}(t)$ then yields the following simple expansion as $t$ tends to zero:

$$
\begin{equation*}
C_{\mathrm{Low}}(t, \tau, k)=C(\tau, k ; v)+\left(\partial_{v} C(\tau, k ; v)(v-\theta) \kappa+\frac{1}{2} \partial_{v v} C(\tau, k ; v) v \xi^{2}\right) t+\mathcal{O}\left(t^{3 / 2}\right) \tag{1.5.7}
\end{equation*}
$$

Combining this with (․5.5) yields

$$
\begin{equation*}
C(t, \tau, k)=C(\tau, k ; v)+\left(\partial_{v} C(\tau, k ; v)(v-\theta) \kappa+\frac{1}{2} \partial_{v v} C(\tau, k ; v) v \xi^{2}\right) t+\mathcal{O}\left(t^{3 / 2}\right) \tag{1.5.8}
\end{equation*}
$$

Using the fact that the Black-Scholes vega for a call option is strictly positive implies that ( $\varphi_{\mathrm{BS}}$ defined in ([.5.5.))

$$
\begin{aligned}
\sigma_{t, \tau}(k) & =\varphi_{\mathrm{BS}}^{-1}\left(C(\tau, k ; v)+\left(\partial_{v} C(\tau, k ; v)(v-\theta) \kappa+\frac{1}{2} \partial_{v v} C(\tau, k ; v) v \xi^{2}\right) t+\mathcal{O}\left(t^{3 / 2}\right)\right) \\
& =\sigma_{\tau}(k, v)+\partial_{\Sigma} \varphi_{\mathrm{BS}}^{-1}(C(\tau, k ; v))\left(\partial_{v} C(\tau, k ; v)(v-\theta) \kappa+\frac{1}{2} \partial_{v v} C(\tau, k ; v) v \xi^{2}\right) t+\mathcal{O}\left(t^{3 / 2}\right)
\end{aligned}
$$

as $t$ tends to zero, where in the second line we used the fact that by definition $\varphi_{\mathrm{BS}}^{-1}(C(\tau, k ; v))=$ $\sigma_{\tau}(k, v)$. The asymptotic ( $\left.\amalg .5 .2\right)$ then follows after using the following manipulations

$$
\begin{aligned}
\partial_{\Sigma} \varphi_{\mathrm{BS}}^{-1}(C(\tau, k ; v)) & =\frac{1}{\partial_{\Sigma} \varphi_{\mathrm{BS}}\left(\varphi_{\mathrm{BS}}^{-1}\{C(\tau, k ; v)\}\right)}=\frac{1}{\partial_{\Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)} \\
\partial_{v} C(\tau, k ; v) & =\partial_{\Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right) \partial_{v} \sigma_{\tau}(k, v) \\
\partial_{v v} C(\tau, k ; v) & =\partial_{\Sigma \Sigma \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)\left(\partial_{v} \sigma_{\tau}(k, v)\right)^{2}+\partial_{\Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right) \partial_{v v} \sigma_{\tau}(k, v)},
\end{aligned}
$$

and the definition of $\varphi_{\mathrm{BS}}$.

The asymptotic ( $[.5 .8)$ is remarkably simple (one would not guess this from using the Laplace method) and hints at a deeper structure. In the rest of this section we let $C(t, \tau, k)$ and $C(\tau, k ; v)$ be the forward-start option and call option price in the general stochastic volatility model ( $\mathbb{L}, \mathbf{Z} . \mathbb{I})$. We have defined $C(\tau, k ; v)$ to be the price of a re-normalised (asset price is always one) call option with fixed maturity $\tau$ and initial instantaneous variance $v$. Therefore an application of Itô's lemma yields

$$
C\left(\tau, k ; V_{t}\right)=C(\tau, k ; v)+\int_{0}^{t} \partial_{v} C\left(\tau, k ; V_{s}\right) \mathrm{d} V_{s}+\frac{1}{2} \int_{0}^{t} \partial_{v v} C\left(\tau, k ; V_{s}\right) \mathrm{d}\langle V, V\rangle_{s},
$$

and taking expectations we find that

$$
\mathbb{E}\left[C\left(\tau, k ; V_{t}\right)\right]=C(\tau, k ; v)+\mathbb{E}\left[\int_{0}^{t} \partial_{v} C\left(\tau, k ; V_{s}\right) h_{0}\left(V_{s}\right) \mathrm{d} s\right]+\frac{1}{2} \mathbb{E}\left[\int_{0}^{t} \partial_{v v} C\left(\tau, k ; V_{s}\right) \mathrm{d}\langle V, V\rangle_{s}\right] .
$$

The lhs is just our forward-start option and we get the expression

$$
C(t, \tau, k)=C(\tau, k ; v)+\mathbb{E}\left[\int_{0}^{t} \partial_{v} C\left(\tau, k ; V_{s}\right) h_{0}\left(V_{s}\right) \mathrm{d} s\right]+\frac{1}{2} \mathbb{E}\left[\int_{0}^{t} \partial_{v v} C\left(\tau, k ; V_{s}\right) h_{1}^{2}\left(V_{s}\right) \mathrm{d} s\right]
$$

Now doing an Itô-Taylor expansion we approximate the integrands by

$$
\begin{aligned}
\int_{0}^{t} \partial_{v} C\left(\tau, k ; V_{s}\right) h_{0}\left(V_{s}\right) \mathrm{d} s & =\partial_{v} C(\tau, k ; v) h_{0}(v) t+\mathcal{R}_{1} \\
\int_{0}^{t} \partial_{v v} C\left(\tau, k ; V_{s}\right) h_{1}\left(V_{s}\right)^{2} \mathrm{~d} s & =\partial_{v v} C(\tau, k ; v) h_{1}(v)^{2} t+\mathcal{R}_{2}
\end{aligned}
$$

We make the assumption here that $h_{0}$ and $h_{1}$ are functions such that the remainders have the property

$$
\begin{equation*}
\mathbb{E}\left(\mathcal{R}_{1}\right)=\mathbb{E}\left(\mathcal{R}_{2}\right)=\mathcal{O}\left(t^{2}\right) \tag{1.5.9}
\end{equation*}
$$

This implies that

$$
\begin{aligned}
\mathbb{E}\left[\int_{0}^{t} \partial_{v} C\left(\tau, k ; V_{s}\right) h_{0}\left(V_{s}\right) \mathrm{d} s\right] & \left.=\partial_{v} C(\tau, k ; v)\right) h_{0}(v) t+\mathcal{O}\left(t^{2}\right), \\
\mathbb{E}\left[\int_{0}^{t} \partial_{v v} C\left(\tau, k ; V_{s}\right) h_{1}\left(V_{s}\right)^{2} \mathrm{~d} s\right] & =\partial_{v v} C(\tau, k ; v) h_{1}(v)^{2} t+\mathcal{O}\left(t^{2}\right),
\end{aligned}
$$

which agrees exactly with ( $\mathbb{L . 5 . 8}$ ) in the Heston case. We leave the precise study of property ( $\mathbb{L . 5 . प )}$ for future research and state the following proposition:
 totic holds as $t \downarrow 0$ :

$$
\begin{align*}
\sigma_{t, \tau}(k) & =\sigma_{\tau}(k, v)+\left(\partial_{v} \sigma_{\tau}(k, v)\left(h_{0}(v)+\frac{1}{2} \frac{\partial_{\Sigma \Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)}{\partial_{\Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)} \partial_{v} \sigma_{\tau}(k, v) h_{1}(v)^{2}\right)\right.  \tag{1.5.10}\\
& \left.+\frac{1}{2} \partial_{v v} \sigma_{\tau}(k, v) v \xi^{2}\right) t+\mathcal{O}\left(t^{3 / 2}\right)
\end{align*}
$$

with $\varphi_{\mathrm{BS}}$ defined in (■.5.ل) and $\sigma_{\tau}(k, v)$ is the implied volatility in the model (■.3.ل).
 a small-maturity limit for the spot implied volatility,

$$
\lim _{\tau \rightarrow 0} \sigma_{\tau}(k, v) \equiv \sigma_{0}(k),
$$

with $0<\sigma_{0}(k)<\infty$ for all $k \in \mathbb{R}$, then straightforward computations yield

$$
\frac{\partial_{\Sigma \Sigma \Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)}{\partial_{\Sigma} \varphi_{\mathrm{BS}}\left(\sigma_{\tau}(k, v)\right)} \sim \frac{k^{2}}{\sigma_{0}(k)^{3} \tau},
$$

as $\tau$ tends to zero. This implies (intuitively) that the forward smile explodes (becomes more convex for out-of-the-money options) as the maturity tends to zero. In Chapter ${ }^{[ }$we will rigorously prove this result in Heston and state a conjecture for general stochastic volatility models in Chapter

### 1.5.2 Large forward-start dates

In view of ( $\llbracket .5 .31)$ we want to understand what happens to our Heston density $\zeta_{\mathrm{H}}(\mathbb{L} .3 .3)$ as $t$ tends to infinity. As $z$ tends to zero we have the following asymptotic expansion for the modified Bessel function of the first kind [1], Section 9.6.10]:

$$
\begin{equation*}
\mathrm{I}_{\nu}(z)=\frac{z^{\nu}}{2^{\nu} \Gamma(\nu+1)}\left(1+\frac{z^{2}}{2(2 \nu+2)}+\mathcal{O}\left(z^{4}\right)\right) \tag{1.5.11}
\end{equation*}
$$

This implies that the density has the following asymptotics as $t$ tends to infinity ( $\mu$ defined in (ㄴ.3.4)),

$$
\zeta_{\mathrm{H}}(y)=\frac{\mathrm{e}^{-y /\left(2 \beta_{\infty}\right)} y^{\mu-1}}{\left(2 \beta_{\infty}\right)^{\mu} \Gamma(\mu)}\left(1+\mathcal{O}\left(\mathrm{e}^{-\kappa t}\right)\right),
$$

where $\beta_{\infty}:=\xi^{2} /(4 \kappa)$. This is obviously the stationary distribution of the variance process, a Gamma distribution with shape parameter $\mu$ and scale parameter $2 \beta_{\infty}$. Using ([.5.3) we see that forward-start options are given by

$$
C(t, \tau, k)=\int_{0}^{\infty} C(\tau, k ; y) \frac{\mathrm{e}^{-y /\left(2 \beta_{\infty}\right)} y^{\mu-1}}{\left(2 \beta_{\infty}\right)^{\mu} \Gamma(\mu)} \mathrm{d} y+\mathcal{O}\left(\mathrm{e}^{-\kappa t}\right)
$$

as $t$ tends to infinity. The interpretation of the first term is that it is the value of a Heston call option where the instantaneous variance is first sampled from the stationary distribution of the variance process. This result (for affine stochastic volatility models) was obtained by Keller-Ressel [109].

### 1.6 Structure of thesis

We conclude the introduction with a brief overview of the structure of the thesis. In Chapter $\nabla$ we derive a general closed-form expansion formula for forward-start options and the forward implied volatility smile in a large class of models including the Heston and Schöbel-Zhu stochastic volatility models and time-changed exponential Lévy models. This general result includes large-maturity
asymptotics and so-called 'diagonal' small-maturity asymptotics, i.e. asymptotics for small forward start dates and small-maturities.

In Chapter [3 we investigate the asymptotics of forward-start options and the forward implied volatility smile in the Heston model as the maturity approaches zero. We prove that the forward smile for out-of-the-money options explodes and compute a closed-form high-order expansion detailing the rate of the explosion. In the at-the-money case a separate model-independent analysis shows that the small-maturity limit is well defined for any Itô diffusion. Chapter $\mathbb{\square}$ provides a full characterisation of the large-maturity forward implied volatility smile in the Heston model. Although the leading order decay is provided by a fairly classical large deviations behaviour, the algebraic expansion providing the higher-order terms highly depends on the parameters, and different powers of the maturity come into play.

Classical (Itô diffusions) stochastic volatility models are not able to capture the steepness of small-maturity implied volatility smiles. Jumps, in particular exponential Lévy and affine models, which exhibit small-maturity exploding smiles, have historically been proposed to remedy this (see [14.5] for an overview). A recent breakthrough was made by Gatheral, Jaisson and Rosenbaum [74], who proposed to replace the Brownian driver of the instantaneous volatility by a short-memory fractional Brownian motion, which is able to capture the short-maturity steepness while preserving path continuity. In Chapter we suggest a different route, randomising the Black-Scholes variance by a CEV-generated distribution, which allows us to modulate the rate of explosion (through the CEV exponent) of the implied volatility for small maturities. The range of rates includes behaviours similar to exponential Lévy models and fractional stochastic volatility models. As a by-product, we make a conjecture on the small-maturity forward smile asymptotics of stochastic volatility models, in exact agreement with the results in Chapter 3 for the Heston model.

Throughout the thesis we will identify a number of cases of degenerate large deviations behaviour. We will discover that these cases unlock fundamental dynamical properties of the model and we will relate them back to important empirical observations and conjectures made by practitioners.

## Chapter 2

## A general asymptotic formula for the forward smile

### 2.1 Introduction

In this chapter we consider a continuous-time stochastic process $\left(Y_{\varepsilon}\right)_{\varepsilon>0}{ }^{\mathrm{m}}$ and prove-under some assumptions on its characteristic function-an expansion for European option prices on $\exp \left(Y_{\varepsilon}\right)$ of the form

$$
\begin{aligned}
\mathbb{E}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}-\mathrm{e}^{k f(\varepsilon)}\right)^{+}=\mathcal{I}(k, c, \varepsilon)+ & \alpha_{0}(k, c) \mathrm{e}^{-\Lambda^{*}(k) / \varepsilon+k f(\varepsilon)}\left(c \sqrt{\varepsilon} \mathbb{1}_{\{c>0\}}\right. \\
& \left.+\varepsilon^{3 / 2} f(\varepsilon) \mathbb{1}_{\{c=0\}}\right)\left[1+\alpha_{1}(k, c) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right]
\end{aligned}
$$

as $\varepsilon$ tends to zero, for some (explicit) functions $\alpha_{0}, \alpha_{1}$ and a residue term $\mathcal{I}$ (Theorem $\mathbb{2 . 2 . 4}$ and Corollary [2.2.5]. Here $f$ is a positive, continuous function satisfying $\varepsilon f(\varepsilon)=c+\mathcal{O}(\varepsilon)$ for some $c \geq 0$ as $\varepsilon$ tends to zero, and $\Lambda^{*}$ is a large deviations rate function. Setting $Y_{\varepsilon} \equiv X_{\varepsilon \tau}^{(\varepsilon t)}$ and $f(\varepsilon) \equiv 1$ or $Y_{\varepsilon} \equiv \varepsilon X_{\tau / \varepsilon}^{(t)}$ and $f(\varepsilon) \equiv \varepsilon^{-1}$ yields 'diagonal' small-maturity (Corollary [2.26) and large-maturity (Corollary $\mathbb{2 . 2 . 4}$ ) expansions of forward-start option prices $\left(X_{\tau}^{(t)}\right.$ defined in ([LIU.3)). These results also apply when the forward-start date is null $(t=0)$, and we then recover-and improve - the asymptotics in [60, 62, 63, 64, 65, 95]. The diagonal small-maturity re-scaling is necessary in order to obtain non-degenerate small-maturity asymptotics.

We also translate these results into closed-form asymptotic expansions for the forward implied volatility smile (Type-I and Type-II). In Section [2.3], we provide explicit examples for the Heston, Schöbel-Zhu and time-changed exponential Lévy processes. Section 2.4 provides numerical evidence supporting the practical relevance of these results and we leave the proofs of the main results to Section 2.5

[^0]
### 2.2 General Results

This section gathers the main notations of the chapter as well as the general results. The main result is Theorem [2.2.4, which provides an asymptotic expansion-up to virtually any arbitrary order - of option prices on a given process $\left(Y_{\varepsilon}\right)$, as $\varepsilon$ tends to zero. This general formulation allows us, by suitable scaling, to obtain both small-time (Section 2.2 .2 .1 ) and large-time (Section 2.2 .2 .2 ) expansions.

### 2.2.1 Notations and main theorem

### 2.2.1.1 Notations and preliminary results

Let $\left(Y_{\varepsilon}\right)$ be a stochastic process with re-normalised cumulant generating function (cgf)

$$
\begin{equation*}
\Lambda_{\varepsilon}(u):=\varepsilon \log \mathbb{E}\left[\exp \left(\frac{u Y_{\varepsilon}}{\varepsilon}\right)\right], \quad \text { for all } u \in \mathcal{D}_{\varepsilon}:=\left\{u \in \mathbb{R}:\left|\Lambda_{\varepsilon}(u)\right|<\infty\right\} \tag{2.2.1}
\end{equation*}
$$

We further define $\mathcal{D}_{0}:=\lim _{\varepsilon \downarrow 0} \mathcal{D}_{\varepsilon}$ and now introduce the main assumptions of the chapter.

## Assumption 2.2.1.

(i) Expansion property: For each $u \in \mathcal{D}_{0}^{o}$ the following Taylor expansion holds as $\varepsilon \downarrow 0$ :

$$
\begin{equation*}
\Lambda_{\varepsilon}(u)=\sum_{i=0}^{2} \Lambda_{i}(u) \varepsilon^{i}+\mathcal{O}\left(\varepsilon^{3}\right) \tag{2.2.2}
\end{equation*}
$$

(ii) Differentiability: There exists $\varepsilon_{0}>0$ such that the map $(\varepsilon, u) \mapsto \Lambda_{\varepsilon}(u)$ is of class $\mathcal{C}^{\infty}$ on $\left(0, \varepsilon_{0}\right) \times \mathcal{D}_{0}^{o} ;$
(iii) Non-degenerate interior: $0 \in \mathcal{D}_{0}^{o}$;
(iv) Essential smoothness: $\Lambda_{0}$ is strictly convex and essentially smooth (Def. [.2.2) on $\mathcal{D}_{0}^{o}$;
(v) Tail error control: For any fixed $p_{r} \in \mathcal{D}_{0}^{o} \backslash\{0\}$,
(a) $\Re\left(\Lambda_{\varepsilon}\left(\mathrm{i} p_{i}+p_{r}\right)\right)=\Re\left(\Lambda_{0}\left(\mathrm{i} p_{i}+p_{r}\right)\right)+\mathcal{O}(\varepsilon)$, for any $p_{i} \in \mathbb{R}$;
(b) the function $L: \mathbb{R} \ni p_{i} \mapsto \Re\left(\Lambda_{0}\left(\mathrm{i} p_{i}+p_{r}\right)\right)$ has a unique maximum at zero, is bounded away from $L(0)$ as $\left|p_{i}\right|$ tends to infinity and is of class $\mathcal{C}^{3}(\mathbb{R})$;
(c) there exist $\varepsilon_{1}, p_{i}^{*}>0$ such that for all $\left|p_{i}\right| \geq p_{i}^{*}$ and $\varepsilon \leq \varepsilon_{1}$ there exists $M$ (independent of $p_{i}$ and $\left.\varepsilon\right)$ such that $\Re\left[\Lambda_{\varepsilon}\left(\mathbf{i} p_{i}+p_{r}\right)-\Lambda_{0}\left(\mathbf{i} p_{i}+p_{r}\right)\right] \leq M \varepsilon$.

Assumption $2.2 .1(i)$ implies that the functions $\lim _{\varepsilon \downarrow 0} \partial_{\varepsilon}^{i} \Lambda_{\varepsilon}(u)$ exist on $\mathcal{D}_{0}^{o}$ for $i=0,1,2$. Assumption $\underset{\sim}{2}$ (ii) could be relaxed to $\mathcal{C}^{6}\left(\left(0, \varepsilon_{0}\right) \times \mathcal{D}_{0}^{o}\right)$, but this hardly makes any difference in practice and does, however, render some formulations awkward. If the expansion (2.2.2) holds

[^1]up to some higher order $n \geq 3$ ，one can in principle show that both forward－start option prices and the forward implied volatility expansions below hold to order $n$ as well．However expressions for the coefficients of higher order are extremely cumbersome and scarcely useful in practice．As－ sumption $2.2 .1(\mathrm{v})$ is a technical condition（readily satisfied by practical models）required to show that the dependence of option prices on the tails of the characteristic function of the asset price is exponentially small（see Lemma［2．5．3］and Appendix $⿴ 囗 十 \Delta$ for further details）．We do not require this condition to be satisfied at $p_{r}=0$ since this corresponds to an option strike at which our main result does not hold anyway（ $k=\Lambda_{0,1}(0)$ in Theorem 2．2．4 below）．We note that this assumption is not required if one is only interested in the leading－order behaviour of option prices and forward implied volatility．Strictly speaking，we have only defined the function $\Lambda_{\varepsilon}$ on（part of）the real line．It is however possible to extend it to a strip in the complex plane，and we refer the reader to the proof of Lemma $[2.5$.$] for more details．Assumption 2.2 .1$（iv）is the key property that needs to be checked in practical computations and can be violated by well known models under certain parameter configurations（see Section 23.2 for an example）．

Define now the function $\Lambda^{*}: \mathbb{R} \rightarrow \mathbb{R}_{+}$as the Fenchel－Legendre transform of $\Lambda_{0}$ ：

$$
\begin{equation*}
\Lambda^{*}(k):=\sup _{u \in \mathcal{D}_{0}}\left\{u k-\Lambda_{0}(u)\right\}, \quad \text { for all } k \in \mathbb{R} . \tag{2.2.3}
\end{equation*}
$$

For ease of exposition in the paper we will use the notation

$$
\begin{equation*}
\Lambda_{i, l}(u):=\partial_{u}^{l} \Lambda_{i}(u) \quad \text { for } l \geq 1, i=0,1,2 \tag{2.2.4}
\end{equation*}
$$

The following lemma gathers some immediate properties of the functions $\Lambda^{*}$ and $\Lambda_{i, l}$ which will be needed later．

Lemma 2．2．2．Under Assumption［．2．，，the following properties hold：
（i）For any $k \in \mathbb{R}$ ，there exists a unique $u^{*}(k) \in \mathcal{D}_{0}^{o}$ such that

$$
\begin{align*}
& \Lambda_{0,1}\left(u^{*}(k)\right)=k,  \tag{2.2.5}\\
& \Lambda^{*}(k)=u^{*}(k) k-\Lambda_{0}\left(u^{*}(k)\right) \tag{2.2.6}
\end{align*}
$$

（ii）$\Lambda^{*}$ is strictly convex and differentiable on $\mathbb{R}$ ；
（iii）if $a \in \mathcal{D}_{0}^{o}$ is such that $\Lambda_{0}(a)=0$ ，then $\Lambda^{*}(k)>a k$ for all $k \in \mathbb{R} \backslash\left\{\Lambda_{0,1}(a)\right\}$ and $\Lambda^{*}\left(\Lambda_{0,1}(a)\right)=$ $a \Lambda_{0,1}(a)$.

Proof．
（i）By Assumption 2.1 （iv），$\Lambda_{0,1}$ is a strictly increasing differentiable function from $-\infty$ to $\infty$ on $\mathcal{D}_{0}$ ．
(ii) By (i), $\partial_{k} \Lambda^{*}$ is the inverse of the function $\Lambda_{0,1}$ on $\mathbb{R}$. In particular $\partial_{k} \Lambda^{*}$ is strictly increasing on $\mathbb{R}$.
(iii) Since $\Lambda_{0,1}$ is strictly increasing, $\Lambda_{0,1}(a)=k$ if and only if $u^{*}(k)=a$ and then $\Lambda^{*}\left(\Lambda_{0,1}(a)\right)=$ $a \Lambda_{0,1}(a)$ using (2.2.6). Using the definition ([2.2.3) with $a \in \mathcal{D}_{0}^{o}$ and $\Lambda_{0}(a)=0$ gives $\Lambda^{*}(k) \geq$ $a k$. Since $\Lambda^{*}$ is strictly convex from (ii) it follows that $\Lambda^{*}(k)>a k$ for all $k \in \mathbb{R} \backslash\left\{\Lambda_{0,1}(a)\right\}$.

Remark 2.2.3. The saddlepoint $u^{*}$ is not always available in closed-form, but can be computed via a simple root-finding algorithm. Furthermore, a Taylor expansion around any point can be computed iteratively in terms of the derivatives of $\Lambda_{0}$. For instance, around $k=0$, we can write

$$
u^{*}(k)=u^{*}(0)+\frac{k}{\Lambda_{0,2}\left(u^{*}(0)\right)}-\frac{1}{2} \frac{\Lambda_{0,3}\left(u^{*}(0)\right)}{\Lambda_{0,2}\left(u^{*}(0)\right)^{3}} k^{2}+\mathcal{O}\left(k^{3}\right)
$$

A precise example can be found in the proof of Corollary [.3.2.
The last tool we need is a (continuous) function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that there exists $c \geq 0$ for which

$$
\begin{equation*}
f(\varepsilon) \varepsilon=c+\mathcal{O}(\varepsilon), \quad \text { as } \varepsilon \text { tends to zero. } \tag{2.2.7}
\end{equation*}
$$

This function will play the role of rescaling the strike of European options and will give us the flexibility to deal with both small- and large-time behaviours. Finally, for any $b \geq 0$ we now define the functions $A_{b}, \bar{A}_{b}: \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(b)\right\} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
& \bar{A}_{b}(k, \varepsilon):=\frac{b \sqrt{\varepsilon} \mathbb{1}_{\{b>0\}}+\varepsilon^{3 / 2} f(\varepsilon) \mathbb{1}_{\{b=0\}}}{u^{*}(k)\left(u^{*}(k)-b\right) \sqrt{2 \pi \Lambda_{0,2}\left(u^{*}(k)\right)}} \\
& A_{b}(k, \varepsilon):=1+\Upsilon(b, k) \varepsilon+\frac{u^{*}(k)(\varepsilon f(\varepsilon)-b)}{\left(u^{*}(k)-b\right) b} \mathbb{1}_{\{b>0\}}+\frac{\varepsilon f(\varepsilon)}{u^{*}(k)} \mathbb{1}_{\{b=0\}},
\end{aligned}
$$

where $\Upsilon: \mathbb{R}_{+} \times \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(b)\right\} \rightarrow \mathbb{R}$ is given by

$$
\begin{align*}
\Upsilon(b, k):=\Lambda_{2}-\frac{5 \Lambda_{0,3}^{2}}{24 \Lambda_{0,2}^{3}} & +\frac{4 \Lambda_{1,1} \Lambda_{0,3}+\Lambda_{0,4}}{8 \Lambda_{0,2}^{2}}-\frac{\Lambda_{1,1}^{2}+\Lambda_{1,2}}{2 \Lambda_{0,2}}-\frac{\Lambda_{0,3}}{2\left(u^{*}(k)-b\right) \Lambda_{0,2}^{2}} \\
& -\frac{\Lambda_{0,3}}{2 u^{*}(k) \Lambda_{0,2}^{2}}-\frac{\Lambda_{1,1}\left(b-2 u^{*}(k)\right)+3}{u^{*}(k)\left(u^{*}(k)-b\right) \Lambda_{0,2}}-\frac{b^{2}}{u^{*}(k)^{2}\left(u^{*}(k)-b\right)^{2} \Lambda_{0,2}} \tag{2.2.8}
\end{align*}
$$

For ease of notation we write $\Lambda_{i}$ and $\Lambda_{i, l}$ in place of $\Lambda_{i}\left(u^{*}(k)\right)$ and $\Lambda_{i, l}\left(u^{*}(k)\right)$. The domains of definition of $A_{b}$ and $\bar{A}_{b}$ exclude the set $\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(b)\right\}=\left\{k \in \mathbb{R}: u^{*}(k) \in\{0, b\}\right\}$. For all $k$ in this domain, $\Lambda_{0,2}\left(u^{*}(k)\right)>0$ by Assumption $\amalg .2 .1$ (iv), so that $A_{b}$ and $\bar{A}_{b}$ are both well defined real-valued functions.

### 2.2.1.2 Main theorem and corollaries

The following theorem on asymptotics of option prices is the main result of the chapter. A quick glimpse at the proof of Theorem 2.24 in Section 2.5 d shows that this result can be extended to any arbitrary order.

Theorem 2.2.4. Let $\left(Y_{\varepsilon}\right)_{\varepsilon>0}$ satisfy Assumption 2.2.], and $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a function satisfying (2.2.7) with constant $c \in \mathcal{D}_{0}^{o} \cap \mathbb{R}_{+}$. Then the following expansion holds for all $k \in$ $\mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(c)\right\}$ as $\varepsilon \downarrow 0:$
$\mathrm{e}^{-\Lambda^{*}(k) / \varepsilon+k f(\varepsilon)+\Lambda_{1}} \bar{A}_{c}(k, \varepsilon)\left[A_{c}(k, \varepsilon)+\mathcal{O}\left(\varepsilon^{2}\right)\right]= \begin{cases}\mathbb{E}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}-\mathrm{e}^{k f(\varepsilon)}\right)^{+}, & \text {if } k>\Lambda_{0,1}(c), \\ \mathbb{E}\left(\mathrm{e}^{k f(\varepsilon)}-\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}\right)^{+}, & \text {if } k<\Lambda_{0,1}(0), \\ -\mathbb{E}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)} \wedge \mathrm{e}^{k f(\varepsilon)}\right), & \text { if } k \in\left(\Lambda_{0,1}(0), \Lambda_{0,1}(c)\right) .\end{cases}$
The expansion does not hold at the strikes $\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(c)\right\}$ (these points are not in the strip of regularity of the Fourier transforms) and a different method needs to be used to obtain asymptotics. This is done in the large-maturity case for the Heston model in Chapter 田. Using Put-Call parity, the theorem can also be read as an expansion for European Call options (or for Put options) for all strikes, except at the two points $\Lambda_{0,1}(0)$ and $\Lambda_{0,1}(c)$ :

Corollary 2.2.5. Under the assumptions of Theorem 2.2.4, we have, for $k \in \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(c)\right\}$, as $\varepsilon \downarrow 0$ :

$$
\begin{aligned}
\mathbb{E}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}-\mathrm{e}^{k f(\varepsilon)}\right)^{+}=\mathrm{e}^{\Lambda_{\varepsilon}(f(\varepsilon) \varepsilon) / \varepsilon} \mathbb{1}_{\left\{k<\Lambda_{0,1}(c)\right\}} & -\mathrm{e}^{k f(\varepsilon)} \mathbb{1}_{\left\{k<\Lambda_{0,1}(0)\right\}} \\
& +\mathrm{e}^{-\Lambda^{*}(k) / \varepsilon+k f(\varepsilon)+\Lambda_{1}} \bar{A}_{c}(k, \varepsilon)\left[A_{c}(k, \varepsilon)+\mathcal{O}\left(\varepsilon^{2}\right)\right]
\end{aligned}
$$

### 2.2.2 Forward-start option asymptotics

We now specialise Theorem [2.2.4 to forward-start option asymptotics. For a stochastic process $\left(X_{t}\right)_{t \geq 0}$, we recall (Definition (LI.3)), that for any $t \geq 0$, we define (pathwise) the forward price process $\left(X_{\tau}^{(t)}\right)_{\tau \geq 0}$ by $X_{\tau}^{(t)}:=X_{t+\tau}-X_{t}$.

### 2.2.2.1 Diagonal small-maturity asymptotics

We first consider asymptotics when both $t$ and $\tau$ are small, which we term diagonal small-maturity asymptotics. Set $\left(Y_{\varepsilon}\right):=\left(X_{\varepsilon \tau}^{(\varepsilon t)}\right)$ and $f \equiv 1$. Then $c=0$ and the following corollary follows from Theorem [2.2.4:

Corollary 2.2.6. If $\left(X_{\varepsilon \tau}^{(\varepsilon t)}\right)_{\varepsilon>0}$ satisfies Assumption (2.], then the following holds for all $k \in$ $\mathbb{R} \backslash\left\{\Lambda_{0,1}(0)\right\}$, as $\varepsilon \downarrow 0$ :
$\frac{\mathrm{e}^{-\Lambda^{*}(k) / \varepsilon+k+\Lambda_{1}} \varepsilon^{3 / 2}}{u^{*}(k)^{2} \sqrt{2 \pi \Lambda_{0,2}}}\left(1+\left(\Upsilon(0, k)+\frac{1}{u^{*}(k)}\right) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right)= \begin{cases}\mathbb{E}\left(\mathrm{e}^{X_{\varepsilon \tau}^{(\varepsilon t)}}-\mathrm{e}^{k}\right)^{+}, & \text {if } k>\Lambda_{0,1}(0), \\ \mathbb{E}\left(\mathrm{e}^{k}-\mathrm{e}^{X_{\varepsilon \tau}^{X(\varepsilon t)}}\right)^{+}, & \text {if } k<\Lambda_{0,1}(0) .\end{cases}$
In the Black-Scholes model, all the quantities above can be computed explicitly and we obtain the following lemma. Note the exact agreement here and in Lemma D.0.0 (when $\widetilde{\tau} \equiv 1$ ) which was derived using independent methods.

Corollary 2.2.7. In the BSM model (ㄸ.\|.) the following expansion holds for all $k \in \mathbb{R}^{*}$, as $\varepsilon \downarrow 0$ :

$$
\frac{\mathrm{e}^{k / 2-k^{2} /\left(2 \Sigma^{2} \tau \varepsilon\right)}\left(\Sigma^{2} \tau \varepsilon\right)^{3 / 2}}{k^{2} \sqrt{2 \pi}}\left[1-\left(\frac{3}{k^{2}}+\frac{1}{8}\right) \Sigma^{2} \tau \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right]= \begin{cases}\mathbb{E}\left(\mathrm{e}^{X_{\varepsilon \tau}^{(\varepsilon \tau)}}-\mathrm{e}^{k}\right)^{+}, & \text {if } k>0 \\ \mathbb{E}\left(\mathrm{e}^{k}-\mathrm{e}^{X_{\varepsilon \tau \tau}^{(\varepsilon \tau)}}\right)^{+}, & \text {if } k<0\end{cases}
$$

Proof. For the rescaled (forward) process $\left(X_{\varepsilon \tau}^{(\varepsilon t)}\right)_{\varepsilon>0}$ in the BSM model (ㄸ.0.]) we have $\Lambda_{\varepsilon}(u)=$ $\Lambda_{0}(u)+\varepsilon \Lambda_{1}(u)$ for $u \in \mathbb{R}$, where $\Lambda_{0}(u)=u^{2} \sigma^{2} \tau / 2$ and $\Lambda_{1}(u)=-u \sigma^{2} \tau / 2$. It follows that $\Lambda_{0,1}(u)=u \sigma^{2} \tau, \Lambda_{0,2}(u)=\sigma^{2} \tau$ and $\Lambda_{1,1}(u)=-\sigma^{2} \tau / 2$. For any $k \in \mathbb{R}, u^{*}(k):=k /\left(\sigma^{2} \tau\right)$ is the unique solution to the equation $\Lambda_{0,1}\left(u^{*}(k)\right)=k$ and $\Lambda^{*}(k)=k^{2} /\left(2 \sigma^{2} \tau\right) . \Lambda_{0}$ is essentially smooth and strictly convex on $\mathbb{R}$ and the BSM model satisfies the other conditions in Assumption [2.2.1]. Since $\Lambda_{0,1}(0)=0$, the result follows from Corollary 2.2.

It is natural to wonder why we considered diagonal small-maturity asymptotics and not the small-maturity asymptotic of $\sigma_{t, \tau}$ for fixed $t>0$. In this case it turns out that in many cases of interest (stochastic volatility models, time-changed exponential Lévy models), the forward smile blows up to infinity (except at-the-money) as $\tau$ tends to zero. However under the assumptions given above, this degenerate behaviour does not occur in the diagonal small-maturity regime (Corollary $(2.26)$. In the Heston case, this explosive behaviour will be studied in Chapter 3. More generally this will be explored in Chapter 回, but we can provide a preliminary conjecture explaining the origin of this behaviour. Consider a two-state Markov-chain $\mathrm{d} X_{t}=-\frac{1}{2} V \mathrm{~d} t+\sqrt{V} \mathrm{~d} W_{t}$, starting at $X_{0}=0$, where $W$ is a standard Brownian motion and where $V$ is independent of $W$ and takes value $V_{1}$ with probability $p \in(0,1)$ and value $V_{2} \in\left(0, V_{1}\right)$ with probability $1-p$. Conditioning on $V$ and by the independence assumption, we have

$$
\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right)=p \mathrm{e}^{V_{1} u \tau(u-1) / 2}+(1-p) \mathrm{e}^{V_{2} u \tau(u-1) / 2}, \quad \text { for all } u \in \mathbb{R}
$$

Consider now the small-maturity regime where $\varepsilon=\tau, f(\varepsilon) \equiv 1$ and $Y_{\varepsilon}:=X_{\varepsilon}^{(t)}$ for a fixed $t>0$. In this case an expansion for the re-scaled cgf in (2.2.2) as $\tau$ tends to zero is given by

$$
\Lambda_{\varepsilon}(u)=\tau \log \mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right) / \tau}\right)=\frac{V_{1}}{2} u^{2}+\tau \log \left(p \mathrm{e}^{-V_{1} u / 2}\right)+\tau \mathcal{O}\left(\mathrm{e}^{-u^{2}\left(V_{1}-V_{2}\right) /(2 \tau)}\right)
$$

for all $u \in \mathbb{R}$. Since $V_{1}>V_{2}$ the remainder tends to zero exponentially fast as $\tau \downarrow 0$. The assumptions of Theorem 2.24 are clearly satisfied and a simple calculation shows that $\lim _{\tau \downarrow 0} \sigma_{t, \tau}(k)=$ $\sqrt{V_{1}}$. This example naturally extends to $n$-state Markov chains, and a natural conjecture is that the small-maturity forward smile does not blow up if and only if the quadratic variation of the process is bounded. In practice, most models have unbounded quadratic variation (see examples in Section [.3), and hence the diagonal small-maturity asymptotic is a natural scaling.

### 2.2.2.2 Large-maturity asymptotics

We now consider large-maturity asymptotics, when $\tau$ is large and $t$ is fixed. Consider $\left(Y_{\varepsilon}\right):=$ $\left(\varepsilon X_{1 / \varepsilon}^{(t)}\right), \varepsilon:=1 / \tau$ and $f(\varepsilon) \equiv 1 / \varepsilon$ (so that $c=1$ ). Theorem [2.2.4 then applies and we obtain the
following expansion for forward-start options:
Corollary 2.2.8. If $\left(\tau^{-1} X_{\tau}^{(t)}\right)_{\tau>0}$ satisfies Assumption 2.2.] with $\varepsilon=\tau^{-1}$ and $1 \in \mathcal{D}_{0}^{o}$, then the following expansion holds for all $k \in \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right\}$ as $\tau \uparrow \infty$ :

$$
\begin{aligned}
\frac{\mathrm{e}^{-\tau\left(\Lambda^{*}(k)-k\right)+\Lambda_{1}} \tau^{-1 / 2}}{u^{*}(k)\left(u^{*}(k)-1\right) \sqrt{2 \pi \Lambda_{0,2}}}\left(1+\frac{\Upsilon(1, k)}{\tau}+\mathcal{O}\left(\frac{1}{\tau^{2}}\right)\right) \\
= \begin{cases}\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+}, & \text {if } k>\Lambda_{0,1}(1) \\
\mathbb{E}\left(\mathrm{e}^{k \tau}-\mathrm{e}^{X_{\tau}^{(t)}}\right)^{+}, & \text {if } k<\Lambda_{0,1}(0), \\
-\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}} \wedge \mathrm{e}^{k \tau}\right), & \text { if } k \in\left(\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right)\end{cases}
\end{aligned}
$$

In the Black-Scholes model, all the quantities above can be computed in closed form, and we obtain:

Corollary 2.2.9. In the BSM model (ㄴ..) the following expansion holds for all $k \in \mathbb{R} \backslash\left\{-\Sigma^{2} / 2, \Sigma^{2} / 2\right\}$ as $\tau \uparrow \infty$ :

$$
\begin{aligned}
& \frac{\left.\mathrm{e}^{-\tau\left(\left(k+\Sigma^{2} / 2\right)^{2} /\left(2 \Sigma^{2}\right)-k\right.}\right) 4 \Sigma^{3}}{\left(4 k^{2}-\Sigma^{4}\right) \sqrt{2 \pi \tau}}\left(1-\frac{4 \Sigma^{2}\left(\Sigma^{4}+12 k^{2}\right)}{\left(4 k^{2}-\Sigma^{4}\right)^{2} \tau}+\mathcal{O}\left(\frac{1}{\tau^{2}}\right)\right) \\
& = \begin{cases}\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+}, & \text {if } k>\frac{1}{2} \Sigma^{2}, \\
\mathbb{E}\left(\mathrm{e}^{k \tau}-\mathrm{e}^{X_{\tau}^{(t)}}\right)^{+}, & \text {if } k<-\frac{1}{2} \Sigma^{2}, \\
-\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}} \wedge \mathrm{e}^{k \tau}\right), & \text { if } k \in\left(-\frac{1}{2} \Sigma^{2}, \frac{1}{2} \Sigma^{2}\right)\end{cases}
\end{aligned}
$$

Proof. Consider the process $\left(X_{\tau}^{(t)} / \tau\right)_{\tau>0}$ and set $\varepsilon=\tau^{-1}$. In the BSM model ([.0.]), $\Lambda_{\varepsilon}(u):=$ $\tau^{-1} \log \mathbb{E}\left(\exp \left(u X_{\tau}^{(t)}\right)\right)=\Lambda_{0}(u)=\frac{1}{2} \Sigma^{2} u(u-1)$. Thus $\Lambda_{0,1}(u)=\Sigma^{2}(u-1 / 2)$ and $\Lambda_{0,2}(u)=\Sigma^{2}$. For any $k \in \mathbb{R}, \Lambda_{0,1}\left(u^{*}(k)\right)=k$ has a unique solution $u^{*}(k)=1 / 2+k / \Sigma^{2}$ and hence $\Lambda^{*}(k)=$ $\left(k+\Sigma^{2} / 2\right)^{2} /\left(2 \Sigma^{2}\right) . \Lambda_{0}$ is essentially smooth and strictly convex on $\mathbb{R}$ and Assumption [2.) is satisfied. Since $\{0,1\} \subset \mathcal{D}_{0}^{o}$ the result follows from Corollary [2.2.8.

### 2.2.3 Forward smile asymptotics

We now translate the forward-start option expansions above into asymptotics of the forward implied volatility smile $k \mapsto \sigma_{t, \tau}(k)$, which was defined in (L.0.5).

### 2.2.3.1 Diagonal small-maturity forward smile

We first focus on the diagonal small-maturity case. For $i=0,1,2$ we define the functions $v_{i}$ : $\mathbb{R}^{*} \times \mathbb{R}_{+} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ by

$$
\begin{align*}
v_{0}(k, t, \tau):= & \frac{k^{2}}{2 \tau \Lambda^{*}(k)}, \\
v_{1}(k, t, \tau):= & \frac{v_{0}(k, t, \tau)^{2} \tau}{k}\left[1+\frac{2}{k} \log \left(\frac{k^{2} \mathrm{e}^{\Lambda_{1}\left(u^{*}(k)\right)}}{u^{*}(k)^{2} \sqrt{\Lambda_{0,2}\left(u^{*}(k)\right)}\left(\tau v_{0}(k, t, \tau)\right)^{3 / 2}}\right)\right],  \tag{2.2.9}\\
v_{2}(k, t, \tau):= & \frac{2 \tau^{2} v_{0}^{3}(k, t, \tau)}{k^{2}}\left(\frac{3}{k^{2}}+\frac{1}{8}\right)+\frac{2 \tau v_{0}^{2}(k, t, \tau)}{k^{2}}\left(\Upsilon(0, k)+\frac{1}{u^{*}(k)}\right) \\
& +\frac{v_{1}^{2}(k, t, \tau)}{v_{0}(k, t, \tau)}-\frac{3 \tau}{k^{2}} v_{0}(k, t, \tau) v_{1}(k, t, \tau),
\end{align*}
$$

where $\Lambda^{*}, u^{*}, \Lambda_{i, l}, \Upsilon$ are defined in (2.2.3), (2.2.5), (2.2.4), (2.2.8). The diagonal small-maturity forward smile asymptotic is now given in the following proposition, proved in Section [2.5.].

Proposition 2.2.10. Suppose that $\left(X_{\varepsilon \tau}^{(\varepsilon t)}\right)_{\varepsilon>0}$ satisfies Assumption 2.2.] and that $\Lambda_{0,1}(0)=0$ (defined in ([2.2.4)). The following expansion then holds for all $k \in \mathbb{R}^{*}$ as $\varepsilon$ tends to zero:

$$
\begin{equation*}
\sigma_{\varepsilon t, \varepsilon \tau}^{2}(k)=v_{0}(k, t, \tau)+v_{1}(k, t, \tau) \varepsilon+v_{2}(k, t, \tau) \varepsilon^{2}+\mathcal{O}\left(\varepsilon^{3}\right) \tag{2.2.10}
\end{equation*}
$$

When $\Lambda_{0,1}(0)=0$ then $\Lambda^{*}(k)>0$ for $k \in \mathbb{R}^{*}$ and $\Lambda^{*}(0)=0$ from Assumption [.2.2](iii) and Lemma L.2.2(iii) (with $a=0 \in \mathcal{D}_{0}^{o}$ ) so that $v_{0}$ is always strictly positive, and all the $v_{i}(i=0,1,2)$ are well defined on $\mathbb{R}^{*}$.

### 2.2.3.2 Large-maturity forward smile

In the large-maturity case, define for $i=0,1,2$, the functions $v_{i}^{\infty}: \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right\} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ by

$$
v_{0}^{\infty}(k, t):= \begin{cases}2\left(2 \Lambda^{*}(k)-k-2 \sqrt{\Lambda^{*}(k)\left(\Lambda^{*}(k)-k\right)}\right), & \text { if } k \in \mathbb{R} \backslash\left[\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right]  \tag{2.2.11}\\ 2\left(2 \Lambda^{*}(k)-k+2 \sqrt{\Lambda^{*}(k)\left(\Lambda^{*}(k)-k\right)}\right), & \text { if } k \in\left(\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right),\end{cases}
$$

and

$$
\begin{align*}
v_{1}^{\infty}(k, t):= & \frac{8 v_{0}^{\infty}(k, t)^{2}}{4 k^{2}-v_{0}^{\infty}(k, t)^{2}}\left(\Lambda_{1}\left(u^{*}(k)\right)\right. \\
& \left.+\log \left(\frac{4 k^{2}-v_{0}^{\infty}(k, t)^{2}}{4\left(u^{*}(k)-1\right) u^{*}(k) v_{0}^{\infty}(k, t)^{3 / 2} \sqrt{\Lambda_{0,2}\left(u^{*}(k)\right)}}\right)\right) \\
v_{2}^{\infty}(k, t):= & \frac{4}{v_{0}^{\infty}(k, t)\left(v_{0}^{\infty}(k, t)^{2}-4 k^{2}\right)^{3}}\left[8 k^{4} v_{1}^{\infty}(k, t) v_{0}^{\infty}(k, t)^{2}\left(v_{1}^{\infty}(k, t)+6\right)\right.  \tag{2.2.12}\\
& -16 k^{6} v_{1}^{\infty}(k, t)^{2}-2 \Upsilon(1, k) v_{0}^{\infty}(k, t)^{3}\left(v_{0}^{\infty}(k, t)^{2}-4 k^{2}\right)^{2} \\
& \left.-k^{2} v_{0}^{\infty}(k, t)^{4}\left(96+v_{1}^{\infty}(k, t)^{2}+8 v_{1}^{\infty}(k, t)\right)-v_{0}^{\infty}(k, t)^{6}\left(v_{1}^{\infty}(k, t)+8\right)\right] .
\end{align*}
$$

The quantities $\Lambda^{*}, u^{*}, \Lambda_{i, l}, \Upsilon$ are defined in (L.2.3), ( 2.2 .5$)$, ( $\left.\overline{2} .2 .4\right)$, ( 2.2 .8$)$ ). The large-maturity forward smile asymptotic is given in the following proposition, proved in Section 2.5.]. When $t=0$


Proposition 2.2.11. Suppose that $\left(\tau^{-1} X_{\tau}^{(t)}\right)_{\tau>0}$ satisfies Assumption w., with $\varepsilon=\tau^{-1}$ and that $1 \in \mathcal{D}_{0}^{o}$ and $\Lambda_{0}(1)=0$ (all defined in Assumption 2.2.1). The following then holds for all $k \in \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right\}$ as $\tau$ tends to infinity:

$$
\begin{equation*}
\sigma_{t, \tau}^{2}(k \tau)=v_{0}^{\infty}(k, t)+v_{1}^{\infty}(k, t) \tau^{-1}+v_{2}^{\infty}(k, t) \tau^{-2}+\mathcal{O}\left(\tau^{-3}\right) \tag{2.2.13}
\end{equation*}
$$

Remark 2.2.12. It is interesting to note that the (strict) martingale property $\left(\Lambda_{0}(1)=0\right)$ is only required in Proposition [2.2.]D and not in Proposition 2.2 .10 and Theorem [2.2.4.

Since $\{0,1\} \subset \mathcal{D}_{0}^{o}$ and $\Lambda_{0}(1)=\Lambda_{0}(0)=0$, we always have $\Lambda^{*}(k) \geq \max (0, k)$ from Lemma $\mathbb{2 . 2 . 2 ( i i i )}$. One can also check that $0<v_{0}^{\infty}(k, t)<2|k|$ for $k \in \mathbb{R} \backslash\left[\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right]$ and $v_{0}^{\infty}(k, t)>2|k|$ for $k \in\left(\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right)$. This implies that the functions $v_{i}^{\infty}(i=0,1,2)$ are always well defined. By Assumption L2.2.J and Lemma [.2.2(iii) we have $\Lambda^{*}\left(\Lambda_{0,1}(0)\right)=0$. Again from Lemma $\mathbb{L 2 . 2 . 2}$ (iii) this implies that $\Lambda^{*}\left(\Lambda_{0,1}(1)\right)=\Lambda_{0,1}(1)$. Hence $v_{0}^{\infty}(\cdot, t)$ is continuous on $\mathbb{R}$ with $v_{0}^{\infty}\left(\Lambda_{0,1}(1), t\right)=2 \Lambda_{0,1}(1)$ and $v_{0}^{\infty}\left(\Lambda_{0,1}(0), t\right)=-2 \Lambda_{0,1}(0)$. The functions $v_{1}^{\infty}(\cdot, t)$ and $v_{2}^{\infty}(\cdot, t)$ are undefined on $\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right\}$. However, it can be shown that since $\Lambda_{0}$ is strictly convex (Assumption 2.2 .1 ) and $\Lambda_{0}(1)=0$ all limits are well defined and hence both functions can be extended by continuity to $\mathbb{R}$. For example, using Taylor expansions in neighbourhoods of these points yields:

$$
\lim _{k \rightarrow p} v_{1}^{\infty}(k, t)=2-2 \sqrt{\frac{v_{0}^{\infty}(p, t)}{\Lambda_{0,2}\left(u^{*}(p)\right)}}\left(1+\operatorname{sgn}(p)\left(\frac{\Lambda_{0,3}\left(u^{*}(p)\right)}{6 \Lambda_{0,2}\left(u^{*}(p)\right)}-\Lambda_{1,1}\left(u^{*}(p)\right)\right)\right)
$$

for $p \in\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right\}$, which, for $t=0$, agrees with Theorem 4.4.1] and [65., Equation (3.2)] for the specific case of the Heston model (LL.2.2).

### 2.2.3.3 Type-II forward smile

As mentioned on Page [3], another type of forward-start option has been considered in the literature. We show here that the forward implied volatility expansions proved above carry over in this case with some minor modifications. The following corollary shows how the Type-II forward smile $\widetilde{\sigma}_{t, \tau}$ (defined in ( $\mathbb{L . 0 . 6 ) )}$ ) can be incorporated into our framework. The proof follows directly from Proposition $\boxed{4.3(i)}$ and is therefore omitted.

Corollary 2.2.13. If $\left(\mathrm{e}^{X_{t}}\right)_{t \geq 0}$ is an $\left(\mathcal{F}_{t}\right)$-martingale under $\mathbb{P}$, then Propositions 2.10 and 2.21$]$ hold for the Type-II forward smile $\widetilde{\sigma}_{t, \tau}$ with the cgf ([区.2.|) calculated under $\widetilde{\mathbb{P}}$ (defined in ([.4.4)).

### 2.3 Applications

### 2.3.1 Heston

In this section, we apply our general results to the Heston model ( 1.32 ). In Section 2.3 .1 we focus on diagonal small-maturity asymptotics and in Section 2.3 .1 .2 we focus on large-maturity asymptotics.

### 2.3.1.1 Diagonal Small-Maturity Heston Forward Smile

The objective of this section is to apply Proposition 2.2 .10 to the Heston forward smile, namely

Proposition 2.3.1. In Heston, Corollary 2.2 .6 and Proposition 2.2 .10 hold with $\mathcal{D}_{0}=\mathcal{K}_{t, \tau}$, $\Lambda_{0}=\Xi, \Lambda_{1}=L$.

This proposition is proved in Section 2.5 .2 , and all the functions therein are defined as follows. We set $\Xi: \mathcal{K}_{t, \tau} \times \mathbb{R}_{+} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
\Xi(u, t, \tau):=\frac{u v}{\xi\left(\bar{\rho} \cot \left(\frac{1}{2} \xi \bar{\rho} \tau u\right)-\rho\right)-\frac{1}{2} \xi^{2} t u}, \quad \mathcal{K}_{t, \tau}:=\left\{u \in \mathbb{R}: \Xi(u, 0, \tau)<\frac{2 v}{\xi^{2} t}\right\} \tag{2.3.1}
\end{equation*}
$$

with $\bar{\rho}:=\sqrt{1-\rho^{2}}$ and the functions $L, L_{0}, L_{1}: \mathcal{K}_{t, \tau} \times \mathbb{R}_{+} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ are defined as

$$
\begin{align*}
L(u, t, \tau) & :=L_{0}(u, \tau)+\Xi(u, t, \tau)^{2}\left(\frac{v L_{1}(u, \tau)}{\Xi(u, 0, \tau)^{2}}-\frac{\kappa \xi^{2} t^{2}}{4 v}\right)-\Xi(u, t, \tau) \kappa t \\
& -\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-\frac{\Xi(u, 0, \tau) \xi^{2} t}{2 v}\right), \\
L_{0}(u, \tau) & :=\frac{\kappa \theta}{\xi^{2}}\left(\left(\mathrm{i} \xi \rho-d_{0}\right) \mathrm{i} \tau u-2 \log \left(\frac{1-g_{0} \mathrm{e}^{-\mathrm{i} d_{0} \tau u}}{1-g_{0}}\right)\right),  \tag{2.3.2}\\
L_{1}(u, \tau) & :=\frac{\exp \left(-\mathrm{i} d_{0} \tau u\right)}{\xi^{2}\left(1-g_{0} \mathrm{e}^{-\mathrm{i} d_{0} \tau u}\right)}\left[\left(\mathrm{i} \xi \rho-d_{0}\right) \mathrm{i} d_{1} \tau u+\left(d_{1}-\kappa\right)\left(1-\mathrm{e}^{\mathrm{i} d_{0} \tau u}\right)\right. \\
& \left.+\frac{\left(\mathrm{i} \xi \rho-d_{0}\right)\left(1-\mathrm{e}^{-\mathrm{i} d_{0} \tau u}\right)\left(g_{1}-\mathrm{i} d_{1} g_{0} \tau u\right)}{1-g_{0} \mathrm{e}^{-\mathrm{i} d_{0} \tau u}}\right]
\end{align*}
$$

with

$$
d_{0}:=\xi \bar{\rho}, \quad d_{1}:=\frac{\mathrm{i}(2 \kappa \rho-\xi)}{2 \bar{\rho}}, \quad g_{0}:=\frac{\mathrm{i} \rho-\bar{\rho}}{\mathrm{i} \rho+\bar{\rho}} \quad \text { and } \quad g_{1}:=\frac{2 \kappa-\xi \rho}{\xi \bar{\rho}(\bar{\rho}+\mathrm{i} \rho)^{2}} .
$$

For any $t \geq 0, \tau>0$ the functions $L_{0}$ and $L_{1}$ are well defined real-valued functions for all $u \in \mathcal{K}_{t, \tau}$ (see Remark 2.5$]$ for technical details). Also since $\Xi(0, t, \tau) / \Xi(0,0, \tau)=1, L$ is well defined at $u=0$. In order to gain some intuition on the role of the Heston parameters on the forward smile we expand ( $\overline{2.2 .10}$ ) around the at-the-money point in terms of the log-strike $k$ :

Corollary 2.3.2. The following expansion holds for the Heston forward smile as $\varepsilon$ and $k$ tend to zero:
$\sigma_{\varepsilon t, \varepsilon \tau}^{2}(k)=v+\varepsilon \nu_{0}(t, \tau)+\left(\frac{\rho \xi}{2}+\varepsilon \nu_{1}(t, \tau)\right) k+\left(\frac{\left(4-7 \rho^{2}\right) \xi^{2}}{48 v}+\frac{\xi^{2} t}{4 \tau v}+\varepsilon \nu_{2}(t, \tau)\right) k^{2}+\mathcal{O}\left(k^{3}\right)+\mathcal{O}\left(\varepsilon^{2}\right)$.

The corollary is proved in Section 2.5.2.2, and the functions appearing in it are defined as follows:

$$
\begin{align*}
\nu_{0}(t, \tau) & :=\frac{\tau}{48}\left(24 \kappa \theta+\xi^{2}\left(\rho^{2}-4\right)+12 v(\xi \rho-2 \kappa)\right)-\frac{t}{4}\left(\xi^{2}+4 \kappa(v-\theta)\right), \\
\nu_{1}(t, \tau) & :=\frac{\rho \xi \tau}{24 v}\left[\xi^{2}\left(1-\rho^{2}\right)-2 \kappa(v+\theta)+\xi \rho v\right]+\frac{\rho \xi^{3} t}{8 v}, \\
\nu_{2}(t, \tau) & :=\left[80 \kappa \theta\left(13 \rho^{2}-6\right)+\xi^{2}\left(521 \rho^{4}-712 \rho^{2}+176\right)+40 \rho^{2} v(\xi \rho-2 \kappa)\right] \frac{\xi^{2} \tau}{7680 v^{2}}  \tag{2.3.3}\\
& -\frac{\xi^{2} t}{192 v^{2}}\left[4 \kappa \theta\left(16-7 \rho^{2}\right)+\left(7 \rho^{2}-4\right)\left(9 \xi^{2}+4 \kappa v\right)\right] \\
& +\frac{\xi^{2} t^{2}}{32 \tau v^{2}}\left(4 \kappa(v-3 \theta)+9 \xi^{2}\right) .
\end{align*}
$$

Remark 2.3.3. The following remarks should convey some practical intuition about the results above:
(i) For $t=0$ this expansion perfectly lines up with [64, Corollary 4.3].
(ii) Corollary 2.3 .2 implies $\sigma_{\varepsilon t, \varepsilon \tau}(0)=\sigma_{0, \varepsilon \tau}(0)-\frac{\varepsilon t}{8 \sqrt{v}}\left(\xi^{2}+4 \kappa(v-\theta)\right)+\mathcal{O}\left(\varepsilon^{2}\right)$, as $\varepsilon \downarrow 0$. For small enough $\varepsilon$, the spot at-the-money volatility is higher than the forward if and only if $\xi^{2}+4 \kappa(v-\theta)>0$. In particular, when $v \geq \theta$, the difference between the forward at-themoney volatility and the spot one is increasing in the forward-start date and volatility of variance $\xi$. In Figure 2.2 we plot this effect using $\theta=v$ and $\theta>v+\xi^{2} /(4 \kappa)$. The relative values of $v$ and $\theta$ impact the level of the forward smile vs spot smile.
(iii) For practical purposes, we can deduce some information on the forward skew by loosely differentiating Corollary 2.3 .2 with respect to $k$ :

$$
\partial_{k} \sigma_{\varepsilon t, \varepsilon \tau}(0)=\frac{\xi \rho}{4 \sqrt{v}}+\frac{\left(4 \nu_{1}(t, \tau) v-\xi \rho \nu_{0}(t, \tau)\right)}{8 v^{3 / 2}} \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right) .
$$

(iv) Likewise an expansion for the Heston forward convexity as $\varepsilon$ tends to zero is given by

$$
\begin{aligned}
\partial_{k}^{2} \sigma_{\varepsilon t, \varepsilon \tau}(0)= & \frac{\xi^{2}\left(\left(2-5 \rho^{2}\right) \tau+6 t\right)}{24 \tau v^{3 / 2}} \\
& -\frac{\nu_{0}(t, \tau) \xi^{2}\left(3 t+\left(1-4 \rho^{2}\right) \tau\right)+6 \tau v\left(\rho \xi \nu_{1}(t, \tau)-4 \nu_{2}(t, \tau) v\right)}{24 \tau v^{5 / 2}} \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)
\end{aligned}
$$

and in particular $\partial_{k}^{2} \sigma_{\varepsilon t, \varepsilon \tau}(0)=\partial_{k}^{2} \sigma_{0, \varepsilon \tau}(0)+\xi^{2} t /\left(4 \tau v^{3 / 2}\right)+\mathcal{O}(\varepsilon)$. For fixed maturity the forward convexity is always greater than the spot implied volatility convexity (see Figure $\overline{Z .2}$ ) and this difference is increasing in the forward-start dates and volatility of variance. At zeroth order in $\varepsilon$ the wings of the forward smile increase to arbitrarily high levels with decreasing maturity (see Figure [2.1(a)). This effect has been mentioned qualitatively by practitioners [36]. As it turns out for fixed $t>0$ the Heston forward smile blows up to infinity (except at-the-money) as the maturity tends to zero, see Chapter 3 for details.

In the Heston model, $\left(\mathrm{e}^{X_{t}}\right)_{t \geq 0}$ is a true martingale [5, Proposition 2.5]. Applying Corollary $[.2 .3$ with Lemma $\mathbb{L T . 8}$, giving the Heston forward cgf under the stopped-share-price measure (ㄴ.4.4), we derive the following asymptotic for the Type-II Heston forward smile $\widetilde{\sigma}_{t, \tau}$ :

Corollary 2.3.4. The diagonal small-maturity expansion of the Heston Type-II forward smile as $\varepsilon$ and $k$ tend to zero is the same as the one in Corollary .3 .9 with $\nu_{0}, \nu_{1}$ and $\nu_{2}$ replaced by $\widetilde{\nu}_{0}$, $\widetilde{\nu}_{1}$ and $\widetilde{\nu}_{2}$, where

$$
\begin{aligned}
& \widetilde{\nu}_{0}(t, \tau):=\nu_{0}(t, \tau)+\xi \rho v t, \quad \widetilde{\nu}_{1}(t, \tau):=\nu_{1}(t, \tau), \\
& \widetilde{\nu}_{2}(t, \tau):=\nu_{2}(t, \tau)+\frac{\rho \xi^{3} t}{48 v}\left(7 \rho^{2}-4\right)-\frac{\rho \xi^{3} t^{2}}{8 v \tau} .
\end{aligned}
$$

Its proof is analogous to the proofs of Proposition 2.3 .1 and Corollary 2.2 .2 , and is therefore omitted. Note that when $\rho=0$ or $t=0, \nu_{i}=\widetilde{\nu}_{i}(i=1,2,3)$, and the Heston forward smiles Type-I and Type-II are the same, in exact agreement with Proposition [.4.4.


Figure 2.1: (a): Forward smiles with forward-start date $t=1 / 2$ and maturities $\tau=$ $1 / 6,1 / 12,1 / 16,1 / 32$ given by circles, squares, diamonds and triangles respectively using the Heston parameters $(v, \theta, \kappa, \rho, \xi)=(0.07,0.07,1,-0.6,0.5)$ and the asymptotic in Proposition [.3.1. (b): Type I (circles) vs Type 2 (squares) forward smile with $t=1 / 2, \tau=1 / 12$ and the Heston parameters $(v, \theta, \kappa, \rho, \xi)=(0.07,0.07,1,-0.2,0.34)$ using Corollaries $\boxed{2.2}$ and $\boxed{2} .4$.


Figure 2.2: Forward smile vs spot smile with $v=\theta$ and $\theta>v+\xi^{2} /(4 \kappa)$. Circles $(t=0, \tau=1 / 12)$ and squares $(t=1 / 2, \tau=1 / 12)$ use the Heston parameters $v=\theta=0.07, \kappa=1, \rho=-0.6, \xi=0.3$. Diamonds $(t=0, \tau=1 / 12)$ and triangles $(t=1 / 2, \tau=1 / 12)$ use the same parameters but with $\theta=0.1$. Plots use the asymptotic in Proposition 2.3.].

### 2.3.1.2 Large-maturity Heston forward smile

Our main result here is Proposition [.3.5, which is an application of Proposition 2.21 to the Heston forward smile. In order to apply this result we first define a number of regimes depending on the Heston correlation. Define the real numbers $\rho_{-}$and $\rho_{+}$by

$$
\begin{equation*}
\rho_{ \pm}:=\frac{\mathrm{e}^{-2 \kappa t}\left(\xi\left(\mathrm{e}^{2 \kappa t}-1\right) \pm\left(\mathrm{e}^{\kappa t}+1\right) \sqrt{16 \kappa^{2} \mathrm{e}^{2 \kappa t}+\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)^{2}}\right)}{8 \kappa} \tag{2.3.4}
\end{equation*}
$$

and note that $-1 \leq \rho_{-}<0<\rho_{+}$with $\rho_{ \pm}= \pm 1$ if and only if $t=0$. We now define the large-maturity regimes:

$$
\begin{array}{llr}
\mathfrak{R}_{1}: & \text { Good correlation regime: } & \rho_{-} \leq \rho \leq \min \left(\rho_{+}, \kappa / \xi\right) ; \\
\mathfrak{R}_{2}: & \text { Asymmetric negative correlation regime: } & -1<\rho<\rho_{-} \text {and } t>0 ; \\
\mathfrak{R}_{3}: & \text { Asymmetric positive correlation regime: } & \rho_{+}<\rho<1 \text { and } t>0 ;  \tag{2.3.5}\\
& \mathfrak{R}_{3 a}: & \rho \leq \kappa / \xi ; \\
& \mathfrak{R}_{3 b}: & \rho>\kappa / \xi ; \\
\mathfrak{R}_{4}: & \text { Large correlation regime: } & \kappa / \xi<\rho \leq \min \left(\rho_{+}, 1\right) .
\end{array}
$$

In the standard case $t=0, \Re_{1}$ corresponds to $\kappa \geq \rho \xi$ and $\Re_{4}$ is its complement. We now define the following quantities:

$$
\begin{equation*}
u_{ \pm}:=\frac{\xi-2 \kappa \rho \pm \eta}{2 \xi\left(1-\rho^{2}\right)} \quad \text { and } \quad u_{ \pm}^{*}:=\frac{\psi \pm \nu}{2 \xi\left(\mathrm{e}^{\kappa t}-1\right)} \tag{2.3.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta:=\sqrt{\xi^{2}\left(1-\rho^{2}\right)+(2 \kappa-\rho \xi)^{2}}, \quad \nu:=\sqrt{\psi^{2}-16 \kappa^{2} \mathrm{e}^{\kappa t}}, \quad \psi:=\xi\left(\mathrm{e}^{\kappa t}-1\right)-4 \kappa \rho \mathrm{e}^{\kappa t} \tag{2.3.7}
\end{equation*}
$$

as well as the interval $\mathcal{K}_{\mathrm{H}} \subset \mathbb{R}$ defined in Table 2.1 . Note that $\nu$ defined in (2.3.7) is a well defined

|  | $\mathfrak{R}_{1}$ | $\mathfrak{R}_{2}$ | $\mathfrak{R}_{3 a}$ | $\mathfrak{R}_{3 b}$ | $\mathfrak{R}_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{K}_{\mathrm{H}}$ | $\left[u_{-}, u_{+}\right]$ | $\left[u_{-}, u_{+}^{*}\right)$ | $\left(u_{-}^{*}, u_{+}\right]$ | $\left(u_{-}^{*}, 1\right]$ | $\left(u_{-}, 1\right]$ |

Table 2.1: Limiting domains in each large-maturity regime.
real number for all $\rho \in\left[-1, \rho_{-}\right] \cup\left[\rho_{+}, 1\right]$. We define the real-valued functions $V$ and $H$ from $\mathcal{K}_{\mathrm{H}}$ to $\mathbb{R}$ by

$$
\begin{equation*}
V(u):=\frac{\kappa \theta}{\xi^{2}}(\kappa-\rho \xi u-d(u)) \quad \text { and } \quad H(u):=\frac{V(u) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} V(u)}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{\kappa \theta-2 \beta_{t} V(u)}{\kappa \theta(1-\gamma(u))}\right) \tag{2.3.8}
\end{equation*}
$$

with $d, \beta_{t}$ and $\gamma$ defined in ([.3.6), ([区.3.4) and ([L.3.8). For any $k \in \mathbb{R}$ the (saddlepoint) equation $V^{\prime}\left(q^{*}(k)\right)=k$ has a unique solution $q^{*}(k) \in\left(u_{-}, u_{+}\right)$:

$$
\begin{equation*}
q^{*}(k):=\frac{\xi-2 \kappa \rho+(\kappa \theta \rho+k \xi) \eta\left(k^{2} \xi^{2}+2 k \kappa \theta \rho \xi+\kappa^{2} \theta^{2}\right)^{-1 / 2}}{2 \xi\left(1-\rho^{2}\right)} . \tag{2.3.9}
\end{equation*}
$$

Further let $V^{*}: \mathbb{R} \rightarrow \mathbb{R}_{+}$denote the Fenchel-Legendre transform of $V$ :

$$
\begin{equation*}
V^{*}(k):=\sup _{u \in \mathcal{K}_{\mathrm{H}}}\{u k-V(u)\}, \quad \text { for all } k \in \mathbb{R} . \tag{2.3.10}
\end{equation*}
$$

In Regime $\mathfrak{R}_{1}, V^{*}$ is given in closed-form as $V^{*}(k)=q^{*}(k) k-V\left(q^{*}(k)\right)$. (See Lemma 0.2 .1 for further details). The following proposition gives the large-maturity Heston forward smile in Regime $\Re_{1}$ (the good correlation regime), and its proof is postponed to Section [2.5.2.2.

Proposition 2.3.5. If $\rho_{-} \leq \rho \leq \min \left(\rho_{+}, \kappa / \xi\right)$, then Corollary 2.2 .8 and Proposition 2.2 .1$]$ hold with $\Lambda_{0}=V, \Lambda^{*}=V^{*}, u^{*}=q^{*}, \Lambda_{1}=H, \Lambda_{2}=0$ and $\mathcal{D}_{0}=\left[u_{-}, u_{+}\right]$.

## Remark 2.3.6.

(i) In the Heston model there is no $t$-dependence for $v_{0}^{\infty}$ in (2.2.2.3) since $V^{*}$ does not depend on $t$. Therefore under the conditions of the proposition, the limiting (zeroth order) smile is exactly of SVI form (see [73]).
(ii) For all other regimes in (2.3.5) the essential smoothness property in Assumption $2.2 .1(\mathrm{iv})$ is not satisfied (and $1 \notin \mathcal{K}_{\mathrm{H}}^{o}$ in Regimes $\mathfrak{R}_{3 b}$ and $\mathfrak{R}_{4}$ ) and a different strategy needs to be employed to derive a sharp large deviations result for large-maturity forward-start options. We leave this analysis for Chapter $\mathbb{\pi}$.
(iii) $t=0$ implies that $\rho_{ \pm}= \pm 1$ and Proposition extends the large-maturity asymptotics in [63, 65].
(iv) For practical purposes, note that $\rho \in[0, \min (1 / 2, \kappa / \xi)]$ is always satisfied under the assumptions of the proposition.
(v) Even though the function $V^{*}$ does not depend on $t, \rho_{ \pm}$and the function $H$ do (see the at-the-money example below). That said, to zeroth order and correlation close to zero, the large-maturity forward smile is the same as the large-maturity spot smile. This is a very different result compared to the Heston small-maturity forward smile (see Remark [2.3.3(iv)), where large differences emerge between the forward smile and the spot smile at zeroth order.

We now give an example illustrating some of the differences between the Heston large-maturity forward smile and the large-maturity spot smile due to first-order differences in the asymp-
 money volatility which, when using Proposition 2.3.5 with $\rho_{-} \leq \rho \leq \min \left(\rho_{+}, \kappa / \xi\right)$, satisfies
$\sigma_{t, \tau}^{2}(0)=v_{0}^{\infty}(0)+v_{1}^{\infty}(0, t) / \tau+\mathcal{O}\left(1 / \tau^{2}\right)$, as $\tau$ tends to infinity, with

$$
\begin{aligned}
v_{0}^{\infty}(0) & =\frac{4 \theta \kappa(\eta-2 \kappa+\xi \rho)}{\xi^{2}\left(1-\rho^{2}\right)} \\
v_{1}^{\infty}(0, t) & =\frac{16 \kappa v(\rho \xi-2 \kappa+\eta)}{\Delta \xi^{2}}+\frac{16 \kappa \theta}{\xi^{2}} \log \left(\frac{\Delta \mathrm{e}^{-\kappa t}\left(2 \kappa-\xi \rho+\left(1-2 \rho^{2}\right) \eta\right)}{8 \kappa\left(1-\rho^{2}\right)^{2} \eta}\right) \\
& -8 \log \left(\frac{\xi\left(1-\rho^{2}\right)^{3 / 2} \sqrt{\eta(2 \xi \rho-4 \kappa+2 \eta)}}{\left(\xi\left(1-2 \rho^{2}\right)-\rho(\eta-2 \kappa)\right)(\rho(\eta-2 \kappa)+\xi)}\right)
\end{aligned}
$$

$\eta$ is defined in (2.3.7) and $\Delta:=2 \kappa\left(1+\mathrm{e}^{\kappa t}\left(1-2 \rho^{2}\right)\right)-\left(1-\mathrm{e}^{\kappa t}\right)(\rho \xi+\eta)$. To get an idea of the $t$-dependence of the at-the-money forward volatility we set $\rho=0$ (since Proposition [2.3.5] is valid for correlations near zero) and perform a Taylor expansion of $v_{1}^{\infty}(0, t)$ around $t=0$ : $v_{1}^{\infty}(0, t)=v_{1}^{\infty}(0,0)+\left(\frac{2 \theta}{1+\sqrt{1+\xi^{2} / 4 \kappa^{2}}}-v\right) t+\mathcal{O}\left(t^{2}\right)$. When $v \geq \theta$ then at this order the large $\tau$-maturity forward at-the-money volatility is lower than the corresponding large $\tau$-maturity at-the-money implied volatility and this difference is increasing in $t$ and in the ratio $\xi / \kappa$. This is similar in spirit to Remark [2.3.3(ii) for the small-maturity Heston forward smile.

### 2.3.2 Schöbel-Zhu

In this Section we apply our general results to the Schöbel-Zhu (SZ) stochastic volatility model ( $\mathbb{L} .3 . \mathrm{Cl}$ ). The forward cgf for the SZ model was derived in Lemma [.3.3. The analysis in this section is similar to the diagonal small-maturity Heston one and we therefore omit the proofs, only highlighting the similarities and differences between the two models.

Proposition 2.3.7. In the Schöbel-Zhu model Corollary 2.2 .6 and Proposition 2.2 .10 hold with $\mathcal{D}_{0}=\mathcal{K}_{t, \tau}$ and $\Lambda_{0}=\Xi$, where $\mathcal{K}_{t, \tau}$ and $\Xi$ are defined in [.3.].

At zeroth order in $\varepsilon$ the SZ diagonal small-maturity forward smile is the same as in Heston modulo a re-scaling of the volatility of volatility. The first-order asymptotic is used in Corollary 2.3 .8 below to highlight differences with the Heston model. In order to gain some intuition on the role of the Schöbel-Zhu parameters on the forward smile we expand our solution (to first order in $\varepsilon$ ) around the at-the-money point in terms of the log-strike $k$.

Corollary 2.3.8. The following expansion holds for the Schöbel-Zhu forward smile as $\varepsilon$ and $k$ tend to zero:
$\sigma_{\varepsilon t, \varepsilon \tau}^{2}(k)=v+\varepsilon \nu_{0}(t, \tau)+\left(\frac{\xi \rho}{2}+\varepsilon \nu_{1}(t, \tau)\right) k+\left(\frac{\left(4-7 \rho^{2}\right) \xi^{2}}{48 v}+\frac{\xi^{2} t}{4 \tau v}+\varepsilon \nu_{2}(t, \tau)\right) k^{2}+\mathcal{O}\left(k^{3}\right)+\mathcal{O}\left(\varepsilon^{2}\right)$,
where

$$
\begin{aligned}
\nu_{0}(t, \tau) & :=\tau\left(\frac{1}{48} \xi^{2}\left(\rho^{2}+2\right)+\kappa \theta \sqrt{v}+\frac{1}{4} v(\xi \rho-4 \kappa)\right)+2 \kappa t \sqrt{v}(\theta-\sqrt{v}), \\
\nu_{1}(t, \tau) & :=\frac{\rho \xi \tau\left(\xi^{2}\left(1-2 \rho^{2}\right)-8 \kappa v+2 \xi \rho v\right)}{48 v}+\frac{\xi^{3} \rho t}{8 v}, \\
\nu_{2}(t, \tau) & :=\left(\left(521 \rho^{4}-452 \rho^{2}+56\right) \xi^{2}+480 \kappa \theta \sqrt{v}\left(2 \rho^{2}-1\right)+40 \rho^{2} v(\rho \xi-4 \kappa)\right) \frac{\xi^{2} \tau}{7680 v^{2}} \\
& -\frac{\xi^{2} t}{48 v^{2}}\left(\left(14 \rho^{2}-5\right) \xi^{2}+2 \kappa \theta \sqrt{v}\left(10-7 \rho^{2}\right)+2 \kappa v\left(7 \rho^{2}-4\right)\right)+\frac{\xi^{2} t^{2}}{16 \tau v^{2}}\left(3 \xi^{2}\right. \\
& +4 \kappa \sqrt{v}(\sqrt{v}-2 \theta)) .
\end{aligned}
$$

Remark 2.3.9. At this order we can make the following remarks concerning the SZ forward smile:
(i) Remark $2.3 .3($ iv ) for the Heston forward smile also applies to the SZ forward smile.
(ii) The forward ATM volatility has a different dependence on the volatility of volatility $\xi$ in Heston and SZ. In Heston (Remark [.3.3(ii)), $\sigma_{\varepsilon t, \varepsilon \tau}(0)-\sigma_{0, \varepsilon \tau}(0)$ is decreasing in $\xi$. In SZ, Corollary 2.3 .8 implies $\sigma_{\varepsilon t, \varepsilon \tau}(0)=\sigma_{0, \varepsilon \tau}(0)+(\theta-\sqrt{v}) \kappa t \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)$, as $\varepsilon \downarrow 0$, which does not depend on $\xi$ (up to an error of order $\mathcal{O}\left(\varepsilon^{2}\right)$ ). For realistic parameter choices $(\rho \leq 0)$ the Heston ATM forward volatility is decreasing in $\xi$ while (for example when $\xi>2 v$ ) it is increasing in $\xi$ in SZ and the impact is small. This effect is illustrated in Figure [2.3.

An analysis analogous to that of the Heston model can be conducted for the large-maturity SZ forward smile, but we omit it here for brevity.


Figure 2.3: Here $t=1 / 2$ and $\tau=1 / 12$ and we apply Corollaries 2.3 .8 and 2.3 .2 . Circles use the Heston parameters $v=0.07, \theta=0.07, \kappa=1, \rho=-0.6, \xi=0.3$ and SZ parameters $v=0.07, \theta=$ $\sqrt{0.07}, \kappa=1, \rho=-0.6, \xi=0.3$. Squares use the same parameters but with $\xi=0.4$.

### 2.3.3 Time-changed exponential Lévy

Due to Lemma [.4. sense that $\sigma_{t, \tau}$ does not depend on $t$. This is not necessarily true in time-changed exponential

Lévy models as we shall now see. We shall consider here the two examples in Section $\mathbb{4 . 3 . 2}$ and we briefly recall the set-up. We let $N$ be a Lévy process with cgf given by $\log \mathbb{E}\left(\mathrm{e}^{u N_{t}}\right)=t \phi(u)$ for $t \geq 0$ and $u \in \mathcal{K}_{\phi}:=\{u \in \mathbb{R}:|\phi(u)|<\infty\}$. We consider models where $X:=\left(N_{V_{t}}\right)_{t \geq 0}$ pathwise and the time-change is given by $V_{t}:=\int_{0}^{t} v_{s} \mathrm{~d} s$ with $v$ being a strictly positive process independent of $N$. We shall consider the two examples where $v$ is a Feller diffusion ( $\mathbb{L . 3 . \square}$ ) and where it is a $\Gamma$-OU process ( $\left[.3 . \boldsymbol{L}_{2}\right)$. We now define the functions $\widehat{V}$ and $\widehat{H}$ from $\widehat{\mathcal{K}}_{\infty}$ to $\mathbb{R}$, and the functions $\widetilde{V}$ and $\widetilde{H}$ from $\widetilde{\mathcal{K}}_{\infty}$ to $\mathbb{R}$ by

$$
\begin{align*}
\widehat{V}(u) & :=\frac{\kappa \theta}{\xi^{2}}\left(\kappa-\sqrt{\kappa^{2}-2 \phi(u) \xi^{2}}\right) \\
\widehat{H}(u) & :=\frac{\widehat{V}(u) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} \widehat{V}(u)}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{\kappa \theta-2 \beta_{t} \widehat{V}(u)}{\kappa \theta(1-\gamma(\phi(u)))}\right),  \tag{2.3.11}\\
\widetilde{V}(u) & :=\frac{\phi(u) \lambda \delta}{\alpha \lambda-\phi(u)}, \\
\widetilde{H}(u) & :=\frac{\lambda \alpha \delta}{\alpha \lambda-\phi(u)} \log \left(1-\frac{\phi(u)}{\alpha \lambda}\right)+\frac{\phi(u) v \mathrm{e}^{-\lambda t}}{\lambda}+d \log \left(\frac{\phi(u)-\alpha \lambda \mathrm{e}^{\lambda t}}{\mathrm{e}^{t \lambda}(\phi(u)-\alpha \lambda)}\right),
\end{align*}
$$

where we set

$$
\begin{equation*}
\widehat{\mathcal{K}}_{\infty}:=\left\{u: \phi(u) \leq \kappa^{2} /\left(2 \xi^{2}\right)\right\}, \quad \text { and } \quad \widetilde{\mathcal{K}}_{\infty}:=\{u: \phi(u)<\alpha \lambda\} ; \tag{2.3.12}
\end{equation*}
$$

$\phi$ is the Lévy exponent of $N, \beta_{t}$ and $\gamma$ are defined in (L. 2.44$)$ and the other model parameters are given in $(\mathbb{L}, \boldsymbol{T}])$ and $(\mathbb{L},\lceil 2)$. The following proposition-proved in Section $\mathbb{2 . 5 . 3}$-is the main result of the section.

Proposition 2.3.10. Suppose that $\phi$ is essentially smooth (Assumption 2.2.](iv)), strictly convex and of class $\mathcal{C}^{\infty}$ on $\mathcal{K}_{\phi}^{o}$ with $\{0,1\} \subset \mathcal{K}_{\phi}^{o}$ and $\phi(1)=0$. Then Corollary 2.2 .8 and Proposition [2.2.1] hold:
(i) when $v$ follows ( $\mathbb{\|} .3 . \square)$, with $\Lambda_{0}=\widehat{V}, \Lambda_{1}=\widehat{H}, \Lambda_{2}=0$ and $\mathcal{D}_{0}=\widehat{\mathcal{K}}_{\infty}$;
(ii) when $v$ follows ([வ.3.|2), with $\Lambda_{0}=\widetilde{V}, \Lambda_{1}=\widetilde{H}, \Lambda_{2}=0$ and $\mathcal{D}_{0}=\widetilde{\mathcal{K}}_{\infty}$;
(iii) when $v_{t} \equiv 1$, with $\Lambda_{0}=\phi, \Lambda_{1}=0, \Lambda_{2}=0$ and $\mathcal{D}_{0}=\mathcal{K}_{\phi}$.

## Remark 2.3.11.

(i) If $\left(B_{t}\right)_{t \geq 0}$ is a standard Brownian motion then the uncorrelated Heston model ( $\mathbb{\boxed { L 3 } . 2}$ ) can be represented as $N_{t}:=-t / 2+B_{t}$ time-changed by an integrated Feller diffusion (■...П). With $\phi(u) \equiv u(u-1) / 2$ and $\mathcal{K}_{\phi}=\mathbb{R}$, Proposition $2.3 .10(\mathrm{i})$ agrees with Proposition [2.3.5.
(ii) The zeroth order large-maturity forward smile is the same as its corresponding zeroth order large-maturity spot smile and differences only emerge at first order. It seems plausible that this will always hold if there exists a stationary distribution for $v$ and if $v$ is independent of the Lévy process $N$;
(iii) Case (iii) in the proposition corresponds to the standard exponential Lévy case (without time-change).

We now use Proposition 2.3 .10 to highlight the first-order differences in the large-maturity for-
 of $v_{1}^{\infty}$ in ( $\left.2.2 .2 \pi\right)$ around $t=0$ gives

$$
v_{1}^{\infty}(t, k)=v_{1}^{\infty}(0, k)+\frac{8 v_{0}^{\infty}(k)^{2}}{4 k^{2}-v_{0}^{\infty}(k)^{2}} \widehat{V}\left(u^{*}(k)\right)\left(\frac{\xi^{2} v \widehat{V}\left(u^{*}(k)\right)}{2 \theta^{2} \kappa^{2}}+1-\frac{v}{\theta}\right) t+\mathcal{O}\left(t^{2}\right)
$$

for all $k \in \mathbb{R} \backslash\left\{\widehat{V}^{\prime}(0), \widehat{V}^{\prime}(1)\right\}$. Using simple properties of $v_{0}^{\infty}$ and $\widehat{V}$ we see that the large-maturity forward smile is lower than the corresponding spot smile for $k \in\left(\widehat{V}^{\prime}(0), \widehat{V}^{\prime}(1)\right)$ (which always includes the at-the-money) if $v \geq \theta$. The forward smile is higher than the corresponding spot smile for $k \in \mathbb{R} \backslash\left(\widehat{V}^{\prime}(0), \widehat{V}^{\prime}(1)\right)$ (OTM options) if $v \leq \theta$, and these differences are increasing in $\xi / \kappa$ and $t$. This effect is illustrated in Figure [2.4 and $k \in\left(\widehat{V}^{\prime}(0), \widehat{V}^{\prime}(1)\right)$ corresponds to strikes in the region $(0.98,1.02)$ in the figure.


$$
v_{1}^{\infty}(t, k)=v_{1}^{\infty}(0, k)+\frac{8 v_{0}^{\infty}(k)^{2}}{4 k^{2}-v_{0}^{\infty}(k)^{2}} \frac{\phi\left(u^{*}(k)\right)\left[\lambda(\delta-\alpha v)+v \phi\left(u^{*}(k)\right)\right]}{\alpha \lambda-\phi\left(u^{*}(k)\right)} t+\mathcal{O}\left(t^{2}\right)
$$

for all $k \in \mathbb{R} \backslash\left\{\tilde{V}^{\prime}(0), \tilde{V}^{\prime}(1)\right\}$. Similarly we deduce that the large-maturity forward smile is lower than the corresponding spot smile for $k \in\left(\widetilde{V}^{\prime}(0), \widetilde{V}^{\prime}(1)\right)$ if $v \geq \delta / \alpha$. The forward smile is higher than the corresponding spot smile for $k \in \mathbb{R} \backslash\left(\tilde{V}^{\prime}(0), \widetilde{V}^{\prime}(1)\right)$ (OTM options) if $v \leq \delta / \alpha$, and these differences are increasing in $t$.
 tribution with mean $\theta$ (resp. $\delta / \alpha$ ), see [44, page 475 and page 487]. The above results seem to indicate that the differences in level between the large-maturity forward smile and the corresponding spot smile depend on the relative values of $v_{0}$ and the mean of the stationary distribution of the process $v$. This is also similar to Remark $\mathbb{2 . 3 . 3 ( \text { ii ) and the analysis below Remark } 2 . 3 . 6 \text { for the } 1 0 .}$ Heston forward smile. These observations are also independent of the choice of $\phi$ indicating that the fundamental quantity driving the non-stationarity of the large-maturity forward smile over the corresponding spot implied volatility smile is the choice of time-change.

In the Variance-Gamma model [[122],$\phi(u) \equiv \mu u+C \log \left(\frac{G M}{(M-u)(G+u)}\right)$, for $u \in(-G, M)$, with $C>0, G>0, M>1$ and $\mu:=-C \log \left(\frac{G M}{(M-1)(G+1)}\right)$ ensures that $\left(\mathrm{e}^{X_{t}}\right)_{t \geq 0}$ is a true martingale $(\phi(1)=0)$. Clearly $\phi$ is essentially smooth, strictly convex and infinitely differentiable on
 the solution to $\phi^{\prime}\left(u^{*}(k)\right)=k$ is $u^{*}(\mu)=(M-G) / 2$ and

$$
u_{ \pm}^{*}(k)=\frac{-2 C-(G-M)(k-\mu) \pm \sqrt{4 C^{2}+(G+M)^{2}(k-\mu)^{2}}}{2(k-\mu)} \quad \text { for all } k \neq \mu
$$

The sign condition $(M-u)(G+u)>0$ imposes $-2 C \pm \sqrt{4 C^{2}+(G+M)^{2}(k-\mu)^{2}}>0$ for all $k \neq \mu$. Hence $u_{+}^{*}$ (continuous on the whole real line) is the only valid solution and the rate function is then given in closed-form as $\Lambda^{*}(k)=k u_{+}^{*}(k)-\phi\left(u_{+}^{*}(k)\right)$ for all real $k$.


Figure 2.4: Circles represent $t=0$ and $\tau=2$ and squares represent $t=1 / 2$ and $\tau=2$ using a Variance-Gamma model time-changed by a Feller diffusion and the asymptotic in Proposition 2.3.10. In (a) the parameters are $C=58.12, G=50.5, M=69.37, \kappa=1.23, \theta=0.9, \xi=1.6$, $v=1$ and (b) uses the same parameters but with $\theta=1.1$.

### 2.4 Numerics

We compare here the true forward smile in various models and the asymptotics developed in Propositions 2.2 .10 and 2.2 .1 . We calculate forward-start option prices using the inverse Fourier transform representation in Lemma 1.4 .7 and a global adaptive Gauss-Kronrod quadrature scheme. We then compute the forward smile $\sigma_{t, \tau}$ using a simple root search and compare it to the zeroth, first and second order asymptotics given in Propositions 2.2 .10 and $2.2 . \square$ for various models. In Figure 2.5 we compare the Heston diagonal small-maturity asymptotic in Proposition 2.3 .1$]$ with the true forward smile. Figure 2.6 tests the accuracy of the Heston large-maturity asymptotic from Proposition 2.5.5. In order to use this proposition we require $\rho_{-} \leq \rho \leq \min \left(\rho_{+}, \kappa / \xi\right)$ with $\rho_{ \pm}$ defined in (2.3.61). For the parameter choice in the figure we have $\rho_{-}=-0.65$ and the condition is satisfied. Finally in Figure $\overline{2.7}$ we consider the Variance Gamma model time-changed by a $\Gamma$-OU process using Proposition 2.3 .10 . Results are in line with expectations and the higher the order of the asymptotic the closer we match the true forward smile.


Figure 2.5: In (a) circles, squares and diamonds represent the zeroth, first and second order asymptotics respectively in Proposition 2.3 and triangles represent the true forward smile using Fourier inversion. In (b) we plot the differences between the true forward smile and the asymptotic. Here, $t=1 / 2, \tau=1 / 12, v=0.07, \theta=0.07, \kappa=1, \xi=0.34, \rho=-0.8$.


Figure 2.6: In (a) circles, squares and diamonds represent the zeroth, first and second order asymptotics respectively in Proposition [2.3.5 and triangles represent the true forward smile using Fourier inversion. In (b) we plot the differences between the true forward smile and the asymptotic. Here, $t=1, \tau=5, v=0.07, \theta=0.07, \kappa=1.5, \xi=0.34, \rho=-0.25$.

### 2.5 Proofs

### 2.5.1 Proofs of Section [2.2]

### 2.5.1.1 Proof of Theorem [2.2.4]

Our proof relies on several steps and is based on so-called sharp large deviations tools. We first -as in classical large deviations theory-define an asymptotic measure-change allowing for weak convergence of a rescaled version of $\left(Y_{\varepsilon}\right)_{\varepsilon>0}$. In Lemma 2.5.] we derive the asymptotics of the characteristic function of this rescaled process under this new measure. The limit is a Gaussian


Figure 2.7: In (a) circles, squares and diamonds represent the zeroth, first and second order asymptotics respectively in Proposition $2.3 \pi$ and triangles represent the true forward smile using Fourier inversion for a variance gamma model time-changed by a $\Gamma$-OU process. In (b) we plot the differences between the true forward smile and the asymptotic. We use $t=1$ and $\tau=3$ with the parameters $C=6.5, G=11.1, M=33.4, v=1, \alpha=0.6, d=0.6, \lambda=1.8$.
characteristic function making all forthcoming computations analytically tractable. We then write the option price as an expectation of the rescaled process under the new measure (see ( $\mathrm{Z.5} 5 \mathrm{D}$ )) , and prove an inverse Fourier transform representation (Lemma [2.5.4) for sufficiently small $\varepsilon$. Splitting the integration domain (Equation ( $\overline{L .5} \sqrt{ } \mathrm{~J})$ ) of this inverse Fourier transform in two (compact interval and tails), (a) we integrate term by term the compact part, and (b) we show that Assumption [2.2.1](v) implies that the tail part is exponentially small (Lemma [2.5.3]). We now start the analysis and define such a change of measure by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbb{Q}_{k, \varepsilon}}{\mathrm{~d} \mathbb{P}}=\exp \left(\frac{u^{*}(k) Y_{\varepsilon}}{\varepsilon}-\frac{\Lambda_{\varepsilon}\left(u^{*}(k)\right)}{\varepsilon}\right), \tag{2.5.1}
\end{equation*}
$$

with $u^{*}(k)$ defined in (2.2.5). By Lemma $\mathbb{L . 2 . 2 ( i )}(\mathrm{i}), u^{*}(k) \in \mathcal{D}_{0}^{o}$ for all $k \in \mathbb{R}$ and so $\left|\Lambda_{\varepsilon}\left(u^{*}(k)\right)\right|$ is finite for $\varepsilon$ small enough since $\mathcal{D}_{0}=\lim _{\varepsilon \downarrow 0}\left\{u \in \mathbb{R}:\left|\Lambda_{\varepsilon}(u)\right|<\infty\right\}$. Also $\mathrm{d} \mathbb{Q}_{k, \varepsilon} / \mathrm{d} \mathbb{P}$ is almost surely strictly positive and $\mathbb{E}\left(\mathrm{d} \mathbb{Q}_{k, \varepsilon} / \mathrm{dP}\right)=1$. Therefore ( $\left.\mathbb{L 2 . 5 . ]}\right)$ is a valid measure change for all $k \in \mathbb{R}$. We define the random variable

$$
\begin{equation*}
Z_{k, \varepsilon}:=\left(Y_{\varepsilon}-k\right) / \sqrt{\varepsilon} \tag{2.5.2}
\end{equation*}
$$

and set the characteristic function $\Phi_{Z_{k, \varepsilon}}: \mathbb{R} \rightarrow \mathbb{C}$ of $Z_{k, \varepsilon}$ in the $\mathbb{Q}_{k, \varepsilon}$-measure as follows

$$
\begin{equation*}
\Phi_{Z_{k, \varepsilon}}(u)=\mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left(\mathrm{e}^{\mathrm{i} u Z_{k, \varepsilon}}\right) . \tag{2.5.3}
\end{equation*}
$$

Recall from Section [2.2] that $\Lambda_{i}:=\Lambda_{i}\left(u^{*}(k)\right)$ and $\Lambda_{i, l}:=\left.\partial_{u}^{l} \Lambda_{i}(u)\right|_{u=u^{*}(k)}$; we first start with the following important technical lemma.

Lemma 2.5.1. The following expansion holds as $\varepsilon \downarrow 0$ :

$$
\begin{aligned}
\Phi_{Z_{k, \varepsilon}}(u)= & \mathrm{e}^{-\frac{\Lambda_{0,2} u^{2}}{2}}\left(1+\eta_{1}(u) \sqrt{\varepsilon}+\left(\frac{\eta_{1}^{2}(u)}{2}+\eta_{2}(u)\right) \varepsilon+\left(\frac{\eta_{1}^{3}(u)}{6}+\eta_{1}(u) \eta_{2}(u)+\eta_{3}(u)\right) \varepsilon^{3 / 2}\right. \\
& +\mathcal{R}(u, \varepsilon))
\end{aligned}
$$

with the functions $\eta_{i}, i=1,2,3$ defined in ( $\mathbf{L . 5 . 6 l}$ ) and $\mathcal{R}(u, \varepsilon)=\mathcal{O}\left(\varepsilon^{2}\right)$. Furthermore, for $|u| \leq$ $\varepsilon^{-1 / 6}$, the remainder can be written $\mathcal{R}(u, \varepsilon)=\max \left(1,|u|^{12}\right) \mathcal{O}\left(\varepsilon^{2}\right)$ where $\mathcal{O}\left(\varepsilon^{2}\right)$ is uniform in $u$.

Remark 2.5.2. By Lévy's Convergence Theorem [[477, Page 185, Theorem 18.1], $Z_{k, \varepsilon}$ defined in ( 2.5 .2$)$ converges weakly to a normal random variable with mean 0 and variance $\Lambda_{0,2}$ in the $\mathbb{Q}_{k, \varepsilon}$-measure as $\varepsilon$ tends to zero.

Proof. Using the measure change in (2.5.ل1) we write

$$
\begin{align*}
\log \Phi_{Z_{k, \varepsilon}}(u) & =\log \mathbb{E}^{\mathbb{P}}\left(\frac{\mathrm{d} \mathbb{Q}_{k, \varepsilon}}{\mathrm{~d} \mathbb{P}} \mathrm{e}^{\mathrm{i} u Z_{k, \varepsilon}}\right) \\
& =\log \mathbb{E}^{\mathbb{P}}\left[\exp \left(\frac{u^{*}(k) Y_{\varepsilon}}{\varepsilon}-\frac{\Lambda_{\varepsilon}\left(u^{*}(k)\right)}{\varepsilon}\right) \exp \left(\mathrm{i} u \sqrt{\varepsilon}\left(\frac{Y_{\varepsilon}}{\varepsilon}\right)-\frac{\mathrm{i} k u}{\sqrt{\varepsilon}}\right)\right] \\
& =-\frac{1}{\varepsilon} \Lambda_{\varepsilon}\left(u^{*}(k)\right)-\frac{\mathrm{i} u k}{\sqrt{\varepsilon}}+\log \mathbb{E}^{\mathbb{P}}\left[\exp \left(\left(\frac{Y_{\varepsilon}}{\varepsilon}\right)\left(\mathrm{i} u \sqrt{\varepsilon}+u^{*}(k)\right)\right)\right] \\
& =-\frac{\mathrm{i} u k}{\sqrt{\varepsilon}}+\frac{1}{\varepsilon}\left(\Lambda_{\varepsilon}\left(\mathrm{i} u \sqrt{\varepsilon}+u^{*}(k)\right)-\Lambda_{\varepsilon}\left(u^{*}(k)\right)\right) . \tag{2.5.4}
\end{align*}
$$

Since $\Lambda_{\varepsilon}$ is analytic [ $\left[9\right.$, Theorem 7.1.1] on the set $\left\{z \in \mathbb{C}: \Re(z) \in \mathcal{D}_{0}^{o}\right\}$ for $\varepsilon$ small enough, we have the Taylor expansion

$$
\log \Phi_{Z_{k, \varepsilon}}(u)=-\frac{\mathrm{i} u k}{\sqrt{\varepsilon}}+\frac{1}{\varepsilon} \sum_{n=1}^{5} \Lambda_{\varepsilon}^{(n)}\left(u^{*}(k)\right) \frac{(\mathrm{i} u \sqrt{\varepsilon})^{n}}{n!}+\frac{(\mathrm{i} u \sqrt{\varepsilon})^{6}}{6!} \frac{1}{\varepsilon} \Lambda_{\varepsilon}^{(6)}\left(u^{*}(k)+\mathrm{i} A\right)
$$

with $A \in(-|u| \sqrt{\varepsilon},|u| \sqrt{\varepsilon})$ and where we have used the Lagrange form of the remainder in Taylor's theorem. By [128, Theorem 1.8.5] the asymptotic for $\Lambda_{\varepsilon}$ in $[2.2$ can be differentiated with respect to $u$ due to Assumption $\mathbb{2 . 2 . 1 ( i i ) ~ a n d ~ t h e r e f o r e ~ w e ~ w r i t e ~}$

$$
\begin{aligned}
& \log \Phi_{Z_{k, \varepsilon}}(u)=-\frac{\mathrm{i} u k}{\sqrt{\varepsilon}}+\frac{1}{\varepsilon} \sum_{n=1}^{5}\left(\Lambda_{0, n}+\Lambda_{1, n} \varepsilon+\Lambda_{2, n} \varepsilon^{2}\right) \frac{(\mathrm{i} u \sqrt{\varepsilon})^{n}}{n!} \\
&+\frac{1}{\varepsilon} \sum_{n=1}^{5} \mathcal{O}\left(\varepsilon^{3}\right) \frac{(\mathrm{i} u \sqrt{\varepsilon})^{n}}{n!}+\frac{(\mathrm{i} u \sqrt{\varepsilon})^{6}}{6!} \frac{1}{\varepsilon} \Lambda_{\varepsilon}^{(6)}\left(u^{*}(k)+\mathrm{i} A\right) .
\end{aligned}
$$

We now set $|u| \sqrt{\varepsilon} \leq 1$ and note that $A \in[-1,1]$. Since $\Lambda_{\varepsilon}$ is analytic, the function $U: \mathbb{R} \ni$ $x \mapsto\left|\Lambda_{\varepsilon}^{(6)}\left(u^{*}(k)+\mathbf{i} x\right)\right|$ is continuous on the compact set $[-1,1]$ and attains its maximum at some point on this set. Again by [[28, Theorem 1.8.5] and Assumption 2.2.1(ii) we have that $\Lambda_{\varepsilon}^{(6)}\left(u^{*}(k)+i A\right)=\Lambda_{0}^{(6)}\left(u^{*}(k)+i A\right)+\mathcal{O}(\varepsilon)$, as $\varepsilon$ tends to zero. The function $V: \mathbb{R} \ni x \mapsto$ $\left|\Lambda_{0}^{(6)}\left(u^{*}(k)+i x\right)\right|$ is continuous on the compact set $[-1,1]$ and attains its maximum at some point on this set. Hence $\frac{(\mathrm{i} u \sqrt{\varepsilon})^{6}}{6!} \frac{1}{\varepsilon} \Lambda_{\varepsilon}^{(6)}\left(u^{*}(k)+\mathrm{i} A\right)=|u|^{6} \mathcal{O}\left(\varepsilon^{2}\right)$ where the remainder $\mathcal{O}\left(\varepsilon^{2}\right)$ is uniform in
u. Further $\frac{1}{\varepsilon} \sum_{n=1}^{5} \mathcal{O}\left(\varepsilon^{3}\right) \frac{(\mathrm{i} u \sqrt{\varepsilon})^{n}}{n!}=\mathcal{O}\left(\varepsilon^{2}\right)$. We therefore write for $|u| \sqrt{\varepsilon} \leq 1$ (and using (2.2.5)):

$$
\begin{align*}
\log \Phi_{Z_{k, \varepsilon}}(u) & =-\Lambda_{0,2} \frac{u^{2}}{2}+\frac{1}{\varepsilon} \sum_{n=3}^{5} \Lambda_{0, n} \frac{(\mathrm{i} u \sqrt{\varepsilon})^{n}}{n!}+\sum_{n=1}^{3} \Lambda_{1, n} \frac{(\mathrm{i} u \sqrt{\varepsilon})^{n}}{n!}+\mathrm{i} \Lambda_{2,1} u \varepsilon^{3 / 2}+\max \left(1,|u|^{6}\right) \mathcal{O}\left(\varepsilon^{2}\right) \\
& =-\frac{1}{2} \Lambda_{0,2} u^{2}+\eta_{1}(u) \sqrt{\varepsilon}+\eta_{2}(u) \varepsilon+\eta_{3}(u) \varepsilon^{3 / 2}+\max \left(1,|u|^{6}\right) \mathcal{O}\left(\varepsilon^{2}\right) \tag{2.5.5}
\end{align*}
$$

where the remainder $\mathcal{O}\left(\varepsilon^{2}\right)$ is uniform in $u$ and where we define the functions

$$
\begin{align*}
\eta_{1}(u) & :=\mathbf{i} u \Lambda_{1,1}-\frac{\mathbf{i} u^{3}}{6} \Lambda_{0,3}, \quad \eta_{2}(u):=-\frac{u^{2}}{2} \Lambda_{1,2}+\frac{u^{4}}{24} \Lambda_{0,4}, \\
\eta_{3}(u) & :=\mathbf{i} u \Lambda_{2,1}-\frac{\mathbf{i} u^{3}}{6} \Lambda_{1,3}+\frac{\mathbf{i} u^{5}}{120} \Lambda_{0,5} . \tag{2.5.6}
\end{align*}
$$

Note that the $\mathcal{O}\left(\varepsilon^{2}\right)$ terms in the sum can be absorbed into the remainder since the powers of $u$ are smaller than the $u$ in the remainder term. The Lagrange form of the remainder in Taylor's theorem yields $\mathrm{e}^{x}=1+x+\mathrm{e}^{\zeta \frac{x^{2}}{2}}$ for any $x$ and some $\zeta \in[-|x|,|x|]$; since that all terms in ([2.5.5) but the first one are bounded for $|u| \leq \varepsilon^{-1 / 6}$,

$$
\begin{aligned}
\Phi_{Z_{k, \varepsilon}}(u)= & \mathrm{e}^{-\frac{\Lambda_{0,2} u^{2}}{2}}\left(1+\eta_{1}(u) \sqrt{\varepsilon}+\left(\frac{\eta_{1}^{2}(u)}{2}+\eta_{2}(u)\right) \varepsilon+\left(\frac{\eta_{1}^{3}(u)}{6}+\eta_{1}(u) \eta_{2}(u)+\eta_{3}(u)\right) \varepsilon^{3 / 2}\right. \\
& \left.+\max \left(1,|u|^{12}\right) \mathcal{O}\left(\varepsilon^{2}\right)\right)
\end{aligned}
$$

We prove now that under Assumption $\overline{L_{2} T}(\mathrm{v})$ the tail integral $\left|\int_{|u|>\varepsilon^{-1 / 6}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right|$ is exponentially small, where $\Phi_{Z_{k, \varepsilon}}$ is defined in (2.5.3) and $C_{\varepsilon, k}: \mathbb{R} \rightarrow \mathbb{C}$ is defined by

$$
\begin{equation*}
C_{\varepsilon, k}(u):=\frac{\varepsilon^{3 / 2} f(\varepsilon)}{\left(u^{*}(k)-\mathrm{i} u \sqrt{\varepsilon}\right)\left(u^{*}(k)-\varepsilon f(\varepsilon)-\mathrm{i} u \sqrt{\varepsilon}\right)} . \tag{2.5.7}
\end{equation*}
$$

Note that its complex conjugate is then given by

$$
\begin{equation*}
\overline{C_{\varepsilon, k}(u)}=\frac{\varepsilon^{3 / 2} f(\varepsilon)}{\left(u^{*}(k)+\mathrm{i} u \sqrt{\varepsilon}\right)\left(u^{*}(k)-\varepsilon f(\varepsilon)+\mathrm{i} u \sqrt{\varepsilon}\right)}, \tag{2.5.8}
\end{equation*}
$$

and the simple bounds follow:

$$
\begin{equation*}
\left|\overline{C_{\varepsilon, k}(u)}\right| \leq \min \left(\frac{\sqrt{\varepsilon} f(\varepsilon)}{u^{2}}, \frac{\varepsilon^{3 / 2} f(\varepsilon)}{\left|u^{*}(k)\left(u^{*}(k)-\varepsilon f(\varepsilon)\right)\right|}\right) . \tag{2.5.9}
\end{equation*}
$$

Therefore the tail estimates (using the change of variable $z=u \sqrt{\varepsilon}$ )

$$
\begin{align*}
\left|\int_{|u|>1 / \sqrt{\varepsilon}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right| & \leq \frac{1}{\sqrt{\varepsilon}} \int_{|z|>1}\left|\Phi_{Z_{k, \varepsilon}}(z / \sqrt{\varepsilon})\right|\left|\overline{C_{\varepsilon, k}(z / \sqrt{\varepsilon})}\right| \mathrm{d} z  \tag{2.5.10}\\
& \leq \varepsilon f(\varepsilon) \int_{|z|>1} \frac{\mathrm{~d} z}{z^{2}}<\infty, \\
\left|\int_{\varepsilon^{-\frac{1}{6}}<|u|<\varepsilon^{-\frac{1}{2}}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right| & \leq \frac{1}{\sqrt{\varepsilon}} \int_{\varepsilon^{\frac{1}{3}}<|z|<1}\left|\Phi_{Z_{k, \varepsilon}}(z / \sqrt{\varepsilon})\right|\left|\overline{C_{\varepsilon, k}(z / \sqrt{\varepsilon})}\right| \mathrm{d} z \\
& \leq \frac{2 \varepsilon f(\varepsilon)\left(1-\varepsilon^{1 / 3}\right)}{\left|u^{*}(k)\left(u^{*}(k)-\varepsilon f(\varepsilon)\right)\right|}<\infty
\end{align*}
$$

are finite for sufficiently small $\varepsilon$ since $f(\varepsilon) \varepsilon=c+\mathcal{O}(\varepsilon)$ and $u^{*}(k) \notin\{0, c\}$. We now proceed to show that Assumption [2.2.](v) allows us to further conclude that these terms are in fact exponentially small:

Lemma 2.5.3. There exists $\beta>0$ such that the tail estimate $\left|\int_{|u|>\varepsilon^{-1 / 6}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right|=$ $\mathcal{O}\left(\mathrm{e}^{-\beta / \varepsilon^{1 / 3}}\right)$ holds for all $k \notin\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(c)\right\}$ as $\varepsilon$ tends to zero.

Proof. We break the proof into two parts. We first show that $\left|\int_{|u|>\varepsilon^{-1 / 2}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right|=$ $\mathcal{O}\left(\mathrm{e}^{-\alpha / \varepsilon}\right)$ for some $\alpha>0$ and then that $\left|\int_{\varepsilon^{-1 / 6}<|u|<\varepsilon^{-1 / 2}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right|=\mathcal{O}\left(\mathrm{e}^{-\beta / \varepsilon^{1 / 3}}\right)$ for some $\beta>0$.

Using (2.5.4), $\Phi_{Z_{k, \varepsilon}}(u)=\exp \left[-\frac{\mathrm{i} u k}{\sqrt{\varepsilon}}+\frac{1}{\varepsilon}\left(\Lambda_{\varepsilon}\left(\mathrm{i} u \sqrt{\varepsilon}+u^{*}(k)\right)-\Lambda_{\varepsilon}\left(u^{*}(k)\right)\right)\right]$. Let $\mathcal{R}(\varepsilon, z) \equiv$ $\mathcal{R}_{0}(\varepsilon, z)+\mathcal{R}_{1}(\varepsilon)$, with $\mathcal{R}_{0}(\varepsilon, z):=\frac{1}{\varepsilon}\left[\Re\left(\Lambda_{\varepsilon}\left(\mathrm{i} z+u^{*}(k)\right)\right)-\Re\left(\Lambda_{0}\left(\mathrm{i} z+u^{*}(k)\right)\right)\right]$ and $\mathcal{R}_{1}(\varepsilon):=$ $\frac{1}{\varepsilon}\left[\Lambda_{0}\left(u^{*}(k)\right)-\Lambda_{\varepsilon}\left(u^{*}(k)\right)\right]$, so that

$$
\left|\Phi_{Z_{k, \varepsilon}}(z / \sqrt{\varepsilon})\right|=\exp \left[\frac{1}{\varepsilon}\left(\Re\left(\Lambda_{0}\left(\mathrm{i} z+u^{*}(k)\right)\right)-\Lambda_{0}\left(u^{*}(k)\right)\right)+\mathcal{R}(\varepsilon, z)\right] .
$$

Set $F(z):=\Re\left(\Lambda_{0}\left(\mathrm{i} z+u^{*}(k)\right)\right)-\Lambda_{0}\left(u^{*}(k)\right)$. Using $(\mathbb{L} .5 . \mathbb{Y})$ the tail estimate is then given by

$$
\begin{aligned}
\left|\int_{|u|>1 / \sqrt{\varepsilon}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right| & \leq \frac{1}{\sqrt{\varepsilon}} \int_{|z|>1}\left|\Phi_{Z_{k, \varepsilon}}(z / \sqrt{\varepsilon})\right|\left|\overline{C_{\varepsilon, k}(z / \sqrt{\varepsilon})}\right| \mathrm{d} z \\
& \leq \varepsilon f(\varepsilon) \int_{|z|>1} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \frac{\mathrm{d} z}{z^{2}}
\end{aligned}
$$

Consider first the case $z>1$ :

$$
\begin{aligned}
\int_{z>1} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \frac{\mathrm{d} z}{z^{2}} & =\mathbb{1}_{\left\{p_{i}^{*}>1\right\}} \int_{1}^{p_{i}^{*}} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \frac{\mathrm{d} z}{z^{2}}+\int_{z>\max \left(p_{i}^{*}, 1\right)} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \frac{\mathrm{d} z}{z^{2}} \\
& \leq \frac{\left(p_{i}^{*}-1\right)^{+} \mathrm{e}^{F\left(\widetilde{p}_{i}\right) / \varepsilon+\mathcal{R}\left(\varepsilon, \widetilde{p}_{i}\right)}}{\widetilde{p}_{i}^{2}}+\int_{z>p_{i}^{*}} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \frac{\mathrm{d} z}{z^{2}}
\end{aligned}
$$

where the first integral on the rhs follows from the extreme value theorem which implies that the integrand attains its maximum on $\left[1, p_{i}^{*}\right]$ at some point $\widetilde{p}_{i}$ and the inequality for the second integral on the rhs follows since the integrand is positive. Using Assumption [2.2.1(v)(c), for $z>p_{i}^{*}$ there exists $\varepsilon_{1}>0$ and $M$ (independent of $z$ ) such that $\mathcal{R}_{0}(\varepsilon, z)<M$ for $\varepsilon<\varepsilon_{1}$. In particular for $\varepsilon<\varepsilon_{1}$ we have

$$
\int_{z>1} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \frac{\mathrm{d} z}{z^{2}} \leq \frac{\left(p_{i}^{*}-1\right)^{+} \mathrm{e}^{F\left(\widetilde{p}_{i}\right) / \varepsilon+\mathcal{R}\left(\varepsilon, \widetilde{p}_{i}\right)}}{\widetilde{p}_{i}^{2}}+\mathrm{e}^{M+\mathcal{R}_{1}(\varepsilon)} \int_{z>p_{i}^{*}} \mathrm{e}^{F(z) / \varepsilon} \frac{\mathrm{d} z}{z^{2}} .
$$

From Assumption [2.2.1(i), both $\mathcal{R}_{1}(\varepsilon)$ and $\mathcal{R}\left(\varepsilon, \widetilde{p}_{i}\right)$ are of order $\mathcal{O}(1)$. By a similar argument to (2.5.01) the integral on the rhs is finite and we now use the Laplace method. Since $F$ is continuous, has a unique maximum at $z=0$ and is bounded away from zero as $|z|$ tends to infinity (Assumption $[2.2 .1(\mathrm{v})(\mathrm{b}))$ there exists $z_{+}^{*}>0$ such that $F\left(z_{+}^{*}\right)>F(z)$ for $z>z_{+}^{*}$; hence

$$
\int_{z>p_{i}^{*}} \mathrm{e}^{F(z) / \varepsilon} \frac{\mathrm{d} z}{z^{2}} \leq \int_{z>\min \left(p_{i}^{*}, z_{+}^{*}\right)} \mathrm{e}^{F(z) / \varepsilon} \frac{\mathrm{d} z}{z^{2}} \leq \frac{\left(z_{+}^{*}-p_{i}^{*}\right)^{+} \mathrm{e}^{F\left(z_{+}\right) / \varepsilon}}{z_{+}^{2}}+\int_{z>z_{+}^{*}} \mathrm{e}^{F(z) / \varepsilon} \frac{\mathrm{d} z}{z^{2}},
$$

where again the final step follows from the extreme value theorem: if $z_{+}^{*}>p_{i}^{*}$ the integrand attains its maximum on $\left[p_{i}^{*}, z_{+}^{*}\right]$ at $z_{+}$. Since the contribution of the last integral is centred around $z=z_{+}^{*}$ as $\varepsilon \downarrow 0$, the Laplace method with concentration at the boundary yields (see Theorem [2. $\sqrt{6}$, and using the fact that $F \in \mathcal{C}^{3}(\mathbb{R})$ by Assumption $\mathbb{2 . 2 . 1 ( v ) ( b ) )}$

$$
\int_{z>z_{+}^{*}} \mathrm{e}^{F(z) / \varepsilon} \frac{\mathrm{d} z}{z^{2}} \sim-\frac{\varepsilon \mathrm{e}^{2 F\left(z_{+}^{*}\right) / \varepsilon}}{2 F^{\prime}\left(z_{+}^{*}\right)\left(z_{+}^{*}\right)^{2}}
$$

A similar argument holds for $z<-1$ and therefore $\left|\int_{|u|>\varepsilon^{-1 / 2}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right|=\mathcal{O}\left(\mathrm{e}^{-\alpha / \varepsilon}\right)$, for some $\alpha>0$. We now consider the case $\varepsilon^{-1 / 6}<|u|<\varepsilon^{-1 / 2}$. Using ( 2.5 .9 ) this tail estimate is given by

$$
\begin{aligned}
\left|\int_{\varepsilon^{-\frac{1}{6}}<|u|<\varepsilon^{-\frac{1}{2}}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u\right| & \leq \frac{1}{\sqrt{\varepsilon}} \int_{\varepsilon^{\frac{1}{3}}<|z|<1}\left|\Phi_{Z_{k, \varepsilon}}(z / \sqrt{\varepsilon})\right|\left|\overline{C_{\varepsilon, k}(z / \sqrt{\varepsilon})}\right| \mathrm{d} z \\
& \leq \frac{\varepsilon f(\varepsilon)}{\left|u^{*}(k)\left(u^{*}(k)-\varepsilon f(\varepsilon)\right)\right|} \int_{\varepsilon^{1 / 3}<|z|<1} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \mathrm{d} z
\end{aligned}
$$

Let us now estimate the last integral, and, for simplicity consider only the positive side $\left(\varepsilon^{1 / 3}, 1\right)$. Since $F \in \mathcal{C}^{3}(\mathbb{R})$ has a unique maximum at the origin (Assumption $\left.2.2 .1(\mathrm{v})(\mathrm{b})\right)$ and $F^{\prime \prime}(0)=$ $-\Lambda_{0}^{\prime \prime}\left(u^{*}(k)\right)<0$ (Assumption $2.2 .1($ iv $)$ ), then it is strictly decreasing in an open neighbourhood $(0, \eta) \subset(0,1)$ of it. Take now $\varepsilon>0$ small enough so that $\varepsilon^{1 / 3} \in(0, \eta)$. The extreme value theorem and the fact that $\mathcal{R}(\varepsilon, z)=\mathcal{O}(1)$ implies that

$$
\begin{aligned}
\int_{\left(\varepsilon^{1 / 3}, \eta\right)} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \mathrm{d} z & \leq \mathrm{e}^{F\left(\varepsilon^{1 / 3}\right) / \varepsilon} \max _{z \in\left(\varepsilon^{1 / 3}, \eta\right)} \mathrm{e}^{\mathcal{R}(\varepsilon, z)}\left(\eta-\varepsilon^{1 / 3}\right) \\
& \leq \mathrm{e}^{F\left(\varepsilon^{1 / 3}\right) / \varepsilon} \max _{z \in[0,1]} \mathrm{e}^{\mathcal{R}(\varepsilon, z)} \leq M \mathrm{e}^{F\left(\varepsilon^{1 / 3}\right) / \varepsilon}=M \mathrm{e}^{-\Lambda_{0,2} /\left(2 \varepsilon^{1 / 3}\right)+\mathcal{O}(1)},
\end{aligned}
$$

for some $M>0$. The final equality follows from the expansion $F\left(\varepsilon^{1 / 3}\right)=\Re\left(\Lambda_{0}\left(\mathrm{i} \varepsilon^{1 / 3}+u^{*}(k)\right)\right)-$ $\Lambda_{0}\left(u^{*}(k)\right)=-\Lambda_{0,2} \varepsilon^{2 / 3} / 2+\mathcal{O}(\varepsilon)$. Now, on $(\eta, 1)$, the function $F$ might not be decreasing but has a maximum, say at $z_{\eta} \in[\eta, 1]$, and hence, similarly, there exists a constant $m>0$ such that

$$
\int_{(\eta, 1)} \mathrm{e}^{F(z) / \varepsilon+\mathcal{R}(\varepsilon, z)} \mathrm{d} z \leq m \mathrm{e}^{-\left|F\left(z_{\eta}\right)\right| / \varepsilon} .
$$

Since $F\left(z_{\eta}\right)<0$ does not depend on $\varepsilon$, the result follows.

With these preliminary results, we can now move on to the actual proof of Theorem [2.2.4. For $j=1,2,3$, let us define the functions $g_{j}: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$by

$$
g_{j}(x, y):= \begin{cases}(x-y)^{+}, & \text {if } j=1, \\ (y-x)^{+}, & \text {if } j=2, \\ \min (x, y), & \text { if } j=3\end{cases}
$$

Using the definition of the $\mathbb{Q}_{k, \varepsilon}$-measure in (2.5.ل]) the option prices in Theorem 2.2 .4 can be written
as

$$
\begin{align*}
\mathbb{E}\left[g_{j}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}, \mathrm{e}^{k f(\varepsilon)}\right)\right] & =\mathrm{e}^{\frac{1}{\varepsilon} \Lambda_{\varepsilon}\left(u^{*}(k)\right)} \mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left[\mathrm{e}^{-\frac{u^{*}(k)}{\varepsilon} Y_{\varepsilon}} g_{j}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}, \mathrm{e}^{k f(\varepsilon)}\right)\right] \\
& =\mathrm{e}^{-\frac{1}{\varepsilon}\left[k u^{*}(k)-\Lambda_{\varepsilon}\left(u^{*}(k)\right)\right]} \mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left[\mathrm{e}^{-\frac{u^{*}(k)}{\varepsilon}\left(Y_{\varepsilon}-k\right)} g_{j}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}, \mathrm{e}^{k f(\varepsilon)}\right)\right] \tag{2.5.11}
\end{align*}
$$

By the expansion in Assumption [2.2.1(i) and Equality (L2.2.6]) we immediately have

$$
\begin{equation*}
\exp \left(-\frac{1}{\varepsilon}\left(k u^{*}(k)-\Lambda_{\varepsilon}\left(u^{*}(k)\right)\right)\right)=\exp \left(-\frac{1}{\varepsilon} \Lambda^{*}(k)+\Lambda_{1}+\Lambda_{2} \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right) \tag{2.5.12}
\end{equation*}
$$

From the definition of the random variable $Z_{k, \varepsilon}$ in (L2.5.7) we obtain

$$
\mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left[\mathrm{e}^{-\frac{u^{*}(k)}{\varepsilon}\left(Y_{\varepsilon}-k\right)} g_{j}\left(\mathrm{e}^{Y_{\varepsilon} f(\varepsilon)}, \mathrm{e}^{k f(\varepsilon)}\right)\right]=\mathrm{e}^{k f(\varepsilon)} \mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left[\tilde{g}_{j}\left(Z_{k, \varepsilon}\right)\right]
$$

where for $j=1,2,3$, we define the modified payoff functions $\tilde{g}_{j}: \mathbb{R} \rightarrow \mathbb{R}_{+}$by

$$
\begin{equation*}
\tilde{g}_{j}(z):=\mathrm{e}^{-u^{*}(k) z / \sqrt{\varepsilon}} g_{j}\left(\mathrm{e}^{z \sqrt{\varepsilon} f(\varepsilon)}, 1\right) \tag{2.5.13}
\end{equation*}
$$

Assuming (for now) that $\tilde{g}_{j} \in L^{1}(\mathbb{R})$, we have for any $u \in \mathbb{R}$,

$$
\left(\mathcal{F} \tilde{g}_{j}\right)(u):=\int_{-\infty}^{\infty} \tilde{g}_{j}(z) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z=\int_{-\infty}^{\infty} \exp \left(-\frac{u^{*}(k) z}{\sqrt{\varepsilon}}\right) g_{j}\left(\mathrm{e}^{z \sqrt{\varepsilon} f(\varepsilon)}, 1\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z
$$

for $j=1,2,3$. For $j=1$ we can write $\left(C_{\varepsilon, k}\right.$ defined in (2.5.7))

$$
\int_{-\infty}^{\infty} \tilde{g}_{1}(z) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z=\left[\frac{\mathrm{e}^{z\left(\sqrt{\varepsilon} f(\varepsilon)-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u\right)}}{\sqrt{\varepsilon} f(\varepsilon)-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u}\right]_{0}^{\infty}-\left[\frac{\mathrm{e}^{z\left(-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u\right)}}{-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u}\right]_{0}^{\infty}=C_{\varepsilon, k}(u)
$$

which is valid for $u^{*}(k)>\varepsilon f(\varepsilon)$. For $\varepsilon$ sufficiently small and by the definition of $f$ in (2.2.7) this holds for $u^{*}(k)>c$. For $j=2$ we can write

$$
\int_{-\infty}^{\infty} \tilde{g}_{2}(z) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z=\left[\frac{\mathrm{e}^{z\left(-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u\right)}}{-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u}\right]_{-\infty}^{0}-\left[\frac{\mathrm{e}^{z\left(\sqrt{\varepsilon} f(\varepsilon)-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u\right)}}{\sqrt{\varepsilon} f(\varepsilon)-u^{*}(k) / \sqrt{\varepsilon}+\mathrm{i} u}\right]_{-\infty}^{0}=C_{\varepsilon, k}(u),
$$

which is valid for $u^{*}(k)<0$ as $\varepsilon$ tends to zero. Finally, for $j=3$ we have

$$
\begin{aligned}
\int_{-\infty}^{\infty} \tilde{g}_{3}(z) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z & =\int_{-\infty}^{0} \mathrm{e}^{-\frac{u^{*}(k)}{\sqrt{\varepsilon}} z} g_{3}\left(\mathrm{e}^{z \sqrt{\varepsilon} f(\varepsilon)}, 1\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z+\int_{0}^{\infty} \mathrm{e}^{-\frac{u^{*}(k)}{\sqrt{\varepsilon}} z} g_{3}\left(\mathrm{e}^{z \sqrt{\varepsilon} f(\varepsilon)}, 1\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z \\
& =\left[\frac{\exp \left(z\left(\sqrt{\varepsilon} f(\varepsilon)-u^{*}(k) / \sqrt{\varepsilon}+\mathbf{i} u\right)\right)}{\sqrt{\varepsilon} f(\varepsilon)-u^{*}(k) / \sqrt{\varepsilon}+\mathbf{i} u}\right]_{-\infty}^{0}+\left[\frac{\exp \left(z\left(-u^{*}(k) / \sqrt{\varepsilon}+\mathbf{i} u\right)\right)}{-u^{*}(k) / \sqrt{\varepsilon}+\mathbf{i} u}\right]_{0}^{\infty} \\
& =-C_{\varepsilon, k}(u)
\end{aligned}
$$

which is valid for $0<u^{*}(k)<\varepsilon f(\varepsilon)$. For $\varepsilon$ sufficiently small and by the assumption on $f$ in (Г.2.7) this is true for $0<u^{*}(k)<c$. In this context $u^{*}(k)$ comes out naturally in the analysis as a classical dampening factor. Note that in order for these strips of regularity to exist we require that $\{0, c\} \subset \mathcal{D}_{0}^{o}$, as assumed in the theorem. By the strict convexity and essential smoothness property in Assumption $[.2 .1$ (iv) we have

$$
\begin{align*}
& 0<u^{*}(k)<c \text { if and only if } \\
& u_{0,1}(0)<k<\Lambda_{0,1}(c),  \tag{2.5.14}\\
& u^{*}(k)>c \text { if and only if } \\
& u^{*}\left(k<\Lambda_{0,1}(0),\right. \\
& \text { if and only if } k>\Lambda_{0,1}(c) .
\end{align*}
$$

The following technical lemma allows us to write the transformed option price as an inverse Fourier transform. Recall that $C_{\varepsilon, k}$ is given in (2.5.7), its complex conjugate in (2.5.8) and $\tilde{g}_{j}$ in $(\mathbb{2}, 5 . \sqrt{2})$.

Lemma 2.5.4. There exists $\varepsilon_{1}^{*}>0$ such that for all $\varepsilon<\varepsilon_{1}^{*}$ and all $k \in \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(c)\right\}$, we have ( $\bar{a}$ denoting the complex conjugate of $a \in \mathbb{C}$ )

$$
\mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left[\tilde{g}_{j}\left(Z_{k, \varepsilon}\right)\right]= \begin{cases}\frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u, & \text { if } j=1, u^{*}(k)>c,  \tag{2.5.15}\\ \frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u, & \text { if } j=2, u^{*}(k)<0, \\ -\frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u, & \text { if } j=3,0<u^{*}(k)<c .\end{cases}
$$

The proof of Lemma 2.5 .4 proceeds in two steps: we first prove that the integrand in the righthand side of Equality ( 2.5 .5 ) belongs to $L^{1}(\mathbb{R}$ ) (and hence the integral is well defined), and we then prove that this very equality holds. The first step is contained in the following lemma.

Lemma 2.5.5. There exists $\varepsilon_{0}^{*}>0$ such that $\int_{\mathbb{R}}\left|\Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)}\right| \mathrm{d} u<\infty$ for all $\varepsilon<\varepsilon_{0}^{*}$ and $k \in \mathbb{R} \backslash\left\{\Lambda_{0,1}(0), \Lambda_{0,1}(c)\right\}$.

Proof. Using the simple bounds in ( 2.5 .4 ) we compute

$$
\begin{aligned}
\int_{\mathbb{R}}\left|\Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)}\right| \mathrm{d} u & =\int_{|u| \leq 1 / \sqrt{\varepsilon}}\left|\Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)}\right| \mathrm{d} u+\int_{|u|>1 / \sqrt{\varepsilon}}\left|\Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)}\right| \mathrm{d} u \\
& \leq \frac{\varepsilon^{3 / 2} f(\varepsilon)}{\left|u^{*}(k)\left(u^{*}(k)-\varepsilon f(\varepsilon)\right)\right|} \int_{|u| \leq 1 / \sqrt{\varepsilon}}\left|\Phi_{Z_{k, \varepsilon}}(u)\right| \mathrm{d} u+\varepsilon f(\varepsilon) \int_{|z|>1} \frac{\mathrm{~d} z}{z^{2}} \\
& \leq \frac{2 \varepsilon f(\varepsilon)}{\left|u^{*}(k)\left(u^{*}(k)-\varepsilon f(\varepsilon)\right)\right|}+\varepsilon f(\varepsilon) \int_{|z|>1} \frac{\mathrm{~d} z}{z^{2}} .
\end{aligned}
$$

The quantity on the rhs is finite for $\varepsilon$ small enough since $\varepsilon f(\varepsilon)=c+\mathcal{O}(\varepsilon)$ and $u^{*}(k) \notin\{0, c\}$.
We now move on to the proof of Lemma [2.5.4. We only look at the case $j=1$, the other cases being completely analogous. We denote the convolution of two functions $f, h \in L^{1}(\mathbb{R})$ by $(f * g)(x):=\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y$, and recall that $(f * g) \in L^{1}(\mathbb{R})$. For such functions, we denote the Fourier transform by $(\mathcal{F} f)(u):=\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} u x} f(x) \mathrm{d} x$ and the inverse Fourier transform by $\left(\mathcal{F}^{-1} h\right)(x):=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} u x} h(u) \mathrm{d} u$.

With $\tilde{g}_{j}$ defined in (2.5.]3), the $\mathbb{Q}_{k, \varepsilon}$-measure in (2.5.]) and the random variable $Z_{k, \varepsilon}$ in (2.5.2), we have

$$
\mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left[\tilde{g}_{j}\left(Z_{k, \varepsilon}\right)\right]=\int_{\mathbb{R}} q_{j}(k / \sqrt{\varepsilon}-y) p(y) \mathrm{d} y=\left(q_{j} * p\right)(k / \sqrt{\varepsilon}),
$$

with $q_{j}(z) \equiv \tilde{g}_{j}(-z)$ and $p$ denoting the density of $Y_{\varepsilon} / \sqrt{\varepsilon}$. On the strips of regularity given in (2.5.14) we know there exists $\varepsilon_{0}>0$ such that $q_{j} \in L^{1}(\mathbb{R})$ for $\varepsilon<\varepsilon_{0}$. Since $p$ is a density, $p \in L^{1}(\mathbb{R})$, and therefore

$$
\begin{equation*}
\mathcal{F}\left(q_{j} * p\right)(u)=\mathcal{F} q_{j}(u) \mathcal{F} p(u) \tag{2.5.16}
\end{equation*}
$$

We note that $\mathcal{F} q_{j}(u) \equiv \mathcal{F} \tilde{g}_{j}(-u) \equiv \overline{\mathcal{F} \tilde{g}_{j}(u)}$ and hence

$$
\begin{equation*}
\mathcal{F} q_{j}(u) \mathcal{F} p(u) \equiv \mathrm{e}^{\mathrm{i} u k / \sqrt{\varepsilon}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}}(u) \tag{2.5.17}
\end{equation*}
$$

Thus by Lemma 2.5 .5 there exists an $\varepsilon_{1}>0$ such that $\mathcal{F} q_{j} \mathcal{F} p \in L^{1}(\mathbb{R})$ for $\varepsilon<\varepsilon_{1}$. By the inversion theorem [137, Theorem 9.11] this then implies from (2.5.66) and (2.5.]7) that for $\varepsilon<\min \left(\varepsilon_{0}, \varepsilon_{1}\right)$ :

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}_{k, \varepsilon}}\left[\tilde{g}_{j}\left(Z_{k, \varepsilon}\right)\right] & =\left(q_{j} * p\right)(k / \sqrt{\varepsilon})=\mathcal{F}^{-1}\left(\mathcal{F} q_{j}(u) \mathcal{F} p(u)\right)(k / \sqrt{\varepsilon}) \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} u k / \sqrt{\varepsilon}} \mathcal{F} q_{j}(u) \mathcal{F} p(u) \mathrm{d} u=\frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u
\end{aligned}
$$

Remark 2.5.6. There exists $\varepsilon_{0}>0$ such that for the strips of regularity given in (2.5.]4), the modified payoffs $\tilde{g}_{j}$ are in $L^{2}(\mathbb{R})$ for $\varepsilon<\varepsilon_{0}$. If there further exists $\varepsilon_{1}>0$ such that $\Phi_{Z_{k, \varepsilon}} \in L^{2}(\mathbb{R})$ for $\varepsilon<\varepsilon_{1}$ then we can directly apply Parseval's Theorem [77, Theorem 13E] for $\varepsilon<\min \left(\varepsilon_{0}, \varepsilon_{1}\right)$ and we obtain the same result as in Lemma 2.5.4. This requires though a stronger tail assumption compared to $2.2 .1(\mathrm{v})(\mathrm{c})$.

We now consider the integral appearing in Lemma [2.5.4. For $\varepsilon>0$ small enough, we can split the integral as

$$
\begin{align*}
\int_{\mathbb{R}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u & =\int_{|u|<\varepsilon^{-1 / 6}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u+\int_{|u| \geq \varepsilon^{-1 / 6}} \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)} \mathrm{d} u \\
& =\int_{|u|<\varepsilon^{-1 / 6}} \exp \left(-\frac{\Lambda_{0,2} u^{2}}{2}\right) H(\varepsilon, u) \mathrm{d} u+\mathcal{O}\left(\mathrm{e}^{-\beta / \varepsilon^{1 / 3}}\right) \tag{2.5.18}
\end{align*}
$$

for some $\beta>0$ by Lemma [2.5.3], and using also Lemma [2.5.] for the first integral. The function $H: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{C}$ is defined as $H(\varepsilon, u):=\exp \left(\Lambda_{0,2} u^{2} / 2\right) \Phi_{Z_{k, \varepsilon}}(u) \overline{C_{\varepsilon, k}(u)}$. As $\varepsilon$ tends to zero, the function $\overline{C_{\varepsilon, k}}$ (given in $(\underline{2.5 .8})$ ) satisfies
$\overline{C_{\varepsilon, k}}(u)=\frac{f(\varepsilon) \epsilon^{3 / 2}}{u^{*}(k)^{2}}\left(1+h_{1}(u, 0) \sqrt{\varepsilon}+h_{2}(u, 0) \varepsilon+h_{3}(u, 0) \varepsilon^{3 / 2}+\frac{\varepsilon f(\varepsilon)}{u^{*}(k)}-\frac{3 \mathrm{i} u}{u^{*}(k)^{2}} \varepsilon^{3 / 2} f(\varepsilon)+\mathcal{O}\left(\varepsilon^{2}\right)\right)$, with $h_{i}$ defined in ( 2.5 .19 ), so that Lemma 2.5.$]_{1}$ and a Taylor expansion of $H$ around $\varepsilon=0$ for $c=0$ and $|u| \leq \varepsilon^{-1 / 6}$ yield

$$
\begin{gathered}
H(\varepsilon, u)=\frac{f(\varepsilon) \varepsilon^{3 / 2}}{u^{*}(k)^{2}}\left[1+\widetilde{h}_{1}(u, 0) \sqrt{\varepsilon}+\widetilde{h}_{2}(u, 0) \varepsilon+\widetilde{h}_{3}(u, 0) \varepsilon^{3 / 2}+\frac{\varepsilon f(\varepsilon)}{u^{*}(k)}\right. \\
\left.+\left(\frac{\eta_{1}(u)}{u^{*}(k)}-\frac{3 \mathrm{i} u}{u^{*}(k)^{2}}\right) \varepsilon^{3 / 2} f(\varepsilon)+\max \left(1,|u|^{12}\right) \mathcal{O}\left(\varepsilon^{2}\right)\right]
\end{gathered}
$$

where $\mathcal{O}\left(\varepsilon^{2}\right)$ is uniform in $u$ and where we define the following functions:

$$
\begin{align*}
h_{1}(u, c) & :=\frac{\mathrm{i} u}{u^{*}(k)-c}\left(\frac{c}{u^{*}(k)}-2\right), \quad h_{2}(u, c):=-\frac{u^{2}\left(c^{2}-3 c u^{*}(k)+3 u^{*}(k)^{2}\right)}{u^{*}(k)^{2}\left(u^{*}(k)-c\right)^{2}} \\
h_{3}(u, c) & :=\frac{\mathrm{i} u^{3}\left(4 u^{*}(k)^{3}-c^{3}+4 c^{2} u^{*}(k)-6 c u^{*}(k)^{2}\right)}{u^{*}(k)^{3}\left(u^{*}(k)-c\right)^{3}} \\
\widetilde{h}_{1}(u, c) & :=\eta_{1}(u)+h_{1}(u, c), \quad \widetilde{h}_{2}(u, c):=\frac{\eta_{1}^{2}(u)}{2}+\eta_{2}(u)+h_{2}(u, c)+\eta_{1}(u) h_{1}(u, c),  \tag{2.5.19}\\
\widetilde{h}_{3}(u, c) & :=h_{2}(u, c) \eta_{1}(u)+h_{1}(u, c)\left(\frac{\eta_{1}^{2}(u)}{2}+\eta_{2}(u)\right)+\frac{\eta_{1}^{3}(u)}{6}+\eta_{2}(u) \eta_{1}(u) \\
& +\eta_{3}(u)+h_{3}(u, c),
\end{align*}
$$

with the $\eta_{i}$ for $i=1,2,3$, defined in (2.5.6]). Analogously a Taylor expansion around $\varepsilon=0$ for $c>0$ gives

$$
\begin{aligned}
\overline{C_{\varepsilon, k}(u)} & =\frac{c \sqrt{\varepsilon}}{u^{*}(k)\left(u^{*}(k)-c\right)}\left\{1+h_{1}(u, c) \sqrt{\varepsilon}+h_{2}(u, c) \varepsilon+h_{3}(u, c) \varepsilon^{3 / 2}+\frac{u^{*}(k)(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)}\right. \\
& \left.-\frac{2 \mathrm{i} u u^{*}(k) \sqrt{\varepsilon}(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)^{2}}+\mathcal{O}\left(\varepsilon^{2}\right)\right\},
\end{aligned}
$$

from which we deduce an expansion for $H$, whenever $|u| \leq \varepsilon^{-1 / 6}$ :

$$
\begin{aligned}
H(\varepsilon, u) & =\frac{c \sqrt{\varepsilon}}{u^{*}(k)\left(u^{*}(k)-c\right)}\left\{1+\widetilde{h}_{1}(u, c) \sqrt{\varepsilon}+\widetilde{h}_{2}(u, c) \varepsilon+\widetilde{h}_{3}(u, c) \varepsilon^{3 / 2}+\frac{u^{*}(k)(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)}\right. \\
& \left.+\frac{u^{*}(k) \sqrt{\varepsilon}(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)}\left(\eta_{1}(u)-\frac{2 \mathrm{i} u}{u^{*}(k)-c}\right)+\max \left(1,|u|^{12}\right) \mathcal{O}\left(\varepsilon^{2}\right)\right\},
\end{aligned}
$$

where $\mathcal{O}\left(\varepsilon^{2}\right)$ is uniform in $u$. We will shortly be integrating $H$ against a zero-mean Gaussian characteristic function over $\mathbb{R}$ and as such all odd powers of $u$ will have a null contribution. In particular note that the polynomials

$$
\eta_{1}, \quad \widetilde{h}_{1}, \quad \widetilde{h}_{3}, \quad\left(\frac{\eta_{1}(u)}{u^{*}(k)}-\frac{3 \mathrm{i} u}{\left(u^{*}(k)\right)^{2}}\right) \varepsilon^{3 / 2} f(\varepsilon), \quad \frac{u^{*}(k) \sqrt{\varepsilon}(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)}\left(\eta_{1}(u)-\frac{2 \mathrm{i} u}{u^{*}(k)-c}\right)
$$

are odd functions of $u$ and hence have zero contribution. The major quantity is $\widetilde{h}_{2}$, which we can rewrite as $\widetilde{h}_{2}(u, c)=\widetilde{h}_{2,1}(c) u^{2}+\widetilde{h}_{2,2}(c) u^{4}-\frac{1}{72} \Lambda_{0,3}^{2} u^{6}$, where

$$
\widetilde{h}_{2,1}(c):=-\frac{h_{1}(u, c) \Lambda_{1,1}}{\mathrm{i}}-\frac{\Lambda_{1,1}^{2}+\Lambda_{1,2}}{2}+h_{2}(1, c), \quad \widetilde{h}_{2,2}(c):=\frac{h_{1}(u, c) \Lambda_{0,3}}{6 \mathrm{i}}+\frac{\Lambda_{1,1} \Lambda_{0,3}}{6}+\frac{\Lambda_{0,4}}{24} .
$$

Let

$$
\phi_{\varepsilon}(c) \equiv \frac{c \sqrt{\varepsilon} \mathbb{1}_{\{c>0\}}+\varepsilon^{3 / 2} f(\varepsilon) \mathbb{1}_{\{c=0\}}}{u^{*}(k)\left(u^{*}(k)-c\right)} .
$$

Using simple properties of moments of a Gaussian random variable we finally compute the following

$$
\begin{aligned}
& \int_{|u|<\varepsilon^{-1 / 6}} \exp \left(-\frac{\Lambda_{0,2} u^{2}}{2}\right) H(\varepsilon, u) \mathrm{d} u \\
& =\phi_{\varepsilon}(c)\left[\int_{|u|<\varepsilon^{-1 / 6}} \mathrm{e}^{-\frac{1}{2} \Lambda_{0,2} u^{2}}\left(1+\widetilde{h}_{2}(u, c)+\frac{u^{*}(k)(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)} \mathbb{1}_{\{c>0\}}+\frac{\varepsilon f(\varepsilon)}{u^{*}(k)} \mathbb{1}_{\{c=0\}}\right) \mathrm{d} u+\mathcal{O}\left(\varepsilon^{2}\right)\right] \\
& =\phi_{\varepsilon}(c)\left[\int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{2} \Lambda_{0,2} u^{2}}\left(1+\widetilde{h}_{2}(u, c)+\frac{u^{*}(k)(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)} \mathbb{1}_{\{c>0\}}+\frac{\varepsilon f(\varepsilon)}{u^{*}(k)} \mathbb{1}_{\{c=0\}}\right) \mathrm{d} u+\mathcal{O}\left(\varepsilon^{2}\right)\right] \\
& =\phi_{\varepsilon}(c) \sqrt{\frac{2 \pi}{\Lambda_{0,2}}}\left(1+\frac{\widetilde{h}_{2,1}(c)}{\Lambda_{0,2}}+\frac{3 \widetilde{h}_{2,2}(c)}{\Lambda_{0,2}^{2}}-\frac{5 \Lambda_{0,3}^{2}}{24 \Lambda_{0,2}^{3}}+\frac{u^{*}(k)(\varepsilon f(\varepsilon)-c)}{c\left(u^{*}(k)-c\right)} \mathbb{1}_{\{c>0\}}+\frac{\varepsilon f(\varepsilon)}{u^{*}(k)} \mathbb{1}_{\{c=0\}}+\mathcal{O}\left(\varepsilon^{2}\right)\right) .
\end{aligned}
$$

The third line follows from the Laplace method (Theorem $\amalg .2 .6$ ), applied to the two integrals $\int_{\varepsilon^{-1 / 6}}^{+\infty}(\cdots) \mathrm{d} u$ and $\int_{-\infty}^{-\varepsilon^{-1 / 6}}(\cdots) \mathrm{d} u$, where the concentration is at the boundary points of the domains, so that the tail estimate $|u|>\varepsilon^{-1 / 6}$ is exponentially small, and hence is absorbed in the
 the theorem follows.

### 2.5.1.2 Proof of Propositions [2.2.10] and 2.2 .1$]$

Gao and Lee [69] have obtained representations for asymptotic implied volatility for small and large-maturity regimes in terms of the assumed asymptotic behaviour of certain option prices, outlining the general procedure for transforming option price asymptotics into implied volatility asymptotics. The same methodology can be followed to transform our forward-start option asymptotics (Corollary [2.2.6] and Corollary [2.2.8) into forward smile asymptotics. In the proofs of Proposition 2.2 .10 and Proposition 2.2 .10 we hence assume for brevity the existence of an ansatz for the forward smile asymptotic and solve for the coefficients. We refer the reader to [6.0] for the complete methodology.

Proof of Proposition 2.210 . Substituting the ansatz

$$
\sigma_{\varepsilon t, \varepsilon \tau}^{2}(k)=v_{0}(k, t, \tau)+v_{1}(k, t, \tau) \varepsilon+v_{2}(k, t, \tau) \varepsilon^{2}+\mathcal{O}\left(\varepsilon^{3}\right)
$$

into Corollary [.2.2.], we get that forward-start option prices have the asymptotics

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{X_{\varepsilon \tau}^{(\varepsilon t)}}-\mathrm{e}^{k}\right)^{+} \mathbb{1}_{\{k>0\}}+\mathbb{E}\left(\mathrm{e}^{k}-\mathrm{e}^{X_{\varepsilon \tau}^{(\varepsilon \tau)}}\right)^{+} \mathbb{1}_{\{k<0\}} \\
&=\exp \left(-\frac{k^{2}}{2 \tau v_{0} \varepsilon}+\frac{k^{2} v_{1}}{2 \tau v_{0}^{2}}+\frac{k}{2}\right) \frac{\left(v_{0} \varepsilon \tau\right)^{3 / 2}}{k^{2} \sqrt{2 \pi}}\left(1+\gamma \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right),
\end{aligned}
$$

where we set

$$
\gamma(k, t, \tau):=-\tau\left(\frac{3}{k^{2}}+\frac{1}{8}\right) v_{0}+\frac{k^{2} v_{2}}{2 \tau v_{0}^{2}}-\frac{k^{2} v_{1}^{2}}{2 \tau v_{0}^{3}}+\frac{3 v_{1}}{2 v_{0}} .
$$

The result follows after using $\Lambda_{0,1}(0)=0$ and equating orders with the general formula in Corollary 2.2.6.

Proof of Proposition 2.21]. Substituting the ansatz

$$
\sigma_{t, \tau}^{2}(k)=v_{0}^{\infty}(k, t)+v_{1}^{\infty}(k, t) \tau^{-1}+v_{2}^{\infty}(k, t) \tau^{-2}+\mathcal{O}\left(\tau^{-3}\right),
$$

into Corollary 2.2 .4 we obtain the following asymptotic expansions for forward-start options:

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+} \mathbb{1}_{\mathrm{A}}-\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}} \wedge \mathrm{e}^{k \tau}\right) \mathbb{1}_{\mathrm{B}}+\mathbb{E}\left(\mathrm{e}^{k \tau}-\mathrm{e}^{X_{\tau}^{(t)}}\right)^{+} \mathbb{1}_{\mathrm{C}} \\
& \quad=\exp \left(-\tau\left(\frac{k^{2}}{2 v_{0}}-\frac{k}{2}+\frac{v_{0}}{8}\right)+\frac{v_{1} k^{2}}{2 v_{0}^{2}}-\frac{v_{1}}{8}\right) \frac{4 \tau^{-1 / 2} v_{0}^{3 / 2}}{\left(4 k^{2}-v_{0}^{2}\right) \sqrt{2 \pi}}\left(1+\frac{\gamma^{\infty}}{\tau}+\mathcal{O}\left(\frac{1}{\tau^{2}}\right)\right),
\end{aligned}
$$

where

$$
\begin{equation*}
\mathrm{A}:=\left\{k>\frac{\sigma_{t, \tau}^{2}(k)}{2}\right\}, \quad \mathrm{B}:=\left\{-\frac{\sigma_{t, \tau}^{2}(k)}{2}<k<\frac{\sigma_{t, \tau}^{2}(k)}{2}\right\}, \quad \mathrm{C}:=\left\{k<-\frac{\sigma_{t, \tau}^{2}(k)}{2}\right\} \tag{2.5.20}
\end{equation*}
$$

and

$$
\gamma^{\infty}(k, t):=\frac{\left(12 k^{2}+v_{0}^{2}\right)\left(4 k^{2} v_{1}-v_{0}^{2}\left(v_{1}+8\right)\right)}{2 v_{0}\left(v_{0}^{2}-4 k^{2}\right)^{2}}-\frac{v_{1}^{2} k^{2}}{2 v_{0}^{3}}+\frac{v_{2} k^{2}}{2 v_{0}^{2}}-\frac{v_{2}}{8}
$$

We obtain the expressions for $v_{1}^{\infty}$ and $v_{2}^{\infty}$ by equating orders with the formula in Corollary L2.8. However it is not clear which is the correct root for the zeroth order term $v_{0}^{\infty}$. In order to do so, we
have to match the domains in（2．5．20）and in Corollary［2．2．8．Indeed，suppose that we choose the roots according to $v_{0}^{\infty}$ in（ㄹ．2．工䀦）．For $\tau$ sufficiently large the condition $k>\sigma_{t, \tau}^{2}(k) / 2$ is equivalent to $k>v_{0}^{\infty}(k, t) / 2$ ．Now for $k>\Lambda_{0,1}(1)$ or $k<\Lambda_{0,1}(0)$ ，the definition of $v_{0}^{\infty}$ in（区2．LD）implies

$$
\begin{equation*}
k>\sigma_{t, \tau}^{2}(k) / 2 \quad \text { if and only if } \quad \sqrt{\left(\Lambda^{*}(k)-k\right)^{2}+k\left(\Lambda^{*}(k)-k\right)}>\Lambda^{*}(k)-k, \tag{2.5.21}
\end{equation*}
$$

which is always true since $\Lambda^{*}(k)>k$ by Lemma $\overline{2.2 .2(i i i)}$ ．Now，for $k \in\left(\Lambda_{0,1}(0), \Lambda_{0,1}(1)\right)$ ，the definition of $v_{0}^{\infty}$ in（2．2．1］）implies

$$
\begin{equation*}
k>\sigma_{t, \tau}^{2}(k) / 2 \quad \text { if and only if } \quad-\sqrt{\left(\Lambda^{*}(k)-k\right)^{2}+k\left(\Lambda^{*}(k)-k\right)}>\Lambda^{*}(k)-k, \tag{2.5.22}
\end{equation*}
$$

which never holds．By the assumption in the Proposition［2．2．1］and Assumption［．2．1 we have $\{0,1\} \subset \mathcal{D}_{0}^{o}$ and $\Lambda_{0}(0)=\Lambda_{0}(1)=0$ ．The differentiability and strict convexity of $\Lambda_{0}$（Assump－ tion $\mathbb{2 . 2 . 2 ( 1 v ) )}$ then imply $\Lambda_{0,1}(0)<0$ and $\Lambda_{0,1}(1)>0$ ．Since $v_{0}^{\infty}>0$ we can ignore the case $k<\Lambda_{0,1}(0)<0$ and hence $k>\sigma_{t, \tau}^{2}(k) / 2$ if and only if $k>\Lambda_{0,1}(1)$ ．Similarly the definition of $v_{0}^{\infty}$ in（ $\mathbb{L . 2 . 1}$ ）implies that for $\tau$ large enough，

$$
-\sigma_{t, \tau}^{2}(k) / 2<k<\sigma_{t, \tau}^{2}(k) / 2 \quad \text { if and only if } \quad \Lambda_{0,1}(0)<k<\Lambda_{0,1}(1),
$$

and

$$
k<-\sigma_{t, \tau}^{2}(k) / 2 \quad \text { if and only if } \quad k<\Lambda_{0,1}(0)
$$

This lines up the domains in（ $2.5 .2 \pi$ ）with the domains in Corollary［．2．8．Had we specified the roots in any other way，it is easy to check that a contradiction would have occurred．

## 2．5．2 Proofs of Section 2．3．1

We now let $\left(X_{t}\right)_{t \geq 0}$ be the Heston process satisfying the SDE（■．2Z）．The Heston forward cgf was derived in Lemma $\mathbb{L}$ ．．D．In the next two subsections we develop the tools needed to apply


## 2．5．2．1 Proofs of Section［2．3．1．］

We consider here the Heston diagonal small－maturity process $\left(X_{\varepsilon \tau}^{(\varepsilon t)}\right)_{\varepsilon>0}$ with $X$ defined in（［几．3．2） and $\left(X_{\tau}^{(t)}\right)_{\tau>0}$ in（［LID．3）．The forward rescaled $\operatorname{cgf} \Lambda_{\varepsilon}$ in（［．2．］）is easily determined from（［．］．7）．

In this subsection，we prove Proposition［2．3．］．For clarity，the proof is divided into the following steps：
（i）In Lemma $\left[2.5 .7\right.$ we show that $\mathcal{D}_{0}=\mathcal{K}_{t, \tau}$ and $0 \in \mathcal{D}_{0}^{o}$ ；
（ii）In Lemma 2.5 .9 we show that the Heston diagonal small－maturity process has an expansion
 in（2．3．21）and（2．3．2）；
(iii) In Lemma 2.5.$]$ we show that $\Xi$ is strictly convex and essentially smooth on $\mathcal{D}_{0}^{o}$, i.e. Assumption [2.2.1(iv);
(iv) The map $(\varepsilon, u) \mapsto \Lambda_{\varepsilon}(u)$ is of class $\mathcal{C}^{\infty}$ on $\mathbb{R}_{+}^{*} \times \mathcal{D}_{0}^{o}, \Lambda_{0,1}(0)=0$ and Assumption $2 \mathcal{T}(\mathrm{l})$ is also satisfied.

Lemma 2.5.7. For the Heston diagonal small-maturity process we have $\mathcal{D}_{0}=\mathcal{K}_{t, \tau}$ and $0 \in \mathcal{D}_{0}^{o}$ with $\mathcal{K}_{t, \tau}$ defined in (ㄹ.3.]) and $\mathcal{D}_{0}$ defined in Assumption 2.2.].

Proof. For any $t>0$, the random variable $V_{t}$ in ( $\left.L .3 .2\right)$ is distributed as $\beta_{t}$ times a non-central chi-square random variable with $4 \kappa \theta / \xi^{2}>0$ degrees of freedom and non-centrality parameter $\lambda=v \mathrm{e}^{-\kappa t} / \beta_{t}>0$. It follows that the corresponding mgf is given by

$$
\Lambda_{t}^{V}(u):=\mathbb{E}\left(\mathrm{e}^{u V_{t}}\right)=\exp \left(\frac{\lambda \beta_{t} u}{1-2 \beta_{t} u}\right)\left(1-2 \beta_{t} u\right)^{-2 \kappa \theta / \xi^{2}}, \quad \text { for all } u<\frac{1}{2 \beta_{t}}
$$

The re-normalised Heston forward $\operatorname{cgf} \Lambda_{\varepsilon}$ is then computed as

$$
\begin{aligned}
\mathrm{e}^{\Lambda_{\varepsilon}(u) / \varepsilon} & =\mathbb{E}\left[\mathrm{e}^{\frac{u}{\varepsilon}\left(X_{\varepsilon t+\varepsilon \tau}-X_{\varepsilon t}\right)}\right]=\mathbb{E}\left[\mathbb{E}\left(\left.\mathrm{e}^{\frac{u}{\varepsilon}\left(X_{\varepsilon t+\varepsilon \tau}-X_{\varepsilon t}\right)} \right\rvert\, \mathcal{F}_{\varepsilon t}\right)\right]=\mathbb{E}\left(\mathrm{e}^{A\left(\frac{u}{\varepsilon}, \varepsilon \tau\right)+B\left(\frac{u}{\varepsilon}, \varepsilon \tau\right) V_{\varepsilon t}}\right) \\
& =\mathrm{e}^{A\left(\frac{u}{\varepsilon}, \varepsilon \tau\right)} \Lambda_{\varepsilon t}^{V}(B(u / \varepsilon, \varepsilon \tau))
\end{aligned}
$$

which agrees with ( $\mathbb{L} .3 .7$ ). This only makes sense in some effective domain $\mathcal{K}_{\varepsilon t, \varepsilon \tau} \subset \mathbb{R}$. The cgf for $V_{\varepsilon t}$ is well defined in $\mathcal{K}_{\varepsilon t}^{V}:=\left\{u \in \mathbb{R}: B(u / \varepsilon, \varepsilon \tau)<\frac{1}{2 \beta_{\varepsilon t}}\right\}$, and hence $\mathcal{K}_{\varepsilon t, \varepsilon \tau}=\mathcal{K}_{\varepsilon t}^{V} \cap \mathcal{K}_{\varepsilon \tau}^{H}$, where $\mathcal{K}_{\varepsilon \tau}^{H}$ is the effective domain of the (spot) Heston cgf. Consider first $\mathcal{K}_{\varepsilon \tau}^{H}$ for small $\varepsilon$. From [5, Proposition 3.1] if $\xi^{2}(u / \varepsilon-1) u / \varepsilon>(\kappa-\xi \rho u / \varepsilon)^{2}$ then the explosion time $\tau_{H}^{*}(u):=\sup \left\{t \geq 0: \mathbb{E}\left(\mathrm{e}^{u X_{t}}\right)<\infty\right\}$ of the Heston cgf is

$$
\begin{aligned}
\tau_{H}^{*}\left(\frac{u}{\varepsilon}\right)=\frac{2}{\sqrt{\xi^{2}(u / \varepsilon-1) u / \varepsilon-(\kappa-\rho \xi u / \varepsilon)^{2}}} & \left(\pi \mathbb{1}_{\{\rho \xi u / \varepsilon-\kappa<0\}}\right. \\
& \left.+\arctan \left(\frac{\sqrt{\xi^{2}(u / \varepsilon-1) u / \varepsilon-(\kappa-\rho \xi u / \varepsilon)^{2}}}{\rho \xi u / \varepsilon-\kappa}\right)\right)
\end{aligned}
$$

Recall the following Taylor series expansions, for $x$ close to zero:

$$
\begin{array}{rlrl}
\arctan \left(\frac{1}{\rho \xi u / x-\kappa} \sqrt{\xi^{2}\left(\frac{u}{x}-1\right) \frac{u}{x}-\left(\kappa-\xi \rho \frac{u}{x}\right)^{2}}\right) & =\operatorname{sgn}(u) \arctan \left(\frac{\bar{\rho}}{\rho}\right)+\mathcal{O}(x), & \text { if } \rho \neq 0, \\
\arctan \left(-\frac{1}{\kappa} \sqrt{\left.\xi^{2}\left(\frac{u}{x}-1\right) \frac{u}{x}-\kappa^{2}\right)}\right. & =-\frac{\pi}{2}+\mathcal{O}(x), & & \text { if } \rho=0 .
\end{array}
$$

As $\varepsilon$ tends to zero $\xi^{2}(u / \varepsilon-1) u / \varepsilon>(\kappa-\rho \xi u / \varepsilon)^{2}$ is satisfied since $\xi^{2}>\xi^{2} \rho^{2}$ and hence

$$
\tau_{H}^{*}\left(\frac{u}{\varepsilon}\right)= \begin{cases}\frac{\varepsilon}{\xi|u|}\left(\pi \mathbb{1}_{\{\rho=0\}}+\frac{2}{\bar{\rho}}\left(\pi \mathbb{1}_{\{\rho u \leq 0\}}+\operatorname{sgn}(u) \arctan \left(\frac{\bar{\rho}}{\rho}\right)\right) \mathbb{1}_{\{\rho \neq 0\}}+\mathcal{O}(\varepsilon)\right), & \text { if } u \neq 0 \\ \infty, & \text { if } u=0\end{cases}
$$

Therefore, for $\varepsilon$ small enough, we have $\tau_{H}^{*}\left(\frac{u}{\varepsilon}\right)>\varepsilon \tau$ for all $u \in\left(u_{-}, u_{+}\right)$, where

$$
\begin{aligned}
& u_{-}:=\frac{2}{\bar{\rho} \xi \tau} \arctan \left(\frac{\bar{\rho}}{\rho}\right) \mathbb{1}_{\{\rho<0\}}-\frac{\pi}{\xi \tau} \mathbb{1}_{\{\rho=0\}}+\frac{2}{\bar{\rho} \xi \tau}\left(\arctan \left(\frac{\bar{\rho}}{\rho}\right)-\pi\right) \mathbb{1}_{\{\rho>0\}}, \\
& u_{+}:=\frac{2}{\bar{\rho} \xi \tau}\left(\arctan \left(\frac{\bar{\rho}}{\rho}\right)+\pi\right) \mathbb{1}_{\{\rho<0\}}+\frac{\pi}{\xi \tau} \mathbb{1}_{\{\rho=0\}}+\frac{2}{\bar{\rho} \xi \tau} \arctan \left(\frac{\bar{\rho}}{\rho}\right) \mathbb{1}_{\{\rho>0\}} .
\end{aligned}
$$

So as $\varepsilon$ tends to zero, $\mathcal{K}_{\varepsilon \tau}^{H}$ shrinks to $\left(u_{-}, u_{+}\right)$. Regarding $\mathcal{K}_{\varepsilon t}^{V}$, we have (see ( L.5.2.5) $^{2}$ ) for details on the expansion computation) $\beta_{\varepsilon t} B(u / \varepsilon, \varepsilon \tau)=\frac{\xi^{2} t}{4 v} \Xi(u, 0, \tau)+\mathcal{O}(\varepsilon)$ for any $u \in\left(u_{-}, u_{+}\right)$, with $\Xi$ defined in ( (2.3D). Therefore $\lim _{\varepsilon \downarrow 0} \mathcal{K}_{\varepsilon t}^{V}=\left\{u \in \mathbb{R}: \Xi(u, 0, \tau)<\frac{2 v}{\xi^{2} t}\right\}$ and hence $\lim _{\varepsilon \downarrow 0} \mathcal{K}_{\varepsilon t, \varepsilon \tau}=$ $\left\{u \in \mathbb{R}: \Xi(u, 0, \tau)<\frac{2 v}{\xi^{2} t}\right\} \cap\left(u_{-}, u_{+}\right)$. It is easily checked that $\Xi(u, 0, \tau)$ is strictly positive except at $u=0$ where it is zero, $\Xi^{\prime}(u, 0, \tau)>0$ for $u>0, \Xi^{\prime}(u, 0, \tau)<0$ for $u<0$ and that $\Xi(u, 0, \tau)$ tends to infinity as $u$ approaches $u_{ \pm}$. Since $v$ and $\xi$ are strictly positive and $t \geq 0$ it follows that $\left\{u \in \mathbb{R}: \Xi(u, 0, \tau)<2 v /\left(\xi^{2} t\right)\right\} \subseteq\left(u_{-}, u_{+}\right)$with equality only if $t=0$. So $\mathcal{D}_{0}$ is an open interval around zero and the lemma follows with $\mathcal{D}_{0}=\mathcal{K}_{t, \tau}$.

Remark 2.5.8. For $u \in \mathbb{R}^{*}$ the inequality $0<\Xi(u, 0, \tau)<2 v /\left(\xi^{2} t\right)$ is equivalent to $\Xi(u, t, \tau) \in$ $(0, \infty)$. In Lemma $\quad .5 .9$ below we show that $\Xi$ is the limiting cgf of the rescaled Heston forward cgf and so the condition for the limiting forward domain is equivalent to ensuring that the limiting forward cgf does not blow up and is strictly positive except at $u=0$ where it is zero.

Lemma 2.5.9. For any $t \geq 0, \tau>0, u \in \mathcal{K}_{t, \tau}$, the expansion $\Lambda_{\varepsilon}(u)=\Xi(u, t, \tau)+L(u, t, \tau) \varepsilon+$ $\mathcal{O}\left(\varepsilon^{2}\right)$ holds as $\varepsilon$ tends to zero, where $\mathcal{K}_{t, \tau}, \Xi$ and $L$ are defined in (2.3.2 $)$, (2.3.1) and (2.3.2) and $\Lambda_{\varepsilon}$ is the rescaled cgf in Assumption for the Heston diagonal small-maturity process $\left(X_{\varepsilon \tau}^{(\varepsilon t)}\right)_{\varepsilon>0}$.

Remark 2.5.10. For any $u \in \mathcal{K}_{t, \tau}$, Lemma 2.57 implies that $\Lambda_{\varepsilon}(u)$ is a finite number for any $\varepsilon>0$. Therefore $L$ defined in (2.3.2) and used in Lemma 5.5 .3 is a real-valued function on $\mathcal{K}_{t, \tau}$.
 $u \in \mathcal{K}_{t, \tau}$ :

$$
\begin{align*}
& d\left(\frac{u}{\varepsilon}\right)=\frac{1}{\varepsilon}\left(\kappa^{2} \varepsilon^{2}+u \varepsilon(\xi-2 \kappa \rho)-u^{2} \xi^{2}\left(1-\rho^{2}\right)\right)^{1 / 2}=\frac{\mathrm{i} u}{\varepsilon} d_{0}+d_{1}+\mathcal{O}(\varepsilon), \\
& \gamma\left(\frac{u}{\varepsilon}\right)=\frac{\kappa \varepsilon-\rho \xi u-\mathrm{i} u d_{0}-d_{1} \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)}{\kappa \varepsilon-\rho \xi u+\mathrm{i} u d_{0}+d_{1} \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)}=g_{0}-\frac{\mathrm{i} \varepsilon}{u} g_{1}+\mathcal{O}\left(\varepsilon^{2}\right),  \tag{2.5.23}\\
& \beta_{\varepsilon t}=\frac{1}{4} \xi^{2} t \varepsilon-\frac{1}{8} \kappa \xi^{2} t^{2} \varepsilon^{2}+\mathcal{O}\left(\varepsilon^{3}\right),
\end{align*}
$$

where

$$
d_{0}:=\bar{\rho} \xi \operatorname{sgn}(u), \quad d_{1}:=\frac{\mathrm{i}(2 \kappa \rho-\xi) \operatorname{sgn}(u)}{2 \bar{\rho}}, \quad g_{0}:=\frac{\mathrm{i} \rho-\bar{\rho} \operatorname{sgn}(u)}{\mathrm{i} \rho+\bar{\rho} \operatorname{sgn}(u)}, \quad g_{1}:=\frac{(2 \kappa-\xi \rho) \operatorname{sgn}(u)}{\xi \bar{\rho}(\bar{\rho}+\mathrm{i} \rho \operatorname{sgn}(u))^{2}},
$$

with $\bar{\rho}:=\sqrt{1-\rho^{2}}$ and $\operatorname{sgn}(u)=1$ if $u \geq 0,-1$ otherwise. From the definition of $A$ in ( $[.3 .8)$ we obtain

$$
\begin{align*}
A\left(\frac{u}{\varepsilon}, \varepsilon \tau\right) & =\frac{\kappa \theta}{\xi^{2}}\left((\kappa-\rho \xi u / \varepsilon-d(u / \varepsilon)) \varepsilon \tau-2 \log \left(\frac{1-\gamma(u / \varepsilon) \exp (-d(u / \varepsilon) \varepsilon \tau)}{1-\gamma(u / \varepsilon)}\right)\right) \\
& =L_{0}(u, \tau)+\mathcal{O}(\varepsilon) \tag{2.5.24}
\end{align*}
$$

where $L_{0}$ is defined in (2.3.2). Substituting the asymptotics for $d$ and $\gamma$ above we further obtain

$$
\frac{1-\exp (-d(u / \varepsilon) \varepsilon \tau)}{1-\gamma(u / \varepsilon) \exp (-d(u / \varepsilon) \varepsilon \tau)}=\frac{1-\exp \left(-\mathbf{i} u d_{0} \tau-\varepsilon d_{1} \tau+\mathcal{O}\left(\varepsilon^{2}\right)\right)}{1-\left(g_{0}-\mathbf{i} \varepsilon g_{1} / u+\mathcal{O}\left(\varepsilon^{2}\right)\right) \exp \left(-\mathbf{i} u d_{0} \tau-\varepsilon d_{1} \tau+\mathcal{O}\left(\varepsilon^{2}\right)\right)},
$$

and therefore using the definition of $B$ in ( $\mathbb{L} .3 .8)$ we obtain

$$
\begin{align*}
B\left(\frac{u}{\varepsilon}, \varepsilon \tau\right) & =\frac{\kappa-\rho \xi u / \varepsilon-d(u / \varepsilon)}{\xi^{2}} \frac{1-\exp (-d(u / \varepsilon) \varepsilon \tau)}{1-\gamma(u / \varepsilon) \exp (-d(u / \varepsilon) \varepsilon \tau)} \\
& =\frac{\Xi(u, 0, \tau)}{v \varepsilon}+L_{1}(u, \tau)+\mathcal{O}(\varepsilon) \tag{2.5.25}
\end{align*}
$$



$$
\begin{equation*}
\beta_{\varepsilon t} B(u / \varepsilon, \varepsilon \tau)=\frac{\xi^{2} t \Xi(u, 0, \tau)}{4 v}+\left(\frac{L_{1}(u, \tau) \xi^{2} t}{4}-\frac{\Xi(u, 0, \tau) \kappa \xi^{2} t^{2}}{8 v}\right) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right) \tag{2.5.26}
\end{equation*}
$$

and therefore as $\varepsilon$ tends to zero,

$$
\begin{gather*}
\frac{\varepsilon B(u / \varepsilon, \varepsilon \tau) v \mathrm{e}^{-\kappa \varepsilon t}}{1-2 \beta_{\varepsilon t} B(u / \varepsilon, \varepsilon \tau)}=\frac{\left[\Xi(u, 0, \tau)+v L_{1}(u, \tau) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right]\left(1-t \kappa \xi+\mathcal{O}\left(\varepsilon^{2}\right)\right)}{1-\xi^{2} t \Xi(u, 0, \tau) / 2 v+\left(\Xi(u, 0, \tau) \kappa \xi^{2} t^{2} / 4 v-L_{1}(u, \tau) \xi^{2} t / 2\right) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)} \\
\quad=\Xi(u, t, \tau)+\left(\Xi(u, t, \tau)^{2}\left(\frac{v L_{1}(u, \tau)}{\Xi(u, 0, \tau)^{2}}-\frac{\kappa \xi^{2} t^{2}}{4 v}\right)-\kappa t \Xi(u, t, \tau)\right) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right) \tag{2.5.27}
\end{gather*}
$$

Again using (2.5.26) we have

$$
\begin{equation*}
-\frac{2 \kappa \theta \varepsilon}{\xi^{2}} \log \left(1-2 \beta_{\varepsilon t} B(u / \varepsilon, \varepsilon \tau)\right)=-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-\frac{\Xi(u, 0, \tau) \xi^{2} t}{2 v}\right) \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right) \tag{2.5.28}
\end{equation*}
$$

Recalling from Lemma [.3.] that

$$
\Lambda_{\varepsilon}(u)=\varepsilon A(u / \varepsilon, \varepsilon \tau)+\frac{\varepsilon B(u / \varepsilon, \varepsilon \tau)}{1-2 \beta_{\varepsilon t} B(u / \varepsilon, \varepsilon \tau)} v \mathrm{e}^{-\kappa \varepsilon t}-\frac{2 \kappa \theta \varepsilon}{\xi^{2}} \log \left(1-2 \beta_{\varepsilon t} B(u / \varepsilon, \varepsilon \tau)\right)
$$

the lemma follows by combining (2.5.24), (2.5.27) and (2.5.28).
Lemma 2.5.11. For all $t \geq 0, \tau>0, \Xi$ (given in ([.3.])) is convex and essentially smooth on $\mathcal{K}_{t, \tau}$, defined in (ㄹ.3.]).

Proof. The first derivative of $\Xi$ is given, after simplification, by

$$
\frac{\partial \Xi(u, t, \tau)}{\partial u}=\frac{\Xi(u, t, \tau)}{u}\left[1+\frac{\Xi(u, t, \tau)}{v}\left(\frac{\xi^{2} t}{2}+\frac{1}{2} \xi^{2} \bar{\rho}^{2} \tau \csc ^{2}\left(\frac{1}{2} \bar{\rho} \xi \tau u\right)\right)\right] .
$$

Any sequence tending to the boundary satisfies $\Xi(u, 0, \tau) \rightarrow 2 v / \xi^{2} t$ which implies $\Xi(u, t, \tau) \uparrow \infty$ from Remark $[2.5 .8$ and hence $|\partial \Xi(u, t, \tau) / \partial u| \uparrow \infty$. Therefore $\Xi(\cdot, t, \tau)$ is essentially smooth. Now,

$$
\frac{\partial^{2} \Xi(u, t, \tau)}{\partial u^{2}}=\frac{\xi^{2}}{2} \Xi(u, t, \tau) \frac{\left(t+\bar{\rho}^{2} \tau \csc ^{2}\left(\psi_{u}\right)\right)^{2}}{\left(\rho+\frac{1}{2} \xi t u-\bar{\rho} \cot \left(\psi_{u}\right)\right)^{2}}+\frac{v+\bar{\rho}^{2} \tau v\left(1-\psi_{u} \cot \left(\psi_{u}\right)\right) \csc ^{2}\left(\psi_{u}\right)}{\left(\rho+\frac{1}{2} \xi t u-\bar{\rho} \cot \left(\psi_{u}\right)\right)^{2}}
$$

where $\psi_{u}:=\bar{\rho} \xi \tau u / 2$. For $u \in \mathcal{K}_{t, \tau} \backslash\{0\}$, we have $\Xi(u, t, \tau)>0$ and $\Xi(0, t, \tau)=0$ from Remark 2.5 .8 . Also we have the inequality that $1-\theta / 2 \cot (\theta / 2) \geq 0$ for $\theta \in(-2 \pi, 2 \pi)$, so that $\Xi$ is strictly convex on $\mathcal{K}_{t, \tau}$.

As detailed in the beginning of this subsection, this concludes the proof of Proposition 2.3 .1 . We now prove the forward implied volatility expansions, namely Corollary 2.3 .2 .

Proof of Corollary $2.3 . ⿹$. We fix $t \geq 0, \tau>0$ and for ease of computations set $\Xi(u):=\Xi(u, t, \tau)$. We first look for a Taylor expansion of $u^{*}(k)$ around $k=0$ using the saddlepoint equation $\Xi^{\prime}\left(u^{*}(k)\right)=k$. Differentiating this equation iteratively and setting $k=0$ (and using $\left.u^{*}(0)=0\right)$ gives an expansion for $u^{*}$ in terms of the derivatives of $\Xi$. In particular, $\Xi^{\prime \prime}(0,) u^{*^{\prime}}(0)=1$ and $\Xi^{\prime \prime \prime}(0)\left(u^{*^{\prime}}(0)\right)^{2}+\Xi^{\prime \prime}(0) u^{*^{\prime \prime}}(0)=0$, which implies that $u^{*^{\prime}}(0)=1 / \Xi^{\prime \prime}(0)$ and $u^{*^{\prime \prime}}(0)=$ $-\Xi^{\prime \prime \prime}(0) / \Xi^{\prime \prime}(0)^{3}$. From the explicit expression of $\Xi$ in (Z.3.0), we then obtain

$$
\begin{aligned}
u^{*}(k) & =\frac{k}{\tau v}-\frac{3 \xi \rho}{4 \tau v^{2}} k^{2}+\frac{\xi^{2}\left(\left(19 \rho^{2}-4\right) \tau-12 t\right)}{24 \tau^{2} v^{3}} k^{3}+\frac{5 \xi^{3} \rho\left(48 t+\left(16-37 \rho^{2}\right) \tau\right)}{192 \tau^{2} v^{4}} k^{4} \\
& +\frac{\xi^{4}\left(1080 t^{2}+\left(2437 \rho^{4}-1604 \rho^{2}+112\right) \tau^{2}-180\left(27 \rho^{2}-4\right) \tau t\right)}{1920 \tau^{3} v^{5}} k^{5}+\mathcal{O}\left(k^{6}\right)
\end{aligned}
$$

Using this series expansion and the fact that $\Lambda^{*}(k)=u^{*}(k) k-\Xi\left(u^{*}(k)\right)$, the corollary follows from tedious but straightforward Taylor expansions of $v_{0}$ and $v_{1}$ defined in ([2.2.| ) .

### 2.5.2.2 Proofs of Section [2.3.1.2]

In this section, we prove the large-maturity asymptotics for the Heston model. Let $\varepsilon=\tau^{-1}$ and consider the Heston process $\left(\tau^{-1} X_{\tau}^{(t)}\right)_{\tau>0}$ with $\left(X_{t}\right)_{t>0}$ defined in ( $\left.\mathbb{L} .2 .2\right)$ and $\left(X_{\tau}^{(t)}\right)_{\tau>0}$ defined in (LIT.3). Specifically $\Lambda_{\varepsilon}$ defined in ( notation we set

$$
\begin{equation*}
\Lambda_{\tau}^{(t)}(u)=\Lambda_{\varepsilon}(u) \quad \text { for all } u \in \mathcal{D}_{\varepsilon} \tag{2.5.29}
\end{equation*}
$$

We prove here Proposition 23.5 in several steps:
(i) In Proposition 2.5 .1$]$ we show that $\mathcal{D}_{0}=\mathcal{K}_{\mathrm{H}}$ and if $\rho<\kappa / \xi$ then $\{0,1\} \subset \mathcal{K}_{\mathrm{H}}^{o}$;
(ii) Lemma [2.5.5 proves the expansion of Assumption [2.2.] with $\Lambda_{0}=V, \Lambda_{1}=H, \Lambda_{2}=0$;
(iii) By Lemma 2.5 .12 and Proposition [2.5.4], $V$ is strictly convex and essentially smooth on $\mathcal{K}_{\mathrm{H}}^{o}$ if $\rho_{-} \leq \rho \leq \min \left(\rho_{+}, \kappa / \xi\right)$; see also Remark [.3.6(ii);
(iv) The map $(\varepsilon, u) \mapsto \Lambda_{\varepsilon}(u)$ is of class $\mathcal{C}^{\infty}$ on $\mathbb{R}_{+}^{*} \times \mathcal{K}_{\mathrm{H}}^{o}$, Assumption $\underset{\sim}{2} \|(\mathrm{v})$ is also satisfied and $V(1)=0$ from Lemma [2.5.] 2;
(v) $u^{*}$ can be computed in closed-form and is given by $q^{*}$ in ( 2.3 .9$)$.
(vi) A direct application of Proposition $2.2 . \square$ completes the proof.

The following lemma recalls some elementary facts (see also [6.3, [7]]) about the function $V$ in (2.3.8), which will be used throughout the section. We then proceed with a technical result needed in the proof of Proposition [2.5.14].

Lemma 2.5.12. The function $V$ in (2.3.8) is $\mathcal{C}^{\infty}$, strictly convex and essentially smooth on the open interval $\left(u_{-}, u_{+}\right)$(defined in $(2.3 .6)$ ) and $V(0)=0, u_{-}<0$ and $\lim _{u_{\downarrow} u_{-}} V(u)$ and $\lim _{u \uparrow u_{+}} V(u)$ are both finite. Furthermore $V(1)=0$ if $\rho \leq \kappa / \xi$ and $V(1)<0$ if $\rho>\kappa / \xi$. Finally, if $\rho \leq \kappa / \xi$, then $u_{+} \geq 1$ with $u_{+}=1$ if and only if $\rho=\kappa / \xi$.

Lemma 2.5.13. Let $\rho_{ \pm}$be defined as in (2.3.6) and $\beta_{t}$ in (ㄴ.3.4). Assume further that $t>0$ and define the functions $g_{+}$and $g_{-}$by

$$
g_{ \pm}(\rho):=(2 \kappa-\rho \xi) \pm \rho \sqrt{\xi^{2}\left(1-\rho^{2}\right)+(2 \kappa-\rho \xi)^{2}}-\frac{\xi^{2}\left(1-\rho^{2}\right)}{\beta_{t}}
$$

(i) The inequalities $\rho_{-} \in(-1,0)$ and $\rho_{+}>1 / 2$ always hold; if $\kappa / \xi>\rho_{+}$and $t \neq 0$, then $\rho_{+}<1$; finally $\rho_{+}=1$ (and $\rho_{-}=-1$ ) if and only if $t=0$;
(ii) the inequality $g_{+}(\rho)>0$ holds if and only if $\rho_{+}<1$ and $\rho \in\left(\rho_{+}, 1\right)$;
(iii) the inequality $g_{-}(\rho)>0$ holds if and only if $\rho \in\left(-1, \rho_{-}\right)$;
(iv) let $u_{ \pm}^{*}$ be as in (2.3.6) and $t>0$. Then $u_{+}^{*}>1$ if $\rho \leq \rho_{-}$, and $u_{-}^{*}<0$ if $\rho \geq \rho_{+}$.

Proof. We first prove Lemma [2.5.]3(i). The double inequality $-1<\rho_{-}<0$ is equivalent to

$$
\frac{\xi-(8 \kappa+\xi) \mathrm{e}^{2 \kappa t}}{\mathrm{e}^{\kappa t}+1}<-\sqrt{16 \kappa^{2} \mathrm{e}^{2 \kappa t}+\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)^{2}}<\xi\left(1-\mathrm{e}^{\kappa t}\right)
$$

The upper bound clearly holds, and the lower bound follows from the identity

$$
\sqrt{16 \kappa^{2} \mathrm{e}^{2 \kappa t}+\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)^{2}}=\sqrt{\frac{\left(\xi-(8 \kappa+\xi) \mathrm{e}^{2 \kappa t}\right)^{2}}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}-\frac{16 \kappa \mathrm{e}^{2 \kappa t}\left(\mathrm{e}^{\kappa t}-1\right)\left(\kappa+\xi+\xi \mathrm{e}^{\kappa t}+3 \kappa \mathrm{e}^{\kappa t}\right)}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}}
$$

We now prove that $\rho_{+}>1 / 2$. From ( 2.3 .6 ) this is equivalent to

$$
\sqrt{16 \kappa^{2} \mathrm{e}^{2 \kappa t}+\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)^{2}}>\frac{4 \xi+(\kappa-4 \xi) \mathrm{e}^{2 \kappa t}}{4\left(\mathrm{e}^{\kappa t}+1\right)}
$$

The result follows by rearranging the left-hand side as

$$
\begin{aligned}
& \sqrt{16 \kappa^{2} \mathrm{e}^{2 \kappa t}+\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)^{2}} \\
&=\sqrt{\frac{\left(4 \xi+(\kappa-4 \xi) \mathrm{e}^{2 \kappa t}\right)^{2}}{16\left(\mathrm{e}^{\kappa t}+1\right)^{2}}+\frac{\kappa \mathrm{e}^{2 \kappa t}\left(8 \xi\left(\mathrm{e}^{2 \kappa t}-1\right)+\kappa\left(512 \mathrm{e}^{\kappa t}+255 \mathrm{e}^{2 \kappa t}+256\right)\right)}{16\left(\mathrm{e}^{\kappa t}+1\right)^{2}}} .
\end{aligned}
$$

Assume now $\kappa / \xi>\rho_{+}$. The inequality $\rho_{+}<1$ is equivalent to

$$
\sqrt{16 \kappa^{2} \mathrm{e}^{2 \kappa t}+\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)^{2}}<\frac{\xi+(8 \kappa-\xi) \mathrm{e}^{2 \kappa t}}{\mathrm{e}^{\kappa t}+1}
$$

or

$$
\begin{equation*}
\sqrt{\frac{\left(\xi+(8 \kappa-\xi) \mathrm{e}^{2 \kappa t}\right)^{2}}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}-\frac{16 \kappa \mathrm{e}^{2 \kappa t}\left(\mathrm{e}^{\kappa t}-1\right)\left(\kappa-\xi\left(\mathrm{e}^{\kappa t}+1\right)+3 \kappa \mathrm{e}^{\kappa t}\right)}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}}<\frac{\xi+(8 \kappa-\xi) \mathrm{e}^{2 \kappa t}}{\mathrm{e}^{\kappa t}+1} . \tag{2.5.30}
\end{equation*}
$$

This statement is true if $\kappa-\xi\left(\mathrm{e}^{\kappa t}+1\right)+3 \kappa \mathrm{e}^{\kappa t}>0$ and if the rhs is positive, which follow from the obvious inequalities

$$
\frac{\mathrm{e}^{\kappa t}+1}{3 \mathrm{e}^{\kappa t}+1}<\frac{1}{2}<\frac{\kappa}{\xi}
$$

We now prove Lemma [2.5.](ii). The equation $g_{+}(\rho)=0$ implies (by squaring and rearranging the terms):

$$
4 \kappa\left(\rho^{2}-1\right)\left(4 \kappa \mathrm{e}^{2 \kappa t} \rho^{2}+\xi\left(1-\mathrm{e}^{2 \kappa t}\right) \rho-\kappa\left(1+2 \mathrm{e}^{\kappa t}+\mathrm{e}^{2 \kappa t}\right)\right)=0
$$

The roots of this equation are $\pm 1$ and $\rho_{ \pm}$defined in (2.3.6). The two possible positive roots are $\left\{\rho_{+}, 1\right\}$ and the two possible negative ones are $\left\{\rho_{-},-1\right\}$. Clearly $g_{+}(-1)=0$. Straightforward computations show that $g_{+}^{\prime}(-1)<0$ and $g_{+}^{\prime}(0)>0$. Since $g_{+}$is continuous on $(-1,0)$ with $g_{+}(0)<0$, it cannot have a single root in this interval, and $\rho_{-} \in(-1,0)$ (by Lemma L.5.]. i$)$ ) is hence not a valid root. Consider now $\rho \in(0,1]$. From Lemma $2.5 .13(i)$ the only possible roots are 1 and $\rho_{+}$. Now $g_{+}(1)=2 \kappa-\xi+|2 \kappa-\xi|$. If $\kappa / \xi>1 / 2$ then $g_{+}(1)>0$ and hence $\rho_{+}$is the unique root of $g_{+}$in $(0,1)$. Assume now that $\kappa / \xi \leq 1 / 2$, which implies $g_{+}(1)=0$. Either $g_{+}^{\prime}(1) \geq 0$ or $g_{+}^{\prime}(1)<0$. Since $g_{+}(0)<0$, the first case implies that $g_{+}$has zero or more than two roots in $(0,1)$. If it has zero roots, then clearly $g_{+}(\rho)<0$ for $\rho \in(0,1)$. More than two roots yields a contradiction with the fact that $\rho_{+}$is the only possible root on ( 0,1 ). Now, Inequality ( ( 2.5 .30 ) implies that $\rho_{+}<1$ if and only if $\kappa / \xi>\left(\mathrm{e}^{\kappa t}+1\right) /\left(3 \mathrm{e}^{\kappa t}+1\right)$, which is equivalent to $g_{+}^{\prime}(1)<0$. Therefore in the case $\kappa / \xi \leq 1 / 2$, the only possible scenario is $g_{+}^{\prime}(1)<0$, where $g_{+}$has a unique root $\rho_{+} \in(0,1)$. In summary, on the interval $[-1,1], g_{+}(\rho)>0$ if and only if $\rho \in\left(\rho_{+}, 1\right)$ and $\rho_{+}<1$. The proof of (iii) is analogous to the proof of (ii) and we omit it for brevity.

We now prove Lemma $2.5 \mathrm{C} 3($ iv $)$. From (2.3.6) write $\nu=z(\rho)^{1 / 2}$, where $z(\rho):=\xi^{2}-$ $2 \mathrm{e}^{\kappa t}\left(8 \kappa^{2}-4 \kappa \xi \rho+\xi^{2}\right)+\mathrm{e}^{2 \kappa t}(\xi-4 \kappa \rho)^{2}$. The two numbers $u_{-}^{*}$ and $u_{+}^{*}$ in (2.3.6) are well defined in $\mathbb{R}$ if and only if $z(\rho) \geq 0$ and $t>0$. The two roots of this polynomial are given by $\chi_{ \pm}:=\frac{1}{4 \kappa}\left[\mathrm{e}^{-\kappa t}\left(\xi\left(\mathrm{e}^{\kappa t}-1\right) \pm 4 \kappa \mathrm{e}^{\kappa t / 2}\right)\right]$. We now claim that $\rho_{-} \leq \chi_{-}$and $\rho_{+} \geq \chi_{+}$. From the expression of $\rho_{-}$given in ( $\overline{236}$ ), the inequality $\rho_{-} \leq \chi_{-}$can be rearranged as

$$
-\sqrt{\xi^{2}+16 \kappa^{2} \mathrm{e}^{2 \kappa t}-2 \xi^{2} \mathrm{e}^{\kappa t}+\xi^{2} \mathrm{e}^{2 \kappa t}} \leq \frac{\xi-2 \xi \mathrm{e}^{\kappa t}+\xi \mathrm{e}^{2 \kappa t}-8 \kappa \mathrm{e}^{3 \kappa t / 2}}{\mathrm{e}^{\kappa t}+1}
$$

The claim then follows from the identity

$$
\begin{aligned}
& \sqrt{\xi^{2}+16 \kappa^{2} \mathrm{e}^{2 \kappa t}-2 \xi^{2} \mathrm{e}^{\kappa t}}+\xi^{2} \mathrm{e}^{2 \kappa t} \\
&=\sqrt{\frac{4 \mathrm{e}^{\kappa t}\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(\xi+2 \kappa \mathrm{e}^{\kappa t / 2}\right)^{2}}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}+\frac{\left(\xi-2 \xi \mathrm{e}^{\kappa t}+\xi \mathrm{e}^{2 \kappa t}-8 \kappa \mathrm{e}^{3 \kappa t / 2}\right)^{2}}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}}
\end{aligned}
$$

Analogous manipulations imply $\rho_{+} \geq \chi_{+}$, and hence $z(\rho)$ is a well-defined real number for $\rho \in$ $\left[-1, \rho_{-}\right] \cup\left[\rho_{+}, 1\right]$.

The claim $u_{-}^{*}<0$ is equivalent to

$$
-\sqrt{\xi^{2}-2 \mathrm{e}^{\kappa t}\left(8 \kappa^{2}-4 \kappa \xi \rho+\xi^{2}\right)+\mathrm{e}^{2 \kappa t}(\xi-4 \kappa \rho)^{2}}<\xi\left(1-\mathrm{e}^{\kappa t}\right)+4 \kappa \rho \mathrm{e}^{\kappa t}
$$

which holds as soon as $\xi\left(1-\mathrm{e}^{\kappa t}\right)+4 \kappa \rho \mathrm{e}^{\kappa t}>0$, or $\rho>\frac{\xi}{4 \kappa}\left(1-\mathrm{e}^{-\kappa t}\right)$. Therefore for any $\rho \geq \rho_{+}$, $u_{-}^{*}<0$ if and only if $\rho_{+}>\frac{\xi}{4 \kappa}\left(1-\mathrm{e}^{-\kappa t}\right)$. This simplifies to

$$
\sqrt{\xi^{2}+16 \kappa^{2} \mathrm{e}^{2 \kappa t}-2 \xi^{2} \mathrm{e}^{\kappa t}+\xi^{2} \mathrm{e}^{2 \kappa t}}>\frac{\xi\left(\mathrm{e}^{\kappa t}-1\right)^{2}}{\mathrm{e}^{\kappa t}+1}
$$

which also reads

$$
\sqrt{\frac{4 \mathrm{e}^{\kappa t}\left(4 \kappa^{2} \mathrm{e}^{\kappa t}\left(\mathrm{e}^{\kappa t}+1\right)^{2}+\xi^{2}\left(\mathrm{e}^{\kappa t}-1\right)^{2}\right)}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}+\frac{\xi^{2}\left(\mathrm{e}^{\kappa t}-1\right)^{4}}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}}>\frac{\xi\left(\mathrm{e}^{\kappa t}-1\right)^{2}}{\mathrm{e}^{\kappa t}+1},
$$

and this is clearly true. Now straightforward manipulations show that the inequality $u_{+}^{*}>1$ is equivalent to

$$
\sqrt{\left(\xi\left(\mathrm{e}^{\kappa t}-1\right)+4 \kappa \rho \mathrm{e}^{\kappa t}\right)^{2}-16 \kappa \mathrm{e}^{\kappa t}\left(\kappa+\xi \rho\left(\mathrm{e}^{\kappa t}-1\right)\right)}>\xi\left(\mathrm{e}^{\kappa t}-1\right)+4 \kappa \rho \mathrm{e}^{\kappa t}
$$

which is true if $\rho<-\frac{\kappa}{\xi\left(\mathrm{e}^{\kappa t}-1\right)}$ or $\rho<-\frac{\xi\left(1-\mathrm{e}^{-\kappa t}\right)}{4 \kappa}$. And of course the claim $\left(u_{+}^{*}>1\right.$ if $\left.\rho \leq \rho_{-}\right)$ holds if

$$
\begin{equation*}
\rho_{-}<-\frac{\kappa}{\xi\left(\mathrm{e}^{\kappa t}-1\right)} \quad \text { or } \quad \rho_{-}<-\frac{\xi\left(1-\mathrm{e}^{-\kappa t}\right)}{4 \kappa} . \tag{2.5.31}
\end{equation*}
$$

The first inequality, which can be re-written as

$$
\begin{array}{r}
-\sqrt{\frac{16 \kappa^{2} \mathrm{e}^{3 \kappa t}\left(\xi^{2}\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(\mathrm{e}^{\kappa t}+1\right)-4 \kappa^{2} \mathrm{e}^{\kappa t}\right)}{\xi^{2}\left(\mathrm{e}^{2 \kappa t}-1\right)^{2}}+\left(\frac{\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)\left(1-\mathrm{e}^{2 \kappa t}\right)+8 \kappa^{2} \mathrm{e}^{2 \kappa t}}{\xi\left(\mathrm{e}^{\kappa t}+1\right)\left(1-\mathrm{e}^{\kappa t}\right)}\right)^{2}} \\
<\frac{\xi^{2}\left(1-\mathrm{e}^{\kappa t}\right)\left(1-\mathrm{e}^{2 \kappa t}\right)+8 \kappa^{2} \mathrm{e}^{2 \kappa t}}{\xi\left(\mathrm{e}^{\kappa t}+1\right)\left(1-\mathrm{e}^{\kappa t}\right)}
\end{array}
$$

holds if $\xi^{2}\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(\mathrm{e}^{\kappa t}+1\right)-4 \kappa^{2} \mathrm{e}^{\kappa t}>0$, or

$$
\frac{\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(1+\mathrm{e}^{-\kappa t}\right)}{4}>\frac{\kappa^{2}}{\xi^{2}} .
$$

Quick manipulations turn the second inequality in (2.5.3D) into

$$
\begin{array}{r}
-\sqrt{\frac{4 \mathrm{e}^{\kappa t}\left(4 \kappa^{2} \mathrm{e}^{\kappa t}\left(\mathrm{e}^{\kappa t}+1\right)^{2}-\xi^{2}\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(2 \mathrm{e}^{\kappa t}+1\right)\right)}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}+\frac{\xi^{2}\left(2 \mathrm{e}^{\kappa t}-3 \mathrm{e}^{2 \kappa t}+1\right)^{2}}{\left(\mathrm{e}^{\kappa t}+1\right)^{2}}} \\
<\frac{\xi\left(2 \mathrm{e}^{\kappa t}-3 \mathrm{e}^{2 \kappa t}+1\right)}{\mathrm{e}^{\kappa t}+1}
\end{array}
$$

Again this trivially holds if $4 \kappa^{2} \mathrm{e}^{\kappa t}\left(\mathrm{e}^{\kappa t}+1\right)^{2}-\xi^{2}\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(2 \mathrm{e}^{\kappa t}+1\right)>0$, which is in turn equivalent to

$$
\frac{\kappa^{2}}{\xi^{2}}>\frac{\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(2+\mathrm{e}^{-\kappa t}\right)}{4\left(\mathrm{e}^{\kappa t}+1\right)^{2}}
$$

Since

$$
\frac{\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(2+\mathrm{e}^{-\kappa t}\right)}{4\left(\mathrm{e}^{\kappa t}+1\right)^{2}}<\frac{\left(\mathrm{e}^{\kappa t}-1\right)^{2}\left(1+\mathrm{e}^{-\kappa t}\right)}{4}
$$

is clearly true, it follows that for any valid choice of parameters either inequality (or both) in ( 2.5 .3 T ) holds, and the claim follows.

We now use Lemma [2.5.]3 to compute the large-maturity cgf effective limiting domain for the forward price process $\left(\tau^{-1} X_{\tau}^{(t)}\right)_{\tau>0}$. This is of fundamental importance since in the large-maturity case (unlike the diagonal small-maturity case) we need to find conditions on the parameters of the model such that the limiting cgf is essentially smooth (Assumption 2.2 .1 (iv)) on the interior of its effective domain.

Proposition 2.5.14. Let $\varepsilon=\tau^{-1}$ and consider the large-maturity Heston forward process $\left(\tau^{-1} X_{\tau}^{(t)}\right)_{\tau>0}$. Then $\mathcal{D}_{0}=\mathcal{K}_{\mathrm{H}}$ and if $\rho<\kappa / \xi$ then $\{0,1\} \subset \mathcal{D}_{0}^{o}$ with $\mathcal{K}_{\mathrm{H}}$ and $\mathcal{D}_{0}$ defined in Table 2.$]$ and in Assumption 2.2.].

Proof. The tower property yields

$$
\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right)=\mathbb{E}\left[\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)} \mid \mathcal{F}_{t}\right)\right]=\mathbb{E}\left(\mathrm{e}^{A(u, \tau)+B(u, \tau) V_{t}}\right)=\mathrm{e}^{A(u, \tau)} \mathbb{E}\left(\mathrm{e}^{B(u, \tau) V_{t}}\right)
$$

with $A$ and $B$ defined in ( $\mathbb{L 3 . 8}$ ). For any fixed $t \geq 0$ we require that

$$
\begin{equation*}
\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)} \mid \mathcal{F}_{t}\right)<\infty \quad \text { for all } \quad \tau>0 \tag{2.5.32}
\end{equation*}
$$

If $\kappa \geq \rho \xi$ then due to [97, Proposition 2.3] we know that ( 2.5 .32 ) is satisfied when $u \in\left[u_{-}, u_{+}\right]$, with $u_{-}<0$ and $u_{+} \geq 1$ ( $u_{ \pm}$defined in (2.3.6) with $u_{+}=1$ if and only if $\kappa=\rho \xi$ ). If $\kappa<\rho \xi$ then due to [97, Proposition 2.3] we know that ( 2.5 .32 ) is satisfied when $u \in\left[u_{-}, 1\right]$ with $u_{-}<0$. Further we require that

$$
\begin{equation*}
\mathbb{E}\left(\mathrm{e}^{B(u, \tau) V_{t}}\right)<\infty, \quad \text { for all } \tau>0 \tag{2.5.33}
\end{equation*}
$$

Now denote $\mathcal{K}_{V}:=\left\{u \in \mathbb{R}: \mathbb{E}\left(\mathrm{e}^{B(u, \tau) V_{t}}\right)<\infty\right.$, for all $\left.\tau>0\right\}$. Then if $\kappa \geq \rho \xi$, the domain of the limiting forward cgf is given by $\mathcal{K}_{\mathrm{H}}=\left[u_{-}, u_{+}\right] \cap \mathcal{K}_{V}$ and if $\kappa<\rho \xi$ then $\mathcal{K}_{\mathrm{H}}=\left[u_{-}, 1\right] \cap \mathcal{K}_{V}$. Condition (2.5.3.31) is equivalent to $B(u, \tau)<1 /\left(2 \beta_{t}\right)$ for all $\tau>0$. Note that $[0,1] \subset \mathcal{K}_{\mathrm{H}}$ by the martingale condition. For fixed $u \in \mathbb{R}$,

$$
\frac{\partial B(u, \tau)}{\partial \tau}=\frac{2 u(u-1) d(u)^{2} \mathrm{e}^{d(u) \tau}}{\left(\kappa-\kappa \mathrm{e}^{d(u) \tau}+\xi \rho u\left(\mathrm{e}^{d(u) \tau}-1\right)-d(u)\left(\mathrm{e}^{d(u) \tau}+1\right)\right)^{2}}
$$

so that for any $u \notin[0,1], B(u, \cdot)$ is strictly increasing. Therefore

$$
\begin{equation*}
\mathcal{K}_{V}=\left\{u \in \mathbb{R}: \lim _{\tau \uparrow \infty} B(u, \tau)<\frac{1}{2 \beta_{t}}\right\} . \tag{2.5.34}
\end{equation*}
$$

We have $\lim _{\tau \uparrow \infty} B(u, \tau)=\xi^{-2}(\kappa-\rho \xi u-d(u))$. So the condition is equivalent to $\kappa-\rho \xi u-d(u)<$ $2 \kappa /\left(1-\mathrm{e}^{-\kappa t}\right)$. If $\rho \leq 0(\rho \geq 0)$ and $u \leq 0(u \geq 0)$ then $\kappa-\rho \xi u-d(u) \leq \kappa-\rho \xi u \leq \kappa<\frac{2 \kappa}{1-\mathrm{e}^{-\kappa t}}$, and the condition in (2.5.34) is always satisfied. So if $\rho=0, \mathcal{K}_{\mathrm{H}}=\left[u_{-}, u_{+}\right]$. If $\rho<0(\rho>0)$, then $\mathbb{R}_{-} \subset \mathcal{K}_{V}\left(\mathbb{R}_{+} \subset \mathcal{K}_{V}\right)$, and hence $\mathcal{K}_{\mathrm{H}}$ contains $\left[u_{-}, 0\right]\left(\left[0, u_{+}\right]\right.$if $0<\rho \leq \kappa / \xi$ or $[0,1]$ if $\rho>\kappa / \xi$ ). Now suppose that $\rho<0$ and $u>0$. The condition in ( 2.5 .34 ) $(V$ given in (2.3.8) ) is equivalent to $V(u)<\kappa \theta /\left(2 \beta_{t}\right)$. From Lemma [2.5.J2, on $\left(0, u_{+}\right]$, the function $V$ attains its maximum at $u_{+}$. Using the properties in Lemma $2.5 .\left\lceil 2\right.$, there exists $u_{+}^{*} \in\left(1, u_{+}\right)$solving the equation

$$
\begin{equation*}
\frac{V\left(u_{+}^{*}\right)}{\kappa \theta}=\frac{1}{2 \beta_{t}}, \tag{2.5.35}
\end{equation*}
$$

if and only if $g_{-}(\rho)>0$ ( $g_{-}$defined in Lemma [2.5.13), which is equivalent (see Lemma [2.5.]3) to $-1<\rho<\rho_{-}$and $t>0$. The solution to (2.5.3.5) has two roots $u_{-}^{*}$ and $u_{+}^{*}$ defined in (2.3.5), and the correct solution here is $u_{+}^{*}$ by Lemma 2.5 .3 (iv). So if $\rho_{-} \leq \rho<0$ then $\mathcal{K}_{H}=\left[u_{-}, u_{+}\right]$. If $-1<\rho<\rho_{-}$and $t>0$ then $\mathcal{K}_{\mathrm{H}}=\left[u_{-}, u_{+}^{*}\right)$. Analogous arguments show that for $0<\rho \leq$ $\min \left(\kappa / \xi, \rho_{+}\right)$, we have $\mathcal{K}_{\mathrm{H}}=\left[u_{-}, u_{+}\right]$. If $\rho_{+}<\rho<\min (\kappa / \xi, 1)$ and $t>0$ then $\mathcal{K}_{\mathrm{H}}=\left(u_{-}^{*}, u_{+}\right]$, with $u_{-}<u_{-}^{*}<0$. Finally if $\rho>\kappa / \xi$ and $\rho>\rho_{+}$then $\mathcal{K}_{\mathrm{H}}=\left(u_{-}^{*}, 1\right]$ and if $\rho>\kappa / \xi$ and $\rho \leq \rho_{+}$ then $\mathcal{K}_{\mathrm{H}}=\left(u_{-}, 1\right]$.

The following lemma provides the asymptotic behaviour of the forward $\operatorname{cgf} \Lambda_{\tau}^{(t)}$ defined in ( $\overline{2.5 .2 Y}$ ) as $\tau$ tends to infinity.

Lemma 2.5.15. The following expansion holds ( $V, H$ and $d$ given in ( $\mathbb{2 . 3 . 8 )}$ ) and ( $\amalg .3 .6)$ ) :

$$
\Lambda_{\tau}^{(t)}(u)= \begin{cases}V(u)+\tau^{-1} H(u)\left(1+\mathcal{O}\left(\mathrm{e}^{-d(u) \tau}\right)\right), & \text { for all } u \in \mathcal{K}_{\mathrm{H}} \backslash\{1\}, \text { as } \tau \uparrow \infty \\ 0, & \text { for } u=1 \text { and all } \tau>0\end{cases}
$$

## Remark 2.5.16.

(i) When $\rho>\kappa / \xi\left(\Re_{3 b}\right.$ and $\Re_{4}$ in $\left.(\underline{2.3 .5})\right)$, we have $\lim _{u \uparrow 1} \Lambda_{\tau}^{(t)}(u)=V(1) \neq 0$, so that the limit is not continuous at the right boundary $u=1$. For $\rho \leq \kappa / \xi$ we always have $V(1)=H(1)=0$ and $1 \in \mathcal{K}_{\mathrm{H}}^{o}$ for $\rho<\kappa / \xi$.
(ii) For all $u \in \mathcal{K}_{\mathrm{H}}^{o}, d(u)>0$, so that the remainder goes to zero exponentially fast as $\tau$ tends to infinity.

Proof of Lemma 2.5.15. First note that $\Lambda_{\tau}^{(t)}(1)=0$ for all $\tau>0$ since the asset price process $\left(\mathrm{e}^{X_{t}}\right)_{t>0}$ is a true martingale [5, Proposition 2.5]. From the definition of $\Lambda_{\tau}^{(t)}$ in ( 2.5 .29$)$ and the Heston forward cgf given in ( $\mathbb{L . 3 . 7}$ ) we immediately obtain the following asymptotics as $\tau$ tends to infinity:

$$
A(u, \tau)=\tau V(u)-\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{1}{1-\gamma(u)}\right)+\mathcal{O}\left(\mathrm{e}^{-d(u) \tau}\right), \quad B(u, \tau)=\frac{V(u)}{\kappa \theta}+\mathcal{O}\left(\mathrm{e}^{-d(u) \tau}\right)
$$

 particular this implies that $\frac{B(u, \tau)}{1-2 \beta_{t} B(u, \tau)}=\frac{V(u)}{\theta \kappa-2 \beta_{t} V(u)}+\mathcal{O}\left(\mathrm{e}^{-d(u) \tau}\right)$ and $\log \left(1-2 \beta_{t} B(u, \tau)\right)=$ $\log \left(1-\frac{2 \beta_{t} V(u)}{\theta \kappa}\right)+\mathcal{O}\left(\mathrm{e}^{-d(u) \tau}\right)$, which are well defined for all $u \in \mathcal{K}_{\mathrm{H}}^{o}$. We therefore obtain

$$
H(u)=\frac{V(u)}{\kappa \theta-2 \beta_{t} V(u)} v \mathrm{e}^{-\kappa t}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-\frac{2 \beta_{t} V(u)}{\kappa \theta}\right)-\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{1}{1-\gamma(u)}\right),
$$

and the lemma follows from straightforward simplifications.

### 2.5.3 Proofs of Section 2.3 .3

We consider here the two examples of time-changed exponential Lévy models given in Section 1.3 .2 . The forward cgf's were derived in Lemma $\mathbb{\square . 3 . 4}$ and Lemma $\mathbb{L . 3 . 5}$.

Proof of Proposition [2.3.1]. We show that Proposition [.2.] is applicable given the assumptions of Proposition 2.3 .10 . Consider case (i). The expansion for $\Lambda_{\tau}^{(t)}$ defined in (2.5.2.9) is straightforward and analogous to Lemma 2.5 .5 .5 . In particular we establish that

$$
\Lambda_{\tau}^{(t)}(u)=\widehat{V}(u)+\frac{\widehat{H}(u)}{\tau}\left(1+\mathcal{O}\left(\mathrm{e}^{-d(\phi(u)) \tau}\right)\right), \quad \text { for all } u \in \widehat{\mathcal{K}}_{\infty}^{o}, \text { as } \tau \text { tends to infinity }
$$

where the functions $\widehat{V}, \widehat{H}, d$ and the domain $\widehat{\mathcal{K}}_{\infty}$ are defined in ([2.3.]), (L.3.14) and (L.3.12). Since $\phi$ is essentially smooth and strictly convex on $\mathcal{K}_{\phi}$ and $\widehat{\mathcal{K}}_{\infty} \subseteq \mathcal{K}_{\phi}$, then the limiting cgf $\Lambda_{0}=\widehat{V}$ is essentially smooth and strictly convex on $\widehat{\mathcal{K}}_{\infty}$. The map $(\varepsilon, u) \mapsto \Lambda_{\varepsilon}(u)$ (defined in (2.5.2.1)) is of class $\mathcal{C}^{\infty}$ on $\mathbb{R}_{+}^{*} \times \widehat{\mathcal{K}}_{\infty}^{o}$ since $\phi$ is of class $\mathcal{C}^{\infty}$ on $\widehat{\mathcal{K}}_{\infty}^{o}$ and Assumption [2.2.1](v) is also satisfied. Since $\phi(1)=0$ we have that $\widehat{V}(1)=0$ and $\{0,1\} \subset \widehat{\mathcal{K}}_{\infty}^{o}$. It remains to be checked that the limiting domain is in fact given by $\widehat{\mathcal{K}}_{\infty}$. We first note that by conditioning on $\left(V_{u}\right)_{t \leq u \leq t+\tau}$ and using the independence of the time-change and the Lévy process we have $\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right)=\mathbb{E}\left(\mathrm{e}^{\phi(u) \int_{t}^{t+\tau} v_{s} \mathrm{~d} s}\right)$ and so any $u$ in the limiting domain must satisfy $\phi(u)<\infty$. Using [44, page 476] and the tower property we compute

$$
\begin{align*}
\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right)}\right) & =\mathbb{E}\left[\mathbb{E}\left(\mathrm{e}^{\phi(u) \int_{t}^{t+\tau} v_{s} \mathrm{~d} s} \mid \mathcal{F}_{t}\right)\right]=\mathbb{E}\left(\mathrm{e}^{A(\phi(u), \tau)+B(\phi(u), \tau) v_{t}}\right) \\
& =\mathrm{e}^{A(\phi(u), \tau)} \mathbb{E}\left(\mathrm{e}^{B(\phi(u), \tau) v_{t}}\right) \tag{2.5.36}
\end{align*}
$$

with $A$ and $B$ given in ( $[.3 .14)$. Further from ( $[.3 .9)$ we have

$$
\log \mathbb{E}\left(\mathrm{e}^{u v_{t}}\right)=\frac{u v \mathrm{e}^{-\kappa t}}{1-2 \beta_{t} u}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-2 \beta_{t} u\right), \quad \text { for all } u<\frac{1}{2 \beta_{t}}
$$

Following a similar argument to the proof of Proposition 2.5 .14 we can show that for any $t \geq 0$, $B(\phi(u), \tau)<1 /\left(2 \beta_{t}\right)$ is always satisfied for each $\tau>0$. This follows from the independence of the Lévy process $N$ and the time-change. We also require that for any $t \geq 0, \mathbb{E}\left(\mathrm{e}^{\phi(u) \int_{t}^{t+\tau} v_{s} \mathrm{~d} s} \mid \mathcal{F}_{t}\right)<$ $\infty$, for every $\tau>0$. Here we use [ 5 , Corollary 3.3] with zero correlation to find that we require $\phi(u) \leq \kappa^{2} /\left(2 \xi^{2}\right)$. It follows that $\widehat{\mathcal{K}}_{\infty}=\left\{u: \phi(u) \leq \kappa^{2} /\left(2 \xi^{2}\right)\right\}$.

Regarding case (ii), arguments analogous to case (i) hold and we focus on showing that the limiting domain is $\widetilde{\mathcal{K}}_{\infty}$. Using [44, page 488] Equality ( 2.5 .56 ) also holds with $A$ and $B$ defined
 have $\phi(u)<\alpha \lambda$. Using [44, page 482] we also have

$$
\log \mathbb{E}\left(\mathrm{e}^{u v_{t}}\right)=u v \mathrm{e}^{-\lambda t}+\delta \log \left(\frac{u-\alpha \mathrm{e}^{\lambda t}}{(u-\alpha) \mathrm{e}^{\lambda t}}\right), \quad \text { for all } u<\alpha
$$

But it is straightforward to show that $\phi(u)<\alpha \lambda$ implies $B(\phi(u), \tau)<\alpha$ for any $\tau>0$ and it follows that $\widetilde{\mathcal{K}}_{\infty}=\{u: \phi(u)<\alpha \lambda\}$. Case (iii) is straightforward and omitted.

## Chapter 3

## The small-maturity Heston forward smile

### 3.1 Introduction

In Chapter $\rrbracket$ we derived small and large-maturity forward smile asymptotics for a general class of models including the Heston model ( $\mathbb{L} .3 .2)$. However, these results only apply to the so-called diagonal small-maturity regime, i.e. the behaviour (as $\varepsilon$ tends to zero) of the process $\left(X_{\varepsilon \tau}^{(\varepsilon t)}\right)_{\varepsilon \geq 0}$
 that for fixed $t>0$ the Heston forward smile explodes to infinity (except at-the-money) as $\tau$ tends to zero.

In this chapter we confirm this conjecture and give a high-order expansion for the forward smile. The main result (Theorem [3.4.D) is that the small-maturity Heston forward smile explodes according to the following asymptotic: $\sigma_{t, \tau}^{2}(k)=\mathfrak{N}_{0}(k, t) \tau^{-1 / 2}+\mathfrak{N}_{1}(k, t) \tau^{-1 / 4}+o\left(\tau^{-1 / 4}\right)$ for $k \in \mathbb{R}^{*}$ and $t>0$ as $\tau$ tends to zero. Here the forward smile, $\sigma_{t, \tau}$, is defined in ([.0.3) and $\mathfrak{N}_{0}(\cdot, t)$ and $\mathfrak{N}_{1}(\cdot, t)$ are even continuous functions (over $\mathbb{R}$ ) with $\mathfrak{N}_{0}(0, t)=\mathfrak{N}_{1}(0, t)=0$ and independent of the Heston correlation. In the at-the-money case $(k=0)$ a separate model-independent analysis (Lemma $\sqrt{3.4 .3}$ and Theorem [3.4.4) shows that the small-maturity limit is well defined and $\lim _{\tau \searrow 0} \sigma_{t, \tau}(0)=\mathbb{E}\left(\sqrt{V_{t}}\right)$ holds for any well-behaved diffusion where $V_{t}$ is the instantaneous variance at time $t$. This exploding nature is consistent with empirical observations in [36] and the diagonal small-maturity asymptotic from Chapter 】.

The chapter is structured as follows. In Section 3.2 we introduce the notion of a forward time-scale and characterise it in the Heston model. In Section 3.3 we state the main result on small-maturity asymptotics of forward-start options in the Heston model. Section $\sqrt{3} .4$ tackles the forward implied volatility asymptotics: Section 3.4.] translates the results of Section 3.3 into out-
of-the-money forward smile asymptotics, and Section [3.4.2 presents a model-independent result for the at-the-money forward implied volatility. Section 3.5 provides numerical evidence supporting the asymptotics derived in the chapter and the main proofs are gathered in Section [3.5. In this chapter we will always assume that forward-start date is greater than zero $(t>0)$ unless otherwise stated.

### 3.2 Forward time-scales

In this section we introduce the notion of a forward time-scale and characterise it in the Heston
 the quadratic variation of the driving Brownian motion. For diffusions (such as Heston) the (spot) time-scale is the same, which implies that the spot smile has a finite (non-zero) small-maturity limit. In the forward case, this however no longer remains true. Stochastic volatility models (eg. Heston) exhibit different time-scales to the BSM model leading to different asymptotic regimes for the forward smile relative to the spot smile. As we will show below (Lemma [3.2.3), all rescalings of the Heston model lead to limiting cumulant generating functions (cgf's) that are all zero on their domains of definition. But the forward time-scale is the only choice that leads to the limiting cgf being zero on a bounded domain. This is one of the key properties that allows us to derive sharp large deviation results even though at first sight this zero limit appears trivial and non-consequential. We define the re-normalised forward cgf by $\left(X_{\tau}^{(t)}\right.$ defined in (L.U.3))

$$
\begin{equation*}
\Lambda_{\tau}^{(t)}(u, a):=a \log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)} / a}\right), \quad \text { for all } u \in \mathcal{D}_{t, \tau} \tag{3.2.1}
\end{equation*}
$$

where $\mathcal{D}_{t, \tau}:=\left\{u \in \mathbb{R}:\left|\Lambda_{\tau}^{(t)}(u, a)\right|<\infty\right\}$. With this definition the domain $\mathcal{D}_{t, \tau}$ will depend on $a$, but it will be clear from the context which choice of $a$ we are using. Recall that the Heston forward cgf (with $a=1$ ) was derived in Lemma [.3.D.

Definition 3.2.1. We define a (small-maturity) forward time-scale as a continuous function $h$ : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $\lim _{\tau \searrow 0} h(\tau)=0$ and $\Lambda(u):=\lim _{\tau \searrow 0} \Lambda_{\tau}^{(t)}(u, h(\tau))$ produces a non-trivial pointwise limit. We shall say that a (pointwise) limit is trivial if it is null on $\mathbb{R}$ or null at the origin and infinite on $\mathbb{R}^{*}$.

## Remark 3.2.2.

(i) The forward time-scale is unique up to scaling. If $h$ is a forward time-scale then the family of functions $\alpha h$ for any $\alpha>0$ are also forward times-scales.
(ii) In the BSM model the forward time-scale is $h(\tau) \equiv \tau$.
(iii) A forward time-scale may not exist for a model. For example, consider exponential Lévy models with bounded domain for the Lévy exponent. The only non-trivial limit occurs when $h \equiv 1$, which does not satisfy Definition $\mathbf{3 . 2 . 1}$ and so a forward-time scale does not exist.
(iv) If $\left(X_{\tau}^{(t)}\right)_{\tau \geq 0}$ satisfies a large deviations principle [48, Section 1.2] with speed $h$ and assuming further some tail condition (see [48, Theorem 4.3.1]), then $h$ is the forward time-scale for the model by Varadhan's lemma.
(v) Diffusion models have the same spot time-scale $(t=0)$ as the BSM model, namely $h(\tau) \equiv \tau$ (see for example [ [22]). This is not necessarily true in the forward case as we will shortly see.

In order to characterise the Heston forward time-scale we require the following lemma, proved in Section 3.6.11.

Lemma 3.2.3. Let $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a continuous function such that $\lim _{\tau \searrow 0} h(\tau)=0$ and $a \in \mathbb{R}_{+}^{*}$. The following limits hold for the Heston forward cgf as $\tau$ tends to zero with $\beta_{t}$ defined in ([.3.4):
(i) If $h(\tau) \equiv a \sqrt{\tau}$ then $\lim _{\tau \searrow 0} \Lambda_{\tau}^{(t)}(u, h(\tau))=0$, for all $|u|<a / \sqrt{\beta_{t}}$ and is infinite otherwise;
(ii) if $\sqrt{\tau} / h(\tau) \nearrow \infty$ then $\lim _{\tau \searrow 0} \Lambda_{\tau}^{(t)}(u, h(\tau))=0$, for $u=0$ and is infinite otherwise;
(iii) if $\sqrt{\tau} / h(\tau) \searrow 0$ then $\lim _{\tau \searrow 0} \Lambda_{\tau}^{(t)}(u, h(\tau))=0$, for all $u \in \mathbb{R}$.

As it turns out all limits are zero on their domains of definition, but using $h(\tau) \equiv \sqrt{\tau}$ produces the only (up to a constant multiplicative factor) non-trivial zero limit. It follows that $\tau \mapsto \sqrt{\tau}$ is the Heston forward time-scale. Let now $\Lambda: \mathcal{D}_{\Lambda}=\left(-1 / \sqrt{\beta_{t}}, 1 / \sqrt{\beta_{t}}\right) \rightarrow \mathbb{R}$ be the pointwise limit (with $\left.\beta_{t}:=\xi^{2}\left(1-\mathrm{e}^{-\kappa t}\right) /(4 \kappa)\right)$ from Lemma [3.2.3, i.e. satisfying $\Lambda(u)=0$ for $u \in \mathcal{D}_{\Lambda}$ and infinity otherwise. Further we define the function $\Lambda^{*}: \mathbb{R} \rightarrow \mathbb{R}_{+}$as the Fenchel-Legendre transform of $\Lambda$ :

$$
\begin{equation*}
\Lambda^{*}(k):=\sup _{u \in \mathcal{D}_{\Lambda}}\{u k-\Lambda(u)\}, \quad \text { for all } k \in \mathbb{R} \tag{3.2.2}
\end{equation*}
$$

Lemma 3.2.4. The function $\Lambda^{*}$ defined in (3.2.2) is characterised explicitly as $\Lambda^{*}(k)=|k| / \sqrt{\beta_{t}}$ for all $k \in \mathbb{R}$.

Proof. Clearly $\Lambda^{*}(0)=0$. Now suppose that $k>0$. Then $\Lambda^{*}(k)=\sup _{u \in \mathcal{D}_{\Lambda}}\{u k\}=k / \sqrt{\beta_{t}}$. A similar result holds for $k<0$ and the result follows.

### 3.3 Small-maturity forward-start option asymptotics

In this section we state the main result on small-maturity forward-start option asymptotics. First we need to define a number of functions. All functions below are real-valued and defined on $\mathbb{R}^{*}$. We recall that $\operatorname{sgn}(u)=1$ if $u \geq 0$ and -1 otherwise.

$$
\left\{\begin{array}{l}
a_{0}(k):=\frac{\operatorname{sgn}(k)}{\sqrt{\beta_{t}}}, \quad a_{1}(k):=-\frac{a_{0}(k) \sqrt{v} \mathrm{e}^{-\kappa t / 2}}{2 \sqrt{|k|} \beta_{t}^{1 / 4}}, \quad a_{2}(k):=-\frac{\kappa \theta}{k \xi^{2}}-\frac{\widehat{B}_{1}\left(a_{0}(k)\right)}{a_{0}(k)}  \tag{3.3.1}\\
a_{3}(k):=\frac{2 \beta_{t} a_{1}^{3}(k)}{\xi^{4} v^{2}}\left[\xi^{2} v \beta_{t} \mathrm{e}^{\kappa t}\left(|k| \xi^{2} \beta_{t}^{\frac{1}{2}} \widehat{B}_{1}\left(a_{0}(k)\right)-k \xi^{2} \widehat{B}_{1}^{\prime}\left(a_{0}(k)\right)-\kappa \theta\right)\right. \\
\left.+\left(2 \kappa \theta \beta_{t} \mathrm{e}^{\kappa t}\right)^{2}-\frac{\xi^{4} v^{2}}{16}\right]
\end{array}\right.
$$

where

$$
\begin{align*}
& \widehat{B}_{1}(u):=\frac{u}{4}\left(u^{2} \rho \xi-2\right) ;  \tag{3.3.2}\\
& \zeta(k):=\frac{2 \sqrt{v} \mathrm{e}^{-\kappa t / 2}}{e_{0}(k)^{3 / 2}}, \quad r(k):=\frac{a_{1}^{2}(k)}{2}-\frac{\kappa \theta}{|k| \xi^{2} \sqrt{\beta_{t}}},  \tag{3.3.3}\\
& \begin{cases}e_{0}(k) & :=-2 a_{1}(k) / a_{0}(k), \\
e_{1}(k) & :=-2 \beta_{t} r(k), \\
e_{2}(k) & :=-2 \beta_{t}\left(a_{1}(k) a_{2}(k)+a_{0}(k) a_{3}(k)+a_{1}(k) \widehat{B}_{1}^{\prime}\left(a_{0}(k)\right)\right),\end{cases}  \tag{3.3.4}\\
& \left\{\begin{aligned}
\psi_{0}(k) & :=\frac{a_{0}(k) v \mathrm{e}^{-\kappa t}}{e_{0}^{3}(k)}\left(e_{0}^{2}(k)+a_{0}(k) \beta_{t}\left[3 a_{1}(k) e_{0}(k)-2 a_{0}(k) e_{1}(k)\right]\right), \\
\psi_{1}(k) & :=-4 a_{0}(k) v \beta_{t} \mathrm{e}^{-\kappa t} / e_{0}^{4}(k) \\
\psi_{2}(k) & :=\frac{v \mathrm{e}^{-\kappa t}}{2 e_{0}^{4}(k)}\left(4 a_{0}(k) \beta_{t}\left[3 a_{0}(k) e_{1}(k)-4 a_{1}(k) e_{0}(k)\right]-5 e_{0}^{2}(k)\right), \\
\psi_{3}(k) & :=8 v \beta_{t} \mathrm{e}^{-\kappa t} / e_{0}^{5}(k), \\
\psi_{4}(k) & :=\frac{v \mathrm{e}^{-\kappa t}}{2 e_{0}^{3}(k)}\left(\frac{e_{1}^{2}(k)-e_{0}(k) e_{2}(k)}{\beta_{t}}-2 a_{0}(k) a_{1}(k) e_{0}(k) e_{1}(k)+2 e_{0}^{2}(k) r(k)\right),
\end{aligned}\right.  \tag{3.3.5}\\
& \left\{\begin{aligned}
\phi_{2}^{a}(k) & :=\psi_{2}(k)-\frac{1}{2} \psi_{0}^{2}(k)-\frac{4 \kappa \theta \beta_{t}}{\xi^{2}} \frac{2 \kappa \theta+\xi^{2}}{e_{0}^{2}(k) \xi^{2}}-\frac{4 \kappa \theta \beta_{t}}{\xi^{2}} \frac{a_{0}(k) \psi_{0}(k)}{e_{0}(k)}, \\
\phi_{2}^{b}(k) & :=\psi_{3}(k)-\psi_{0}(k) \psi_{1}(k)-\frac{4 \kappa \theta \beta_{t}}{\xi^{2}} \frac{a_{0}(k) \psi_{1}(k)}{e_{0}(k)} \\
\phi_{2}^{c}(k) & :=-\psi_{1}^{2}(k) / 2
\end{aligned}\right.  \tag{3.3.6}\\
& z_{1}(k):=\psi_{4}(k)-a_{3}(k) k-\frac{2 \kappa \theta}{\xi^{2}} \frac{e_{1}(k)}{e_{0}(k)}, \quad p_{1}(k):=e_{0}(k)+\frac{\phi_{2}^{a}(k)}{\zeta^{2}(k)}+\frac{3 \phi_{2}^{b}(k)}{\zeta^{4}(k)}+\frac{15 \phi_{2}^{c}(k)}{\zeta^{6}(k)},  \tag{3.3.7}\\
& \left\{\begin{array}{lll}
c_{0}(k) & :=2\left|a_{1}(k) k\right|, & c_{1}(k):=\frac{v \mathrm{e}^{-\kappa t}}{e_{0}(k)}\left(a_{0}(k) a_{1}(k)-\frac{e_{1}(k)}{2 \beta_{t} e_{0}(k)}\right)-a_{2}(k) k, \\
c_{2}(k) & :=e_{0}(k)^{-2 \kappa \theta / \xi^{2}}, & c_{3}(k):=z_{1}(k)+p_{1}(k) .
\end{array}\right. \tag{3.3.8}
\end{align*}
$$

We now state the main result of the section, i.e. an asymptotic expansion formula for forward-start option prices as the remaining maturity tends to zero. The proof is given in Section [3.6.4].

Theorem 3.3.1. The following expansion holds for forward-start option prices for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero:

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k}\right)^{+}=\left(1-\mathrm{e}^{k}\right) \mathbb{1}_{\{k<0\}} \\
& +\exp \left(-\frac{\Lambda^{*}(k)}{\sqrt{\tau}}+\frac{c_{0}(k)}{\tau^{1 / 4}}+c_{1}(k)+k\right) \frac{\beta_{t} \tau\left(7 / 8-\theta \kappa /\left(2 \xi^{2}\right)\right)}{c_{2}(k)} \\
& \zeta(k) \sqrt{2 \pi} \\
& \left(1+c_{3}(k) \tau^{1 / 4}+o\left(\tau^{1 / 4}\right)\right)
\end{aligned}
$$

where $\Lambda^{*}$ is characterised in Lemma [3.2.4, $c_{0}, \ldots, c_{3}$ in (5.3.8), $\zeta$ in (5.3.3) and $\beta_{t}$ in ([区.3.4).

## Remark 3.3.2.

(i) We have $\Lambda^{*}(k)>0$ and $c_{0}(k)>0$ for all $k \in \mathbb{R}^{*}$. Also note that $\Lambda^{*}$ is piecewise linear as opposed to being strictly convex in the BSM model, see Lemma [3.3.4 below.
(ii) The forward time-scale $\sqrt{\tau}$ results in out-of-the-money forward-start options decaying as $\tau$ tends to zero at leading order with a rate of $\exp (-1 / \sqrt{\tau})$ as opposed to a rate of $\exp (-1 / \tau)$ in the BSM model.
(iii) The fact that the limiting forward cgf is non-steep (trivially zero on a bounded interval) results in a different asymptotic regime for higher order terms compared to the BSM model. In particular we have a $\tau^{1 / 4}$ dependence as opposed to a $\tau$ dependence in the BSM model and the introduction of the parameter dependent term $\tau^{\left(7 / 8-\theta \kappa /\left(2 \xi^{2}\right)\right)}$. The implications of this parameter dependent term for forward-smile asymptotics will be discussed further in Remark 3.4.2(vii).
(iv) The asymptotic expansion is given in closed-form and can in principle be extended to arbitrary order using the methods given in the proof.

As an immediate consequence of Theorem [3.3.] we have the following corollary, which provides an example of a family of random variables for which the limiting re-scaled cumulant generating function is zero (on its effective domain) but a large deviation principle still holds. This is to be compared to the Gärtner-Ellis theorem (Theorem $\mathbb{L 2 . 3}$ ) which requires the limiting cgf to be at least steep at the boundaries of its effective domain for an LDP to hold.

Corollary 3.3.3. $\left(X_{\tau}^{(t)}\right)_{\tau \geq 0}$ satisfies an LDP with speed $\sqrt{\tau}$ and good rate function $\Lambda^{*}$ as $\tau$ tends to zero.

Proof. The proof of Theorem 3.3.1 holds with only minor modifications for digital options, which are equivalent to probabilities of the form $\mathbb{P}\left(X_{\tau}^{(t)} \leq k\right)$ or $\mathbb{P}\left(X_{\tau}^{(t)} \geq k\right)$. One can then show that $\lim _{\tau \searrow 0} \sqrt{\tau} \log \mathbb{P}\left(X_{\tau}^{(t)} \leq k\right)=-\inf \left\{\Lambda^{*}(x), x \leq k\right\}$. Note that of course this infimum is null whenever $k>0$. Consider now an open interval of the real line of the form $(a, b)$. Since $(a, b)=(-\infty, b) \backslash(-\infty, a]$, then by continuity of the function $\Lambda^{*}$ and its properties given in Lemma [3.2.4, we immediately obtain that

$$
\lim _{\tau \searrow 0} \sqrt{\tau} \log \mathbb{P}\left(X_{\tau}^{(t)} \in(a, b)\right)=-\inf _{x \in(a, b)} \Lambda^{*}(x) .
$$

Since any Borel set of the real line can be written as a (countable) union / intersection of open intervals, the corollary follows from the definition of the large deviations principle, see Definition IL.2.1.

In order to translate the forward-start option results into forward smile asymptotics we require a similar expansion for the BSM model. The following lemma is a direct consequence of Corollary $\$ 2.0$ and the proof is therefore omitted.

Lemma 3.3.4. In the BSM model (ㄸ.ᅦ) the following expansion holds for all $k \in \mathbb{R}^{*}$ as $\tau \downarrow 0$ :

$$
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k}\right)^{+}=\left(1-\mathrm{e}^{k}\right) \mathbb{1}_{\{k<0\}}+\frac{\mathrm{e}^{k / 2-k^{2} /\left(2 \Sigma^{2} \tau\right)}\left(\Sigma^{2} \tau\right)^{3 / 2}}{k^{2} \sqrt{2 \pi}}\left[1-\left(\frac{3}{k^{2}}+\frac{1}{8}\right) \Sigma^{2} \tau+o(\tau)\right]
$$

### 3.4 Small-maturity forward smile asymptotics

### 3.4.1 Out-of-the-money forward implied volatility

We now translate the small-maturity forward-start option asymptotics into forward smile asymptotics. Define the functions $\mathfrak{N}_{i}: \mathbb{R}^{*} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}(i=0,1,2,3)$ by

$$
\begin{aligned}
\mathfrak{N}_{0}(k, t) & :=\frac{k^{2}}{2 \Lambda^{*}(k)}=\frac{\sqrt{\beta_{t}}|k|}{2}, \quad \mathfrak{N}_{1}(k, t):=\frac{2 c_{0}(k) \mathfrak{N}_{0}^{2}(k, t)}{k^{2}}=\frac{\mathrm{e}^{-\kappa t / 2} \beta_{t}^{1 / 4} \sqrt{v|k|}}{2}, \\
\mathfrak{N}_{2}(k, t) & :=\frac{2 \mathfrak{N}_{0}^{2}(k, t)}{k^{2}} \log \left(\frac{\mathrm{e}^{c_{1}(k)} c_{2}(k) \beta_{t} k^{2}}{\zeta(k) \mathfrak{N}_{0}^{3 / 2}(k, t)}\right)+\frac{\mathfrak{N}_{0}^{2}(k, t)}{k}+\frac{\mathfrak{N}_{1}^{2}(k, t)}{\mathfrak{N}_{0}(k, t)}, \\
\mathfrak{N}_{3}(k, t) & :=\frac{\mathfrak{N}_{0}(k, t)}{k^{2}}\left(2 c_{3}(k) \mathfrak{N}_{0}(k, t)-3 \mathfrak{N}_{1}(k, t)\right)+\frac{\mathfrak{N}_{1}(k, t)}{\mathfrak{N}_{0}(k, t)}\left(2 \mathfrak{N}_{2}(k, t)-\frac{\mathfrak{N}_{1}^{2}(k, t)}{\mathfrak{N}_{0}(k, t)}\right),
\end{aligned}
$$

with $\Lambda^{*}$ characterised in Lemma [2.4, $c_{0}, \ldots, c_{3}$ in (3.3.8), $\zeta$ in (3.3.3) and $\beta_{t}$ in ( 3.4 ). On $\mathbb{R}^{*}$, $\Lambda^{*}(k)>0$ and so $\mathfrak{N}_{0}(k, t)>0$. Further $c_{0}(k)>0$ and so $\mathfrak{N}_{1}(k, t)>0$. Also $c_{2}(k)>0$ and $\zeta(k)>0$ so that $\mathfrak{N}_{2}$ is a well defined real-valued function. The following theorem-proved in Section $\sqrt{3.6 .4}$ - is the main result of the section.

Theorem 3.4.1. The following expansion holds for the forward smile for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero:

$$
\sigma_{t, \tau}^{2}(k)= \begin{cases}\frac{\mathfrak{N}_{0}(k, t)}{\tau^{1 / 2}}+\frac{\mathfrak{N}_{1}(k, t)}{\tau^{1 / 4}}+o\left(\frac{1}{\tau^{1 / 4}}\right), & \text { if } 4 \kappa \theta \neq \xi^{2} \\ \frac{\mathfrak{N}_{0}(k, t)}{\tau^{1 / 2}}+\frac{\mathfrak{N}_{1}(k, t)}{\tau^{1 / 4}}+\mathfrak{N}_{2}(k, t)+\mathfrak{N}_{3}(k, t) \tau^{1 / 4}+o\left(\tau^{1 / 4}\right), & \text { if } 4 \kappa \theta=\xi^{2}\end{cases}
$$

## Remark 3.4.2.

(i) Note that $\mathfrak{N}_{0}(k, t)$ and $\mathfrak{N}_{1}(k, t)$ are strictly positive for all $k \in \mathbb{R}^{*}$, so that the Heston forward smile blows up to infinity (except ATM) as $\tau$ tends to zero.
(ii) Both $\mathfrak{N}_{0}(\cdot, t)$ and $\mathfrak{N}_{1}(\cdot, t)$ are even functions and correlation-independent quantities so that for small maturities the Heston forward smile becomes symmetric (in log-strikes) around the at-the-money point. Consequently, if one believes that the small-maturity forward smile should be downward sloping (similar to the spot smile) then the Heston model should not be chosen. This small-maturity 'U-shaped' effect for the Heston forward smile has been mentioned qualitatively by practitioners; see [36].
(iii) We use the notation $f \sim g$ to mean $f / g=1$ as $\tau \rightarrow 0$. Then in Heston we have $\sigma_{t, \tau}^{2} \sim$ $\sqrt{\beta_{t}}|k| /(2 \sqrt{\tau})$ and in exponential Lévy models with Lévy measure $\nu$ satisfying supp $\nu=\mathbb{R}$ we have $\sigma_{t, \tau}^{2} \sim-k^{2} /(2 \tau \log \tau)$ [14.5, Page 21]. We therefore see that the small-maturity exponential Lévy smile blows up at a much quicker rate than the Heston forward smile.
(iv) We have $\lim _{k \rightarrow 0} \mathfrak{N}_{0}(k, t)=\mathfrak{N}_{0}(0, t)=0$ and $\lim _{k \rightarrow 0} \mathfrak{N}_{1}(k, t)=\mathfrak{N}_{1}(0, t)=0$. Higher-order terms are not necessarily continuous at $k=0$. For example (when $4 \kappa \theta=\xi^{2}$ ) we have $\lim _{k \rightarrow 0} \mathfrak{N}_{2}(k, t)=+\infty$.
(v) The at-the-money forward implied volatility $(k=0)$ asymptotic is not covered by Theorem [3.4.1] and a separate analysis is needed for this case (see Section [3.4.2). In particular the proof fails since in this case the key function $u_{\tau}^{*}(0)$ (defined through equation ([5.5)) does not converge to a boundary point, but rather to zero as $\tau$ tends to zero (see the proof of Lemma [3.6.3).
(vi) It does not make sense to consider the limit of our asymptotic result for fixed $k \in \mathbb{R}^{*}$ as $t$ tends to zero since for $t=0$ using the forward time-scale $h(\tau) \equiv \sqrt{\tau}$ will produce a trivial limiting cgf and hence none of the results will carry over. The time scale in the spot case is $h(\tau) \equiv \tau$; see [62]. Our result is only valid in the forward (not spot) smile case.
(vii) As seen in the proof, due to the term $\tau^{7 / 8-\theta \kappa /\left(2 \xi^{2}\right)}$ in the forward-start option asymptotics in Theorem [3.3.1, one can only specify the small-maturity forward smile to arbitrary order if $4 \kappa \theta=\xi^{2}$. If this is not the case then such an expansion for the forward smile only holds up to order $\mathcal{O}\left(1 / \tau^{1 / 4}\right)$. Let $\sigma_{t}:=\sqrt{V_{t}}$ be given by the dynamics $\mathrm{d} \sigma_{t}=-\frac{\kappa \sigma_{t}}{2} \mathrm{~d} t+\frac{\xi}{2} \mathrm{~d} W_{t}$, with $\sigma_{0}=\sqrt{v}$. This corresponds to a specific case of the Schöbel-Zhu stochastic volatility model (Section $\mathbb{L . 3 . 2} \mathbf{2}$ ). In this case $V$ then corresponds to the Heston model with the parameters related to each other by the equality $4 \kappa \theta=\xi^{2}$. So as the Heston volatility dynamics deviate from Gaussian volatility dynamics a certain degeneracy occurs such that one cannot specify high order forward smile asymptotics in the small-maturity case. Interestingly, a similar degeneracy occurs when studying the tail probability of the stock price. As proved in [57], the square-root behaviour of the variance process induces some singularity and hence a fundamentally different behaviour when $4 \kappa \theta \neq \xi^{2}$.

### 3.4.2 At-the-money forward implied volatility

The analysis above excluded the at-the-money case $k=0$. We show below that this case has a very different behaviour and can be studied with a much simpler machinery. In this section, we shall denote the future implied volatility $\sigma_{t}(k, \tau)$ as the implied volatility corresponding to a European call/put option with strike $\mathrm{e}^{k}$, maturity $\tau$, observed at time $t$. We first start with the following model-independent lemma, bridging the gap between the at-the-money future implied
volatility $\sigma_{t}(0, \tau)$ and the forward implied volatility $\sigma_{t, \tau}(0)$. Note that a similar result-albeit less general-was derived in [114]. We shall denote by $\mathbb{E}_{0}$ the expectation (under the given risk-neutral probability measure) with respect to $\mathcal{F}_{0}$, the filtration at time zero.

Lemma 3.4.3. Let $t>0$. Assume that there exists $n \in \mathbb{N}^{*}$ such that the expansion $\sigma_{t}(0, \tau)=$ $\sum_{j=0}^{n} \sigma_{j}(t) \tau^{j}+o\left(\tau^{n}\right)$ holds and that $\mathbb{E}_{0}\left(\sigma_{j}(t)\right)<\infty$ for $j=0, \ldots, n$. If the at-the-money forward implied volatility satisfies $\sigma_{t, \tau}(0)=\sum_{j=0}^{n} \bar{\sigma}_{j}(t) \tau^{j}+o\left(\tau^{n}\right)$, then $\bar{\sigma}_{j}(t)=\mathbb{E}_{0}\left(\sigma_{j}(t)\right)$ for all $j=$ $0, \ldots, n$.

Proof. In the Black-Scholes model ([.0.]), we know that for any $t \geq 0, \tau>0$, the price at time $t$ of a (re-normalised) European call option with maturity $t+\tau$ is given by $\mathrm{BS}\left(k, \Sigma^{2}, \tau\right)=$ $\mathbb{E}\left[\left(S_{t+\tau} / S_{t}-\mathrm{e}^{k}\right)^{+} \mid \mathcal{F}_{t}\right]$, and its at-the-money expansion as the maturity $\tau$ tends to zero reads (see [64, Corollary 3.5])

$$
\mathrm{BS}\left(k, \Sigma^{2}, \tau\right)=\frac{1}{\sqrt{2 \pi}}\left(\Sigma \sqrt{\tau}-\frac{\Sigma^{3} \tau^{3 / 2}}{24}+\mathcal{O}\left(\Sigma^{5} \tau^{5 / 2}\right)\right)
$$

We keep the $\Sigma$ dependence in the $\mathcal{O}(\ldots)$ to highlight the fact that, when $\Sigma$ depends on $\tau$ (such as $\Sigma=\sigma_{t}(0, \tau)$ ), one has to be careful not to omit some terms. Now, for a given martingale model for the stock price $S$, we shall denote by $C_{t}(k, \tau)$ the price at time $t$ of a European call option with payoff $\left(S_{t+\tau} / S_{t}-\mathrm{e}^{k}\right)^{+}$at time $t+\tau$. The future implied volatility $\sigma_{t}(k, \tau)$ is then the unique solution to $\operatorname{BS}\left(k, \sigma_{t}^{2}(k, \tau), \tau\right)=C_{t}(k, \tau)$. For at-the-money $k=0$, we obtain the following expansion for short maturity $\tau$ :

$$
\begin{equation*}
C_{t}(0, \tau)=\frac{1}{\sqrt{2 \pi}}\left(\sigma_{0}(t) \sqrt{\tau}+\left(\sigma_{1}(t)-\frac{\sigma_{0}^{3}(t)}{24}\right) \tau^{3 / 2}+\mathcal{O}\left(\tau^{5 / 2}\right)\right) \tag{3.4.1}
\end{equation*}
$$

where we have used here the expansion assumed for $\sigma_{t}(0, \tau)$. Note also that the coefficients $\sigma_{j}(t)$ are random variables. We follow the probabilistic version of the $\mathcal{O}$ notation detailed in [ 102 , Section 5], namely the random remainder $R_{\tau}$ is $\mathcal{O}_{P}\left(\tau^{5 / 2}\right)$ as $\tau$ tends to zero if and only if for any $\varepsilon>0$ there exist a constant $c_{\varepsilon}>0$ and a threshold $\tau_{\varepsilon}>0$ for which $\mathbb{P}\left(\left|R_{\tau}\right| \leq c_{\varepsilon} \tau^{5 / 2}\right)>1-\varepsilon$ for all $\tau<\tau_{\varepsilon}$. For brevity we abuse the notations slightly here and write $\mathcal{O}$ instead of $\mathcal{O}_{P}$. Now, the forward-start European call option (at inception) in the Black-Scholes model reads

$$
\mathbb{E}_{0}\left[\left(\frac{S_{t+\tau}}{S_{t}}-\mathrm{e}^{k}\right)^{+}\right]=\mathcal{N}\left(d_{+}(\Sigma, \tau)\right)-\mathrm{e}^{k} \mathcal{N}\left(d_{-}(\Sigma, \tau)\right)=\mathrm{BS}\left(k, \Sigma^{2}, \tau\right)
$$

where $d_{ \pm}(\Sigma, \tau):=\left(-k \pm \Sigma^{2} \tau / 2\right) /(\Sigma \sqrt{\tau})$. For a given model, we recall that $C(k, t, \tau)$ is the price of a Type-I forward-start European call option. By definition of the forward implied volatility $\sigma_{t, \tau}(k)$, we have $C(k, t, \tau)=\operatorname{BS}\left(k, \sigma_{t, \tau}^{2}(k), \tau\right)$. For at-the-money $k=0$, it follows that

$$
C(0, t, \tau)=\operatorname{BS}\left(0, \sigma_{t, \tau}^{2}(0), \tau\right)=\mathcal{N}\left(d_{+}\left(\sigma_{t, \tau}(0), \tau\right)\right)-\mathcal{N}\left(d_{-}\left(\sigma_{t, \tau}(0), \tau\right)\right)
$$

Using the assumed expansion for $\sigma_{t, \tau}(0)$ we similarly obtain (as in (3.4.ل1))

$$
\begin{equation*}
C(0, t, \tau)=\frac{1}{\sqrt{2 \pi}}\left(\bar{\sigma}_{0}(t) \sqrt{\tau}+\left(\bar{\sigma}_{1}(t)-\frac{\bar{\sigma}_{0}^{3}(t)}{24}\right) \tau^{3 / 2}+\mathcal{O}\left(\tau^{5 / 2}\right)\right) \tag{3.4.2}
\end{equation*}
$$

Note that now the coefficients $\bar{\sigma}_{j}(t)$ are not random variables，but simple constants．Recall now that

$$
\begin{equation*}
C(k, t, \tau):=\mathbb{E}_{0}\left[\left(\frac{S_{t+\tau}}{S_{t}}-\mathrm{e}^{k}\right)^{+}\right]=\mathbb{E}_{0}\left\{\mathbb{E}\left[\left.\left(\frac{S_{t+\tau}}{S_{t}}-\mathrm{e}^{k}\right)^{+} \right\rvert\, \mathcal{F}_{t}\right]\right\}=\mathbb{E}_{0}\left(C_{t}(k, \tau)\right) . \tag{3.4.3}
\end{equation*}
$$

Combining this with（3．4．1）and（3．4．2），we find that $\bar{\sigma}_{j}(t)=\mathbb{E}_{0}\left(\sigma_{j}(t)\right)$ for $j=0,1$ ．The higher－ order terms for the expansion can be proved analogously and the lemma follows．

We now apply this to the Heston model．Recall the definition of the Kummer（confluent hypergeometric）function $M: \mathbb{C}^{3} \rightarrow \mathbb{R}$ ：

$$
\mathrm{M}(\alpha, \mu, z):=\sum_{n \geq 0} \frac{(\alpha)_{n}}{(\mu)_{n}} \frac{z^{n}}{n!}, \quad \mu \neq 0,-1, \ldots
$$

where the Pochhammer symbol is defined by $(\alpha)_{n}:=\alpha(\alpha+1) \cdots(\alpha+n-1)$ for $n \geq 1$ and $(\alpha)_{0}=1$ ．For any $p>-2 \kappa \theta / \xi^{2}$ and $t>0$ we define

$$
\begin{equation*}
\Delta(t, p):=2^{p} \beta_{t}^{p} \exp \left(-\frac{v \mathrm{e}^{-\kappa t}}{2 \beta_{t}}\right) \frac{\Gamma\left(2 \kappa \theta / \xi^{2}+p\right)}{\Gamma\left(2 \kappa \theta / \xi^{2}\right)} \mathrm{M}\left(\frac{2 \kappa \theta}{\xi^{2}}+p, \frac{2 \kappa \theta}{\xi^{2}}, \frac{v \mathrm{e}^{-\kappa t}}{2 \beta_{t}}\right) \tag{3.4.4}
\end{equation*}
$$

with $\beta_{t}$ defined in（ㄴ．3．4）．This function is related to the moments of the Feller diffusion（see［56， Theorem 2．4］）：for any $t>0, \mathbb{E}\left[V_{t}^{p}\right]=\Delta(t, p)$ if $p>-2 \kappa \theta / \xi^{2}$ and is infinite otherwise．Note in particular that $\lim _{t \searrow 0} \Delta(t, p)=v^{p}$（see［⿴囗十，13．1．4 page 504］）．The Heston forward at－the－money volatility asymptotic is given in the following theorem．

Theorem 3．4．4．The following expansion holds for the forward at－the－money volatility as $\tau$ tends to zero：
$\sigma_{t, \tau}(0)= \begin{cases}\Delta\left(t, \frac{1}{2}\right)+o(1), & \text { if } 4 \kappa \theta \leq \xi^{2}, \\ \Delta\left(t, \frac{1}{2}\right)+\frac{\Delta\left(t,-\frac{1}{2}\right)}{4}\left(\kappa \theta+\frac{\xi^{2}\left(\rho^{2}-4\right)}{24}\right) \tau+\frac{\Delta\left(t, \frac{1}{2}\right)}{8}(\rho \xi-2 \kappa) \tau+o(\tau), & \text { if } 4 \kappa \theta>\xi^{2} .\end{cases}$

## Remark 3．4．5．

（i）As opposed to the out－of－the－money case，the small－maturity limit here is well defined．
（ii）Combining Lemma［3．4．3］and［22］， $\lim _{\tau \searrow 0} \sigma_{t, \tau}(0)=\mathbb{E}\left(\sqrt{V_{t}}\right)$ holds for any well－behaved stochastic volatility model $(S, V)$ ．
（iii）The proof does not allow one to conclude any information about higher order terms in Heston for the case $4 \kappa \theta \leq \xi^{2}$ ．A different method would need to be used to compute higher order asymptotics in this case．

Proof of Theorem 3．4．4．In Heston we recall from Corollary 2.3 .2 the asymptotic $\sigma_{t}^{2}(0, \tau)=V_{t}+$ $\left(\frac{\kappa \theta}{2}+\frac{\xi^{2}}{48}\left(\rho^{2}-4\right)+\frac{V_{t}}{4}(\rho \xi-2 \kappa)\right) \tau+o(\tau)$, and so for small $\tau$ we have $\sigma_{t}(0, \tau)=\sigma_{0}(t)+\sigma_{1}(t) \tau+$ $o(\tau)$ ，with $\sigma_{0}(t):=\sqrt{V_{t}}$ and $\sigma_{1}(t):=\frac{1}{4 \sqrt{V_{t}}}\left(\kappa \theta+\frac{\xi^{2}}{24}\left(\rho^{2}-4\right)\right)+\frac{\sqrt{V_{t}}}{8}(\rho \xi-2 \kappa)$ ．Lemma［3．4．3］ and（3．4．4）conclude the proof．

### 3.5 Numerics

We first compare the true Heston forward smile and the asymptotics developed in the paper. We calculate forward-start option prices using the inverse Fourier transform representation in Lemma $\mathbb{L . 4 . 7}$ and a global adaptive Gauss-Kronrod quadrature scheme. We then compute the forward smile $\sigma_{t, \tau}$ with a simple root-finding algorithm. The Heston model parameters are given by $\rho=-0.8, \xi=0.52, \kappa=1$ and $v=\theta=0.07$ unless otherwise stated in the figures. In Figures 5.1$]$ and 5.2 we compare the true forward smile using Fourier inversion and the asymptotic in Theorem [3.4.1. It is clear that the small-maturity asymptotic has very different features relative to "smoother" asymptotics derived in Chapter [】. This is due to the introduction of the forward time-scale and to the fact that the limiting cgf is not steep. Note also from Remark B.4.2(iv) that the asymptotics in Theorem [3.4.0 can approach zero or infinity as the strike approaches at-the-money. This appears to be a fundamental feature of non-steep asymptotics; numerically this implies that the asymptotic may break down for strikes in a region around the at-the-money point. In Figure 3.3 we compare the true at-the-money forward volatility using Fourier inversion and the asymptotic in Lemma [3.4.3]. Results are in line with expectations and the at-the-money asymptotic is more accurate than the out-of-the-money asymptotic. This is because the at-the-money forward volatility (unlike the out-of-the-money case) has a well defined limit as $\tau$ tends to zero. In Figure $\sqrt{3.4}$ we use these results to gain intuition on how the Heston forward smile explodes for small maturities. In Section 2.3 .1 we derived a diagonal small-maturity asymptotic expansion for the Heston forward smile valid for small forward start-dates and small maturities. In order for the small-maturity asymptotic in this chapter to be useful, there needs to be a sufficient amount of variance of variance at the forward-start date. Practically this means that the asymptotic performs better as one increases the forward-start date. On the other hand the diagonal-small maturity asymptotic expansion is valid for small forward-start dates. In this sense these asymptotics complement each other. Figure 3.5 shows the consistency of these two results for small forward-start date and maturity.

### 3.6 Proof of Theorems 3.3 .7 and 3.4 .7

We split the proof of Theorems [3.3.] and [3.4.] into several parts, from Section [3.6.] to Section [3.6.4] below. In Section [3.6.] we develop the necessary tools to characterise the small-maturity Heston forward cgf domain and derive the Heston forward time-scale (Lemma [2.3). In Section 3.6.2 we use the forward time-scale to define a time-dependent asymptotic measure-change and derive expansions for fundamental auxiliary functions needed in the analysis. In Section $\sqrt[3.6 .3]{ }$ we derive the asymptotics of the characteristic function of a re-scaled version of the forward price process $\left(X_{\tau}^{(t)}\right)$ under the asymptotic measure-change defined in Section 3.6.2. This section also uses Fourier trans-


Figure 3.1: Here $t=1$ and $\tau=1 / 24$. In (a) circles, squares, diamonds and triangles represent the zeroth, first, second and third-order asymptotics respectively and backwards triangles represent the true forward smile using Fourier inversion. In (b) we plot the errors.


Figure 3.2: Here $t=1$ and $\tau=1 / 12$. In (a) circles, squares, diamonds and triangles represent the zeroth, first, second and third-order asymptotics respectively and backwards triangles represent the true forward smile using Fourier inversion. In (b) we plot the errors.
form methods to derive asymptotics of important expectations using this characteristic function expansion. Section 3.6 .4 finally puts all the pieces together and proves Theorems [3.3.1] and [3.4.1].

### 3.6.1 Heston forward time-scale

We recall that the Heston forward cgf was derived in Lemma 4.3 . The first step in our analysis is to characterise the forward time-scale in the Heston model. In order to achieve this we first need to understand the limiting behaviour of a re-scaled version of the $B$ function in ( $\mathbb{L} .3 .8$ ) that plays a fundamental role in the analysis below. The following lemma shows that using $h(\tau) \equiv \sqrt{\tau}$ as a time-scale produces the only non-trivial limit for the re-scaled $B$ function. We then immediately


Figure 3.3: Plot of the forward at-the-money volatility $(\tau=1 / 12)$ as a function of the forwardstart date $t$. The Heston parameters are $\rho=-0.6, \kappa=1, \xi=0.4$ and $v=\theta=0.07$. In (a) circles, squares and diamonds are the zeroth-order, the first-order and the true forward at-the-money volatility.


Figure 3.4: Circles, squares, diamonds and triangles represent the zeroth, first, second and thirdorder asymptotics respectively.


Figure 3.5: Here we compare the small-maturity third-order asymptotic (circles) to the diagonal small-maturity second-order asymptotic of Chapter $\boxtimes$ (squares) for $t=1 / 12$ and $\tau=1 / 1000$.
prove Lemma $\sqrt[3.2 .3]{ }$ which characterises the forward time-scale in the Heston model.
Lemma 3.6.1. Let $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a continuous function such that $\lim _{\tau \searrow 0} h(\tau)=0$ and $a \in \mathbb{R}_{+}^{*}$.
The following limit then holds for $B$ in (ㄸ.3.8) for all $u \in \mathbb{R}^{*}$ :

$$
\lim _{\tau \rightarrow 0} B(u / h(\tau), \tau)= \begin{cases}\text { undefined, } & \text { if } \tau / h(\tau) \nearrow \infty, \\ +\infty, & \text { if } h(\tau) \equiv a \tau, \\ +\infty, & \text { if } \sqrt{\tau} / h(\tau) \nearrow \infty \quad \text { and } \quad \tau / h(\tau) \searrow 0 \\ 0, & \text { if } \sqrt{\tau} / h(\tau) \searrow 0, \\ u^{2} /\left(2 a^{2}\right), & \text { if } h(\tau) \equiv a \tau^{1 / 2}\end{cases}
$$

Proof. As $\tau$ tends to zero we have the following asymptotic behaviours for the functions $d$ and $\gamma$ defined in ([.3.6) and (【.3.8):

$$
\begin{align*}
d(u / h(\tau)) & =\frac{1}{h(\tau)}\left(\kappa^{2} h(\tau)^{2}+u h(\tau)(\xi-2 \kappa \rho)-\bar{\rho}^{2} \xi^{2} u^{2}\right)^{1 / 2} \\
& =\frac{\mathrm{i} u}{h(\tau)} d_{0}+d_{1}+\mathcal{O}(h(\tau)) \\
\gamma(u / h(\tau)) & =\frac{\kappa h(\tau)-\rho \xi u-\mathrm{i} u d_{0}-d_{1} h(\tau)+\mathcal{O}\left(h(\tau)^{2}\right)}{\kappa h(\tau)-\rho \xi u+\mathrm{i} u d_{0}+d_{1} h(\tau)+\mathcal{O}\left(h(\tau)^{2}\right)}  \tag{3.6.1}\\
& =g_{0}-\frac{\mathrm{i} h(\tau)}{u} g_{1}+\mathcal{O}\left(h(\tau)^{2}\right)
\end{align*}
$$

where we have set $\left(\bar{\rho}:=\sqrt{1-\rho^{2}}\right)$

$$
d_{0}:=\bar{\rho} \xi \operatorname{sgn}(u), \quad d_{1}:=\frac{\mathrm{i}(2 \kappa \rho-\xi) \operatorname{sgn}(u)}{2 \bar{\rho}}, \quad g_{0}:=\frac{\mathrm{i} \rho-\bar{\rho} \operatorname{sgn}(u)}{\mathrm{i} \rho+\bar{\rho} \operatorname{sgn}(u)} \quad g_{1}:=\frac{(2 \kappa-\rho \xi) \operatorname{sgn}(u)}{\xi \bar{\rho}(\bar{\rho}+\mathrm{i} \rho \operatorname{sgn}(u))^{2}} .
$$

First let $\tau / h(\tau) \rightarrow \infty$. Then $\exp (-d(u / h(\tau)) \tau)=\exp (-\mathrm{i} \tau \bar{\rho} \xi|u| / h(\tau)+\mathcal{O}(\tau))$, and so the limit is undefined (complex infinity). Next let $\tau / h(\tau) \equiv 1 / a$. Using ([3.6.]) we see that

$$
B(u / h(\tau), \tau)=-\left(\frac{u \rho+\mathrm{i} \bar{\rho}|u|}{\xi h(\tau)}\right) \frac{1-\mathrm{e}^{-\mathrm{i} \xi \bar{\rho}|u| / a}}{1-g_{0} \mathrm{e}^{-\mathrm{i} \xi \bar{\rho}|u| / a}}+\mathcal{O}(1)=a \zeta(u / a) / h(\tau)+\mathcal{O}(1)
$$

where $\zeta(u):=u(\bar{\rho} \xi \cot (u \xi \bar{\rho} / 2)-\rho \xi)^{-1}$, which is strictly positive for $u \in \mathbb{R}^{*}$ and $\zeta(0)=0$. It follows that the limit in this case is infinite. Next let $\tau / h(\tau) \rightarrow 0$. Here we can write

$$
\begin{align*}
B(u / h(\tau), \tau)= & \left(-\frac{\rho u+\mathrm{i} \bar{\rho}|u|}{\xi h(\tau)}+\mathcal{O}(1)\right)\left(\left(\frac{1}{g_{0}-1}+\mathcal{O}(h(\tau))\right)\left(\frac{-\mathrm{i} \tau \bar{\rho} \xi|u|}{h(\tau)}+\mathcal{O}(\tau)\right)\right. \\
& \left.+\mathcal{O}\left(\left(\frac{\tau}{h(\tau)}\right)^{2}\right)\right) \\
= & \left(\frac{\rho u+\mathrm{i} \bar{\rho}|u|}{\xi}\right)\left(\frac{1}{g_{0}-1}\right) \frac{\mathrm{i} \tau \bar{\rho} \xi|u|}{h(\tau)^{2}}+\mathcal{O}(\tau / h(\tau)) \\
= & \frac{u^{2}}{2}\left(\frac{\sqrt{\tau}}{h(\tau)}\right)^{2}+\mathcal{O}(\tau / h(\tau)) \tag{3.6.2}
\end{align*}
$$

If $\sqrt{\tau} / h(\tau)$ tends to infinity, so does $B(u / h(\tau), \tau)$. When $\sqrt{\tau} / h(\tau)$ tends to zero then $B(u / h(\tau), \tau)$ does as well. If $\sqrt{\tau} / h(\tau)$ converges to a constant $1 / a$, then $B(u / h(\tau), \tau)$ converges to $u^{2} /\left(2 a^{2}\right)$, and the lemma follows.

Proof of Lemma [3.2.3. For any $t>0$, the random variable $V_{t}$ in (ㄸ.3.2) is distributed as $\beta_{t}$ (defined in ( $\mathbb{L} .3 .4)$ ) times a non-central chi-square random variable with $4 \kappa \theta / \xi^{2}>0$ degrees of freedom and non-centrality parameter $\lambda=v \mathrm{e}^{-\kappa t} / \beta_{t}>0$. It follows that the corresponding moment generating function is given by

$$
\Lambda_{t}^{V}(u):=\mathbb{E}\left(\mathrm{e}^{u V_{t}}\right)=\exp \left(\frac{\lambda \beta_{t} u}{1-2 \beta_{t} u}\right)\left(1-2 \beta_{t} u\right)^{-2 \kappa \theta / \xi^{2}}, \quad \text { for all } u<\frac{1}{2 \beta_{t}}
$$

The re-normalised Heston forward cumulant generating function is then computed as ( $A$ and $B$ defined in ([..3.8))

$$
\begin{aligned}
\Lambda_{\tau}^{(t)}(u, h(\tau)) / h(\tau) & =\log \mathbb{E}\left[\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right) / h(\tau)}\right]=\log \mathbb{E}\left[\mathbb{E}\left(\mathrm{e}^{u\left(X_{t+\tau}-X_{t}\right) / h(\tau)} \mid \mathcal{F}_{t}\right)\right] \\
& =\log \mathbb{E}\left(\mathrm{e}^{A(u / h(\tau), \tau)+B(u / h(\tau), \tau) V_{t}}\right)=A(u / h(\tau), \tau)+\log \Lambda_{t}^{V}(B(u / h(\tau), \tau))
\end{aligned}
$$

which agrees with ([..3.7) when $h(\tau) \equiv 1$. This is only valid in some effective domain $\mathcal{D}_{t, \tau} \subset \mathbb{R}$. The mgf for $V_{t}$ is well defined in $\mathcal{D}_{t, \tau}^{V}:=\left\{u \in \mathbb{R}: B(u / h(\tau), \tau)<1 /\left(2 \beta_{t}\right)\right\}$, and hence $\mathcal{D}_{t, \tau}=\mathcal{D}_{t, \tau}^{V} \cap \mathcal{D}_{\tau}$, where $\mathcal{D}_{\tau}$ is the effective domain of the (spot) re-normalised Heston cgf. Consider first $\mathcal{D}_{\tau}$ for small $\tau$. From [5, Proposition 3.1] if $\xi^{2}(u / h(\tau)-1) u / h(\tau)>(\kappa-\rho \xi u / h(\tau))^{2}$ then the explosion time $\tau^{*}(u):=\sup \left\{t \geq 0: \mathbb{E}\left(\mathrm{e}^{u X_{t}}\right)<\infty\right\}$ of the Heston mgf is

$$
\begin{aligned}
\tau_{H}^{*}(u / h(\tau)) & =\frac{2}{\sqrt{\xi^{2}(u / h(\tau)-1) u / h(\tau)-(\kappa-\rho \xi u / h(\tau))^{2}}}\left\{\pi \mathbb{1}_{\{\rho \xi u / h(\tau)-\kappa<0\}}\right. \\
& \left.+\arctan \left(\frac{\sqrt{\xi^{2}(u / h(\tau)-1) u / h(\tau)-(\kappa-\rho \xi u / h(\tau))^{2}}}{\rho \xi u / h(\tau)-\kappa}\right)\right\}
\end{aligned}
$$

Recall the following Taylor series expansions, for $x$ close to zero:

$$
\begin{array}{rlrl}
\arctan \left(\frac{1}{\rho \xi u / x-\kappa} \sqrt{\xi^{2}\left(\frac{u}{x}-1\right) \frac{u}{x}-\left(\kappa-\xi \rho \frac{u}{x}\right)^{2}}\right) & =\operatorname{sgn}(u) \arctan \left(\frac{\bar{\rho}}{\rho}\right)+\mathcal{O}(x), & \text { if } \rho \neq 0 \\
\arctan \left(-\frac{1}{\kappa} \sqrt{\xi^{2}\left(\frac{u}{x}-1\right) \frac{u}{x}-\kappa^{2}}\right) & =-\frac{\pi}{2}+\mathcal{O}(x), & & \text { if } \rho=0
\end{array}
$$

As $\tau$ tends to zero $\xi^{2}(u / h(\tau)-1) u / h(\tau)>(\kappa-\rho \xi u / h(\tau))^{2}$ is satisfied since $\rho^{2}<1$ and hence $\tau_{H}^{*}\left(\frac{u}{h(\tau)}\right)= \begin{cases}\frac{h(\tau)}{\xi|u|}\left(\pi \mathbb{1}_{\{\rho=0\}}+\frac{2}{\bar{\rho}}\left(\pi \mathbb{1}_{\{\rho u \leq 0\}}+\operatorname{sgn}(u) \arctan \left(\frac{\bar{\rho}}{\rho}\right)\right) \mathbb{1}_{\{\rho \neq 0\}}+\mathcal{O}(h(\tau))\right), & \text { if } u \neq 0, \\ \infty, & \text { if } u=0 .\end{cases}$
Therefore, for $\tau$ small enough, we have $\tau_{H}^{*}(u / h(\tau))>\tau$ for all $u \in \mathbb{R}$ if $\tau / h(\tau)$ tends to zero and $\tau_{H}^{*}(u / h(\tau))>\tau$ for all $u \in\left(u_{-}, u_{+}\right)$if $h(\tau) \equiv a \tau$, where

$$
\begin{aligned}
& u_{-}:=\frac{2 a}{\bar{\rho} \xi \tau} \arctan \left(\frac{\bar{\rho}}{\rho}\right) \mathbb{1}_{\{\rho<0\}}-\frac{\pi a}{\xi \tau} \mathbb{1}_{\{\rho=0\}}+\frac{2 a}{\bar{\rho} \xi \tau}\left(\arctan \left(\frac{\bar{\rho}}{\rho}\right)-\pi\right) \mathbb{1}_{\{\rho>0\}}, \\
& u_{+}:=\frac{2 a}{\bar{\rho} \xi \tau}\left(\arctan \left(\frac{\bar{\rho}}{\rho}\right)+\pi\right) \mathbb{1}_{\{\rho<0\}}+\frac{\pi a}{\xi \tau} \mathbb{1}_{\{\rho=0\}}+\frac{2 a}{\bar{\rho} \xi \tau} \arctan \left(\frac{\bar{\rho}}{\rho}\right) \mathbb{1}_{\{\rho>0\}}
\end{aligned}
$$

If $\tau / h(\tau)$ tends to infinity, then $\tau_{H}^{*}(u / h(\tau)) \leq \tau$ for all $u \in \mathbb{R}^{*}$. We are also required to find $\mathcal{D}_{t, \tau}^{V}$ for small $\tau$. Using Lemma [3.6.] we see that if $h(\tau) \equiv a \tau^{1 / 2}$ then $\lim _{\tau \searrow 0} \mathcal{D}_{t, \tau}^{V}=\left\{u \in \mathbb{R}:|u|<a / \sqrt{\beta_{t}}\right\}$.

By the limit of a set we precisely mean the following:

$$
\liminf _{\tau \searrow 0} \mathcal{D}_{t, \tau}^{V}:=\bigcup_{\tau>0} \bigcap_{s \leq \tau} \mathcal{D}_{t, s}^{V}=\bigcap_{\tau>0} \bigcup_{s \leq \tau} \mathcal{D}_{t, s}^{V}=: \limsup _{\tau \searrow 0} \mathcal{D}_{t, \tau}^{V}
$$

If $\tau^{1 / 2} / h(\tau)$ tends to infinity then $\lim _{\tau \searrow 0} \mathcal{D}_{t, \tau}^{V}=\{0\}$ and if it tends to zero, then $\lim _{\tau \searrow 0} \mathcal{D}_{t, \tau}^{V}=\mathbb{R}$. The limiting domains in the lemma follow after taking the appropriate intersections. Next we move on to the limits. We only consider the cases where $h(\tau) \equiv a \tau^{1 / 2}$ and where $\tau^{1 / 2} / h(\tau)$ tends to zero since these are the only cases for which the forward cumulant generating function is defined. Using (3.6.2) we see as $\tau$ tends to zero

$$
\log \left(1-2 \beta_{t} B(u / h(\tau), \tau)\right)=\frac{B(u / h(\tau), \tau) v \mathrm{e}^{-\kappa t}}{1-2 \beta_{t} B(u / h(\tau), \tau)}= \begin{cases}\mathcal{O}(1), & \text { if } \quad h(\tau) \equiv a \tau^{1 / 2} \\ \mathcal{O}(\tau / h(\tau)), & \text { if } \sqrt{\tau} / h(\tau) \searrow 0\end{cases}
$$

The lemma follows from this and the fact that the function $A$ in ( $\mathbb{L Z \nabla}$ ) satisfies $A(u / h(\tau), \tau)=$ $\mathcal{O}\left((\tau / h(\tau))^{2}\right)$.

### 3.6.2 Asymptotic time-dependent measure-change

In this section we define the fundamental asymptotic time-dependent measure-change in ( $\mathbf{B . 6 . 6}$ ) and derive expansions for critical functions related to this measure-change. In order to proceed with this program we first need to prove some technical lemmas. We use our forward time-scale and define the following rescaled quantities:

$$
\begin{equation*}
\Lambda_{\tau}^{(t)}(u):=\Lambda_{\tau}^{(t)}(u, \sqrt{\tau}), \quad \widehat{A}(u):=A(u / \sqrt{\tau}, \tau), \quad \widehat{B}(u):=B(u / \sqrt{\tau}, \tau) \tag{3.6.3}
\end{equation*}
$$

with $\Lambda_{\tau}^{(t)}, A$ and $B$ defined in ([.2.1) and ([...8) respectively. The following lemma gives the asymptotics of the re-scaled quantities $\widehat{A}, \widehat{B}$ as $\tau$ tends to zero:

Lemma 3.6.2. The following expansions hold for all $u \in \mathcal{D}_{\Lambda}$ as $\tau$ tends to zero ( $\widehat{B}_{1}$ was defined in (3.3.2)):

$$
\begin{equation*}
\widehat{B}(u)=\frac{u^{2}}{2}+\widehat{B}_{1}(u) \sqrt{\tau}+\mathcal{O}(\tau), \quad \widehat{A}(u)=\frac{u^{2} \kappa \theta \tau}{4}+\mathcal{O}\left(\tau^{3 / 2}\right) \tag{3.6.4}
\end{equation*}
$$

Proof. From the definition of $A$ in ([.3.8) and the asymptotics in (3.6.]) with $h(\tau) \equiv \sqrt{\tau}$ we obtain

$$
\begin{aligned}
\widehat{A}(u):=A(u / \sqrt{\tau}, \tau)= & \frac{\kappa \theta}{\xi^{2}}\left(\left(\kappa-\frac{\rho \xi u}{\sqrt{\tau}}-d\left(\frac{u}{\sqrt{\tau}}\right)\right) \tau\right. \\
& \left.-2 \log \left(\frac{1-\gamma(u / \sqrt{\tau}) \exp (-d(u / \sqrt{\tau}) \tau)}{1-\gamma(u / \sqrt{\tau})}\right)\right) \\
= & \frac{\kappa \theta}{\xi^{2}}\left(\left(\kappa-\frac{\rho \xi u}{\sqrt{\tau}}-\frac{\mathbf{i} u d_{0}}{\sqrt{\tau}}-d_{1}+\mathcal{O}(\sqrt{\tau})\right) \tau\right. \\
- & \left.2 \log \left(\frac{1-\left(g_{0}-\mathbf{i} \sqrt{\tau} g_{1} / u+\mathcal{O}(\tau)\right) \exp \left(-\mathbf{i} u d_{0} \sqrt{\tau}-d_{1} \tau+\mathcal{O}\left(\tau^{3 / 2}\right)\right)}{1-\left(g_{0}-\mathbf{i} \sqrt{\tau} g_{1} / u+\mathcal{O}(\tau)\right)}\right)\right) \\
= & u^{2} \theta \kappa \tau / 4+\mathcal{O}\left(\tau^{3 / 2}\right)
\end{aligned}
$$

Substituting the asymptotics for $d$ and $\gamma$ in (3.6.1) we further obtain

$$
\frac{1-\exp (-d(u / \sqrt{\tau}) \tau)}{1-\gamma(u / \sqrt{\tau}) \exp (-d(u / \sqrt{\tau}) \tau)}=\frac{1-\exp \left(-\mathrm{i} u d_{0} \sqrt{\tau}-d_{1} \tau+\mathcal{O}\left(\tau^{3 / 2}\right)\right)}{1-\left(g_{0}-\mathrm{i} \sqrt{\tau} g_{1} / u+\mathcal{O}(\tau)\right) \exp \left(-\mathrm{i} u d_{0} \sqrt{\tau}-d_{1} \tau+\mathcal{O}\left(\tau^{3 / 2}\right)\right)},
$$

and therefore using the definition of $B$ in $(\mathbb{L}, 3.8)$ we obtain

$$
\begin{aligned}
\widehat{B}(u):=B\left(\frac{u}{\sqrt{\tau}}, \tau\right) & =\frac{\kappa-\rho \xi u / \sqrt{\tau}-d(u / \sqrt{\tau})}{\xi^{2}} \frac{1-\exp (-d(u / \sqrt{\tau}) \tau)}{1-\gamma(u / \sqrt{\tau}) \exp (-d(u / \sqrt{\tau}) \tau)} \\
& =-\frac{\rho \xi u+\mathrm{i} u d_{0}}{\xi^{2}} \frac{\mathrm{i} u d_{0}}{1-g_{0}}+\widehat{B}_{1}(u) \sqrt{\tau}+\mathcal{O}(\tau)=\frac{u^{2}}{2}+\widehat{B}_{1}(u) \sqrt{\tau}+\mathcal{O}(\tau)
\end{aligned}
$$

It is still not clear what benefit the forward time-scale has given us since the limiting cgf is still degenerate. Firstly, even though the limiting cgf is zero on a bounded interval, the re-scaled forward cgf for fixed $\tau>0$ is still steep on the domain of definition which implies the existence of a unique solution $u_{\tau}^{*}(k)$ to the equation

$$
\begin{equation*}
\partial_{u} \Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}(k)\right)=k \tag{3.6.5}
\end{equation*}
$$

Further as $\tau$ tends to zero, $u_{\tau}^{*}(k)$ converges to $1 / \sqrt{\beta_{t}}$ when $k>0$ and to $-1 / \sqrt{\beta_{t}}$ when $k<0$ (see Lemma [3.6.3 below). The key observation is that the forward time-scale ensures finite boundary points for the effective domain, which in turn implies finite limits for $u_{\tau}^{*}(k)$. This is critical to the asymptotic analysis that follows and it will become clear that if any other time-scale were to be used the analysis would break down. The following lemma shows that our definition (3.6.5) of $u_{\tau}^{*}(k)$ is exactly what we need to conduct an asymptotic analysis in this degenerate case.

Lemma 3.6.3. For any $k \in \mathbb{R}, \tau>0$, the equation (3.5.5) admits a unique solution $u_{\tau}^{*}(k)$; as $\tau$ tends to zero, it converges to $1 / \sqrt{\beta_{t}}\left(-1 / \sqrt{\beta_{t}}\right)$ when $k>0(k<0)$, to zero when $k=0$, and $u_{\tau}^{*}(k) \in \mathcal{D}_{\Lambda}^{o}$ for $\tau$ small enough.

Proof. We first start by the following claims, which can be proved using the convexity of the forward moment generating function and tedious computations; we shall not however detail these lengthy computations here for brevity, but Figure $\sqrt{3.6]}$ below provides a visual help (see also Appendix [B]).
(i) For any $\tau>0$, the map $\partial_{u} \Lambda_{\tau}^{(t)}: \mathcal{D}_{t, \tau} \rightarrow \mathbb{R}$ is strictly increasing and the image of $\mathcal{D}_{t, \tau}$ by $\partial_{u} \Lambda_{\tau}^{(t)}$ is $\mathbb{R} ;$
(ii) For any $\tau>0, u_{\tau}^{*}(0)>0$ and $\lim _{\tau \searrow 0} u_{\tau}^{*}(0)=0$, i.e. the unique minimum of $\Lambda_{\tau}^{(t)}$ converges to zero;
(iii) For each $u \in \mathcal{D}_{\Lambda}^{o}, \partial_{u} \Lambda_{\tau}^{(t)}(u)$ converges to zero as $\tau$ tends to zero.

Now, choose $k>0$ (analogous arguments hold for $k<0$ ). It is clear from (i) that (5.6.5) admits a unique solution. Since $\lim _{\tau \searrow 0} \mathcal{D}_{t, \tau}=\mathcal{D}_{\Lambda}$, then there exists $\tau_{1}>0$ such that for any $\tau<\tau_{1}$,
$u_{\tau}^{*}(k) \in \mathcal{D}_{\Lambda}^{o}$. Note further that (i) and (ii) imply $u_{\tau}^{*}(k)>0$. From (iii) there exists $\tau_{2}>0$ such that the sequence $\left(u_{\tau}^{*}(k)\right)_{\tau>0}$ is strictly increasing as $\tau$ goes to zero for $\tau<\tau_{2}$. Now let $\tau^{*}=\min \left(\tau_{1}, \tau_{2}\right)$ and consider $\tau<\tau^{*}$. Then $u_{\tau}^{*}(k)$ is bounded above by $1 / \sqrt{\beta_{t}}$ (because $u_{\tau}^{*}(k) \in \mathcal{D}_{\Lambda}^{o}$ ) and therefore converges to a limit $L \in\left[0,1 / \sqrt{\beta_{t}}\right]$. Suppose that $L \neq 1 / \sqrt{\beta_{t}}$. Since $s \mapsto u_{s}^{*}(k)$ is strictly increasing as $s$ tends to zero (and $s<\tau^{*}$ ), and $\partial_{u} \Lambda_{\tau}^{(t)}$ is strictly increasing we have $\partial_{u} \Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}(k)\right) \leq \partial_{u} \Lambda_{\tau}^{(t)}(L)$; Combining this and (iii) yields

$$
\lim _{\tau \searrow 0} \partial_{u} \Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}(k)\right) \leq \lim _{\tau \searrow 0} \partial_{u} \Lambda_{\tau}^{(t)}(L)=0 \neq k,
$$

which contradicts the assumption $k>0$. Therefore $L=1 / \sqrt{\beta_{t}}$ and the lemma follows.



Figure 3.6: Plot of $u \mapsto \partial_{u} \Lambda_{\tau}^{(t)}(u)$ for different values of $\tau$. Circles, squares, diamonds and triangles represent $\tau=1,1 / 2,1 / 12,1 / 50$. The forward-start date is $t=1$ and the Heston model parameters are $v=\theta=0.07, \xi=0.4, \rho=-0.6, \kappa=1$. The limiting domain is $\left(-1 / \sqrt{\beta_{t}}, 1 / \sqrt{\beta_{t}}\right) \approx$ $(-6.29,6.29)$. The right plot is a zoomed version of the left graph.

For sufficiently small $\tau$ we introduce a time-dependent change of measure by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbb{Q}_{k, \tau}}{\mathrm{~d} \mathbb{P}}:=\exp \left(u_{\tau}^{*}(k) X_{\tau}^{(t)} / \sqrt{\tau}-\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}(k)\right) / \sqrt{\tau}\right) \tag{3.6.6}
\end{equation*}
$$

By Lemma [3.6.3, $u_{\tau}^{*}(k) \in \mathcal{D}_{\Lambda}^{0}$ for $\tau$ small enough and so $\left|\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right)\right|$ is finite since $\mathcal{D}_{\Lambda}=\lim _{\tau \searrow 0}\{u \in$ $\left.\mathbb{R}:\left|\Lambda_{\tau}^{(t)}(u)\right|<\infty\right\}$. Also $d \mathbb{Q}_{k, \tau} / \mathrm{d} \mathbb{P}$ is almost surely strictly positive and by definition $\mathbb{E}\left[\mathrm{d} \mathbb{Q}_{k, \tau} / \mathrm{d} \mathbb{P}\right]=$ 1. Therefore (3.6.6) is a valid measure change for all $k \in \mathbb{R}^{*}$ and sufficiently small $\tau$. Equation ( $\sqrt[3]{6.5}$ ) can be written explicitly as

$$
\begin{array}{r}
\frac{\sqrt{\tau} \mathrm{e}^{-\kappa t}}{k \xi^{2}}\left[\xi^{2} \mathrm{e}^{\kappa t} \widehat{A}^{\prime}\left(u_{\tau}^{*}\right)\left(1-2 \widehat{B}\left(u_{\tau}^{*}\right) \beta_{t}\right)^{2}+\widehat{B}^{\prime}\left(u_{\tau}^{*}\right)\left(4 \kappa \theta \beta_{t} \mathrm{e}^{\kappa t}\left(1-2 \widehat{B}\left(u_{\tau}^{*}\right) \beta_{t}\right)+\xi^{2} v\right)\right] \\
=\left(1-2 \widehat{B}\left(u_{\tau}^{*}\right) \beta_{t}\right)^{2} \tag{3.6.7}
\end{array}
$$

with $\widehat{A}$ and $\widehat{B}$ defined in (3.6.3). We now use this to derive an asymptotic expansion for $u_{\tau}^{*}$ as $\tau$ tends to zero.

Lemma 3.6.4. The expansion $u_{\tau}^{*}(k)=a_{0}(k)+a_{1}(k) \tau^{1 / 4}+a_{2}(k) \tau^{1 / 2}+a_{3}(k) \tau^{3 / 4}+\mathcal{O}(\tau)$ holds for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero, with $a_{0}, a_{1}, a_{2}$ and $a_{3}$ defined in (3.3.]).

Proof. Existence and uniqueness was proved in Lemma $\sqrt{3.6 .3}$ and so we assume the result as an ansatz. Consider $k>0$. From Lemma 3.6 .3 it is clear that $a_{0}(k)=1 / \sqrt{\beta_{t}}$. The ansatz and Lemma 5.6 den imply the following asymptotics as $\tau$ tends to zero (we drop here the $k$-dependence):

$$
\begin{align*}
\widehat{B}\left(u_{\tau}^{*}\right) & =\frac{1}{2 \beta_{t}}+a_{0} a_{1} \tau^{1 / 4}+r \tau^{1 / 2}+\left(a_{1} a_{2}+a_{0} a_{3}+a_{1} \widehat{B}_{1}^{\prime}\left(a_{0}\right)\right) \tau^{3 / 4}+\mathcal{O}(\tau) \\
\widehat{B}^{\prime}\left(u_{\tau}^{*}\right) & =a_{0}+a_{1} \tau^{1 / 4}+\left(a_{2}+\widehat{B}_{1}^{\prime}\left(a_{0}\right)\right) \tau^{1 / 2}+\mathcal{O}\left(\tau^{3 / 4}\right)  \tag{3.6.8}\\
\widehat{A}^{\prime}\left(u_{\tau}^{*}\right) & =\frac{1}{2} \kappa \theta a_{0} \tau+\mathcal{O}\left(\tau^{5 / 4}\right)
\end{align*}
$$

where $r \equiv r(k):=a_{0} a_{2}+\widehat{B}_{1}\left(a_{0}\right)+a_{1}^{2} / 2=a_{1}^{2} / 2-\kappa \theta /\left(|k| \xi^{2} \sqrt{\beta_{t}}\right)$ is defined in ([.3.3). We substitute these asymptotics into ([3.6.7) and solve at each order. At the $\tau^{1 / 4}$ order we have two solutions, $a_{1}(k)= \pm \sqrt{v} \mathrm{e}^{-\kappa t / 2} /\left(2 \sqrt{k} \beta_{t}^{3 / 4}\right)$ and we choose the negative root so that $u_{\tau}^{*} \in \mathcal{D}_{\Lambda}^{o}$ for $\tau$ small enough. In a straightforward, yet tedious, manner we continue the procedure and iteratively solve at each order (the next two equations are linear in $a_{2}$ and $a_{3}$ ) to derive the asymptotic expansions in the lemma. An analogous treatment holds in the case $k<0$.

To complete the proof (and make the ansatz approach above rigorous) we need to show the existence of this expansion for $u_{\tau}^{*}(k)$. Fix $k \in \mathbb{R}^{*}$ and set $f_{k}(u, \tau):=\partial_{u} \Lambda_{\tau}^{(t)}(u)-k$. Now let $\bar{\tau}>0$. From Lemma [3.6.3] we know that there exists a solution $u_{\bar{\tau}}^{*}(k)$ to the equation $f_{k}\left(u_{\bar{\tau}}^{*}(k), \bar{\tau}\right)=0$ and the strict convexity of the forward cgf implies $\partial_{u} f_{k}\left(u_{\bar{\tau}}^{*}(k), \bar{\tau}\right)>0$. Further, the two-dimensional $\operatorname{map} f_{k}: \mathcal{D}_{t, \tau}^{o} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ is analytic (see [Ш1., Theorem 7.1.1]). It follows by the Implicit Function Theorem [[108, Theorem 8.6, Chapter 0] that $\tau \mapsto u_{\tau}^{*}(k)$ is analytic in some neighbourhood around $\bar{\tau}$. Since this argument holds for all $\bar{\tau}>0$, this function is also analytic on $\mathbb{R}_{+}^{*}$. Also from Lemma 3.6 .3 we know that $\lim _{\tau \searrow 0} u_{\tau}^{*}(k)=\operatorname{sgn}(k) / \sqrt{\beta_{t}}$. Since we computed the Taylor series expansion consistent with this limit and the expansion is unique, it follows that $u_{\tau}^{*}(k)$ admits this representation.

In the forthcoming analysis we will be interested in the asymptotics of

$$
\begin{equation*}
e_{\tau}(k):=\left(1-2 \widehat{B}\left(u_{\tau}^{*}(k)\right) \beta_{t}\right) \tau^{-1 / 4} \tag{3.6.9}
\end{equation*}
$$

as $\tau$ tends to zero. Since $\left(1-2 \widehat{B}\left(u_{\tau}^{*}(k)\right) \beta_{t}\right)$ converges to zero, it is not immediately clear that $e_{\tau}$ has a well defined limit. But we can use the asymptotics in (3.6.8) to deduce the following lemma:

Lemma 3.6.5. The expansion $e_{\tau}(k)=e_{0}(k)+e_{1}(k) \tau^{1 / 4}+e_{2}(k) \tau^{1 / 2}+\mathcal{O}\left(\tau^{3 / 4}\right)$ holds for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero, where $e_{0}, e_{1}$ and $e_{2}$ are defined in (3.3.4).

Proof. We substitute the asymptotics for $\widehat{B}\left(u_{\tau}^{*}\right)$ in (3.6.8) into the definition of $e_{\tau}$ in (3.6.4) and the lemma follows after simplification.

### 3.6.3 Characteristic function asymptotics

We now define the random variable $Z_{\tau, k}:=\left(X_{\tau}^{(t)}-k\right) / \tau^{1 / 8}$ and the characteristic function $\Phi_{\tau, k}$ : $\mathbb{R} \rightarrow \mathbb{C}$ of $Z_{\tau, k}$ in the $\mathbb{Q}_{k, \tau}$-measure in (3.6.6]) as

$$
\begin{equation*}
\Phi_{\tau, k}(u):=\mathbb{E}^{\mathbb{Q}_{k, \tau}}\left(\mathrm{e}^{\mathrm{i} u Z_{\tau, k}}\right) . \tag{3.6.10}
\end{equation*}
$$

Define now the functions $\phi_{1}, \phi_{2}: \mathbb{R}^{*} \times \mathbb{R} \rightarrow \mathbb{C}$ by

$$
\phi_{1}(k, u):=\mathrm{i} u\left(\psi_{0}(k)+\frac{4 a_{0}(k) \theta \kappa \beta_{t}}{e_{0}(k) \xi^{2}}\right)+\mathrm{i} u^{3} \psi_{1}(k), \quad \phi_{2}(k, u):=u^{2} \phi_{2}^{a}(k)+u^{4} \phi_{2}^{b}(k)+u^{6} \phi_{2}^{c}(k),
$$

with $\psi_{0}, \psi_{1}$ defined in (3.3.5), $a_{0}, e_{0}$ in (3.3.7), (3.3.4), and $\phi_{2}^{a}, \phi_{2}^{b}$ and $\phi_{2}^{c}$ in (3.3.6). The following lemma provides the asymptotics of $\Phi_{\tau, k}$ :

Lemma 3.6.6. The following expansion holds for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero (with $\zeta$ given in (3.3.3)):

$$
\Phi_{\tau, k}(u)=\mathrm{e}^{-\frac{1}{2} \zeta^{2}(k) u^{2}}\left(1+\phi_{1}(k, u) \tau^{1 / 8}+\phi_{2}(k, u) \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)\right)
$$

Remark 3.6.7. For any $k \in \mathbb{R}^{*}$, Lévy's Convergence Theorem [ [147, Page 185, Theorem 18.1] implies that $Z_{\tau, k}$ converges weakly to a normal random variable with zero mean and variance $\zeta^{2}(k)$ as $\tau$ tends to zero.

Proof. From the change of measure (3.6.6) and the forward cgf given in ([.3.7) we compute (we drop the $k$-dependence throughout) for small $\tau$ :

$$
\begin{align*}
\log \Phi_{k, \tau}(u) & =\log \mathbb{E}^{\mathbb{P}}\left(\frac{\mathrm{d} \mathbb{Q}_{k, \tau}}{\mathrm{~d} \mathbb{P}} \mathrm{e}^{\mathrm{i} u Z_{k, \tau}}\right)=\log \mathbb{E}^{\mathbb{P}}\left[\exp \left(\frac{u^{*}(k) X_{\tau}^{(t)}}{\sqrt{\tau}}-\frac{\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right)}{\sqrt{\tau}}\right) \exp \left(\frac{\mathrm{i} u X_{\tau}^{(t)}}{\tau^{1 / 8}}-\frac{\mathrm{i} u k}{\tau^{1 / 8}}\right)\right] \\
& =-\frac{1}{\sqrt{\tau}} \Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right)-\frac{\mathrm{i} u k}{\tau^{1 / 8}}+\log \mathbb{E}^{\mathbb{P}}\left[\exp \left(\left(\frac{X_{\tau}^{(t)}}{\sqrt{\tau}}\right)\left(\mathrm{i} u \tau^{3 / 8}+u_{\tau}^{*}\right)\right)\right] \\
& =-\frac{\mathrm{i} u k}{\tau^{1 / 8}}+\frac{1}{\sqrt{\tau}}\left(\Lambda_{\tau}^{(t)}\left(\mathrm{i} u \tau^{3 / 8}+u_{\tau}^{*}\right)-\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right)\right) \tag{3.6.11}
\end{align*}
$$

Using the asymptotics in (3.8.8) we have that as $\tau$ tends to zero (we drop the $k$-dependence)

$$
\begin{align*}
& \widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)=\frac{a_{0}^{2}}{2}+a_{0} a_{1} \tau^{1 / 4}+\mathrm{i} a_{0} \tau^{3 / 8} u+r \tau^{1 / 2}+\mathcal{O}\left(\tau^{5 / 8}\right) \\
& \widehat{B}\left(u_{\tau}^{*}\right)=\frac{a_{0}^{2}}{2}+a_{0} a_{1} \tau^{1 / 4}+r \tau^{1 / 2}+\mathcal{O}\left(\tau^{3 / 4}\right)  \tag{3.6.12}\\
& \widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)-\widehat{B}\left(u_{\tau}^{*}\right)=\mathrm{i} a_{0} u \tau^{3 / 8}+\mathrm{i} a_{1} u \tau^{5 / 8}-\frac{1}{2} u^{2} \tau^{3 / 4}+\mathcal{O}\left(\tau^{7 / 8}\right),
\end{align*}
$$

where $r \equiv r(k):=a_{0} a_{2}+\widehat{B}_{1}\left(a_{0}\right)+a_{1}^{2} / 2=a_{1}^{2} / 2-\kappa \theta /\left(|k| \xi^{2} \sqrt{\beta_{t}}\right)$ is defined in (…3.3). Similarly for small $\tau$,

$$
\begin{align*}
& \widehat{A}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)=\frac{\kappa \theta}{4} a_{0}^{2} \tau+\frac{\kappa \theta}{2} a_{0} a_{1} \tau^{5 / 4}+\frac{\mathrm{i} \kappa \theta}{2} a_{0} u \tau^{11 / 8}+\mathcal{O}\left(\tau^{3 / 2}\right) \\
& \widehat{A}\left(u_{\tau}^{*}\right)=\frac{\kappa \theta}{4} a_{0}^{2} \tau+\frac{\kappa \theta}{2} a_{0} a_{1} \tau^{5 / 4}+\mathcal{O}\left(\tau^{3 / 2}\right)  \tag{3.6.13}\\
& \widehat{A}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)-\widehat{A}\left(u_{\tau}^{*}\right)=\frac{\mathrm{i} \kappa \theta}{2} a_{0} u \tau^{11 / 8}+\mathcal{O}\left(\tau^{3 / 2}\right)
\end{align*}
$$

We now use $e_{\tau}$ defined in (3.6.9) to re-write the term

$$
\frac{\widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right) v \mathrm{e}^{-\kappa t}}{1-2 \beta_{t} \widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)}=\frac{v \mathrm{e}^{-\kappa t} \tau^{-1 / 4} \widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)}{e_{\tau}-2 \beta_{t} \tau^{-1 / 4}\left(\widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)-\widehat{B}\left(u_{\tau}^{*}\right)\right)},
$$



$$
\begin{align*}
& \frac{v \mathrm{e}^{-\kappa t} \tau^{-1 / 4} \widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)}{e_{\tau}-2 \beta_{t} \tau^{-1 / 4}\left(\widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)-\widehat{B}\left(u_{\tau}^{*}\right)\right)} \\
& =\frac{v \mathrm{e}^{-\kappa t} \tau^{-1 / 4}\left(a_{0}^{2} / 2+a_{0} a_{1} \tau^{1 / 4}+\mathrm{i} a_{0} \tau^{3 / 8} u+r \tau^{1 / 2}+\mathcal{O}\left(\tau^{5 / 8}\right)\right)}{e_{0}+e_{1} \tau^{1 / 4}+e_{2} \tau^{1 / 2}+\mathcal{O}\left(\tau^{3 / 4}\right)-2 \beta_{t} \tau^{-1 / 4}\left(\mathrm{i} a_{0} u \tau^{3 / 8}+\mathrm{i} a_{1} u \tau^{5 / 8}-\frac{1}{2} u^{2} \tau^{3 / 4}+\mathcal{O}\left(\tau^{7 / 8}\right)\right)} \\
& =\frac{v \mathrm{e}^{-\kappa t} a_{0}^{2}}{2 e_{0}} \tau^{-1 / 4}+\frac{v \mathrm{e}^{-\kappa t} \mathrm{i} a_{0}^{3} u \beta_{t}}{e_{0}^{2}} \tau^{-1 / 8}+v \mathrm{e}^{-\kappa t}\left(\frac{a_{0} a_{1}}{e_{0}}-\frac{a_{0}^{2} e_{1}}{2 e_{0}^{2}}\right)-\frac{\zeta^{2} u^{2}}{2} \\
& \quad+\left(\mathrm{i} u \psi_{0}+\mathrm{i} u^{3} \psi_{1}\right) \tau^{1 / 8}+\left(\psi_{4}+\psi_{2} u^{2}+\psi_{3} u^{4}\right) \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right), \tag{3.6.14}
\end{align*}
$$

with $\zeta$ and $\psi_{0}, \ldots, \psi_{4}$ defined in (3.3.3) and (3.3.5). From the definition of $a_{0}, e_{0}$ and $\beta_{t}$ we note the simplification

$$
\begin{equation*}
\frac{\mathrm{i} v \mathrm{e}^{-\kappa t} a_{0}^{3}(k) u \beta_{t}}{e_{0}^{2}(k) \tau^{1 / 8}}=\frac{\mathrm{i} u k}{\tau^{1 / 8}} . \tag{3.6.15}
\end{equation*}
$$

Similarly we find that as $\tau$ tends to zero

$$
\begin{align*}
\frac{\widehat{B}\left(u_{\tau}^{*}\right) v \mathrm{e}^{-\kappa t}}{1-2 \beta_{t} \widehat{B}\left(u_{\tau}^{*}\right)} & =\frac{v \mathrm{e}^{-\kappa t} \tau^{-1 / 4} \widehat{B}\left(u_{\tau}^{*}\right)}{e_{\tau}}=\frac{v \mathrm{e}^{-\kappa t} \tau^{-1 / 4}\left(a_{0}^{2} / 2+a_{0} a_{1} \tau^{1 / 4}+r \tau^{1 / 2}+\mathcal{O}\left(\tau^{3 / 4}\right)\right)}{e_{0}+e_{1} \tau^{1 / 4}+e_{2} \tau^{1 / 2}+\mathcal{O}\left(\tau^{3 / 4}\right)} \\
& =\frac{a_{0}^{2} v \mathrm{e}^{-\kappa t}}{2 e_{0}} \tau^{-1 / 4}+v \mathrm{e}^{-\kappa t}\left(\frac{a_{0} a_{1}}{e_{0}}-\frac{a_{0}^{2} e_{1}}{2 e_{0}^{2}}\right)+\psi_{4} \tau^{1 / 4}+\mathcal{O}\left(\tau^{1 / 2}\right) \tag{3.6.16}
\end{align*}
$$

Again we use $e_{\tau}$ defined in (3.6.9) to re-write the term

$$
\exp \left[\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{1-2 \beta_{t} \widehat{B}\left(u_{\tau}^{*}\right)}{1-2 \beta_{t} \widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)}\right)\right]=\left(1-\frac{2 \beta_{t}\left(\widehat{B}\left(u_{\tau}^{*}+\mathrm{i} u \tau^{3 / 8}\right)-\widehat{B}\left(u_{\tau}^{*}\right)\right)}{e_{\tau} \tau^{1 / 4}}\right)^{-2 \kappa \theta / \xi^{2}}
$$

and then use the asymptotics in (3.6.5) and Lemma $\sqrt[3]{3.6 .5}$ to find that for small $\tau$

$$
\begin{align*}
& \left(1-\frac{2 \beta_{t}\left(\widehat{B}\left(u_{\tau}^{*}+\mathbf{i} u \tau^{3 / 8}\right)-\widehat{B}\left(u_{\tau}^{*}\right)\right)}{e_{\tau} \tau^{1 / 4}}\right)^{-\frac{2 \kappa \theta}{\xi^{2}}}=\left(1+\frac{2 \dot{i} a_{0} \beta_{t} u}{e_{0}} \tau^{1 / 8}-\frac{4 a_{0}^{2} u^{2} \beta_{t}^{2}}{e_{0}^{2}} \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)\right)^{\frac{2 \kappa \kappa}{\xi^{2}}} \\
& =1+\frac{4 \mathrm{i} \kappa \theta a_{0} \beta_{t} u}{e_{0} \xi^{2}} \tau^{1 / 8}-\frac{4 \kappa \theta a_{0}^{2} \beta_{t}^{2} u^{2}\left(2 \kappa \theta+\xi^{2}\right)}{\xi^{4} e_{0}^{2}} \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right) . \tag{3.6.17}
\end{align*}
$$

 ( 5.6 .44$)$, ( 3.6 .56 ) and ( 3.6 .5 ) we finally calculate the characteristic function for small $\tau$ as

$$
\begin{aligned}
\Phi_{k, \tau}(u)=\exp \left(-\frac{\zeta^{2} u^{2}}{2}+\left(\mathrm{i} u \psi_{0}+\right.\right. & \left.\left.\mathrm{i} u^{3} \psi_{1}\right) \tau^{1 / 8}+\left(\psi_{2} u^{2}+\psi_{3} u^{4}\right) \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)\right)(1 \\
& \left.+\frac{4 \mathrm{i} \kappa \theta a_{0} \beta_{t} u}{e_{0} \xi^{2}} \tau^{1 / 8}-\frac{4 \kappa \theta a_{0}^{2} \beta_{t}^{2} u^{2}\left(2 \kappa \theta+\xi^{2}\right)}{\xi^{4} e_{0}^{2}} \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)\right)
\end{aligned}
$$

with $\psi_{0}, \ldots, \psi_{3}$ defined in ([3.33), (3.3.3), and so the lemma follows from the following decomposition

$$
\begin{aligned}
& \Phi_{k, \tau}(u)=\exp \left(-\frac{\zeta^{2} u^{2}}{2}\right)\left\{1+\mathrm{i}\left(u\left(\psi_{0}+\frac{4 \kappa \theta a_{0} \beta_{t}}{e_{0} \xi^{2}}\right)+u^{3} \psi_{1}\right) \tau^{1 / 8}+\right. \\
& {\left[\left(\psi_{2}-\frac{\psi_{0}^{2}}{2}-\frac{4 \kappa \theta a_{0}^{2} \beta_{t}^{2}\left(2 \kappa \theta+\xi^{2}\right)}{\xi^{4} e_{0}^{2}}-\frac{4 \kappa \theta a_{0} \beta_{t}}{e_{0} \xi^{2}} \psi_{0}\right) u^{2}+\left(\psi_{3}-\psi_{0} \psi_{1}-\psi_{1} \frac{4 \kappa \theta a_{0} \beta_{t}}{e_{0} \xi^{2}}\right) u^{4}-\frac{u^{6} \psi_{1}^{2}}{2}\right] \tau^{\frac{1}{4}}} \\
& \left.+\mathcal{O}\left(\tau^{\frac{3}{8}}\right)\right\} .
\end{aligned}
$$

The following technical lemma will be needed in Section 3.6 .4 where it will be used to give the leading order exponential decay of out-of-the-money forward-start options as $\tau$ tends to zero.

Lemma 3.6.8. The following expansion holds for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero:

$$
\mathrm{e}^{-k u_{\tau}^{*} / \sqrt{\tau}+\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right) / \sqrt{\tau}}=\mathrm{e}^{-\Lambda^{*}(k) / \sqrt{\tau}+c_{0}(k) / \tau^{1 / 4}+c_{1}(k)} \tau^{-\kappa \theta /\left(2 \xi^{2}\right)} c_{2}(k)\left(1+z_{1}(k) \tau^{1 / 4}+\mathcal{O}\left(\tau^{1 / 2}\right)\right)
$$

where $c_{0}, c_{1}$ and $c_{2}$ are defined in (3.3.8), $\Lambda^{*}$ is characterised explicitly in Lemma 3.2.4 and $z_{1}$ is given in (5.3.7).

Proof. We use the asymptotics in Lemma $\sqrt[3.6 .4]{ }$ and the characterisation of $\Lambda^{*}$ in Lemma [.2.4 to write for small $\tau$ (we drop the $k$-dependence)

$$
\begin{align*}
\exp \left(-k u_{\tau}^{*} / \sqrt{\tau}\right) & =\exp \left(-a_{0} k / \sqrt{\tau}-a_{1} k / \tau^{1 / 4}-a_{2} k\right)\left(1-a_{3} k \tau^{1 / 4}+\mathcal{O}\left(\tau^{1 / 2}\right)\right)  \tag{3.6.18}\\
& =\exp \left(-\Lambda^{*}(k) / \sqrt{\tau}-a_{1} k / \tau^{1 / 4}-a_{2} k\right)\left(1-a_{3} k \tau^{1 / 4}+\mathcal{O}\left(\tau^{1 / 2}\right)\right)
\end{align*}
$$

Using the Heston forward cgf definition in ([3.2.7), (3.6.3) and ([..3.7) we can write

$$
\begin{equation*}
\exp \left(\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right) / \sqrt{\tau}\right)=\exp \left(\widehat{A}\left(u_{\tau}^{*}\right)+\frac{\widehat{B}\left(u_{\tau}^{*}\right) v \mathrm{e}^{-\kappa t}}{1-2 \beta_{t} \widehat{B}\left(u_{\tau}^{*}\right)}-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-2 \beta_{t} \widehat{B}\left(u_{\tau}^{*}\right)\right)\right) \tag{3.6.19}
\end{equation*}
$$

Using the definition of $e_{\tau}$ in (3.5.9) and the asymptotics in Lemma 3.5 .5 we find that for small $\tau$

$$
\begin{align*}
\exp \left(-\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-2 \beta_{t} \widehat{B}\left(u_{\tau}^{*}\right)\right)\right) & =\tau^{-\kappa \theta /\left(2 \xi^{2}\right)} e_{\tau}^{-\frac{2 \kappa \theta}{\xi^{2}}}=\tau^{-\kappa \theta /\left(2 \xi^{2}\right)}\left(e_{0}+e_{1} \tau^{1 / 4}+\mathcal{O}\left(\tau^{1 / 2}\right)\right)^{-\frac{2 \kappa \theta}{\xi^{2}}} \\
& =\tau^{-\kappa \theta /\left(2 \xi^{2}\right)} e_{0}^{-2 \kappa \theta / \xi^{2}}\left(1-\frac{2 \kappa \theta e_{1}}{\xi^{2} e_{0}} \tau^{1 / 4}+\mathcal{O}\left(\tau^{1 / 2}\right)\right) \tag{3.6.20}
\end{align*}
$$

Then the lemma follows after using (3.6.18) and (3.6.19), the asymptotics in (3.6.20), (3.6.16) and ([.6.]3) and the simplification $c_{0}(k)=v \mathrm{e}^{-\kappa t} /\left(2 e_{0}(k) \beta_{t}\right)-a_{1}(k) k=2\left|a_{1}(k) k\right|$.

We now demonstrate that $\left|C_{\tau, k}(u) \Phi_{\tau, k}(u)\right|$ is bounded for small $\tau$ by an integrable function where $\Phi_{\tau, k}$ is defined in (B.6.Jd) and

$$
C_{\tau, k}(u):=\frac{\tau^{7 / 8}}{\left(u_{\tau}^{*}-\mathrm{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}-\mathrm{i} \tau^{3 / 8} u\right)}
$$

In particular we have the following lemma:

Lemma 3.6.9. Fix $k \in \mathbb{R}^{*}$. There exists $\tau^{*}>0$ and $d>0$ such that for all $\tau<\min \left(\tau^{*}, 1\right)$ and $u \in \mathbb{R}$ :

$$
\left|C_{\tau, k}(u) \Phi_{\tau, k}(u)\right| \leq d \mathbb{1}_{\{u \in[-1,1]\}}+u^{-2} \mathbb{1}_{\{u \in \mathbb{R} \backslash[-1,1]\}} .
$$

Proof. First we note that

$$
\left|C_{\tau, k}(u)\right|^{2}=\frac{\tau^{7 / 4}}{\left(\left(u_{\tau}^{*}\right)^{2}+\tau^{6 / 8} u^{2}\right)\left(\left(u_{\tau}^{*}-\sqrt{\tau}\right)^{2}+\tau^{6 / 8} u^{2}\right)} \leq \min \left(\frac{\tau^{7 / 4}}{\left(u_{\tau}^{*}\right)^{2}\left(u_{\tau}^{*}-\sqrt{\tau}\right)^{2}}, \frac{\tau^{1 / 4}}{u^{4}}\right)
$$

and so we have that

$$
\left|C_{\tau, k}(u)\right| \leq \min \left(\frac{\tau^{7 / 8}}{\left|u_{\tau}^{*}\right|\left|u_{\tau}^{*}-\sqrt{\tau}\right|}, \frac{\tau^{1 / 8}}{u^{2}}\right)
$$

Using the expansions for $u_{\tau}^{*}$ in Lemma $\sqrt{3.6 .4}$ we find that

$$
\frac{\tau^{7 / 8}}{\left|u_{\tau}^{*}\right|\left|u_{\tau}^{*}-\sqrt{\tau}\right|}=\frac{\tau^{7 / 8}}{a_{0}^{2}}+\mathcal{O}\left(\tau^{9 / 8}\right)
$$

Hence there exists a $\tau^{*}>0, B>0$ such that for all $\tau<\min \left(\tau^{*}, 1\right)$,

$$
\frac{\tau^{7 / 8}}{\left|u_{\tau}^{*}\right|\left|u_{\tau}^{*}-\sqrt{\tau}\right|} \leq \frac{1}{a_{0}^{2}}+B
$$

and for $\tau<\min \left(\tau^{*}, 1\right)$ we then have that

$$
\left|C_{\tau, k}(u)\right| \leq \min \left(\frac{1}{a_{0}^{2}}+B, \frac{1}{u^{2}}\right)
$$

and the lemma follows after using $\left|\Phi_{\tau, k}(u)\right| \leq 1$.
We now use the characteristic function expansion in Lemma 3.6 .6 and Fourier transform methods to derive the asymptotics for the expectation (under the measure ( 3.6 .6 ) ) of the modified payoff on the re-scaled forward price process. This lemma will be critical for the analysis in Section [3.6.4.

Lemma 3.6.10. The following expansion holds for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero:

$$
\begin{gathered}
\mathbb{E}^{\mathbb{Q}_{\tau, k}}\left[\mathrm{e}^{-u_{\tau}^{*} Z_{\tau, k} / \tau^{3 / 8}}\left(\mathrm{e}^{Z_{\tau, k} \tau^{1 / 8}}-1\right)^{+}\right] \mathbb{1}_{\{k>0\}}+\mathbb{E}^{\mathbb{Q}_{\tau, k}}\left[\mathrm{e}^{-u_{\tau}^{*} Z_{\tau, k} / \tau^{3 / 8}}\left(1-\mathrm{e}^{Z_{\tau, k} \tau^{1 / 8}}\right)^{+}\right] \mathbb{1}_{\{k<0\}} \\
=\frac{\tau^{7 / 8} \beta_{t}}{\zeta(k) \sqrt{2 \pi}}\left(1+p_{1}(k) \tau^{1 / 4}+o\left(\tau^{1 / 4}\right)\right)
\end{gathered}
$$

where $\zeta$ is defined in (ㄹ.3.3), $p_{1}$ in (5.3.7) and $\beta_{t}$ in (ㄸ.3.4).
Proof. We first consider $k>0$ and drop the $k$-dependence for the functions below. We denote the Fourier transform $\mathcal{F}$ by $(\mathcal{F} f)(u):=\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} u x} f(x) \mathrm{d} x$, for all $f \in L^{2}, u \in \mathbb{R}$. The Fourier transform of the payoff $\mathrm{e}^{-u_{\tau}^{*} Z_{\tau, k} / \tau^{3 / 8}}\left(\mathrm{e}^{Z_{\tau, k} \tau^{1 / 8}}-1\right)^{+}$is given by

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}^{-u_{\tau}^{*} z / \tau^{3 / 8}}\left(\mathrm{e}^{z \tau^{1 / 8}}-1\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z & =\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}+\tau^{1 / 8}\right)}}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}+\tau^{1 / 8}\right)}\right]_{0}^{\infty}-\left[\frac{\left.\mathrm{e}^{z\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}\right.}\right)}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}\right)}\right]_{0}^{\infty} \\
& =\frac{1}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}\right)}-\frac{1}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}+\tau^{1 / 8}\right)} \\
& =\frac{\tau^{7 / 8}}{\left(u_{\tau}^{*}-\mathbf{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}-\mathbf{i} \tau^{3 / 8} u\right)}
\end{aligned}
$$

if $u_{\tau}^{*}>\max \left(\tau^{1 / 2}, 0\right)=\tau^{1 / 2}$, which holds for $\tau$ small enough since $u_{\tau}^{*}$ converges to $a_{0}>0$ by Lemma [3.6.4. Due to Remark [3.6.7, $Z_{\tau}$ converges weakly to a Gaussian random variable and since the Gaussian density and the modified payoff are in $L^{2}$ we can use Parseval's Theorem [77, Page 48, Theorem 13E] for small enough $\tau$ to write

$$
\begin{equation*}
\mathbb{E}^{\mathbb{Q}_{\tau, k}}\left(\mathrm{e}^{-\frac{u_{\tau}^{*} Z_{\tau, k}}{\tau^{3 / 8}}}\left(\mathrm{e}^{Z_{\tau, k} \tau^{1 / 8}}-1\right)^{+}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\tau^{7 / 8} \Phi_{\tau, k}(u)}{\left(u_{\tau}^{*}+\mathrm{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}+\mathrm{i} \tau^{3 / 8} u\right)} \mathrm{d} u \tag{3.6.21}
\end{equation*}
$$

where we have used that

$$
\frac{\tau^{7 / 8}}{\left(u_{\tau}^{*}-\mathbf{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}-\mathbf{i} \tau^{3 / 8} u\right)}=\frac{\tau^{7 / 8}}{\left(u_{\tau}^{*}+\mathbf{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}+\mathbf{i} \tau^{3 / 8} u\right)}
$$

with $\bar{a}$ denoting the complex conjugate for $a \in \mathbb{C}$. Using the asymptotics of $u_{\tau}^{*}$ given in Lemma [3.6.4 we can Taylor expand for small $\tau$ to find that

$$
\begin{align*}
\frac{\tau^{7 / 8}}{\left(u_{\tau}^{*}+\mathrm{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}+\mathrm{i} \tau^{3 / 8} u\right)} & =\frac{\tau^{7 / 8}}{a_{0}^{2}+2 a_{0} a_{1} \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)} \\
& =\frac{\tau^{7 / 8}}{a_{0}^{2}}\left(1-\frac{2 a_{1}}{a_{0}} \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)\right) \tag{3.6.22}
\end{align*}
$$

Finally combining (3.6.22) and the asymptotics of the characteristic function derived in Lemma [3.6.6] with (3.6.21) we find that for small $\tau$

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\tau^{7 / 8} \Phi_{\tau, k}(u)}{\left(u_{\tau}^{*}+\mathrm{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}+\mathrm{i} \tau^{3 / 8} u\right)} \mathrm{d} u \\
& =\frac{\tau^{7 / 8}}{a_{0}^{2} 2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{-\frac{\zeta^{2} u^{2}}{2}}\left(1+\phi_{1}(u, k) \tau^{1 / 8}+\left(\phi_{2}(u, k)-\frac{2 a_{1}}{a_{0}}\right) \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)\right) \mathrm{d} u \\
& =\frac{\tau^{7 / 8}}{a_{0}^{2} 2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{-\frac{\zeta^{2} u^{2}}{2}}\left(1+\left(u^{2} \phi_{2}^{a}+u^{4} \phi_{2}^{b}+u^{6} \phi_{2}^{c}-\frac{2 a_{1}}{a_{0}}\right) \tau^{1 / 4}+\mathcal{O}\left(\tau^{3 / 8}\right)\right) \mathrm{d} u
\end{aligned}
$$

where in the last line we have used that $\int_{-\infty}^{\infty} \mathrm{e}^{-\frac{\zeta^{2} u^{2}}{2}} \phi_{1}(u, k) \mathrm{d} u=0$, since $\phi_{1}$ is an odd power of $u$. The result then follows by using the Lebesgue dominated convergence theorem (using Lemma [3.6.7]) and simple moment formulae of the normal distribution. Fix now $k<0$. The Fourier transform of the payoff $\mathrm{e}^{-u_{\tau}^{*} Z_{\tau, k} / \tau^{3 / 8}}\left(1-\mathrm{e}^{Z_{\tau, k} \tau^{1 / 8}}\right)^{+}$is given by

$$
\begin{aligned}
\int_{-\infty}^{0} \mathrm{e}^{-u_{\tau}^{*} z / \tau^{3 / 8}}\left(1-\mathrm{e}^{z \tau^{1 / 8}}\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z & =\left[\frac{\left.\mathrm{e}^{z\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}\right.}\right)}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}\right)}\right]_{-\infty}^{0}-\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}+\tau^{1 / 8}\right)}}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}+\tau^{1 / 8}\right)}\right]_{-\infty}^{0} \\
& =\frac{1}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}\right)}-\frac{1}{\left(\mathrm{i} u-u_{\tau}^{*} / \tau^{3 / 8}+\tau^{1 / 8}\right)} \\
& =\frac{\tau^{7 / 8}}{\left(u_{\tau}^{*}-\mathbf{i} \tau^{3 / 8} u\right)\left(u_{\tau}^{*}-\sqrt{\tau}-\mathrm{i} \tau^{3 / 8} u\right)}
\end{aligned}
$$

if $u_{\tau}^{*}<\min \left(\tau^{1 / 2}, 0\right)=0$, which holds for $\tau$ small enough since $u_{\tau}^{*}$ converges to $a_{0}<0$ by Lemma [3.6.4]. The rest of the proof is analogous to $k<0$ above and we omit it for brevity.

Remark 3.6.11. We have chosen to specify the remainder in the form $o\left(1 / \tau^{1 / 4}\right)$ instead of $\mathcal{O}\left(1 / \tau^{3 / 8}\right)$ since it can actually be shown that the term $\mathcal{O}\left(1 / \tau^{3 / 8}\right)$ is zero by extending the results in Lemma 3.6 .6 and the next non-trivial term is $\mathcal{O}\left(1 / \tau^{1 / 2}\right)$. For brevity we omit this analysis.

### 3.6.4 Option price and forward smile asymptotics

In this section we finally put all the pieces together from Sections 3.6 .1 - 3.6 .3 and prove Theorems 3.3 .1 and 3.4.1.

Proof of Theorem [3.3.7]. We use the time-dependent change of measure defined in (3.6.6) to write forward-start call option prices for all $k>0$ as

$$
\begin{aligned}
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k}\right)^{+} & =\mathrm{e}^{\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right) / \sqrt{\tau}} \mathbb{E}^{\mathbb{Q}_{k, \tau}}\left[\mathrm{e}^{-u_{\tau}^{*} X_{\tau}^{(t)} / \sqrt{\tau}}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k}\right)^{+}\right] \\
& =\mathrm{e}^{-\frac{k u_{\tau}^{*}-\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right)}{\sqrt{\tau}}} \mathbb{E}^{\mathbb{Q}_{k, \tau}}\left[\mathrm{e}^{-\frac{u_{\tau}^{*}}{\sqrt{\tau}}\left(X_{\tau}^{(t)}-k\right)}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k}\right)^{+}\right] \\
& =\mathrm{e}^{-\frac{k u_{\tau}^{*}-\Lambda_{\tau}^{(t)}\left(u_{\tau}^{*}\right)}{\sqrt{\tau}}} \mathrm{e}^{k} \mathbb{E}^{\mathbb{Q}_{k, \tau}}\left[\mathrm{e}^{-\frac{u_{\tau}^{*} Z_{\tau, k}}{\tau^{3 / 8}}}\left(\mathrm{e}^{Z_{\tau, k} \tau^{1 / 8}}-1\right)^{+}\right],
\end{aligned}
$$

with $Z_{\tau, k}$ defined on page $\mathbf{1 0 8}$. A similar result holds for forward-start put option prices for all $k<0$. The theorem then follows by applying Lemma 3.6 .8 and Lemma 3.6.$]_{\text {I }}$ and using put-call parity and that in the Heston model $\left(\mathrm{e}^{X_{t}}\right)_{t \geq 0}$ is a true martingale [5, Proposition 2.5].

Proof of Theorem [3.4.1. The general machinery to translate option price asymptotics into implied volatility asymptotics has been fully developed by Gao and Lee [6.]. We simply outline the main steps here. Assume the following ansatz for the forward implied volatility as $\tau$ tends to zero:

$$
\sigma_{t, \tau}^{2}(k)=\frac{\mathfrak{N}_{0}(k, t)}{\sqrt{\tau}}+\frac{\mathfrak{N}_{1}(k, t)}{\tau^{1 / 4}}+\mathfrak{N}_{2}(k, t)+\mathfrak{N}_{3}(k, t) \tau^{1 / 4}+o\left(\tau^{1 / 4}\right)
$$

Substituting this ansatz into the BSM asymptotics in Lemma 3.3 .4 we then obtain

$$
\begin{aligned}
& \exp \left(-\frac{k^{2}}{2 \sqrt{\tau} \mathfrak{N}_{0}}+\frac{k^{2} \mathfrak{N}_{1}}{2 \tau^{1 / 4} \mathfrak{N}_{0}^{2}}-\frac{k^{2}\left(\mathfrak{N}_{1}^{2}-\mathfrak{N}_{0} \mathfrak{N}_{2}\right)}{2 \mathfrak{N}_{0}^{3}}+\frac{k}{2}\right) \frac{\tau^{3 / 4} \mathfrak{N}_{0}^{3 / 2}}{\sqrt{2 \pi} k^{2}}[1 \\
&\left.+\left(\frac{k^{2}\left(\mathfrak{N}_{1}^{3}-2 \mathfrak{N}_{0} \mathfrak{N}_{1} \mathfrak{N}_{2}+\mathfrak{N}_{0}^{2} \mathfrak{N}_{3}\right)}{2 \mathfrak{N}_{0}^{4}}+\frac{3 \mathfrak{N}_{1}}{2 \mathfrak{N}_{0}}\right) \tau^{1 / 4}+o\left(\tau^{1 / 4}\right)\right]
\end{aligned}
$$

Equating orders with Theorem [3.3.] we solve for $\mathfrak{N}_{0}$ and $\mathfrak{N}_{1}$, but we can only solve for higher order terms if $\tau^{3 / 4}=\tau^{\left(7 / 8-\theta \kappa /\left(2 \xi^{2}\right)\right)}$ or $4 \kappa \theta=\xi^{2}$.

## Chapter 4

## Large-maturity regimes of the Heston forward smile

### 4.1 Introduction

Under some conditions on the parameters, it was shown in Section 2.2 that the smooth behaviour of the pointwise $\operatorname{limit} \lim _{\tau \uparrow \infty} \tau^{-1} \log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right)$ in the Heston model ([.3.2) yielded an asymptotic behaviour for the forward smile ([.0.5) as $\sigma_{t, \tau}^{2}(k \tau)=v_{0}^{\infty}(k)+v_{1}^{\infty}(k, t) \tau^{-1}+\mathcal{O}\left(\tau^{-2}\right)$, where $v_{0}^{\infty}(\cdot)$ and $v_{1}^{\infty}(\cdot, t)$ are continuous functions on $\mathbb{R}$. In particular for $t=0$ (spot smiles), we recovered the result in [6.3, 6.5] (also under some restrictions on the parameters). Interestingly, the limiting large-maturity forward smile $v_{0}^{\infty}$ does not depend on the forward-start date $t$. A number of practitioners (eg. Balland [0]) have made the natural conjecture that the large-maturity forward smile should be the same as the large-maturity spot smile. The result above rigorously shows us that this indeed holds if and only if the Heston correlation is close enough to zero.

It is natural to ask what happens when these parameter restrictions are violated. We identify a number of regimes depending on the correlation and derive asymptotics in each regime. The main results (Theorems 4.3 .1$]$ and 4.4 .1 ) state the following, as $\tau$ tends to infinity:

$$
\begin{aligned}
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+} & =\mathcal{I}\left(k, \tau, V^{\prime}(0), V^{\prime}(1), \mathbb{1}_{\{\kappa<\rho \xi\}}\right)+\frac{\phi(k, t)}{\tau^{\alpha}} \mathrm{e}^{-\tau\left(V^{*}(k)-k\right)+\psi(k, t) \tau^{\gamma}}\left(1+\mathcal{O}\left(\tau^{-\beta}\right)\right), \\
\sigma_{t, \tau}^{2}(k \tau) & =\mathfrak{N}_{0}^{\infty}(k, t)+\mathfrak{N}_{1}^{\infty}(k, t) \tau^{-\lambda}+\mathcal{R}(\tau, \lambda),
\end{aligned}
$$

for any $k \in \mathbb{R}$, where $\mathcal{I}$ is some indicator function related to the intrinsic value of the option price, and $\alpha, \gamma, \beta, \lambda$ are strictly positive constants, depending on the level of the correlation. The remainder $\mathcal{R}$ decays to zero as $\tau$ tends to infinity. If $t=0$ (spot smiles) we recover and extend the results in [63, 65].

The chapter is structured as follows. In Section 4.2 we recall the different large-maturity regimes
for the Heston model introduced in Section [2.3.1.2, which will drive the asymptotic behaviour of forward-start option prices and forward implied volatilities. In Section 4.3 we derive large-maturity forward-start option asymptotics in each regime and in Section 4.4 we translate these results into forward smile asymptotics, including extended SVI-type formulae (Section 4.4.1). Section 4.5 provides numerics supporting the asymptotics developed in the chapter and Section 4.61 gathers the proofs of the main results.

### 4.2 Large-maturity regimes

In this section we recall the large-maturity regimes introduced in ( 23.5 ) and some properties that will be needed throughout the chapter. Each regime is determined by the Heston correlation and yields fundamentally different asymptotic behaviours for large-maturity forward-start options and the corresponding forward smile. This is due to the distinct behaviour of the moment explosions of the forward price process $\left(X_{\tau}^{(t)}\right)_{\tau>0}$ in each regime. The large-maturity regimes are given as follows (2.3.5):
$\mathfrak{R}_{1}$ : Good correlation regime:

$$
\begin{array}{r}
\rho_{-} \leq \rho \leq \min \left(\rho_{+}, \kappa / \xi\right) ; \\
-1<\rho<\rho_{-} \text {and } t>0 ; \\
\rho_{+}<\rho<1 \text { and } t>0 ; \\
\rho \leq \kappa / \xi ; \\
\rho>\kappa / \xi ; \\
\kappa / \xi<\rho \leq \min \left(\rho_{+}, 1\right) .
\end{array}
$$

where the real numbers $\rho_{-}$and $\rho_{+}$are defined in (2.3.4) and note that $-1 \leq \rho_{-}<0<\rho_{+}$with $\rho_{ \pm}= \pm 1$ if and only if $t=0$. In the standard case $t=0, \Re_{1}$ corresponds to $\kappa \geq \rho \xi$ and $\Re_{4}$ is its complement. We recall the following quantities defined in (2.3.6):

$$
u_{ \pm}:=\frac{\xi-2 \kappa \rho \pm \eta}{2 \xi\left(1-\rho^{2}\right)} \quad \text { and } \quad u_{ \pm}^{*}:=\frac{\psi \pm \nu}{2 \xi\left(\mathrm{e}^{\kappa t}-1\right)}
$$

with $\eta, \nu$ and $\psi$ defined in (2.3.7). From the properties outlined in Lemmas [2.5.12, [2.5.13] and Proposition $\left[2.5 .14\right.$ we note that for $t>0, u_{+}>u_{+}^{*}>1$ if $\rho \leq \rho_{-}$and $u_{-}<u_{-}^{*}<0$ if $\rho \geq \rho_{+}$. Furthermore we always have $u_{-}<0$ and if $\rho<\kappa / \xi$ then $u_{+} \geq 1$ with $u_{+}=1$ if and only if $\rho=\kappa / \xi$. Recall the function $V$ and $H$ from $\mathcal{K}_{\mathrm{H}}$ to $\mathbb{R}$ given in (2.3.8):

$$
V(u):=\frac{\mu}{2}(\kappa-\rho \xi u-d(u)) \quad \text { and } \quad H(u):=\frac{V(u) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} V(u)}-\mu \log \left(\frac{\kappa \theta-2 \beta_{t} V(u)}{\kappa \theta(1-\gamma(u))}\right),
$$

 Table [2. $\mathbb{1}$ and given below for clarity. We notify the reader that the constant $\mu$ (defined in ([.3.4)) will be used extensively throughout the chapter. It is clear (see Lemma [2.5.22) that the function $V$ is infinitely differentiable, strictly convex and essentially smooth on the open interval ( $u_{-}, u_{+}$) and that $V(0)=0$. Furthermore if $\rho \leq \kappa / \xi$ then $V(1)=0$ and if $\rho>\kappa / \xi$ then $V(1)<0$.

|  | $\mathfrak{R}_{1}$ | $\mathfrak{R}_{2}$ | $\mathfrak{R}_{3 a}$ | $\mathfrak{R}_{3 b}$ | $\Re_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{K}_{\mathrm{H}}$ | $\left[u_{-}, u_{+}\right]$ | $\left[u_{-}, u_{+}^{*}\right)$ | $\left(u_{-}^{*}, u_{+}\right]$ | $\left(u_{-}^{*}, 1\right]$ | $\left(u_{-}, 1\right]$ |

Limiting domains in each large-maturity regime.

The following lemma characterises $V^{*}$ (defined in (2.3.0)) and can be proved using straightforward calculus. The proof is therefore omitted. As we will see in Section 1.3 .1 , the function $V^{*}$ can be interpreted as a large deviations rate function for our problem.

Lemma 4.2.1. Define the function $W(k, u) \equiv u k-V(u)$ for any $(k, u) \in \mathbb{R} \times\left[u_{-}, u_{+}\right]$. Then ( $q^{*}$ defined in (2.3.9))

- $\mathfrak{R}_{1}: V^{*}(k) \equiv W\left(k, q^{*}(k)\right)$ on $\mathbb{R} ;$
- $\mathfrak{R}_{2}: V^{*}(k) \equiv W\left(k, q^{*}(k)\right)$ on $\left(-\infty, V^{\prime}\left(u_{+}^{*}\right)\right]$ and $V^{*}(k) \equiv W\left(k, u_{+}^{*}\right)$ on $\left(V^{\prime}\left(u_{+}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 a}: V^{*}(k) \equiv W\left(k, u_{-}^{*}\right)$ on $\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right)$ and $V^{*}(k) \equiv W\left(k, q^{*}(k)\right)$ on $\left[V^{\prime}\left(u_{-}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 b}$ :

$$
V^{*}(k) \equiv \begin{cases}W\left(k, u_{-}^{*}\right), & \text { on }\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right), \\ W\left(k, q^{*}(k)\right), & \text { on }\left[V^{\prime}\left(u_{-}^{*}\right), V^{\prime}(1)\right], \\ W(k, 1), & \text { on }\left(V^{\prime}(1),+\infty\right)\end{cases}
$$

- $\mathfrak{R}_{4}: V^{*}(k) \equiv W\left(k, q^{*}(k)\right)$ on $\left(-\infty, V^{\prime}(1)\right]$ and $V^{*}(k) \equiv W(k, 1)$ on $\left(V^{\prime}(1),+\infty\right)$.


### 4.3 Forward-start option asymptotics

In order to specify the forward-start option asymptotics we need to introduce some functions and constants. As outlined in Theorem 4.3 .0 , each of them is defined in a specific regime and strike region where it is well defined and real-valued. In the formulae below, $\gamma, \beta_{t}, \mu$ are defined in ( $\mathbb{L} .8$ )


$$
\left\{\begin{align*}
a_{1}^{ \pm}(k) & :=\mp \frac{2\left|k-V^{\prime}\left(u_{ \pm}^{*}\right)\right|}{\zeta_{ \pm}^{2}(k)}, \quad \widetilde{a}_{1}^{ \pm}:=\mp\left|\frac{\mathrm{e}^{-\kappa t} \kappa \theta v}{4 V^{\prime}\left(u_{ \pm}^{*}\right) V^{\prime \prime}\left(u_{ \pm}^{*}\right) \beta_{t}^{2}}\right|^{1 / 3},  \tag{4.3.1}\\
a_{2}^{ \pm}(k) & :=\frac{\mu \mathrm{e}^{-\kappa t}}{16 \beta_{t}^{2}} \frac{\xi^{2} v V^{\prime \prime}\left(u_{ \pm}^{*}\right)-8 \beta_{t}^{2} \mathrm{e}^{\kappa t} V^{\prime}\left(u_{ \pm}^{*}\right)\left(k-V^{\prime}\left(u_{ \pm}^{*}\right)\right)}{V^{\prime}\left(u_{ \pm}^{*}\right)\left(k-V^{\prime}\left(u_{ \pm}^{*}\right)\right)^{2}}, \\
\widetilde{a}_{2}^{ \pm} & :=-\frac{\left(\kappa \theta \mathrm{e}^{-\kappa t}\right)^{2 / 3}}{12 \xi^{2} v^{1 / 3} \beta_{t}^{4 / 3}} \frac{16 V^{\prime}\left(u_{ \pm}^{*}\right) V^{\prime \prime}\left(u_{ \pm}^{*}\right) \beta_{t}^{2} \mathrm{e}^{\kappa t}+\xi^{2} v V^{\prime \prime \prime}\left(u_{ \pm}^{*}\right)}{2^{1 / 3}\left|V^{\prime}\left(u_{ \pm}^{*}\right)\right|^{2 / 3} V^{\prime \prime}\left(u_{ \pm}^{*}\right)^{5 / 3}},
\end{align*}\right.
$$

where

$$
\begin{equation*}
\zeta_{ \pm}^{2}(k):=4 \beta_{t}\left(\frac{V^{\prime}\left(u_{ \pm}^{*}\right)\left(k-V^{\prime}\left(u_{ \pm}^{*}\right)\right)^{3}}{\kappa \theta v \mathrm{e}^{-\kappa t}}\right)^{1 / 2} \tag{4.3.2}
\end{equation*}
$$

$$
\left\{\begin{align*}
e_{0}^{ \pm}(k) & :=-2 \beta_{t} a_{1}^{ \pm}(k) V^{\prime}\left(u_{ \pm}^{*}\right), & e_{1}^{ \pm}(k) & :=-\beta_{t}\left[V^{\prime \prime}\left(u_{ \pm}^{*}\right) a_{1}^{ \pm}(k)^{2}+2 V^{\prime}\left(u_{ \pm}^{*}\right) a_{2}^{ \pm}(k)\right],  \tag{4.3.3}\\
\widetilde{e}_{0}^{ \pm} & :=-2 \beta_{t} \widetilde{a}_{1}^{ \pm} V^{\prime}\left(u_{ \pm}^{*}\right), & \widetilde{e}_{1}^{ \pm} & :=-\beta_{t}\left[V^{\prime \prime}\left(u_{ \pm}^{*}\right)\left(\widetilde{a}_{1}^{ \pm}\right)^{2}+2 V^{\prime}\left(u_{ \pm}^{*}\right) \widetilde{a}_{2}^{ \pm}\right]
\end{align*}\right.
$$

$$
\begin{align*}
& \left\{\begin{aligned}
c_{0}^{ \pm}(k) & :=-2 a_{1}^{ \pm}(k)\left(k-V^{\prime}\left(u_{ \pm}^{*}\right)\right), \quad c_{2}^{ \pm}(k):=\left(\frac{\kappa \theta\left(1-\gamma\left(u_{ \pm}^{*}\right)\right)}{e_{0}^{ \pm}(k)}\right)^{\mu}, \\
c_{1}^{ \pm}(k) & :=v e^{-\kappa t}\left(\frac{a_{1}^{ \pm}(k) V^{\prime}\left(u_{ \pm}^{*}\right)}{e_{0}^{ \pm}(k)}-\frac{\kappa \theta e_{1}^{ \pm}(k)}{2 e_{0}^{ \pm}(k)^{2} \beta_{t}}\right)-a_{2}^{ \pm}(k)\left(k-V^{\prime}\left(u_{ \pm}^{*}\right)\right) \\
& +\frac{1}{2} a_{1}^{ \pm}(k)^{2} V^{\prime \prime}\left(u_{ \pm}^{*}\right),
\end{aligned}\right.  \tag{4.3.4}\\
& \left\{\begin{array}{l}
\widetilde{c}_{0}^{ \pm}:=\frac{3}{2}\left(\widetilde{a}_{1}^{ \pm}\right)^{2} V^{\prime \prime}\left(u_{ \pm}^{*}\right), \quad \widetilde{c}_{2}^{ \pm}:=\left(\frac{\kappa \theta\left(1-\gamma\left(u_{ \pm}^{*}\right)\right)}{\widetilde{e}_{0}^{ \pm}}\right)^{\mu}, \quad g_{0}:=\frac{v \mathrm{e}^{-\kappa t} V(1)}{\kappa \theta-2 \beta_{t} V(1)}, \\
\widetilde{c}_{1}^{ \pm}:=v \mathrm{e}^{-\kappa t}\left(\frac{\widetilde{a}_{1}^{ \pm} V^{\prime}\left(u_{ \pm}^{*}\right)}{\widetilde{e}_{0}^{ \pm}}-\frac{\kappa \overparen{e}_{1}^{ \pm}}{2\left(\widetilde{e}_{0}^{ \pm}\right)^{2} \beta_{t}}\right)+\widetilde{a}_{1}^{ \pm} \widetilde{a}_{2}^{ \pm} V^{\prime \prime}\left(u_{ \pm}^{*}\right)+\frac{\left(\widetilde{a}_{1}^{ \pm}\right)^{3} V^{\prime \prime \prime}\left(u_{ \pm}^{*}\right)}{6},
\end{array}\right.  \tag{4.3.5}\\
& \phi_{0}(k):=\frac{1}{\sqrt{2 \pi V^{\prime \prime}\left(q^{*}(k)\right)}} \begin{cases}\frac{\exp \left(H\left(q^{*}(k)\right)\right)}{q^{*}(k)\left(q^{*}(k)-1\right)}, & \text { if } k \in \mathcal{Q}, \\
\left(-1-\operatorname{sgn}(k)\left(\frac{V^{\prime \prime \prime}\left(q^{*}(k)\right)}{6 V^{\prime \prime}\left(q^{*}(k)\right)}-H^{\prime}\left(q^{*}(k)\right)\right)\right), & \text { if } k \in \mathcal{Q}^{c},\end{cases} \tag{4.3.6}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{Q}=\mathbb{R} \backslash\left\{V^{\prime}(0), V^{\prime}(1)\right\}, \quad \mathcal{Q}^{\mathrm{c}}=\left\{V^{\prime}(0), V^{\prime}(1)\right\} . \tag{4.3.7}
\end{equation*}
$$

$$
\left\{\begin{align*}
\phi_{ \pm}(k) & :=\frac{c_{2}^{ \pm}(k) \mathrm{e}^{c_{1}^{ \pm}(k)}}{\zeta_{ \pm}(k) u_{ \pm}^{*}\left(u_{ \pm}^{*}-1\right) \sqrt{2 \pi}}, \quad \widetilde{\phi}_{ \pm}:=\frac{\tilde{c}_{2}^{ \pm} \mathrm{e}^{\tilde{c}_{1}^{ \pm}}}{u_{ \pm}^{*}\left(u_{ \pm}^{*}-1\right) \sqrt{6 \pi V^{\prime \prime}\left(u_{ \pm}^{*}\right)}},  \tag{4.3.8}\\
\phi_{2}(k) & :=\frac{-\mathrm{e}^{g_{0}}}{\Gamma(1+\mu)}\left(\frac{2 \mu(\kappa-\rho \xi)^{2}\left(k-V^{\prime}(1)\right)}{\kappa \theta-2 \beta_{t} V(1)}\right)^{\mu} \\
\phi_{1} & :=\frac{-\mathrm{e}^{g_{0}}}{2 \Gamma(1+\mu / 2)}\left(\frac{\mu(\kappa-\rho \xi)^{2} \sqrt{2 V^{\prime \prime}(1)}}{\kappa \theta-2 \beta_{t} V(1)}\right)^{\mu},
\end{align*}\right.
$$

Since $u_{-}^{*}<0$ and $u_{+}^{*}>1$, we always have $V^{\prime}\left(u_{+}^{*}\right)>0$ and $V^{\prime}\left(u_{-}^{*}\right)<0$. Furthermore, $V^{\prime \prime}\left(u_{ \pm}^{*}\right)>0$ and one can show that $\gamma\left(u_{ \pm}^{*}\right) \neq 1$; therefore all the functions and constants in (4.3.1), (4.3.2), (4.3.3), (4.3.4) and (4.3.5) are well defined and real-valued. $\phi_{0}$ is well defined since $V^{\prime \prime}\left(q^{*}(k)\right)>0$ and $\phi_{2}$ and the constant $\phi_{1}$ are well defined since $\kappa \theta-2 \beta_{t} V(1)>0$. Finally define the following combinations and the function $\mathcal{I}: \mathbb{R} \times \mathbb{R}_{+}^{*} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ :

$$
\begin{array}{clllll}
\mathcal{H}_{0}: & \alpha=\frac{1}{2}, & \beta=1, & \gamma=0, & \phi \equiv \phi_{0}, & \psi \equiv 0, \\
\widetilde{\mathcal{H}}_{ \pm}: & \alpha=\frac{\mu}{3}-\frac{1}{2}, & \beta=\frac{1}{3}, & \gamma=\frac{1}{3}, & \phi \equiv \widetilde{\phi}_{ \pm}, & \psi \equiv \tilde{c}_{0}^{ \pm}, \\
\mathcal{H}_{ \pm}: & \alpha=\frac{\mu}{2}-\frac{3}{4}, & \beta=\frac{1}{2}, & \gamma=\frac{1}{2}, & \phi \equiv \phi_{ \pm}, & \psi \equiv c_{0}^{ \pm}, \\
\mathcal{H}_{1}: & \alpha=-\frac{\mu}{2}, & \beta=\frac{1}{2}, & \gamma=0, & \phi \equiv \phi_{1}, & \psi \equiv 0, \\
\mathcal{H}_{2}: & \alpha=-\mu, & \beta=1, & \gamma=0, & \phi \equiv \phi_{2}, & \psi \equiv 0, \\
\mathcal{I}(k, \tau, a, b, c):=\left(1-\mathrm{e}^{k \tau}\right) \mathbb{1}_{\{k<a\}}+\mathbb{1}_{\{a<k<b\}}+c \mathbb{l}_{\{b \leq k\}}+\frac{1-c}{2} \mathbb{1}_{\{k=b\}}+\left(1-\frac{1}{2} \mathrm{e}^{k \tau}\right) \mathbb{1}_{\{k=a\}} . \tag{4.3.10}
\end{array}
$$

We are now in a position to state the main result of the chapter, namely an asymptotic expansion for forward-start option prices in all regimes for all ( $\log$ ) strikes on the real line. The proof is obtained using Lemma $\sqrt[4.6 .3]{ }$ in conjunction with the asymptotics in Lemmas 4.6 .2 , 4.6.74, 4.6.17 and 0.6 .18 .

Theorem 4.3.1. The following expansion holds for forward-start call options for all $k \in \mathbb{R}$ as $\tau$ tends to infinity:

$$
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+}=\mathcal{I}\left(k, \tau, V^{\prime}(0), V^{\prime}(1), \mathbb{1}_{\{\kappa<\rho \xi\}}\right)+\frac{\phi(k, t)}{\tau^{\alpha}} \mathrm{e}^{-\tau\left(V^{*}(k)-k\right)+\psi(k, t) \tau^{\gamma}}\left(1+\mathcal{O}\left(\tau^{-\beta}\right)\right),
$$

where the functions $\phi, \psi$ and the constants $\alpha, \beta$ and $\gamma$ are given by the following combinations ${ }^{\text {ma }}$ :

- $\mathfrak{R}_{1}: \mathcal{H}_{0}$ for $k \in \mathbb{R}$;
- $\mathfrak{R}_{2}: \mathcal{H}_{0}$ for $k \in\left(-\infty, V^{\prime}\left(u_{+}^{*}\right)\right) ; \widetilde{\mathcal{H}}_{+}$for $k=V^{\prime}\left(u_{+}^{*}\right) ; \mathcal{H}_{+}$for $k \in\left(V^{\prime}\left(u_{+}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 a}: \mathcal{H}_{-}$for $k \in\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right) ; \widetilde{\mathcal{H}}_{-}$for $k=V^{\prime}\left(u_{-}^{*}\right) ; \mathcal{H}_{0}$ for $k \in\left(V^{\prime}\left(u_{-}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 b}: \mathcal{H}_{-}$for $k \in\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right) ; \widetilde{\mathcal{H}}_{-}$for $k=V^{\prime}\left(u_{-}^{*}\right) ; \mathcal{H}_{0}$ for $k \in\left(V^{\prime}\left(u_{-}^{*}\right), V^{\prime}(1)\right) ; \mathcal{H}_{1}$ at $k=V^{\prime}(1) ; \mathcal{H}_{2}$ for $k \in\left(V^{\prime}(1),+\infty\right)$;
- $\mathfrak{R}_{4}: \mathcal{H}_{0}$ for $k \in\left(-\infty, V^{\prime}(1)\right) ; \mathcal{H}_{1}$ for $k=V^{\prime}(1) ; \mathcal{H}_{2}$ for $k \in\left(V^{\prime}(1),+\infty\right)$;

In order to highlight the symmetries appearing in the asymptotics, we shall at times identify an interval with the corresponding regime and combination in force. This slight abuse of notations should not however be harmful to the comprehension.

## Remark 4.3.2.

(i) Under $\mathfrak{R}_{1}$, asymptotics for the large-maturity forward smile (for $k \in \mathbb{R} \backslash\left\{V^{\prime}(0), V^{\prime}(1)\right\}$ ) have been derived in Proposition 2.3.5.
(ii) For $t=0$, large-maturity asymptotics have been derived in [6.3, 6.5] under $\mathfrak{R}_{1}$ and partially in [97] under $\mathfrak{R}_{4}$.
(iii) All asymptotic expansions are given in closed-form and can in principle be extended to arbitrary order.
(iv) When $\mathcal{H}_{ \pm}$and $\mathcal{H}_{2}$ are in force then $V^{*}(k)-k$ is linear in $k$ as opposed to being strictly convex as in $\mathcal{H}_{0}$.
(v) If $\rho \leq \kappa / \xi$ then $V^{*}(k)-k \geq 0$ with equality if and only if $k=V^{\prime}(1)$. If $\rho>\kappa / \xi$ then $V^{*}(k)-k \geq-V(1)>0$. Since $\gamma \in[0,1)$, the leading order decay term is given by $\mathrm{e}^{-\tau\left(V^{*}(k)-k\right)}$.
(vi) Under $\mathcal{H}_{2}$ (which only occurs when $\rho>\kappa / \xi$ for log-strikes strictly greater than $V^{\prime}(1)$ ), forward-start call option prices decay to one as $\tau$ tends to infinity. This is fundamentally different than the large-strike behaviour in other regimes and in the BSM model ([I.D.]), where call option prices decay to zero. This seemingly contradictory behaviour is explained as follows: as the maturity increases there is a positive effect on the price by an increase in

[^2]the time value of the option and a negative effect on the price by increasing the strike of the forward－start call option．In standard regimes and for sufficiently large strikes the strike effect is more prominent than the time value effect in the large－maturity limit．Here，because of the large correlation，this effect is opposite：as the asset price increases，the volatility tends to increase driving the asset price to potentially higher levels．This gamma or time value effect outweighs the increase in the strike of the option．
（vii）In $\mathfrak{R}_{4}$ ，the decay rate $V^{*}(k)-k$ has a very different behaviour：the minimum achieved at $V^{\prime}(1)$ is not zero and $V^{*}(k)-k$ is constant for $k \geq V^{\prime}(1)$ ．There is limited information in the leading－order behaviour and important distinctions must therefore occur in higher－order terms．This is illustrated in Figures 0.5 and 0.6 where the first－order asymptotic is vastly superior to the leading order．
（viii）It is important to note that $u_{ \pm}^{*}$ and $V^{*}$ depend on the forward－start date $t$ through（ 2.3 .6 ） and the regime choice．However，in the uncorrelated case $\rho=0, \Re_{1}$ always applies and $V^{*}$ does not depend on $t$ ．The non－stationarity of the forward smile over the spot smile（at leading order）depends critically on how far the correlation is away from zero．

In order to translate these results into forward smile asymptotics（in the next section），we require a similar expansion for the Black－Scholes model（L．D．ل）．Define the functions $V_{\mathrm{BS}}^{*}: \mathbb{R} \times \mathbb{R}_{+}^{*} \rightarrow$ $\mathbb{R}$ and $\phi_{\mathrm{BS}}: \mathbb{R} \times \mathbb{R}_{+}^{*} \times \mathbb{R} \rightarrow \mathbb{R}$ by $V_{\mathrm{BS}}^{*}(k, a):=(k+a / 2)^{2} /(2 a)$ and

$$
\phi_{\mathrm{BS}}(k, a, b) \equiv \frac{4 a^{3 / 2}}{\left(4 k^{2}-a^{2}\right) \sqrt{2 \pi}} \exp \left(b\left(\frac{k^{2}}{2 a^{2}}-\frac{1}{8}\right)\right) \mathbb{1}_{\{k \neq \pm a / 2\}}+\frac{b-2}{2 \sqrt{2 a \pi}} \mathbb{1}_{\{k= \pm a / 2\}},
$$

so that the following holds（see Corollary $[2.2 .4$ and［6．5，Proposition 2．7］）：
Corollary 4．3．3．Let $a>0, b \in \mathbb{R}$ and set $\Sigma^{2}:=a+b / \tau$ for $\tau$ large enough so that $a+b / \tau>0$ ． In the BSM model（■．｜．ل）the following expansion then holds for any $k \in \mathbb{R}$ as $\tau$ tends to infinity （the function $\mathcal{I}$ is defined in（4．3．⿴囗⿰丨丨⿱一⿴⿻儿口一己））：

$$
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+}=\mathcal{I}\left(k, \tau,-\frac{a}{2}, \frac{a}{2}, 0\right)+\frac{\phi_{B S}(k, a, b)}{\tau^{1 / 2}} \mathrm{e}^{-\tau\left(V_{B S}^{*}(k, a)-k\right)}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right)
$$

## 4．3．1 Connection with large deviations

Although obvious from Theorem［．3．D，we have so far not mentioned the notion of large deviations at all．The leading－order decay of the option price as the maturity tends to infinity gives rise to estimates for large－time probabilities；more precisely，by formally differentiating both sides with respect to the log－strike，one can prove，following a completely analogous proof to Corollary［3．3．3］， that

$$
-\lim _{\tau \uparrow \infty} \tau^{-1} \log \mathbb{P}\left(X_{\tau}^{(t)} \in B\right)=\inf _{z \in B} V^{*}(z)
$$

for any Borel subset $B$ of the real line, namely that $\left(X_{\tau}^{(t)} / \tau\right)_{\tau>0}$ satisfies a large deviations principle under $\mathbb{P}$ with speed $\tau$ and good rate function $V^{*}$ as $\tau$ tends to infinity. We refer the reader to Section $\mathbb{L} .2$ and the excellent monograph [48] for more details on large deviations. The theorem actually states a much stronger result here since it provides higher-order estimates, coined 'sharp large deviations' in [[2I]. Now, classical methods to prove large deviations, when the moment generating function is known rely on the Gärtner-Ellis theorem (Theorem [.2.3). In mathematical finance, one can consult for instance [62, 6.3, 9.5$]$ for the small-and large-time behaviour of stochastic volatility models, and [〔34] for an overview. The Gärtner-Ellis theorem requires, in particular, the limiting cumulant generating function $V$ to be steep at the boundaries of its effective domain. This is indeed the case in Regime $\mathcal{R}_{1}$, but fails to hold in other regimes. The standard proof of this theorem (as detailed in [48, Chapter 2, Theorem 2.3.6]) clearly holds in the open intervals of the real line where the function $V$ is strictly convex, encompassing basically all occurrences of $\mathcal{H}_{0}$. The other cases, when $V$ becomes linear, and the turning points $V^{\prime}(0)$ and $V^{\prime}(1)$, however have to be handled with care and solved case by case.

### 4.4 Forward smile asymptotics

We now translate the forward-start option asymptotics obtained above into asymptotics of the forward implied volatility smile. Let us first define the function $\mathfrak{N}_{0}^{\infty}: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathfrak{N}_{0}^{\infty}(k, t):=2\left(2 V^{*}(k)-k+2 \mathcal{Z}(k) \sqrt{V^{*}(k)\left(V^{*}(k)-k\right)}\right), \quad \text { for all } k \in \mathbb{R}, t \in \mathbb{R}_{+} \tag{4.4.1}
\end{equation*}
$$

with $\mathcal{Z}: \mathbb{R} \rightarrow\{-1,1\}$ defined by $\mathcal{Z}(k) \equiv \mathbb{1}_{\left\{k \in\left[V^{\prime}(0), V^{\prime}(1)\right]\right\}}+\operatorname{sgn}(\rho \xi-\kappa) \mathbb{1}_{\left\{k>V^{\prime}(1)\right\}}-\mathbb{1}_{\left\{k<V^{\prime}(0)\right\}}$ and $V^{*}$ given in Lemma 4.2 l . Define the following combinations:

$$
\begin{array}{llll}
\mathcal{P}_{0}: & \chi \equiv \chi_{0}, & \eta \equiv 1, \quad \lambda=1, & \mathcal{R}(\tau, \lambda)=\mathcal{O}\left(\tau^{-2 \lambda}\right), \\
\widetilde{\mathcal{P}}_{ \pm}: & \chi \equiv \widetilde{c}_{0}^{ \pm}, & \eta \equiv 1, \quad \lambda=\frac{2}{3}, & \mathcal{R}(\tau, \lambda)=o\left(\tau^{-\lambda}\right), \\
\mathcal{P}_{ \pm}: & \chi \equiv c_{0}^{ \pm}, & \eta \equiv 1, \quad \lambda=\frac{1}{2}, & \mathcal{R}(\tau, \lambda)= \begin{cases}o\left(\tau^{-\lambda}\right), & \text { if } \mu \neq 1 / 2, \\
\mathcal{O}\left(\tau^{-2 \lambda}\right), & \text { if } \mu=1 / 2,\end{cases} \\
\mathcal{P}_{1}: & \chi \equiv 0, & \eta \equiv 0, \quad \lambda=0, & \mathcal{R}(\tau, \lambda)=o(1) .
\end{array}
$$

Here $c_{0}^{ \pm}$and $\widetilde{c}_{0}^{ \pm}$are given in (4.3.4) and (4.3.5) and $\chi_{0}: \mathbb{R} \backslash\left\{V^{\prime}(0), V^{\prime}(1)\right\} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\chi_{0}(k, t) \equiv H\left(q^{*}(k)\right)+\log \left(\frac{4 k^{2}-\mathfrak{N}_{0}^{\infty}(k, t)^{2}}{4\left(q^{*}(k)-1\right) q^{*}(k) \mathfrak{N}_{0}^{\infty}(k, t)^{3 / 2} \sqrt{V^{\prime \prime}\left(q^{*}(k)\right)}}\right) \tag{4.4.2}
\end{equation*}
$$

 namely an expansion for the forward smile in all regimes and (log) strikes on the real line. The proof is given in Section 4.6.6.

Theorem 4.4.1. The following expansion holds for the forward smile as $\tau$ tends to infinity:

$$
\sigma_{t, \tau}^{2}(k \tau)=\mathfrak{N}_{0}^{\infty}(k, t)+\mathfrak{N}_{1}^{\infty}(k, t) \tau^{-\lambda}+\mathcal{R}(\tau, \lambda), \quad \text { for any } k \in \mathbb{R}
$$

where $\mathfrak{N}_{1}^{\infty}: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ is defined by ( $\mathcal{Q}$ given in ( $\mathbb{4 . 3 . 7} \mathbf{)}$ )
$\mathfrak{N}_{1}^{\infty}(k, t):= \begin{cases}\frac{8 \mathfrak{N}_{0}^{\infty}(k, t)^{2}}{4 k^{2}-\mathfrak{N}_{0}^{\infty}(k, t)^{2}} \chi(k, t), & \text { if } k \in \mathcal{Q}, \\ 2 \eta(k)\left[1-\sqrt{\frac{\mathfrak{N}_{0}^{\infty}(k, t)}{V^{\prime \prime}\left(q^{*}(k)\right)}}\left(1+\operatorname{sgn}(k)\left(\frac{V^{\prime \prime \prime}\left(q^{*}(k)\right)}{6 V^{\prime \prime}\left(q^{*}(k)\right)}-H^{\prime}\left(q^{*}(k)\right)\right)\right)\right], & \text { if } k \in \mathcal{Q}^{c},\end{cases}$
with the functions $\chi, \eta$, the remainder $\mathcal{R}$ and the constant $\lambda$ given by the following combinations ${ }^{\boxed{\nabla}}$ :

- $\mathfrak{R}_{1}: \mathcal{P}_{0}$ for $k \in \mathbb{R}$;
- $\mathfrak{R}_{2}: \mathcal{P}_{0}$ for $k \in\left(-\infty, V^{\prime}\left(u_{+}^{*}\right)\right) ; \widetilde{\mathcal{P}}_{+}$for $k=V^{\prime}\left(u_{+}^{*}\right) ; \mathcal{P}_{+}$for $k \in\left(V^{\prime}\left(u_{+}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 a}: \mathcal{P}_{-}$for $k \in\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right)$; $\widetilde{\mathcal{P}}_{-}$for $k=V^{\prime}\left(u_{-}^{*}\right) ; \mathcal{P}_{0}$ for $k \in\left(V^{\prime}\left(u_{-}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 b}: \mathcal{P}_{-}$for $k \in\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right) ; \widetilde{\mathcal{P}}_{-}$for $k=V^{\prime}\left(u_{-}^{*}\right) ; \mathcal{P}_{0}$ for $k \in\left(V^{\prime}\left(u_{-}^{*}\right), V^{\prime}(1)\right) ; \mathcal{P}_{1}$ for $k \in\left[V^{\prime}(1),+\infty\right) ;$
- $\mathfrak{R}_{4}: \mathcal{P}_{0}$ for $k \in\left(-\infty, V^{\prime}(1)\right) ; \mathcal{P}_{1}$ for $k \in\left[V^{\prime}(1),+\infty\right)$.


## Remark 4.4.2.

(i) In the standard spot case $t=0$, the large-maturity asymptotics of the implied volatility smile was derived in [6.3, 6.5] for $\mathfrak{R}_{1}$ only (i.e. assuming $\kappa>\rho \xi$ ).
(ii) The zeroth-order term $\mathfrak{N}_{0}^{\infty}$ is continuous on $\mathbb{R}$ (see also section 4.4.d), which is not necessarily true for higher-order terms. In $\mathfrak{R}_{2}, \Re_{3 a}$ and $\mathfrak{R}_{3 b}, \mathfrak{N}_{1}^{\infty}$ tends to either infinity or zero at the critical strikes $V^{\prime}\left(u_{+}^{*}\right)$ and $V^{\prime}\left(u_{-}^{*}\right)$ (this is discussed further in Section 4.⿹\zh26). In $\mathfrak{R}_{1}, \mathfrak{N}_{1}^{\infty}$ is continuous on the whole real line.
(iii) Straightforward computations show that $0<\mathfrak{N}_{0}^{\infty}(k)<2|k|$ for $k \in \mathbb{R} \backslash\left[V^{\prime}(0), V^{\prime}(1)\right]$, and $\mathfrak{N}_{0}^{\infty}(k)>2|k|$ for $k \in\left(V^{\prime}(0), V^{\prime}(1)\right)$, so that $\mathfrak{N}_{1}^{\infty}$ is well defined on $\mathbb{R} \backslash\left\{V^{\prime}(0), V^{\prime}(1)\right\}$. On $\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right) \cup\left(V^{\prime}\left(u_{+}^{*}\right), \infty\right), c_{0}^{ \pm}>0$, so that in Regimes $\mathfrak{R}_{2}$ on $\left(V^{\prime}\left(u_{+}^{*}\right), \infty\right)$ and in $\mathfrak{R}_{3 b}, \mathfrak{R}_{3 b}$ on $\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right), \mathfrak{N}_{1}^{\infty}$ is always a positive adjustment to the zero-order term $\mathfrak{N}_{0}^{\infty}$; see Figure 0.0 for an example of this 'convexity effect'.
(iv) In the practically relevant (on Equity markets) case of large negative correlation $\left(\mathcal{R}_{2}\right)$, the additional convexity of the right wing of the forward smile is due to extreme positive moment explosions of the forward price process. This asymmetric feature of the Heston forward smile is a fundamental property of the model-not only for large-maturities. Quoting Bergomi [Z3]] from an empirical analysis: "...the increased convexity (of the forward smile) with respect to today's smile is larger for $k>0$ than for $k<0 \ldots$..this is specific to the Heston model."

[^3]Theorem 6.4.d displays varying levels of degeneration for high-order forward smile asymptotics. In $\Re_{1}$ one can in principle obtain arbitrarily high-order asymptotics. In $\Re_{2}, \Re_{3 a}$ and $\Re_{3 b}$ (with $\mathcal{P}_{+}$or $\mathcal{P}_{-}$in force) one can only specify the forward smile to arbitrary order if $\mu=1 / 2$ ( $\mu$ defined in ( $\mathbb{L . 3 . 4} \mathbf{4})$ ). If this is not the case then we can only specify the forward smile to first order. Now the dynamics of the Heston volatility $\sigma_{t}:=\sqrt{V_{t}}$ is given by $\mathrm{d} \sigma_{t}=\left(\frac{2 \mu-1}{8 \sigma_{t}} \xi^{2}-\frac{\kappa \sigma_{t}}{2}\right) \mathrm{d} t+\frac{\xi}{2} \mathrm{~d} W_{t}$, with $\sigma_{0}=\sqrt{v}$. If $\mu=1 / 2$ then the volatility becomes Gaussian, which this corresponds to a specific case of the Schöbel-Zhu stochastic volatility model (see Section $\square .3 .2$ ). So as the Heston volatility dynamics deviate from Gaussian volatility dynamics a certain degeneracy occurs such that one cannot specify high order forward smile asymptotics. Interestingly, a similar degeneracy occurs in Chapter [3 for exploding small-maturity Heston forward smile asymptotics and in [51] when studying the tail probability of the stock price. As proved in [5T], the square-root behaviour of the variance process induces some singularity and hence a fundamentally different behaviour when $\mu \neq 1 / 2$. In $\mathfrak{R}_{2}, \mathfrak{R}_{3 a}$ and $\mathfrak{R}_{3 b}$ at the boundary points $V^{\prime}\left(u_{ \pm}^{*}\right)$ one cannot specify the forward smile beyond first order for any parameter configurations. This could be because these asymptotic regimes are extreme in the sense that they are transition points between standard and degenerate behaviours and therefore difficult to match with BSM forward volatility. Finally in $\Re_{3 b}$ and $\Re_{4}$ for $k>V^{\prime}(1)$ we obtain the most extreme behaviour, in the sense that one cannot specify the forward smile beyond zeroth order. This is however not that surprising since the large correlation regime has fundamentally different behaviour to the BSM model (see also Remark $1.3 .2(\mathrm{vi})(\mathrm{vii})$ ).

### 4.4.1 SVI-type limits

The so-called 'Stochastic Volatility Inspired' (SVI) parametrisation of the spot implied volatility smile was proposed in [70]. As proved in [73], under the assumption $\kappa>\rho \xi$, the SVI parametrisation turn out to be the true large-maturity limit for the Heston (spot) smile. We now extend these results to the large-maturity forward implied volatility smile. Define the following extended SVI parametrisation

$$
\sigma_{\mathrm{SVI}}^{2}\left(k, a, b, r, m, s, i_{0}, i_{1}, i_{2}\right):=a+b\left(r(k-m)+i_{0} \sqrt{i_{1}(k-m)^{2}+i_{2}(k-m)+i_{0} s^{2}}\right)
$$

for all $k \in \mathbb{R}$ and the constants

$$
\left\{\begin{aligned}
\omega_{1} & :=\frac{2 \mu}{1-\rho^{2}}\left(\sqrt{\left(2 \kappa+\xi^{2}-\rho \xi\right)^{2}+\xi^{2}\left(1-\rho^{2}\right)}-\left(2 \kappa+\xi^{2}-\rho \xi\right)\right), \quad \omega_{2}:=\frac{\xi}{\kappa \theta} \\
a_{ \pm} & :=\frac{\kappa \theta}{2\left(u_{ \pm}^{*}-1\right) u_{ \pm}^{*} \beta_{t}}, \quad b_{ \pm}:=4 \sqrt{\left(u_{ \pm}^{*}-1\right) u_{ \pm}^{*}}, \quad r_{ \pm}:=\frac{2\left(2 u_{ \pm}^{*}-1\right)}{b_{ \pm}}, \quad m_{ \pm}:=\left(u_{ \pm}^{*}-\frac{1}{2}\right) a_{ \pm} \\
\widetilde{a} & :=-2 \widetilde{m}, \quad \widetilde{b}:=4 \sqrt{-\widetilde{m}}, \quad \widetilde{r}:=\frac{1}{2 \sqrt{-\widetilde{m}}}, \quad \widetilde{m}:=\mu(\kappa-\rho \xi)
\end{aligned}\right.
$$

where $u_{ \pm}^{*}$ is defined in $\left(\boxed{2.3 .6)}\right.$ ) and $\beta_{t}, \mu$ in ( $\mathbb{L . 3 . 4 )}$ ). Define the following combinations:

$$
\begin{array}{llllllll}
\mathcal{S}_{0}: & a=\frac{\omega_{1}(1-\rho)^{2}}{2}, & b=\frac{\omega_{1} \omega_{2}}{2}, & r=\rho, & m=-\frac{\rho}{\omega_{2}}, & s=\frac{\sqrt{1-\rho^{2}}}{\omega_{2}}, & i_{0}=1, & i_{1}=1, \\
i_{2}=0, \\
\mathcal{S}_{ \pm}: & a=a_{ \pm}, & b=b_{ \pm}, & r=r_{ \pm}, & m=m_{ \pm}, & s=\frac{1}{8} a_{ \pm}, & i_{0}=-1, & i_{1}=1, \\
i_{2}=0 \\
\mathcal{S}_{1}: & a=\widetilde{a}, & b=\widetilde{b}, & r=\widetilde{r}, & m=\widetilde{m}, & s=0, & i_{0}=1, & i_{1}=0, \\
i_{2}=1 .
\end{array}
$$

The proof of the following result follows from simple manipulations of the zeroth-order forward smile in Theorem 4.4.d using the characterisation of $V^{*}$ in Lemma 1.2.I.

Corollary 4.4.3. The pointwise continuous limit $\lim _{\tau \uparrow \infty} \sigma_{t, \tau}^{2}(k \tau)=\sigma_{\text {SVI }}^{2}\left(k, a, b, r, m, s, i_{0}, i_{1}, i_{2}\right)$ exists for $k \in \mathbb{R}$ with constants $a, b, r, m, s, i_{0}, i_{1}$ and $i_{2}$ given by ${ }^{31}$ :

- $\mathfrak{R}_{1}: \mathcal{S}_{0}$ for $k \in \mathbb{R}$;
- $\mathfrak{R}_{2}: \mathcal{S}_{0}$ for $k \in\left(-\infty, V^{\prime}\left(u_{+}^{*}\right)\right) ; \mathcal{S}_{+}$for $k \in\left[V^{\prime}\left(u_{+}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 a}: \mathcal{S}_{-}$for $k \in\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right] ; \mathcal{S}_{0}$ for $k \in\left(V^{\prime}\left(u_{-}^{*}\right),+\infty\right)$;
- $\mathfrak{R}_{3 b}: \mathcal{S}_{-}$for $k \in\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right] ; \mathcal{S}_{0}$ for $k \in\left(V^{\prime}\left(u_{-}^{*}\right), V^{\prime}(1)\right) ; \mathcal{S}_{1}$ for $k \in\left[V^{\prime}(1),+\infty\right)$;
- $\mathfrak{R}_{4}: \mathcal{S}_{0}$ for $k \in\left(-\infty, V^{\prime}(1)\right) ; \mathcal{S}_{1}$ for $k \in\left[V^{\prime}(1),+\infty\right)$.

It is natural to conjecture [II] that the limiting forward smile $\lim _{\tau \uparrow \infty} \sigma_{t, \tau}$ is similar to the limiting spot smile $\lim _{\tau \uparrow \infty} \sigma_{0, \tau}$. Corollary 4.4 .3 shows that this only holds under $\mathfrak{R}_{1}$. For the practically relevant case of the asymmetric regime $\mathfrak{R}_{2}$ when $\rho<\rho_{-}$, in Figure 0.1 we compare the two limits using the zeroth-order asymptotics in Corollary 4.4 .3 . At the critical log-strike $V^{\prime}\left(u_{+}^{*}\right)$, the forward smile becomes more convex than the corresponding spot smile. Interestingly this asymmetric feature has been empirically observed by practitioners [2Z3] and seems to be a fundamental feature of the Heston forward smile (not just for large maturities).


Figure 4.1: Here $t=0.5, \tau=2, v=\theta=0.1, \kappa=2, \xi=1, \rho=-0.9$, so that $\mathfrak{R}_{2}$ applies. Circles correspond to the spot smile $K \mapsto \sigma_{\tau}(\log K)$ and squares to the forward smile $K \mapsto \sigma_{t, \tau}(\log K)$ using the zeroth-order asymptotics in Corollary 4.4 .3 . Here $\rho_{-} \approx-0.63$ and $\mathrm{e}^{2 V^{\prime}\left(u_{+}^{*}\right)} \approx 1.41$.

[^4]
### 4.5 Numerics

We first compare the true Heston forward smile and the asymptotics developed in the paper. We calculate forward-start option prices using the inverse Fourier transform representation in Lemma $\mathbb{L . 4 . 7}$ and a global adaptive Gauss-Kronrod quadrature scheme. We then compute the forward smile $\sigma_{t, \tau}$ with a simple root-finding algorithm. In Figure 4.2 we compare the true forward smile using Fourier inversion and the asymptotic in Theorem T.4.1(i) for the good correlation regime, which was derived in Proposition [.3.5. In Figure 4.3 we compare the true forward smile using Fourier inversion and the asymptotic in Theorem 4.4 .1 (ii) for the asymmetric negative correlation regime. Higher-order terms are computed using the theoretical results above; these can in principle be extended to higher order, but the formulae become rather cumbersome; numerically, these higher-order computations seem to add little value to the accuracy anyway. In Figure 0.4 we compare the asymptotic in Theorem 4.4.1(ii) for the transition strike $k=V^{\prime}\left(u_{+}^{*}\right)$. Results are all in line with expectations.

In the large correlation regime $\Re_{4}$, we find it more accurate to use Theorem 4.3 .1 and then numerically invert the price to get the corresponding forward smile (Figures 0.54 and 4.61$)$, rather than use the forward smile asymptotic in Theorem 4.4.1. As explained in Remark $1.3 .2($ vii ) the leading-order accuracy of option prices in this regime is poor and higher-order terms embed important distinctions that need to be included. This also explains the poor accuracy of the forward smile asymptotic in Theorem $\sqrt{6.4 .0}$ for the large correlation regime. As seen in the proof (Section 4.6 .6 ), the leading-order behaviour of option prices is used to line up strike domains in the BSM and Heston model and then forward smile asymptotics are matched between the models. If the leading-order behaviour is poor, then regardless of the order of the forward smile asymptotic, there will always be a mismatch between the asymptotic forms and the forward smile asymptotic will be poor. Using the approach above bypasses this effect and is extremely accurate already at first order (Figures 4.5 and 4.6 ).

In all but $\Re_{1}$, higher-order terms can approach zero or infinity as the strike approaches the critical values $\left(V^{\prime}\left(u_{+}^{*}\right)\right.$ or $\left.V^{\prime}(1)\right)$, separating the asymptotic regimes, and forward smile (and forwardstart option price) asymptotics are not continuous there (apart from the zeroth-order term), see also Remark $4.4 .2($ ii). Numerically this implies that the asymptotic formula may break down for strikes in a region around the the critical strike. Similar features were observed in Section 3.5 where degenerate asymptotics were derived for the exploding small-maturity Heston forward smile.

### 4.6 Proof of Theorems 4.3 .1 and 4.4 .1

This section is devoted to the proofs of the option price and implied volatility expansions in Theorems 4.3 .1 and 4.4 .1 . We first start (Section 4.6.$]_{1}$ ) with some preliminary results on the


Figure 4.2: Good correlation regime $\mathfrak{R}_{1}$. In (a) circles, squares and diamonds represent the zeroth-, first-and second-order asymptotics respectively and triangles represent the true forward smile. In (b) we plot the differences between the true forward smile and the asymptotic. Here $t=1, \tau=5$ and $v=0.07, \theta=0.07, \kappa=1.5, \xi=0.34, \rho=-0.25$.


Figure 4.3: Asymmetric correlation regime $\mathfrak{R}_{2}$. Here $t=1, \tau=5$ and $v=\theta=0.07$, $\rho=-0.8, \xi=0.65$ and $\kappa=1.5$, which implies $\mathrm{e}^{V^{\prime}\left(u_{+}^{*}\right) \tau} \approx 2.39$. In (a) circles, squares, diamonds and triangles represent the zeroth-, first-, second- and third-order asymptotics respectively and backwards triangles represent the true forward smile. In (b) we plot the errors.


Figure 4.4: Asymmetric correlation regime $\mathfrak{R}_{2}$. Here $t=1$ and the Heston parameters are the same as in Figure 4.3. Circles and squares represent the zeroth- and first-order asymptotic and triangles represent the true forward smile. The horizontal axis is the maturity and the strike is equal $\mathrm{e}^{V^{\prime}\left(u_{+}^{*}\right) \tau}$. In (b) we plot the errors.


Figure 4.5: Large correlation regime $\mathfrak{R}_{4}$. Here $t=0, \tau=10, v=\theta=0.07, \rho=0.5, \xi=0.6$, and $\kappa=0.1$. Circles and squares represent the zeroth- and first-order asymptotic and triangles represent the true forward smile. Further $\mathrm{e}^{V^{\prime}(1) \tau} \approx 1.06$.


Figure 4.6: Large correlation regime $\mathfrak{R}_{4}$. Here $t=0, \tau=20$ and the Heston parameters are the same as in Figure 4.5. Circles and squares represent the zeroth- and first-order asymptotic and triangles represent the true forward smile.
behaviour of the cumulant generating function of the forward process $\left(X_{\tau}^{(t)}\right)_{\tau>0}$, on which the proofs will rely. The remainder of the section is devoted to the different cases, as follows:

- Section 4.6 .2 is the easy case, namely whenever the function $V$ in (2.3.8) is strictly convex, corresponding to the behaviour $\mathcal{H}_{0}$, except at the points $V^{\prime}(0)$ and $V^{\prime}(1)$.
- In Section 4.6.3, we outline the general methodology we shall use in all other cases:
- Section 4.6 .4 tackles the cases $\mathcal{H}_{ \pm}, \widetilde{\mathcal{H}}_{ \pm}$and $\mathcal{H}_{2}$, corresponding to the function $V^{*}$ being linear;
- Section 0.6 .5 is devoted to the analysis at the points $V^{\prime}(0)$ and $V^{\prime}(1)$
- Section 4.6.6 translates the expansions for the option price into expansions for the forward implied volatility.


### 4.6.1 Forward cumulant generating function (cgf) expansion and limiting domain

For any $t \geq 0, \tau>0$, define the re-normalised cgf of $X_{\tau}^{(t)}$ and its effective domain $\mathcal{D}_{t, \tau}$ by

$$
\begin{equation*}
\Lambda_{\tau}^{(t)}(u):=\tau^{-1} \log \mathbb{E}\left(\mathrm{e}^{u X_{\tau}^{(t)}}\right), \quad \text { for all } u \in \mathcal{D}_{t, \tau}:=\left\{u \in \mathbb{R}:\left|\Lambda_{\tau}^{(t)}(u)\right|<\infty\right\} \tag{4.6.1}
\end{equation*}
$$

The Heston forward cgf was derived in Lemma [.... , from which it is straightforward to determine $\Lambda_{\tau}^{(t)}$. We recall from Proposition [2.5.] that for fixed $t \geq 0, \mathcal{D}_{t, \tau}$ converges (in the set sense) to $\mathcal{K}_{\mathrm{H}}$ defined in Table [2.l, as $\tau$ tends to infinity. Also the large-time expansion of $\Lambda_{\tau}^{(t)}$ was derived in Lemma [2.5.5.5.

### 4.6.2 The strictly convex case

Let $\bar{k}:=\sup _{a \in \mathcal{K}_{\mathrm{H}}} V^{\prime}(a)$ and $\underline{k}:=\inf _{a \in \mathcal{K}_{\mathrm{H}}} V^{\prime}(a)$. When $k \in(\underline{k}, \bar{k}) \backslash\left\{V^{\prime}(0), V^{\prime}(1)\right\}$, an analogous analysis to Theorem [2.2.4 and Propositions 2.2 .1$]$ and 2.3 .5 , essentially based on the strict convexity of $V$ on $(\underline{k}, \bar{k})$, can be carried out and we immediately obtain the following results for forward-start option prices and forward implied volatilities (hence proving Theorems 4.3.1] and 4.4.1] when $\mathcal{H}_{0}$ holds):

Lemma 4.6.1. The following expansions hold for all $k \in(\underline{k}, \bar{k}) \backslash\left\{V^{\prime}(0), V^{\prime}(1)\right\}$ as $\tau$ tends to infinity:

$$
\begin{aligned}
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+} & =\mathcal{I}\left(k, \tau, V^{\prime}(0), V^{\prime}(1), 0\right)+\frac{\phi_{0}(k, t)}{\tau^{1 / 2}} \mathrm{e}^{-\tau\left(V^{*}(k)-k\right)}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right) \\
\sigma_{t, \tau}^{2}(k \tau) & =\mathfrak{N}_{0}^{\infty}(k, t)+\frac{8 \mathfrak{N}_{0}^{\infty}(k, t)^{2}}{4 k^{2}-\mathfrak{N}_{0}^{\infty}(k, t)^{2}} \chi_{0}(k, t) \tau^{-1}+\mathcal{O}\left(\tau^{-2}\right)
\end{aligned}
$$

with $V^{*}$ given in Lemma [4.2.1, $\mathcal{I}$ and $\phi_{0}$ in (4.3.1(1) and (4.3.6), $\mathfrak{N}_{0}^{\infty}$ in (4.4.1), $\chi_{0}$ in (4.4.2) and

$$
(\underline{k}, \bar{k})= \begin{cases}\mathbb{R}, & \text { in } \Re_{1}  \tag{4.6.2}\\ \left(-\infty, V^{\prime}\left(u_{+}^{*}\right)\right), & \text { in } \mathfrak{R}_{2} \\ \left(V^{\prime}\left(u_{-}^{*}\right),+\infty\right), & \text { in } \Re_{3 a} \\ \left(V^{\prime}\left(u_{-}^{*}\right), V^{\prime}(1)\right), & \text { in } \Re_{3 b} \\ \left(-\infty, V^{\prime}(1)\right), & \text { in } \Re_{4}\end{cases}
$$

Proof. We sketch here a quick outline of the proof. For any $k \in(\underline{k}, \bar{k})$, the equation $V^{\prime}\left(q^{*}(k)\right)=k$ has a unique solution $q^{*}(k)$ by strict convexity arguments. Define the random variable $Z_{k, \tau}:=$ $\left(X_{\tau}^{(t)}-k \tau\right) / \sqrt{\tau}$; using Fourier transform methods analogous to Theorem 区.2.4 and Proposition [2.2.] the option price reads, for large enough $\tau$,

$$
\begin{aligned}
\mathbb{E}\left[\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right]^{+}= & \mathcal{I}\left(k, \tau, V^{\prime}(0), V^{\prime}(1), 0\right) \\
& +\frac{\mathrm{e}^{-\tau\left(k\left(q^{*}(k)-1\right)-V\left(q^{*}(k)\right)\right)} \mathrm{e}^{H\left(q^{*}(k)\right)}}{2 \pi} \int_{\mathbb{R}} \frac{\Phi_{\tau, k}(u) \sqrt{\tau} \mathrm{d} u}{\left[u-\mathrm{i} \sqrt{\tau}\left(q^{*}(k)-1\right)\right]\left[u-\mathrm{i} \sqrt{\tau} q^{*}(k)\right]},
\end{aligned}
$$

where $\Phi_{\tau, k}(u) \equiv \mathbb{E}^{\widetilde{\mathbb{Q}}_{k, \tau}}\left(\mathrm{e}^{\mathrm{i} u Z_{k, \tau}}\right)$ is the characteristic function of $Z_{k, \tau}$ under the new measure $\widetilde{\mathbb{Q}}_{k, \tau}$ defined by $\frac{\mathrm{d} \widetilde{\mathbb{Q}}_{k, \tau}}{\mathrm{dP}}:=\exp \left(q^{*}(k) X_{\tau}^{(t)}-\tau \Lambda_{\tau}^{(t)}\left(q^{*}(k)\right)\right.$. Using Lemma [2.5.].5, the proofs of the option price and the forward smile expansions are similar to those of Theorem [2.2.4 and Proposition 2.2 .1$]$ and Proposition 2.3.5. The exact representation of the set $(\underline{k}, \bar{k})$ follows from the definition of $\mathcal{K}_{\mathrm{H}}$ in Table $[.0$ and the properties of $V$.

### 4.6.3 Other cases: general methodology

Suppose that $\bar{k}$ (defined in Section $\overline{4.62)}$ ) is finite with $V^{\prime}(\bar{u})=\bar{k}$. We cannot define a change of measure (as in the proof of Lemma 4.6.1) by simply replacing $q^{*}(k) \equiv \bar{u}$ for $k \geq \bar{k}$ since the forward $\operatorname{cgf} \Lambda_{\tau}^{(t)}$ explodes at these points as $\tau$ tends to infinity (see Figure [.7.7). One of the objectives of the


Figure 4.7: Regime $\mathfrak{R}_{2}$ : Circles plot $u \mapsto V(u)$. Squares, diamonds and triangles plot $u \mapsto$ $V(u)+H(u) / \tau$ with $t=1$ and $\tau=2,5,10$. Heston model parameters are $v=0.07, \theta=0.07$, $\rho=-0.8, \xi=0.65$ and $\kappa=1.5$. Also $\rho_{-} \approx-0.56, u_{+}^{*} \approx 9.72$ and $u_{+} \approx 14.12$.
analysis is to understand the explosion rate of the forward cgf at these boundary points. The key observation is that just before infinity, the forward $\operatorname{cgf} \Lambda_{\tau}^{(t)}$ is still steep on $\mathcal{D}_{t, \tau}^{o}$, and an analogous measure change to the one above can be constructed. We therefore introduce the time-dependent change of measure

$$
\begin{equation*}
\frac{\mathrm{d} \mathbb{Q}_{k, \tau}}{\mathrm{~d} \mathbb{P}}:=\exp \left(q_{\tau}^{*}(k) X_{\tau}^{(t)}-\tau \Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}(k)\right)\right), \tag{4.6.3}
\end{equation*}
$$

where $q_{\tau}^{*}(k)$ is the unique solution to the equation $\partial_{u} \Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}(k)\right)=k$ for $k \geq \bar{k}$. We shall also require that there exists $\tau_{1}>0$ such that $q_{\tau}^{*}(k) \in \mathcal{K}_{\mathrm{H}}^{o}$ for all $\tau>\tau_{1}$ and $q_{\tau}^{*} \uparrow \bar{u}$; therefore Lemma [.5.15] holds, and we can ignore the exponential remainder ( $d(u)>0$ for all $u \in \mathcal{K}_{\mathrm{H}}^{o}$ ) so that the equation $\partial_{u} \Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}(k)\right)=k$ reduces to ${ }^{\text {四 }}$

$$
\begin{equation*}
V^{\prime}\left(q_{\tau}^{*}(k)\right)+\tau^{-1} H^{\prime}\left(q_{\tau}^{*}(k)\right)=k, \tag{4.6.4}
\end{equation*}
$$

where we recall the function $V$ and $H$ given in (2.3.8):

$$
V(u):=\frac{\mu}{2}(\kappa-\rho \xi u-d(u)) \quad \text { and } \quad H(u):=\frac{V(u) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} V(u)}-\mu \log \left(\frac{\kappa \theta-2 \beta_{t} V(u)}{\kappa \theta(1-\gamma(u))}\right)
$$

with $d, \beta_{t}, \mu$ and $\gamma$ defined in $(\mathbb{L} .3 .6)$ ), ([.3.4) and ( $\left.\mathbb{L} .3 .8\right)$. In the analysis below, we will also require $q_{\tau}^{*}(k)$ to solve (4.6.4) and to converge to other points in the domain (not only boundary points). This will be required to derive asymptotics under $\mathcal{H}_{0}$ for the strikes $V^{\prime}(0)$ and $V^{\prime}(1)$, where there are no moment explosion issues but rather issues with the non-existence of the limiting Fourier transform (see Section 4.6 .5 for details). We therefore make the following assumption:

Assumption 4.6.2 (Large-maturity time-dependent saddlepoint). There exists $\tau_{1}>0$ and a set $\mathcal{A} \subseteq \mathbb{R}$ such that for all $\tau>\tau_{1}$ and $k \in \mathcal{A}$, Equation (4.6.4) admits a unique solution $q_{\tau}^{*}(k)$ on $\mathcal{K}_{\mathrm{H}}^{o}$ satisfying $\lim _{\tau \uparrow \infty} q_{\tau}^{*}(k)=: q_{\infty}^{*} \in \overline{\mathcal{K}_{H}} \cap\left(u_{-}, u_{+}\right)$.

Under this assumption $\left|\Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}(k)\right)\right|$ is finite for $\tau>\tau_{1}$ and $\mathcal{K}_{\mathrm{H}}=\lim _{\tau \uparrow \infty}\left\{u \in \mathbb{R}:\left|\Lambda_{\tau}^{(t)}(u)\right|<\right.$ $\infty\}$. Also $d \mathbb{Q}_{k, \tau} / \mathrm{d} \mathbb{P}$ is almost surely strictly positive and by definition $\mathbb{E}\left[\mathrm{d} \mathbb{Q}_{k, \tau} / \mathrm{d} \mathbb{P}\right]=1$. Therefore (4.6.3) is a valid measure change for sufficiently large $\tau$ and all $k \in \mathcal{A}$.

Our next objective is to prove weak convergence of a rescaled version of the forward price process $\left(X_{\tau}^{(t)}\right)_{\tau>0}$ under this new measure. To this end define the random variable $Z_{\tau, k, \alpha}:=\left(X_{\tau}^{(t)}-k \tau\right) / \tau^{\alpha}$ for $k \in \mathcal{A}$ and some $\alpha>0$, with characteristic function $\Phi_{\tau, k, \alpha}: \mathbb{R} \rightarrow \mathbb{C}$ under $\mathbb{Q}_{k, \tau}$ :

$$
\begin{equation*}
\Phi_{\tau, k, \alpha}(u):=\mathbb{E}^{\mathbb{Q}_{k, \tau}}\left(\mathrm{e}^{\mathrm{i} u Z_{\tau, k, \alpha}}\right) . \tag{4.6.5}
\end{equation*}
$$

Define now the functions $D: \mathbb{R}_{+}^{*} \times \mathcal{A} \rightarrow \mathbb{R}$ and $F: \mathbb{R}_{+}^{*} \times \mathcal{A} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ by

$$
\begin{align*}
D(\tau, k) & :=\exp \left[-\tau\left(k\left(q_{\tau}^{*}(k)-1\right)-V\left(q_{\tau}^{*}(k)\right)\right)+H\left(q_{\tau}^{*}(k)\right)\right] \\
F(\tau, k, \alpha) & :=\frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)} \mathrm{d} u \tag{4.6.6}
\end{align*}
$$

[^5]where $C_{\tau, k, \alpha}: \mathbb{R} \rightarrow \mathbb{C}$ is given by
\[

$$
\begin{equation*}
C_{\tau, k, \alpha}(u):=\frac{\tau^{\alpha}}{\left(u+\mathbf{i} \tau^{\alpha}\left(q_{\tau}^{*}-1\right)\right)\left(u+\mathbf{i} \tau^{\alpha} q_{\tau}^{*}\right)} \tag{4.6.7}
\end{equation*}
$$

\]

and $\overline{C_{\tau, k, \alpha}(u)}$ denotes the complex conjugate of $C_{\tau, k, \alpha}$, namely:

$$
\begin{equation*}
\overline{C_{\tau, k, \alpha}(u)}=\frac{\tau^{\alpha}}{\left(u-\mathrm{i} \tau^{\alpha}\left(q_{\tau}^{*}-1\right)\right)\left(u-\mathrm{i} \tau^{\alpha} q_{\tau}^{*}\right)} \tag{4.6.8}
\end{equation*}
$$

The main result here is an asymptotic representation for forward-start option prices:
Lemma 4.6.3. Under Assumption 4.6.2, there exists $\beta>0$ such that for all $k \in \mathcal{A}$, as $\tau \uparrow \infty$ :

$$
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+}= \begin{cases}D(\tau, k) F(\tau, k, \alpha)\left(1+\mathcal{O}\left(\mathrm{e}^{-\beta \tau}\right)\right), & \text { if } q_{\tau}^{*}(k)>1  \tag{4.6.9}\\ \left(1-\mathrm{e}^{k \tau}\right)+D(\tau, k) F(\tau, k, \alpha)\left(1+\mathcal{O}\left(\mathrm{e}^{-\beta \tau}\right)\right), & \text { if } q_{\tau}^{*}(k)<0 \\ 1+D(\tau, k) F(\tau, k, \alpha)\left(1+\mathcal{O}\left(\mathrm{e}^{-\beta \tau}\right)\right), & \text { if } 0<q_{\tau}^{*}(k)<1\end{cases}
$$

The proof of Lemma 0.6 .3 relies on the inverse Fourier representation given in Lemma 0.6 .5 below. In order to prove this representation we first need to show that the integrand in the righthand side of Equality (4.6.T) belongs to $L^{1}(\mathbb{R})$ (and hence the integral is well defined), which is the purpose of the following lemma:

Lemma 4.6.4. There exists $\tau_{0}^{*}>0$ such that $\int_{\mathbb{R}}\left|\Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)}\right| \mathrm{d} u<\infty$ for all $\tau>\tau_{0}^{*}, k \in \mathcal{A}$, $q_{\tau}^{*}(k) \notin\{0,1\}$.

Proof. We compute:

$$
\begin{align*}
\int_{\mathbb{R}}\left|\Phi_{\tau, k}(u) \overline{C_{\tau, k, \alpha}(u)}\right| \mathrm{d} u & =\int_{|u| \leq \tau^{\alpha}}\left|\Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)}\right| \mathrm{d} u+\int_{|u|>\tau^{\alpha}}\left|\Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)}\right| \mathrm{d} u \\
& \leq \frac{\tau^{-\alpha}}{\left|q_{\tau}^{*}(k)\left(q_{\tau}^{*}(k)-1\right)\right|} \int_{|u| \leq \tau^{\alpha}}\left|\Phi_{\tau, k, \alpha}(u)\right| \mathrm{d} u+\int_{|u|>1} \frac{\mathrm{~d} u}{u^{2}} \tag{4.6.10}
\end{align*}
$$

where the inequality follows from the simple bounds

$$
\left|\overline{C_{\tau, k, \alpha}(u)}\right| \leq \frac{\tau^{-\alpha}}{\left|q_{\tau}^{*}(k)\left(q_{\tau}^{*}(k)-1\right)\right|}, \text { for all }|u| \leq \tau^{\alpha} \quad \text { and } \quad\left|\overline{C_{\tau, k, \alpha}(u)}\right| \leq \frac{\tau^{\alpha}}{u^{2}}
$$

Finally (4.6.10) is finite since $q_{\tau}^{*}(k) \neq 1, q_{\tau}^{*}(k) \neq 0$ and $\left|\Phi_{\tau, k, \alpha}\right| \leq 1$.
We denote the convolution of two functions $f, h \in L^{1}(\mathbb{R})$ by $(f * g)(x):=\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y$, and recall that $(f * g) \in L^{1}(\mathbb{R})$. For such functions, we denote the Fourier transform by $(\mathcal{F} f)(u):=$ $\int_{\mathbb{R}} \mathrm{e}^{\mathrm{i} u x} f(x) \mathrm{d} x$ and the inverse Fourier transform by $\left(\mathcal{F}^{-1} h\right)(x):=\frac{1}{2 \pi} \int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} u x} h(u) \mathrm{d} u$. For $j=$ $1,2,3$, let us define the functions $g_{j}: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$by

$$
g_{j}(x, y):= \begin{cases}(x-y)^{+}, & \text {if } j=1 \\ (y-x)^{+}, & \text {if } j=2 \\ \min (x, y), & \text { if } j=3\end{cases}
$$

and define $\widetilde{g}_{j}: \mathbb{R} \rightarrow \mathbb{R}_{+}$by $\widetilde{g}_{j}(z):=\exp \left(-q_{\tau}^{*}(k) z \tau^{\alpha}\right) g_{j}\left(\mathrm{e}^{z \tau^{\alpha}}, 1\right)$. Recall the $\mathbb{Q}_{k, \tau}$-measure defined in ( 4.6 .3$]$ ) and the random variable $Z_{k, \tau, \alpha}$ defined on page [2.9. We now have the following result:

Lemma 4.6.5. There exists $\tau_{1}^{*}>0$ such that for all $k \in \mathcal{A}$ and $\tau>\tau_{1}^{*}$ :

$$
\mathbb{E}^{\mathbb{Q}_{k, \tau}}\left[\widetilde{g}_{j}\left(Z_{k, \tau, \alpha}\right)\right]= \begin{cases}\frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)} \mathrm{d} u, & \text { if } j=1, q_{\tau}^{*}(k)>1,  \tag{4.6.11}\\ \frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)} \mathrm{d} u, & \text { if } j=2, q_{\tau}^{*}(k)<0 \\ -\frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)} \mathrm{d} u, & \text { if } j=3,0<q_{\tau}^{*}(k)<1\end{cases}
$$

Proof. Assuming (for now) that $\widetilde{g}_{j} \in L^{1}(\mathbb{R})$, we have for any $u \in \mathbb{R}$,

$$
\left(\mathcal{F} \widetilde{g}_{j}\right)(u):=\int_{\mathbb{R}} \widetilde{g}_{j}(z) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z
$$

for $j=1,2,3$. For $j=1$ we can write

$$
\int_{0}^{\infty} \mathrm{e}^{-q_{\tau}^{*} z \tau^{\alpha}}\left(\mathrm{e}^{z \tau^{\alpha}}-1\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z=\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}+\tau^{\alpha}\right)}}{\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}+\tau^{\alpha}\right)}\right]_{0}^{\infty}-\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}\right)}}{\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}\right)}\right]_{0}^{\infty}=C_{\tau, k, \alpha}(u),
$$

which is valid for $q_{\tau}^{*}(k)>1$ with $C_{\tau, k, \alpha}$ in (4.6.7). For $j=2$ we can write

$$
\int_{-\infty}^{0} \mathrm{e}^{-q_{\tau}^{*} z \tau^{\alpha}}\left(1-\mathrm{e}^{z \tau^{\alpha}}\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z=\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}\right)}}{\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}\right)}\right]_{-\infty}^{0}-\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}+\tau^{\alpha}\right)}}{\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}+\tau^{\alpha}\right)}\right]_{-\infty}^{0}=C_{\tau, k, \alpha}(u)
$$

which is valid for $q_{\tau}^{*}(k)<0$. Finally, for $j=3$ we have

$$
\begin{aligned}
\int_{\mathbb{R}} \mathrm{e}^{-q_{\tau}^{*} z \tau^{\alpha}}\left(\mathrm{e}^{z \tau^{\alpha}} \wedge 1\right) \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z & =\int_{-\infty}^{0} \mathrm{e}^{-q_{\tau}^{*} z \tau^{\alpha}} \mathrm{e}^{z \tau^{\alpha}} \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z+\int_{0}^{\infty} \mathrm{e}^{-q_{\tau}^{*} z \tau^{\alpha}} \mathrm{e}^{\mathrm{i} u z} \mathrm{~d} z \\
& =\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}+\tau^{\alpha}\right)}}{\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}+\tau^{\alpha}\right)}\right]_{-\infty}^{0}+\left[\frac{\mathrm{e}^{z\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}\right)}}{\left(\mathrm{i} u-q_{\tau}^{*} \tau^{\alpha}\right)}\right]_{0}^{\infty}=-C_{\tau, k, \alpha}(u),
\end{aligned}
$$

which is valid for $0<q_{\tau}^{*}(k)<1$. From the definition of the $\mathbb{Q}_{k, \tau}$-measure in (4.6.3) and the random variable $Z_{k, \tau, \alpha}$ on page ए29 we have

$$
\mathbb{E}^{\mathbb{Q}_{k, \tau}}\left[\widetilde{g}_{j}\left(Z_{\tau, k, \alpha}\right)\right]=\int_{\mathbb{R}} r_{j}\left(k \tau^{1-\alpha}-y\right) p(y) \mathrm{d} y=\left(r_{j} * p\right)\left(k \tau^{1-\alpha}\right),
$$

with $r_{j}(z) \equiv \widetilde{g}_{j}(-z)$ and $p$ denoting the density of $X_{\tau}^{(t)} \tau^{-\alpha}$. On the strips of regularity derived above we know there exists $\tau_{0}>0$ such that $r_{j} \in L^{1}(\mathbb{R})$ for $\tau>\tau_{0}$. Since $p$ is a density, $p \in L^{1}(\mathbb{R})$, and therefore

$$
\begin{equation*}
\mathcal{F}\left(r_{j} * p\right)(u)=\mathcal{F} r_{j}(u) \mathcal{F} p(u) \tag{4.6.12}
\end{equation*}
$$

We note that $\mathcal{F} r_{j}(u) \equiv \mathcal{F} \widetilde{\mathcal{g}}_{j}(-u) \equiv \overline{\mathcal{F} \widetilde{g}_{j}(u)}$ and hence

$$
\begin{equation*}
\mathcal{F} r_{j}(u) \mathcal{F} p(u) \equiv \mathrm{e}^{\mathrm{i} u k \tau^{1-\alpha}} \Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)} \tag{4.6.13}
\end{equation*}
$$

Thus by Lemma 4.6 .4 there exists $\tau_{1}>0$ such that $\mathcal{F} r_{j} \mathcal{F} p \in L^{1}(\mathbb{R})$ for $\tau>\tau_{1}$. By the inversion theorem [1.37, Theorem 9.11] this then implies from (4.6.2]) and (4....3) that for $\tau>\max \left(\tau_{0}, \tau_{1}\right)$ :

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}_{k, \varepsilon}\left[\widetilde{g}_{j}\left(Z_{\tau, k, \alpha}\right)\right]} & =\left(r_{j} * p\right)\left(k \tau^{1-\alpha}\right)=\mathcal{F}^{-1}\left(\mathcal{F} r_{j}(u) \mathcal{F} p(u)\right)\left(k \tau^{1-\alpha}\right) \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} u k \tau^{1-\alpha}} \mathcal{F} r_{j}(u) \mathcal{F} p(u) \mathrm{d} u=\frac{1}{2 \pi} \int_{\mathbb{R}} \Phi_{\tau, k, \alpha}(u) \overline{C_{\tau, k, \alpha}(u)} \mathrm{d} u
\end{aligned}
$$

We now move onto the proof of Lemma 4．6．3］．We use our time－dependent change of measure defined in（ 4.6 .3$)$ to write our forward－start option price for $j=1,2,3$ as

$$
\mathbb{E}\left(g_{j}\left(\mathrm{e}^{X_{\tau}^{(t)}}, \mathrm{e}^{k \tau}\right)\right)=\mathrm{e}^{-\tau\left[k q_{\tau}^{*}(k)-\Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}(k)\right)\right]} \mathrm{e}^{k \tau} \mathbb{E}^{\mathbb{Q}_{k, \tau}}\left[\widetilde{g}_{j}\left(Z_{\tau, k, \alpha}\right)\right]
$$

with $Z_{\tau, k, \alpha}$ defined on page［29．We now apply Lemma 4.6 .5 and then convert to forward－start call option prices using Put－Call parity and that in the Heston model $\left(\mathrm{e}^{X_{t}}\right)_{t \geq 0}$ is a true martingale［5， Proposition 2．5］．Finally the expansion for $\exp \left(-\tau\left(k\left(q_{\tau}^{*}(k)-1\right)-\Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}(k)\right)\right)\right)$ follows from Lemma 2．5．15．

Finally，to end the section，we shall also need the following result on the behaviour of the characteristic function of $Z_{\tau, k, \alpha}$ ：

Lemma 4．6．6．Under Assumption 4．6．2 there exists $\beta>0$ such that for any $k \in \mathcal{A}$ as $\tau \uparrow \infty$ ：

$$
\Phi_{\tau, k, \alpha}(u)=\mathrm{e}^{-\mathrm{i} u k \tau^{1-\alpha}+\tau\left(V\left(\mathrm{i} u \tau^{-\alpha}+q_{\tau}^{*}\right)-V\left(q_{\tau}^{*}\right)\right)+H\left(\mathrm{i} u \tau^{-\alpha}+q_{\tau}^{*}\right)-H\left(q_{\tau}^{*}\right)}\left(1+\mathcal{O}\left(\mathrm{e}^{-\beta \tau}\right)\right)
$$

where the remainder is uniform in $u$ ．
Proof．Fix $k \in \mathcal{A}$ ．Analogous arguments to Appendix $⿴ 囗 十$ yield that $\Re d\left(i u \tau^{-\alpha}+a\right)>d(a)$ for any $a \in \mathcal{K}_{\mathrm{H}}^{o}$ ．Assumption 4.6 .2 implies that for all $\tau>\tau_{1}, \Re d\left(\mathrm{i} u \tau^{-\alpha}+q_{\tau}^{*}(k)\right)>d\left(q_{\tau}^{*}(k)\right)$ ．It also implies that $q_{\infty}^{*}<u_{+}$，and hence there exists $\delta>0$ and $\tau_{2}>0$ such that $q_{\tau}^{*}(k)<u_{+}-\delta$ for all $\tau>\tau_{2}$ ．Now，since $d$ is strictly positive and concave on $\left(u_{-}, u_{+}\right)$and $d\left(u_{-}\right)=d\left(u_{+}\right)=0$ ，we obtain $d\left(q_{\tau}^{*}(k)\right)>d\left(u_{+}-\delta\right)>0$ ．This implies that the quantities $\left.\mathcal{O}\left(\exp \left[-d\left(\frac{\mathrm{i} u}{\tau^{\alpha}}+q_{\tau}^{*}(k)\right)\right) \tau\right]\right)$ and $\mathcal{O}\left(\mathrm{e}^{-d\left(q_{\tau}^{*}(k)\right) \tau}\right)$ are all equal to $\mathcal{O}\left(\mathrm{e}^{-d\left(u_{+}-\delta\right) \tau}\right)$ for all $k \in \mathcal{A}$ ．Using the definition of $Z_{\tau, k, \alpha}$ ， the change of measure（ 4.6 .3 ）and Lemma［2．5．5．5，we can write

$$
\begin{aligned}
\log \Phi_{\tau, k, \alpha}(u)= & \log \mathbb{E}^{\mathbb{Q}_{k, \tau}}\left[\mathrm{e}^{\mathrm{i} u Z_{\tau, k, \alpha}}\right]=\log \mathbb{E}\left[\exp \left(q_{\tau}^{*} X_{\tau}-\tau \Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}\right)+\frac{\mathbf{i} u}{\tau^{\alpha}}\left(X_{\tau}-k \tau\right)\right)\right] \\
= & -\mathbf{i} u k \tau^{1-\alpha}+\tau\left(\Lambda_{\tau}^{(t)}\left(\mathbf{i} u / \tau^{\alpha}+q_{\tau}^{*}\right)-\Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}\right)\right) \\
= & -\frac{\mathbf{i} u k}{\tau^{\alpha-1}}+\tau\left[V\left(\frac{\mathbf{i} u}{\tau^{\alpha}}+q_{\tau}^{*}\right)-V\left(q_{\tau}^{*}\right)\right]+H\left(\frac{\mathbf{i} u}{\tau^{\alpha}}+q_{\tau}^{*}\right)-H\left(q_{\tau}^{*}\right) \\
& \quad+\mathcal{O}\left[\mathrm{e}^{-d\left(\mathrm{i} u \tau^{-\alpha}+q_{\tau}^{*}\right) \tau}\right]-\mathcal{O}\left(\mathrm{e}^{-d\left(q_{\tau}^{*}\right) \tau}\right) \\
=- & \mathbf{i} u k \tau^{1-\alpha}+\tau\left(V\left(\mathbf{i} u / \tau^{\alpha}+q_{\tau}^{*}\right)-V\left(q_{\tau}^{*}\right)\right)+H\left(\mathbf{i} u / \tau^{\alpha}+q_{\tau}^{*}\right)-H\left(q_{\tau}^{*}\right) \\
& +\mathcal{O}\left(\mathrm{e}^{-d\left(u_{+}-\delta\right) \tau}\right)
\end{aligned}
$$

Since $d\left(u_{+}-\delta\right)>0$ the remainder tends to zero exponentially fast as $\tau$ tends to infinity．The uniformity of the remainder follows from tedious，yet non－technical，computations showing that the absolute value of the difference between $\Phi_{\tau, k, \alpha}(u)$ and its approximation is bounded by a constant independent of $u$ as $\tau$ tends to infinity（see Appendix $\mathbb{Z}$ ）．

## 4．6．4 Asymptotics in the case of extreme limiting moment explosions

We consider now the cases $\mathcal{H}_{ \pm}, \widetilde{\mathcal{H}}_{ \pm}$and $\mathcal{H}_{2}$ ，corresponding to the rate function $V^{*}$ being linear．

Lemma 4.6.7. Assumption 4.6 .2 is verified in the following cases:
(i) $\mathfrak{R}_{2}$ with $\mathcal{A}=\left[V^{\prime}\left(u_{+}^{*}\right), \infty\right)$ and $q_{\infty}^{*}=u_{+}^{*}$;
(ii) $\mathfrak{R}_{3 a}$ and $\mathfrak{R}_{3 b}$ with $\mathcal{A}=\left(-\infty, V^{\prime}\left(u_{-}^{*}\right)\right]$ and $q_{\infty}^{*}=u_{-}^{*}$.
(iii) $\mathfrak{\Re}_{3 b}$ and $\mathfrak{R}_{4}$ with $\mathcal{A}=\left(V^{\prime}(1), \infty\right]$ and $q_{\infty}^{*}=1$.

Proof. Consider Case (i) and re-write (4.6.4) as $H^{\prime}\left(q_{\tau}^{*}(k)\right) / \tau=k-V^{\prime}\left(q_{\tau}^{*}(k)\right)$. Let $k \geq V^{\prime}\left(u_{+}^{*}\right)$; since $V$ is strictly convex on $\left(u_{-}, u_{+}\right)$, we have $H^{\prime}\left(q_{\tau}^{*}(k)\right) / \tau=k-V^{\prime}\left(q_{\tau}^{*}(k)\right) \geq V^{\prime}\left(u_{+}^{*}\right)-V^{\prime}\left(q_{\tau}^{*}(k)\right)>0$. We now show that $H^{\prime}$ has the necessary properties to prove the lemma. The following statements can be proven in a tedious yet straightforward manner (Figure 4.8 provides a visual help):
(i) There exists a $\bar{u} \in\left(0, u_{+}^{*}\right)$ such that $H^{\prime}(\bar{u})=0$;
(ii) $H^{\prime}:\left(\bar{u}, u_{+}^{*}\right) \rightarrow \mathbb{R}$ is strictly increasing and tends to infinity at $u_{+}^{*}$.

Therefore (i) and (ii) imply that a unique solution to (4.6.4) exists satisfying the conditions of the lemma with $q_{\tau}^{*}(k) \in\left(\bar{u}, u_{+}^{*}\right)$. Let $\tau_{2}>\tau_{1}$ and suppose that $q_{\tau_{2}}^{*}<q_{\tau_{1}}^{*}$. Since the function $H^{\prime}$ is strictly increasing and positive on $\left(\bar{u}, u_{+}^{*}\right)$ this implies that $H^{\prime}\left(q_{\tau_{2}}^{*}\right) / \tau_{2}<H^{\prime}\left(q_{\tau_{1}}^{*}\right) / \tau_{2}$ and using (4.6.4) we see that $k-V^{\prime}\left(q_{\tau_{2}}^{*}\right)<\tau_{1}\left(k-V^{\prime}\left(q_{\tau_{1}}^{*}\right)\right) / \tau_{2}<k-V^{\prime}\left(q_{\tau_{1}}^{*}\right)$ and so $V^{\prime}\left(q_{\tau_{1}}^{*}\right)<V^{\prime}\left(q_{\tau_{2}}^{*}\right)$. The strict convexity of $V$ then implies that $q_{\tau_{1}}^{*}<q_{\tau_{2}}^{*}$ which contradicts our assumption that $q_{\tau_{2}}^{*}<q_{\tau_{1}}^{*}$. Hence $q_{\tau}^{*}(k)$ is strictly increasing and bounded above by $u_{+}^{*}$, and therefore converges to a limit $L \in\left[\bar{u}, u_{+}^{*}\right]$. If $L \in\left[\bar{u}, u_{+}^{*}\right)$, then the continuity of $V^{\prime}$ and $H^{\prime}$ and the strict convexity of $V$ implies that $\lim _{\tau \uparrow \infty} V^{\prime}\left(q_{\tau}^{*}(k)\right)+H^{\prime}\left(q_{\tau}^{*}(k)\right) / \tau=V^{\prime}(L)<V^{\prime}\left(u_{+}^{*}\right) \leq k$, which is a contradiction. Therefore $L=u_{+}^{*}$, which proves Case (i). Cases (ii) and (iii) are analogous, and the lemma follows.


Figure 4.8: Plot of $u \mapsto H^{\prime}(u) / \tau$ for different values of $\tau$. Circles, Squares and diamonds represent $\tau=2,5,10$. In (a) $u \in(-1.05,9.72)$ and in (b) $u \in(0,1)$. The Heston parameters are $v=0.07$, $\theta=0.07, \rho=-0.8, \xi=0.65$ and $\kappa=1.5$. Also $t=1, \rho_{-}=-0.56, u_{+}^{*}=9.72$ and $u_{-}=-1.05$.

In the following lemma we derive an asymptotic expansion for $q_{\tau}^{*}(k)$. This key result will allow us to derive asymptotics for the characteristic function $\Phi_{\tau, k, \alpha}$ as well as other auxiliary quantities needed in the analysis.

Lemma 4.6.8. The following expansions hold for $q_{\tau}^{*}(k)$ as $\tau$ tends to infinity ( $\mu$ defined in ( $\left.\mathbb{L} .3 .4\right)$ ):
(i) In Regimes $\mathfrak{R}_{2}, \Re_{3 a}$ and $\Re_{3 b}$,
(a) under $\mathcal{H}_{ \pm}: q_{\tau}^{*}(k)=u_{ \pm}^{*}+a_{1}^{ \pm}(k) \tau^{-1 / 2}+a_{2}^{ \pm}(k) \tau^{-1}+\mathcal{O}\left(\tau^{-3 / 2}\right)$;
(b) under $\widetilde{\mathcal{H}}_{ \pm}: q_{\tau}^{*}(k)=u_{ \pm}^{*}+\widetilde{a}_{1}^{ \pm} \tau^{-1 / 3}+\widetilde{a}_{2}^{ \pm} \tau^{-2 / 3}+\mathcal{O}\left(\tau^{-1}\right)$;
(ii) In Regimes $\mathfrak{R}_{3 b}$ and $\mathfrak{R}_{4}$,
(a) For $k>V^{\prime}(1): q_{\tau}^{*}(k)=1-\frac{\mu}{\left(k-V^{\prime}(1)\right)} \tau^{-1}+\mathcal{O}\left(\tau^{-2}\right)$;
(b) For $k=V^{\prime}(1): q_{\tau}^{*}(k)=1-\tau^{-1 / 2} \sqrt{\frac{\mu}{V^{\prime \prime}(1)}}+\mathcal{O}\left(\tau^{-1}\right)$,
with $a_{1}^{ \pm}, a_{2}^{ \pm}$and $a_{3}^{ \pm}$defined in ([..3..1) and $u_{ \pm}^{*}$ in (2.3.61).
Proof. Consider Regime $\mathfrak{R}_{2}$ when $\mathcal{H}_{+}$is in force, i.e. $k>V^{\prime}\left(u_{+}^{*}\right)$, and fix such a $k$. Existence and uniqueness was proved in Lemma 4.6 .7 and so we assume the result as an ansatz. This implies the following asymptotics as $\tau$ tends to infinity:

$$
\left\{\begin{align*}
V\left(q_{\tau}^{*}(k)\right) & =V\left(u_{+}^{*}\right)+\frac{a_{1} V^{\prime}\left(u_{+}^{*}\right)}{\sqrt{\tau}}+\left(\frac{a_{1}^{2} V^{\prime \prime}\left(u_{+}^{*}\right)}{2}+a_{2} V^{\prime}\left(u_{+}^{*}\right)\right) \frac{1}{\tau}+\mathcal{O}\left(\frac{1}{\tau^{3 / 2}}\right), \\
V^{\prime}\left(q_{\tau}^{*}(k)\right) & =V^{\prime}\left(u_{+}^{*}\right)+\frac{a_{1} V^{\prime \prime}\left(u_{+}^{*}\right)}{\sqrt{\tau}}+\left(\frac{a_{1}^{2} V^{\prime \prime \prime}\left(u_{+}^{*}\right)}{2}+a_{2} V^{\prime \prime}\left(u_{+}^{*}\right)\right) \frac{1}{\tau}+\mathcal{O}\left(\frac{1}{\tau^{3 / 2}}\right),  \tag{4.6.14}\\
\gamma\left(q_{\tau}^{*}(k)\right) & =\gamma\left(u_{+}^{*}\right)+\frac{a_{1} \gamma^{\prime}\left(u_{+}^{*}\right)}{\sqrt{\tau}}+\left(\frac{a_{1}^{2} \gamma^{\prime \prime}\left(u_{+}^{*}\right)}{2}+a_{2} \gamma^{\prime}\left(u_{+}^{*}\right)\right) \frac{1}{\tau}+\mathcal{O}\left(\frac{1}{\tau^{3 / 2}}\right) \\
\gamma^{\prime}\left(q_{\tau}^{*}(k)\right) & =\gamma^{\prime}\left(u_{+}^{*}\right)+\frac{a_{1} \gamma^{\prime \prime}\left(u_{+}^{*}\right)}{\sqrt{\tau}}+\left(\frac{a_{1}^{2} \gamma^{\prime \prime \prime}\left(u_{+}^{*}\right)}{2}+a_{2} \gamma^{\prime \prime}\left(u_{+}^{*}\right)\right) \frac{1}{\tau}+\mathcal{O}\left(\frac{1}{\tau^{3 / 2}}\right)
\end{align*}\right.
$$

We substitute this into (4.6.4) and solve at each order. At the $\tau^{-1 / 2}$ order we obtain

$$
a_{1}^{+}(k)= \pm \frac{\mathrm{e}^{-\kappa t / 2}}{2 \beta_{t}} \sqrt{\frac{\kappa \theta v}{V^{\prime}\left(u_{+}^{*}\right)\left(k-V^{\prime}\left(u_{+}^{*}\right)\right)}}
$$

which is well defined since $k-V^{\prime}\left(u_{+}^{*}\right)>0$ and $V^{\prime}\left(u_{+}^{*}\right)>0$. We choose the negative root since we require $q_{\tau}^{*} \in\left(0, u_{+}^{*}\right) \subset \mathcal{K}_{\mathrm{H}}^{o}$ for $\tau$ large enough. In a tedious yet straightforward manner we continue the procedure and iteratively solve at each order (the next equation is linear in $a_{2}$ ) to derive the asymptotic expansion in the lemma. The other cases follow from analogous arguments.

To complete the proof (and make the ansatz approach above rigorous) we need to show the existence of this expansion for $q_{\tau}^{*}(k)$. Fix $k>V^{\prime}\left(u_{+}^{*}\right)$ and set $f_{k}(u, \tau):=V^{\prime}(u)+H^{\prime}(u) / \tau-k$. Now let $\bar{\tau}>0$. From Lemma 4.6 .7 we know that there exists a solution $q_{\bar{\tau}}^{*}(k)$ to the equation $f_{k}\left(q_{\bar{\tau}}^{*}(k), \bar{\tau}\right)=0$ and the strict convexity of $V+H / \tau$ implies $\partial_{u} f_{k}\left(q_{\bar{\tau}}^{*}(k), \bar{\tau}\right)>0$. Further, the twodimensional map $f_{k}: \mathcal{K}_{\mathrm{H}}^{o} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ is analytic. It follows by the Implicit Function Theorem [[108, Theorem 8.6, Chapter 0] that $\tau \mapsto q_{\tau}^{*}(k)$ is analytic in some neighbourhood around $\bar{\tau}$. Since this
argument holds for all $\bar{\tau}>0$, this function is also analytic on $\mathbb{R}_{+}^{*}$. Also from Lemma 0.6 .7 we know that $\lim _{\tau \nearrow \infty} q_{\tau}^{*}(k)=u_{+}^{*}$. Since we computed the Taylor series expansion consistent with this limit and the expansion is unique, it follows that $q_{\tau}^{*}(k)$ admits this representation.

We now derive asymptotic expansions for $\Phi_{\tau, k, \alpha}$. These expansions will be used in the next section to derive asymptotics for the function $F$ in (4.6.6).

Lemma 4.6.9. The following expansions hold as $\tau$ tends to infinity:
(i) In Regimes $\mathfrak{R}_{2}, \mathfrak{R}_{3 a}$ and $\mathfrak{R}_{3 b}$,
(a) under $\mathcal{H}_{ \pm}: \Phi_{\tau, k, 3 / 4}(u)=\mathrm{e}^{-\zeta_{ \pm}^{2}(k) u^{2} / 2}\left(1+\mathcal{O}\left(\tau^{-1 / 4}\right)\right)$;
(b) under $\widetilde{\mathcal{H}}_{ \pm}: \Phi_{\tau, k, 1 / 2}(u)=\mathrm{e}^{-3 V^{\prime \prime}\left(u_{ \pm}^{*}\right) u^{2} / 2}\left(1+\mathcal{O}\left(\tau^{-1 / 6}\right)\right)$;
(ii) In Regimes $\mathfrak{R}_{3 b}$ and $\mathfrak{R}_{4}$,
(a) For $k>V^{\prime}(1)$ : $\Phi_{\tau, k, 1}(u)=\mathrm{e}^{-\mathrm{i} u\left(k-V^{\prime}(1)\right)-\frac{u^{2} V^{\prime \prime}(1)}{2 \tau}}\left(1-\mathrm{i} u \frac{\left(k-V^{\prime}(1)\right)}{\mu}\right)^{-\mu}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right)$;
(b) For $k=V^{\prime}(1): \Phi_{\tau, k, 1 / 2}(u)=\mathrm{e}^{-\mathrm{i} u \sqrt{\mu V^{\prime \prime}(1)}-\frac{u^{2} V^{\prime \prime}(1)}{2}}\left(1-\mathrm{i} u \sqrt{\frac{V^{\prime \prime}(1)}{\mu}}\right)^{-\mu}\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)$, with $\Phi_{\tau, k, \alpha}$ defined in (4.6.5), $\zeta_{ \pm}^{2}$ in (4.3.2) and $\mu$ in ([.3.4).

## Remark 4.6.10.

(i) In Case (i)(a), $Z_{\tau, k, 3 / 4}$ converges weakly to a centred Gaussian with variance $\zeta_{ \pm}^{2}(k)$ when $\mathcal{H}_{ \pm}$ holds.
(ii) In Case (i)(b), $Z_{\tau, k, 1 / 2}$ converges weakly a centred Gaussian with variance $3 V^{\prime \prime}\left(u_{+}\right)$when $\widetilde{\mathcal{H}}_{ \pm}$holds.
(iii) In Case(ii)(a), $Z_{\tau, k, 1}$ converges weakly to the zero-mean random variable $\Xi-\gamma$, where $\gamma:=$ $k-V^{\prime}(1)$ and $\Xi$ is a Gamma random variable with shape parameter $\mu$ and scale parameter $\beta:=\left(k-V^{\prime}(1)\right) / \mu$. Note here that we specify the asymptotics with the Gaussian part $\exp \left(-u^{2} V^{\prime \prime}(1) /(2 \tau)\right.$ so that we can apply Lemma $\sqrt{4.6 .] 3}$ to compute large-maturity integral asymptotics later in the section.
(iv) In Case(ii)(b), $Z_{\tau, k, 1 / 2}$ converges weakly to the zero-mean random variable $\Psi+\Xi$, where $\Psi$ is Gaussian with mean $-\sqrt{\mu V^{\prime \prime}(1)}$ and variance $V^{\prime \prime}(1)$ and $\Xi$ is Gamma-distributed with shape $\mu$ and scale $\sqrt{V^{\prime \prime}(1) / \mu}$.

We now prove Case (i)(a) in Regime $\mathfrak{R}_{2}$, as the proofs in all other cases are similar. In the forthcoming analysis we will be interested in the asymptotics of the function $e_{\tau}$ defined by

$$
\begin{equation*}
e_{\tau}(k) \equiv \sqrt{\tau}\left(\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}(k)\right)\right) \tag{4.6.15}
\end{equation*}
$$

Under $\Re_{2}$, in Case (i)(a), $\left(\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)\right)$ tends to zero as $\tau$ tends to infinity, so that it is not immediately clear what happens to $e_{\tau}$ for large $\tau$. But the asymptotic behaviour of $V\left(q_{\tau}^{*}\right)$ in (4.6.14) and the definition ( 4.6 .5 ) yield the following result:

Lemma 4.6.11. Assume $\mathfrak{R}_{2}$ and $\mathcal{H}_{+}$. Then the expansion $e_{\tau}(k)=e_{0}^{+}(k)+e_{1}^{+}(k) \tau^{-1 / 2}+\mathcal{O}\left(\tau^{-1}\right)$ holds as $\tau$ tends to infinity, with $e_{0}$ and $e_{1}$ defined in (4.3.3).

Proof of Lemma 4.6.9. Consider Regime $\mathfrak{R}_{2}$ when $\mathcal{H}_{+}$is in force, i.e. $k>V^{\prime}\left(u_{+}^{*}\right)$, and fix such a $k$, and for ease of notation drop the superscripts and $k$-dependence. Lemma 1.6 .6 yields

$$
\begin{align*}
\log \Phi_{\tau, k, 3 / 4}(u)=- & \mathrm{i} u k \tau^{1 / 4}+\tau\left(V\left(\frac{\mathrm{i} u}{\tau^{3 / 4}}+q_{\tau}^{*}\right)-V\left(q_{\tau}^{*}\right)\right)+H\left(\frac{\mathrm{i} u}{\tau^{3 / 4}}+q_{\tau}^{*}\right)-H\left(q_{\tau}^{*}\right) \\
& +\mathcal{O}\left(\tau^{-1 / 4}\right) \tag{4.6.16}
\end{align*}
$$

Using Lemma 4.6.8, we have the Taylor expansion (similar to (4.6.54))

$$
\begin{equation*}
V\left(q_{\tau}^{*}+\frac{\mathrm{i} u}{\tau^{3 / 4}}\right)=\frac{\kappa \theta}{2 \beta_{t}}+\frac{a_{1} V^{\prime}}{\sqrt{\tau}}+\frac{\mathrm{i} u V^{\prime}}{\tau^{3 / 4}}+\left(\frac{V^{\prime \prime} a_{1}^{2}}{2}+V^{\prime} a_{2}\right) \frac{1}{\tau}+\frac{\mathrm{i} u a_{1} V^{\prime \prime}}{\tau^{5 / 4}}+\mathcal{O}\left(\frac{1}{\tau^{3 / 2}}\right) \tag{4.6.17}
\end{equation*}
$$

as $\tau$ tends to infinity, where $V, V^{\prime}$ and $V^{\prime \prime}$ are evaluated at $u_{+}^{*}$. Using (4.6.14) we further have

$$
\begin{align*}
V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)-V\left(q_{\tau}^{*}\right) & =\frac{\mathrm{i} u V^{\prime}\left(u_{+}^{*}\right)}{\tau^{3 / 4}}+\frac{\mathrm{i} u a_{1} V^{\prime \prime}\left(u_{+}^{*}\right)}{\tau^{5 / 4}}+\mathcal{O}\left(\frac{1}{\tau^{3 / 2}}\right)  \tag{4.6.18}\\
\gamma\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right) & =\gamma\left(u_{+}^{*}\right)+\frac{a_{1} \gamma^{\prime}\left(u_{+}^{*}\right)}{\sqrt{\tau}}+\frac{\mathrm{i} u \gamma^{\prime}\left(u_{+}^{*}\right)}{\tau^{3 / 4}}+\mathcal{O}\left(\frac{1}{\tau}\right) \tag{4.6.19}
\end{align*}
$$

with $\gamma$ defined in (几.3.8). We now study the behaviour of $H\left(\mathrm{i} u / \tau^{3 / 4}+q_{\tau}^{*}\right)$, where $H$ is defined in (‥3.8). Using Lemma $\mathbb{\boxed { 4 } . 6 . 1 1}$ and the expansion (4.6.18) for large $\tau$, we first note that

$$
\begin{equation*}
e_{\tau}-2 \beta_{t} \sqrt{\tau}\left[V\left(q_{\tau}^{*}+\frac{\mathrm{i} u}{\tau^{3 / 4}}\right)-V\left(q_{\tau}^{*}\right)\right]=e_{0}-\frac{2 \beta_{t} \mathrm{i} u V^{\prime}}{\tau^{1 / 4}}+\frac{e_{1}}{\sqrt{\tau}}-\frac{2 \beta_{t} \mathrm{i} u a_{1} V^{\prime \prime}}{\tau^{3 / 4}}+\mathcal{O}\left(\frac{1}{\tau}\right) \tag{4.6.20}
\end{equation*}
$$

with $e_{\tau}$ defined in (4.6.5.5). Together with (4.6.工7), this implies

$$
\begin{align*}
\frac{v \mathrm{e}^{-\kappa t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}= & \frac{\sqrt{\tau} v \mathrm{e}^{-\kappa t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{e_{\tau}-2 \beta_{t} \sqrt{\tau}\left(V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)-V\left(q_{\tau}^{*}\right)\right)} \\
= & \frac{\kappa \theta v \mathrm{e}^{-\kappa t} \sqrt{\tau}}{2 e_{0} \beta_{t}}+\frac{\mathrm{i} \kappa \theta u v e^{-\kappa t} V^{\prime} \tau^{1 / 4}}{e_{0}^{2}}+v \mathrm{e}^{-\kappa t}\left(\frac{a_{1} V^{\prime}}{e_{0}}-\frac{e_{1} \kappa \theta}{2 e_{0}^{2} \beta_{t}}\right) \\
& -\frac{\zeta_{+}^{2} u^{2}}{2}+\mathcal{O}\left(\frac{1}{\tau^{1 / 4}}\right) \tag{4.6.21}
\end{align*}
$$

with $\zeta_{+}$defined in (4.3.2). Substituting $e_{0}$ in (4.3.3) into the second term in (4.6.21) we find

$$
\begin{equation*}
\frac{\mathrm{i} \kappa \theta u v e^{-\kappa t} V^{\prime}}{e_{0}^{2}}=\mathrm{i} u\left(k-V^{\prime}\right) . \tag{4.6.22}
\end{equation*}
$$

Following a similar procedure using $e_{\tau}$ we establish for large $\tau$ that

$$
\begin{equation*}
\frac{v \mathrm{e}^{-\kappa t} V\left(q_{\tau}^{*}\right)}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}=\frac{\kappa \theta v \mathrm{e}^{-\kappa t} \sqrt{\tau}}{2 e_{0} \beta_{t}}+v \mathrm{e}^{-\kappa t}\left(\frac{a_{1} V^{\prime}}{e_{0}}-\frac{e_{1} \kappa \theta}{2 e_{0}^{2} \beta_{t}}\right)+\mathcal{O}\left(\frac{1}{\sqrt{\tau}}\right) \tag{4.6.23}
\end{equation*}
$$

and combining ( 4.6 .21 ), ( 4.6 .22$)$ and ( 4.6 .23$]$ ) we find that

$$
\begin{equation*}
\frac{V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}-\frac{V\left(q_{\tau}^{*}\right) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}=\mathrm{i} u\left(k-V^{\prime}\right) \tau^{1 / 4}-\frac{\zeta_{+}^{2} u^{2}}{2}+\mathcal{O}\left(\frac{1}{\tau^{1 / 4}}\right) \tag{4.6.24}
\end{equation*}
$$

We now analyse the second term of $\exp \left(H\left(\mathrm{i} u / \tau^{3 / 4}+q_{\tau}^{*}\right)-H\left(q_{\tau}^{*}\right)\right)$. We first re-write this term as ( $\mu$ defined in ([.3.4) and $\gamma$ in ([..3.8) $)$

$$
\begin{aligned}
& \exp \left(-\mu \log \left(\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{\kappa \theta\left(1-\gamma\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)\right)}\right)+\mu \log \left(\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}{\kappa \theta\left(1-\gamma\left(q_{\tau}^{*}\right)\right)}\right)\right) \\
& =\left(\left(\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}\right)\left(\frac{1-\gamma\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{1-\gamma\left(q_{\tau}^{*}\right)}\right)^{-1}\right)^{-\mu}
\end{aligned}
$$

and deal with each of the multiplicative terms separately. For the first term we re-write it as

$$
\begin{equation*}
\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}=\frac{e_{\tau}-2 \beta_{t} \sqrt{\tau}\left(V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)-V\left(q_{\tau}^{*}\right)\right)}{e_{\tau}} \tag{4.6.25}
\end{equation*}
$$

and then we use the asymptotics of $e_{\tau}$ in Lemma $4.6 . \square 1$ and equation ( $4.6 .2 \pi$ ) to find that as $\tau$ tends to infinity,

$$
\begin{equation*}
\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}=1+\mathcal{O}\left(\frac{1}{\tau^{1 / 4}}\right) \tag{4.6.26}
\end{equation*}
$$

For the second term we use the asymptotics in (4.6.14) and (4.6.19) to find that for large $\tau$

$$
\left(\frac{1-\gamma\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)}{1-\gamma\left(q_{\tau}^{*}\right)}\right)^{-1}=\left(\frac{1-\left(\gamma+a_{1} \gamma^{\prime} / \sqrt{\tau}+\mathrm{i} u \gamma^{\prime} / \tau^{3 / 4}+\mathcal{O}(1 / \tau)\right)}{1-\left(\gamma+a_{1} \gamma^{\prime} / \sqrt{\tau}+\mathcal{O}(1 / \tau)\right)}\right)^{-1}=1+\mathcal{O}\left(1 / \tau^{3 / 4}\right)
$$

It then follows that for the second term of $\exp \left(H\left(\mathbf{i} u / \tau^{3 / 4}+q_{\tau}^{*}\right)-H\left(q_{\tau}^{*}\right)\right)$ that for large $\tau$ we have

$$
\begin{equation*}
\exp \left(-\mu \log \left(\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}+\mathbf{i} u / \psi_{\tau}\right)}{\kappa \theta\left(1-\gamma\left(q_{\tau}^{*}+\mathbf{i} u / \psi_{\tau}\right)\right)}\right)+\mu \log \left(\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}{\kappa \theta\left(1-\gamma\left(q_{\tau}^{*}\right)\right)}\right)\right)=1+\mathcal{O}\left(\frac{1}{\tau^{1 / 4}}\right) \tag{4.6.27}
\end{equation*}
$$

Further as $\tau$ tends to infinity, the equality (4.6.18) implies

$$
\begin{equation*}
\tau\left(V\left(q_{\tau}^{*}+\mathrm{i} u / \tau^{3 / 4}\right)-V\left(q_{\tau}^{*}\right)\right)=\mathrm{i} u V^{\prime}\left(q^{*}\right) \tau^{1 / 4}+\mathcal{O}\left(\tau^{-1 / 4}\right) \tag{4.6.28}
\end{equation*}
$$

Combining (4.6.24), (4.6.27) and (4.6.28) into (4.6.16) completes the proof.
In order to derive complete asymptotic expansions we still need to derive expansions for $D$ and $F$ in (4.6.6). This is the purpose of this section. We first derive an expansion for $D$ which gives the leading-order decay of large-maturity out-of-the-money options:

Lemma 4.6.12. The following expansions hold as $\tau$ tends to infinity ( $\mu$ defined in ([..3.4)) :
(i) In Regimes $\mathfrak{R}_{2}, \Re_{3 a}$ and $\Re_{3 b}$,
(a) under $\mathcal{H}_{ \pm}: D(\tau, k)=\exp \left(-\tau\left(V^{*}(k)-k\right)+\sqrt{\tau} c_{0}^{ \pm}(k)+c_{1}^{ \pm}(k)\right) \tau^{\mu / 2} c_{2}^{ \pm}(k)\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)$;
(b) under $\widetilde{\mathcal{H}}_{ \pm}: D(\tau, k)=\exp \left(-\tau\left(V^{*}(k)-k\right)+\tau^{1 / 3} c_{0}^{ \pm}+c_{1}^{ \pm}\right) \tau^{\mu / 3} c_{2}^{ \pm}\left(1+\mathcal{O}\left(\tau^{-1 / 3}\right)\right)$;
(ii) In Regimes $\mathfrak{R}_{3 b}$ and $\mathfrak{R}_{4}$,
(a) For $k>V^{\prime}(1)$ : $D(\tau, k)=\mathrm{e}^{-\tau\left(V^{*}(k)-k\right)+\mu+g_{0}}\left(\frac{2\left(k-V^{\prime}(1)\right)(\kappa-\rho \xi)^{2}}{\left(\kappa \theta-2 V(1) \beta_{t}\right)}\right)^{\mu} \tau^{\mu}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right)$;
(b) For $k=V^{\prime}(1): D(\tau, k)=\mathrm{e}^{-\tau\left(V^{*}(k)-k\right)+\mu / 2+g_{0}}\left(\frac{2(\kappa-\rho \xi)^{2} \sqrt{V^{\prime \prime}(1) \mu}}{\left(\kappa \theta-2 V(1) \beta_{t}\right)}\right)^{\mu} \tau^{\mu / 2}\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)$. where $c_{0}, c_{1}$ and $c_{2}$ in (4.3.4), $g_{0}$ in (4.3.5) and $V^{*}$ is characterised explicitly in Lemma 4.2.1.

Proof. Consider Regime $\mathfrak{R}_{2}$ in Case(i)(a) (namely when $\mathcal{H}_{+}$holds), and again for ease of notation drop the superscripts and $k$-dependence. We now use Lemma 4.6 .8 and (4.6.4) to write for large $\tau$ :

$$
\begin{align*}
\mathrm{e}^{-\tau\left(k q_{\tau}^{*}-V\left(q_{\tau}^{*}\right)\right)} & =\exp \left[-\tau\left(k u_{+}^{*}-V\left(u_{+}^{*}\right)\right)-\sqrt{\tau} a_{1}\left(k-V^{\prime}\right)+r_{0}-a_{2} k+\mathcal{O}\left(\tau^{-1 / 2}\right)\right] \\
& =\mathrm{e}^{-\tau V^{*}(k)-\sqrt{\tau} a_{1}\left(k-V^{\prime}\right)+r_{0}-a_{2} k}\left[1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right] \tag{4.6.29}
\end{align*}
$$

with $r_{0}:=\frac{1}{2} V^{\prime \prime} a_{1}^{2}+V^{\prime} a_{2}$ and where we have used the characterisation of $V^{*}$ given in Lemma l.2..ा. We now study the asymptotics of $H\left(q_{\tau}^{*}\right)$. Using the definition of $e_{\tau}$ in (4.6.5) we write

$$
\begin{align*}
\mathrm{e}^{H\left(q_{\tau}^{*}\right)} & =\exp \left(\frac{V\left(q_{\tau}^{*}\right) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}\right)\left[\frac{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}{\kappa \theta\left(1-\gamma\left(q_{\tau}^{*}\right)\right)}\right]^{-\mu} \\
& =\tau^{\frac{\mu}{2}} \exp \left(\frac{V\left(q_{\tau}^{*}\right) v \mathrm{e}^{-\kappa t}}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}\right)\left[\frac{e_{\tau}}{\kappa \theta\left(1-\gamma\left(q_{\tau}^{*}\right)\right)}\right]^{-\mu}, \tag{4.6.30}
\end{align*}
$$

and deal with each of these terms in turn. Now by ( 4.6 .2 .3$)$ we have, as $\tau$ tends to infinity,

$$
\begin{equation*}
\frac{v \mathrm{e}^{-\kappa t} V\left(q_{\tau}^{*}\right)}{\kappa \theta-2 \beta_{t} V\left(q_{\tau}^{*}\right)}=\frac{\kappa \theta v \mathrm{e}^{-\kappa t} \sqrt{\tau}}{2 e_{0} \beta_{t}}+v \mathrm{e}^{-\kappa t}\left(\frac{a_{1} V^{\prime}}{e_{0}}-\frac{e_{1} \kappa \theta}{2 e_{0}^{2} \beta_{t}}\right)+\mathcal{O}\left(\frac{1}{\sqrt{\tau}}\right) \tag{4.6.31}
\end{equation*}
$$

Using the asymptotics of $e_{\tau}$ given in Lemma 4.6.1] and those of $\gamma$ in (4.6.14) we find

$$
\begin{align*}
\left(\frac{e_{\tau}}{\kappa \theta\left(1-\gamma\left(q_{\tau}^{*}\right)\right)}\right)^{-\mu} & =\left(\frac{e_{0}+e_{1} / \sqrt{\tau}+\mathcal{O}(1 / \tau)}{\kappa \theta(1-\gamma)+\kappa \theta a_{1} \gamma^{\prime} / \sqrt{\tau}+\mathcal{O}(1 / \tau)}\right)^{-\mu} \\
& =\left(\frac{\kappa \theta(1-\gamma)}{e_{0}}\right)^{\mu}\left(1+\mathcal{O}\left(\frac{1}{\sqrt{\tau}}\right)\right) \tag{4.6.32}
\end{align*}
$$

Using the definition of $e_{0}$ in (4.3.3), note the simplification $-a_{1}\left(k-V^{\prime}\right)+\frac{\kappa \theta v e^{-\kappa t}}{2 e_{0} \beta_{t}}=-2 a_{1}\left(k-V^{\prime}\right)$. Combining this, (4.6.29), (4.6.30), (4.6.37) and (4.6.37) we find that

$$
D(\tau, k):=\mathrm{e}^{-\tau\left(k\left(q_{\tau}^{*}-1\right)-\Lambda_{\tau}^{(t)}\left(q_{\tau}^{*}\right)\right)}=\exp \left(-\tau\left(V^{*}(k)-k\right)+\sqrt{\tau} c_{0}^{+}+c_{1}^{+}\right) \tau^{\mu / 2} c_{2}^{+}\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)
$$

with $c_{0}^{+}, c_{1}^{+}$and $c_{2}^{+}$in (ㅍ.3.4). All other cases follows in an analogous fashion and this completes the proof.

In Lemma 4.6 .14 below we provide asymptotic expansions for the function $F$ in ( 4.6 .61 ). However, we first need the following technical result, the proof of which can be found in [ 21 , Lemma 7.3]. Let $p$ denote the density of a Gamma random variable with shape $\lambda$ and scale $\nu$, and $\widehat{p}$ the corresponding characteristic function:

$$
\begin{equation*}
p(x) \equiv \frac{1}{\Gamma(\lambda) \nu^{\lambda}} x^{\lambda-1} \mathrm{e}^{-x / \nu} \mathbb{1}_{\{x>0\}}, \quad \widehat{p}(u) \equiv(1-\mathrm{i} \nu u)^{-\lambda} \tag{4.6.33}
\end{equation*}
$$

Lemma 4.6.13. The following expansion holds as $\tau$ tends to infinity:

$$
\int_{\mathbb{R}} \exp \left(-\mathrm{i} \gamma u-\frac{\sigma^{2} u^{2}}{2 \tau}\right) u^{\beta} \widehat{p}(\gamma u) \mathrm{d} u=\sum_{r=0}^{w} \frac{2 \pi \sigma^{2 r}}{\mathrm{i}^{\beta} \gamma^{2 r+\beta+1} 2^{r} r!\tau^{r}} p^{(2 r+\beta)}(1)+\mathcal{O}\left(\frac{1}{\tau^{w+1}}\right)
$$

with $\gamma, \nu, \lambda \in \mathbb{R}_{+}^{*}, \beta \in \mathbb{N} \cup\{0\}, w \in \mathbb{N}$ and $p^{(n)}$ denoting the $n$-th derivative of the Gamma density $p$.

Lemma 4.6.14. The following expansions hold as $\tau$ tends to infinity (with $\zeta_{ \pm}$in (4.3.2), $u_{ \pm}^{*}$ in (ㄹ.3.6]) and $\mu$ in (ㄸ.3.4) ):
(i) In Regimes $\mathfrak{R}_{2}, \Re_{3 a}$ and $\Re_{3 b}$,
(a) under $\mathcal{H}_{ \pm}: F(\tau, k, 3 / 4)=\frac{\tau^{-3 / 4}}{\zeta_{ \pm}(k) u_{+}^{*}\left(u_{ \pm}^{*}-1\right) \sqrt{2 \pi}}\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)$;
(b) under $\widetilde{\mathcal{H}}_{ \pm}: F(\tau, k, 1 / 2)=\frac{\tau^{-1 / 2}}{u_{ \pm}^{*}\left(u_{ \pm}^{*}-1\right) \sqrt{6 \pi V^{\prime \prime}\left(u_{ \pm}^{*}\right)}}\left(1+\mathcal{O}\left(\tau^{-1 / 3}\right)\right)$;
(ii) In Regimes $\mathfrak{R}_{3 b}$ and $\mathfrak{R}_{4}$,
(a) For $k>V^{\prime}(1): F(\tau, k, 1)=-\frac{\mathrm{e}^{-\mu} \mu^{\mu}}{\Gamma(1+\mu)}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right)$;
(b) For $k=V^{\prime}(1): F(\tau, k, 1 / 2)=-\frac{\mathrm{e}^{-\mu / 2}(\mu / 2)^{\mu / 2}}{2 \Gamma(1+\mu / 2)}\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)$.

Proof. First we consider Regime $\mathfrak{R}_{2}$ under $\mathcal{H}_{+}$in Case (i)(a). Using the asymptotics of $q_{\tau}^{*}$ given in Lemma 4.6.8, we can Taylor expand for large $\tau$ to obtain $\overline{C(\tau, k, 3 / 4)}=\frac{\tau^{-3 / 4}}{\left(u_{+}^{*-1) u_{+}^{*}}\right.}\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)$, Combining this with the characteristic function asymptotics in Lemma 4.6 .9 we find that for large $\tau$,

$$
\begin{aligned}
F(\tau, k, 3 / 4) & =\frac{1}{2 \pi \tau^{3 / 4}\left(u_{+}^{*}-1\right) u_{+}^{*}} \int_{\mathbb{R}} \exp \left(-\frac{\zeta_{+}^{2}(k) u^{2}}{2}\right)\left(1+\mathcal{O}\left(\tau^{-1 / 4}\right)\right) \mathrm{d} u \\
& =\frac{1}{\sqrt{2 \pi}\left|\zeta_{ \pm}(k)\right| \tau^{3 / 4}\left(u_{+}^{*}-1\right) u_{+}^{*}}\left(1+\mathcal{O}\left(\tau^{-1 / 4}\right)\right)
\end{aligned}
$$

where the second line follows from simple properties of the normal distribution. By extending the analysis to higher order, the $\mathcal{O}\left(\tau^{-1 / 4}\right)$ term is actually zero and the next non-trivial term is $\mathcal{O}\left(\tau^{-1 / 2}\right)$. For brevity we omit the analysis and we give the remainder as $\mathcal{O}\left(\tau^{-1 / 2}\right)$ in the lemma. All other cases in (i) follow from analogous arguments to above and we now move onto Case (ii)(a). Using the asymptotics of $q_{\tau}^{*}$ in Lemma 4.6 .8 we have $\overline{C(\tau, k, 1)}=-\left(\frac{\mu}{\nu(k)}-\mathrm{i} u\right)^{-1}+\mathcal{O}\left(\tau^{-1}\right)=$ $\frac{-\nu(k)}{\mu}\left(1-\frac{\mathrm{i} u \nu(k)}{\mu}\right)^{-1}+\mathcal{O}\left(\tau^{-1}\right)$, where we set $\nu(k):=k-V^{\prime}(1)$. Using this and the characteristic function asymptotics in Lemma $\sqrt{4.6 .9}$ we see that as $\tau$ tends to infinity:

$$
\begin{aligned}
F(\tau, k, 1) & =\frac{-\nu}{2 \pi \mu} \int_{-\infty}^{\infty} \exp \left(-\mathrm{i} u \nu-\frac{u^{2} V^{\prime \prime}(1)}{2 \tau}\right)\left(1-\frac{\mathrm{i} u \nu}{\mu}\right)^{-1-\mu} \mathrm{d} u\left[1+\mathcal{O}\left(\tau^{-1}\right)\right] \\
& =\left(-\frac{\mathrm{e}^{-\mu} \mu^{\mu}}{\Gamma(1+\mu)}+\mathcal{O}\left(\tau^{-1}\right)\right)\left[1+\mathcal{O}\left(\tau^{-1}\right)\right]
\end{aligned}
$$

where the second line follows from Lemma 4.6.]3. We now prove (ii)(b). Using the asymptotics of $q_{\tau}^{*}$ for large $\tau$ in Lemma $\sqrt[4.6 .8]{ }$, we obtain $\overline{C(\tau, k, 1 / 2)}=\frac{1}{a_{1}\left(1+\mathrm{i} u / a_{1}\right)}+\mathcal{O}\left(\tau^{-1 / 2}\right)$, with $a_{1}=-\sqrt{\frac{\mu}{V^{\prime \prime}(1)}}$.

Using this and the characteristic function asymptotics in Lemma 4.6 .9 we have the following expansion for large $\tau$ :

$$
F(\tau, k, 1 / 2)=\frac{1}{2 \pi a_{1}} \int_{\mathbb{R}} \frac{\exp \left(\mathrm{i} u a_{1} V^{\prime \prime}(1)-\frac{1}{2} u^{2} V^{\prime \prime}(1)\right)}{\left(1+\mathrm{i} u / a_{1}\right)^{1+\mu}} \mathrm{d} u\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)
$$

Let $n$ and $\widehat{n}$ denote the Gaussian density and characteristic function with zero mean and variance $V^{\prime \prime}(1)$. Using (4.6.3.3), we have

$$
\begin{align*}
\int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} \omega u} \widehat{n}(u) \widehat{p}(u) \mathrm{d} u=2 \pi \mathcal{F}^{-1}(\widehat{n}(u) \widehat{p}(u))(\omega) & =2 \pi \mathcal{F}^{-1}(\mathcal{F}(n * p)) \\
& =2 \pi \int_{0}^{\infty} n(\omega-y) p(y) \mathrm{d} y \tag{4.6.34}
\end{align*}
$$

so that

$$
\frac{1}{2 \pi a_{1}} \int_{\mathbb{R}} \frac{\exp \left(\mathrm{i} u a_{1} V^{\prime \prime}(1)-\frac{1}{2} u^{2} V^{\prime \prime}(1)\right)}{\left(1+\mathrm{i} u / a_{1}\right)^{1+\mu}} \mathrm{d} u=\frac{1}{a_{1}} \int_{0}^{\infty} n\left(-a_{1} V^{\prime \prime}(1)-y\right) p(y) \mathrm{d} y
$$

This integral can now be computed in closed-form and the result follows after simplification using the definition of $a_{1}$ and the duplication formula for the Gamma function.

### 4.6.5 Asymptotics in the case of non-existence of the limiting Fourier transform

In this section, we are interested in the cases where $k \in\left\{V^{\prime}(0), V^{\prime}(1)\right\}$ whenever $\mathcal{H}_{0}$ is in force, which corresponds to all the regimes except $\mathcal{R}_{3 b}$ and $\mathcal{R}_{4}$ at $V^{\prime}(1)$. In these cases, the limiting Fourier transform is undefined at these points. We show here however that the methodology of Section 4.6 .3 can still be applied, and we start by verifying Assumption 4.6 .2 . The following quantity will be of primary importance:

$$
\begin{equation*}
\Upsilon(a):=1+\frac{a \rho \xi}{\kappa-\rho \xi} \mathrm{e}^{\kappa t} \tag{4.6.35}
\end{equation*}
$$

for $a \in\{0,1\}$, and it is straightforward to check that $\Upsilon$ is well defined whenever $\mathcal{H}_{0}$ is in force.
Lemma 4.6.15. Let $a \in\{0,1\}$ and assume that $v \neq \theta \Upsilon(a)$. Then, whenever $\mathcal{H}_{0}$ holds, Assumption 4.6.2 is satisfied with $\mathcal{A}=\left\{V^{\prime}(a)\right\}$ and $q_{\infty}^{*}=a$. Additionally, if $v<\theta \Upsilon(a)$, then there exists $\tau_{1}^{*}>0$ such that $q_{\tau}^{*}(k)<0$ if $a=0$ and $q_{\tau}^{*}(k)>1$ if $a=1$ for all $\tau>\tau_{1}^{*}$, and if $v>\theta \Upsilon(a)$, then there exists $\tau_{1}^{*}>0$ such that $q_{\tau}^{*}(k) \in(0,1)$ for all $\tau>\tau_{1}^{*}$.

Remark 4.6.16. When $v=\theta \Upsilon(a)$ for $a \in\{0,1\}$ then $q_{\tau}^{*}\left(V^{\prime}(a)\right)=a$ for all $\tau>0$. In particular, the Fourier transform is always undefined for all $\tau>0$ and the methodology in this section cannot be applied.

Proof. Recall that the function $H$ is defined in ( $\overline{2.8} \mathbf{8})$. We first prove the lemma in the case $a=0$, in which case $\Upsilon(0)=1$. Note that $H^{\prime}(0)>0(<0)$ if and only if $v / \theta<1(>1)$ and $H^{\prime}(0)=0$ if and
only if $v=\theta$. Now let $k=V^{\prime}(0)$ and $v<\theta$ and consider the equation $H^{\prime}(u) / \tau=V^{\prime}(0)-V^{\prime}(u)$. Since $H^{\prime}$ is continuous $H^{\prime}$ is strictly positive in some neighbourhood of zero. In order for the right-hand side to be positive we require our solution to be in $\left(-\delta_{0}, 0\right)$ for some $\delta_{0}>0$ since $V$ is strictly convex. So let $\delta_{1} \in\left(-\delta_{0}, 0\right)$. With the right-hand side locked at $V^{\prime}(0)-V^{\prime}\left(\delta_{1}\right)>0$ we then adjust $\tau$ accordingly so that $H^{\prime}\left(\delta_{1}\right) / \tau_{1}=V^{\prime}(0)-V^{\prime}\left(\delta_{1}\right)$. We then set $u_{\tau_{1}}=\delta_{1}$. It is clear that for $\tau>\tau_{1}$ there always exists a unique solution to this equation and furthermore $q_{\tau}^{*}$ is strictly increasing and bounded above by zero. The limit has to be zero otherwise the continuity of $V^{\prime}$ and $H^{\prime}$ implies $\lim _{\tau \uparrow \infty} V^{\prime}\left(q_{\tau}^{*}\right)+H^{\prime}\left(q_{\tau}^{*}\right) / \tau=V^{\prime}\left(\lim _{\tau \uparrow \infty} q_{\tau}^{*}\right)<V^{\prime}(0)$, a contradiction. A similar analysis holds for $v>\theta$ and in this case $q_{\tau}^{*}$ converges to zero from above. When $v=\theta$ then $q_{\tau}^{*}=0$ for all $\tau>0$ (i.e. it is a fixed point). Analogous arguments hold for $k=V^{\prime}(1): H^{\prime}(1)>0(<0)$ if and only if $v / \theta>\Upsilon(1)(<\Upsilon(1))$ and $H^{\prime}(1)=0$ if and only if $v / \theta=\Upsilon(1)$. If $v / \theta>\Upsilon(1)(<\Upsilon(1))$ then $q_{\tau}^{*}$ converges to 1 from below (above) and when $v / \theta=\Upsilon(1), q_{\tau}^{*}=1$ for all $\tau>0$.

We now provide expansions for $q_{\tau}^{*}$ and the characteristic function $\Phi_{\tau, k, 1 / 2}$. Define the following quantities:

$$
\begin{equation*}
\alpha_{0}:=\frac{2 \mathrm{e}^{-\kappa t}(v-\theta) \kappa}{\theta\left((2 \kappa-\xi)^{2}+4 \kappa \xi\left(1-\rho^{2}\right)\right)}, \quad \alpha_{1}:=\frac{2 \mathrm{e}^{-\kappa t}(\kappa-\rho \xi)^{2}}{\kappa \theta\left((2 \kappa-\xi)^{2}+4 \kappa \xi\left(1-\rho^{2}\right)\right)}(\theta \Upsilon(1)-v) . \tag{4.6.36}
\end{equation*}
$$

The proofs are analogous to Lemma 4.6 .8 and 4.6 .9 and omitted. Note that the asymptotics are in agreement with the properties of $q_{\tau}^{*}(k)$ in Lemma 4.6.15.

Lemma 4.6.17. Let $a \in\{0,1\}$ and assume that $v \neq \theta \Upsilon(a)$. When $k=V^{\prime}(a)$, the following expansions hold as $\tau$ tends to infinity:

$$
\begin{aligned}
q_{\tau}^{*}(k) & =a+\alpha_{a} \tau^{-1}+\mathcal{O}\left(\tau^{-2}\right), \quad D(\tau, k)=\mathrm{e}^{\tau V^{\prime}(a)(1-a)}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right) \\
\Phi_{\tau, k, 1 / 2}(u) & =\mathrm{e}^{-\frac{1}{2} u^{2} V^{\prime \prime}(a)}\left(1+\left(\mathrm{i} \alpha_{a} u V^{\prime \prime}(a)-\frac{\mathrm{i} u^{3} V^{\prime \prime \prime}(a)}{6}+\mathrm{i} u H^{\prime}(a)\right) \tau^{-1 / 2}+\mathcal{O}\left(\tau^{-1}\right)\right) .
\end{aligned}
$$

In the lemma below we now provide expansions for $F$ in (4.6.6):
Lemma 4.6.18. Let $a \in\{0,1\}$ and assume that $v \neq \theta \Upsilon(a)$. Then the following expansions hold as $\tau$ tends to infinity (with $a_{0}$ given in (4.6.361)):

$$
F\left(\tau, V^{\prime}(a), \frac{1}{2}\right)=\frac{\mathbb{1}_{\{a=1\}}-\mathbb{1}_{\{a=0\}} \operatorname{sgn}\left(\alpha_{0}\right)}{2}+\frac{\left[-1+\operatorname{sgn}(-a)\left(\frac{V^{\prime \prime \prime}(a)}{6 V^{\prime \prime}(a)}-H^{\prime}(a)\right)\right]}{\sqrt{2 \pi \tau V^{\prime \prime}(a)}}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right)
$$

Proof. Define the following functions from $\mathbb{R}^{*} \times\{0,1\}$ to $\mathbb{R}$ :

$$
\begin{cases}\varpi_{1}(w, a) & :=\mathrm{e}^{w^{2} V^{\prime \prime}(a) / 2} \pi\left[2 \mathcal{N}\left(w \sqrt{V^{\prime \prime}(a)}\right)-1-\operatorname{sgn}(w)\right]  \tag{4.6.37}\\ \varpi_{2}(w, a) & :=-\sqrt{\frac{2 \pi}{V^{\prime \prime}(a)}}+\mathrm{e}^{w^{2} V^{\prime \prime}(a) / 2} \pi w\left[1+\operatorname{sgn}(w)-2 \mathcal{N}\left(w \sqrt{V^{\prime \prime}(a)}\right)\right] \\ \varpi_{3}(w, a) & :=\frac{\sqrt{2 \pi}\left(w^{2} V^{\prime \prime}(a)-1\right)}{\left(V^{\prime \prime}(a)\right)^{3 / 2}}-2 \pi w^{2}|w| \exp \left(\frac{w^{2} V^{\prime \prime}(a)}{2}\right) \mathcal{N}\left(-|w| \sqrt{V^{\prime \prime}(a)}\right) \\ \varpi(w, a) & :=\frac{\varpi_{1}(w, a)}{2 \pi}+\frac{1}{2 \pi \sqrt{\tau}}\left(\left(\alpha_{a} V^{\prime \prime}(a)+H^{\prime}(a)\right) \varpi_{2}(w, a)+\frac{V^{\prime \prime \prime}(a) \varpi_{3}(w, a)}{6}\right)\end{cases}
$$

Consider the case $a=0$. Set $P(u):=\mathrm{i} \alpha_{0} u V^{\prime \prime}(0)-\mathrm{i} u^{3} V^{\prime \prime \prime}(0) / 6+\mathrm{i} u H^{\prime}(0)$ and note that $\overline{C(u, \tau, 1 / 2)}:=\frac{1}{\left(-\mathrm{i} u-q_{\tau}^{*} \sqrt{\tau}\right)}-\frac{1}{\left(-\mathrm{i} u-q_{\tau}^{*} \sqrt{\tau}+\sqrt{\tau}\right)} . \quad$ Using Lemma 4.6.] 10 and the definition of $F$ in (4.6.6):

$$
\begin{equation*}
F\left(\tau, V^{\prime}(0), 1 / 2\right)=\frac{1}{2 \pi} \int_{\mathbb{R}} \mathrm{e}^{-V^{\prime \prime}(0) u^{2} / 2} \overline{C(u, \tau)}\left(1+P(u) \tau^{-1 / 2}+\mathcal{O}\left(\tau^{-1}\right)\right) \mathrm{d} u \tag{4.6.38}
\end{equation*}
$$

We cannot now simply Taylor expand $\overline{C(u, \tau, 1 / 2)}$ for small $\tau$ and integrate term by term since in the limit $\overline{C(u, \tau, 1 / 2)}$ is not $L^{1}$. This was the reason for introducing the time dependent term $q_{\tau}^{*}\left(V^{\prime}(0)\right)$ so that the Fourier transform exists for any $\tau>0$. Indeed, we easily see that $\overline{C(u, \tau, 1 / 2)}=-\mathrm{i} / u+\mathcal{O}\left(\tau^{-1 / 2}\right)$. We therefore integrate these terms directly and then compute the asymptotics as $\tau$ tends to infinity. Note first that since $|\overline{C(u, \tau, 1 / 2)}|=\mathcal{O}(1)$, then $\overline{C(u, \tau, 1 / 2)}\left(1+P(u) \tau^{-1 / 2}+\mathcal{O}\left(\tau^{-1}\right)\right)=\overline{C(u, \tau, 1 / 2)}\left(1+P(u) \tau^{-1 / 2}\right)+\mathcal{O}\left(\tau^{-1}\right)$. Further for any $w \neq$ $0, \int_{\mathbb{R}} \mathrm{e}^{-V^{\prime \prime}(0) u^{2} / 2} \frac{1}{-\mathrm{i} u-w} \mathrm{~d} u=\varpi_{1}(w, 0), \int_{\mathbb{R}} \mathrm{e}^{-V^{\prime \prime}(0) u^{2} / 2} \frac{\mathrm{i} u}{-\mathrm{i} u-w} \mathrm{~d} u=\varpi_{2}(w, 0)$ and $\int_{\mathbb{R}} \mathrm{e}^{-V^{\prime \prime}(0) u^{2} / 2} \frac{\mathrm{i} u^{3}}{-\mathrm{i} u-w} \mathrm{~d} u=$ $\varpi_{3}(w, 0)$. These integrals can be solved by applying the same method in (4.6.34) and identifying $\mathrm{e}^{-V^{\prime \prime}(0) u^{2} / 2}$ as a Gaussian characteristic function and $\frac{u^{n}}{\mathrm{i} u / w+1}$ as the Fourier transform of $\partial_{x}^{n} \exp (x / w) / w$ for $n \in \mathbb{N} \cup\{0\}$. Now using the definition of $\varpi$ in (4.6.37) we then obtain

$$
F\left(\tau, V^{\prime}(0), 1 / 2\right)=\varpi\left(q_{\tau}^{*} \sqrt{\tau}, 0\right)-\varpi\left(\left(q_{\tau}^{*}-1\right) \sqrt{\tau}, 0\right)+\mathcal{O}\left(\tau^{-1}\right)
$$

Using Lemma $\sqrt[4.5]]{ }$ and asymptotics of the cumulative normal distribution function we compute:

$$
\begin{aligned}
& \varpi\left(q_{\tau}^{*} \sqrt{\tau}, 0\right)=\varpi\left(\alpha_{0} \tau^{-1 / 2}+\mathcal{O}\left(\tau^{-3 / 2}\right), 0\right)=-\frac{\operatorname{sgn}\left(\alpha_{0}\right)}{2}-\frac{6 H^{\prime}(0) V^{\prime \prime}(0)-V^{\prime \prime \prime}(0)}{6 \sqrt{2 \pi}\left(V^{\prime \prime}(0)\right)^{3 / 2} \sqrt{\tau}}+\mathcal{O}\left(\tau^{-1}\right) \\
& \varpi\left(\left(q_{\tau}^{*}-1\right) \sqrt{\tau}, 0\right)=\varpi\left(-\sqrt{\tau}+\alpha_{0} \tau^{-1 / 2}+\mathcal{O}\left(\tau^{-3 / 2}\right), 0\right)=\frac{1}{\sqrt{2 \pi V^{\prime \prime}(0) \tau}}+\mathcal{O}\left(\tau^{-1}\right)
\end{aligned}
$$

The case $a=1$ is analogous using $\varpi(\cdot, 1)$ and the lemma follows after using the Lebesgue dominated convergence theorem (analogously to Lemma [3.5.] and Lemma [3.]0]) .

Remark 4.6.19. Consider $\mathfrak{R}_{3 b}$ and $\mathfrak{R}_{4}$ with $k=V^{\prime}(1)$ in Section 4.6.4. Here also $q_{\tau}^{*}(k)$ tends to 1 and it is natural to wonder why we did not encounter the same issues with the limiting Fourier transform as we did in the present section. The reason this was not a concern was that the speed of convergence $\left(\tau^{-1 / 2}\right)$ of $q_{\tau}^{*}$ to 1 was the same as that of the random variable $Z_{\tau, k, 1 / 2}$ to its limiting value. Intuitively the lack of steepness of the limiting cgf was more important than any issues with the limiting Fourier transform. In the present section steepness is not a concern, but again in the limit the Fourier transform is not defined. This becomes the dominant effect since $q_{\tau}^{*}(k)$ converges to 1 at a rate of $\tau^{-1}$ while the re-scaled random variable $Z_{\tau, k, 1 / 2}$ converges to its limit at the rate $\tau^{-1 / 2}$.

### 4.6.6 Forward smile asymptotics: Proof of Theorem 4.4.1

The general machinery to translate option price asymptotics into implied volatility asymptotics has been fully developed by Gao and Lee [6.9]. We simply outline the main steps here. There
are two main steps to determine forward smile asymptotics: (i) choose the correct root for the zeroth-order term in order to line up the domains (and hence functional forms) in Theorem 4.3 .1 and Corollary 4.3 .3 ; (ii) match the asymptotics.

We illustrate this with a few cases from Theorem L.4.D. Consider $\mathfrak{R}_{3 b}$ and $\mathfrak{R}_{4}$ with $k>V^{\prime}(1)$. We have asymptotics for forward-start call option prices for $k>V^{\prime}(1)$ in Theorem $4.3 . D^{1}$ that decay to one as $\tau$ tends to infinity. The only BSM regime in Corollary 4.3 .3 where this holds (asymptotics decay to one) is where $k \in\left(-\Sigma^{2} / 2, \Sigma^{2} / 2\right)$. We now substitute our asymptotics for $\Sigma$ and at leading order we have the requirement: $k>V^{\prime}(1)$ implies that $k \in\left(-\mathfrak{N}_{0}(k) / 2, \mathfrak{N}_{0}(k) / 2\right)$. We then need to check that this holds only for the correct root $\mathfrak{N}_{0}$ used in the theorem. Note that we only use the leading order condition here since if $k \in\left(-\mathfrak{N}_{0}(k) / 2, \mathfrak{N}_{0}(k) / 2\right)$ then there will always exist a $\tau_{1}>0$ such that $k \in\left(-\mathfrak{N}_{0}(k) / 2+o(1), \mathfrak{N}_{0}(k) / 2+o(1)\right)$, for $\tau>\tau_{1}$. Suppose now that we choose the root not as given in Theorem 4.4.D. Then for the upper bound we get the condition $k V(1)>0$. Since $V(1)<0$ we require $V^{\prime}(1)<0$ and then this only holds for $V^{\prime}(1)<k<0$. This already contradicts $k>V^{\prime}(1)$ but let us continue since it may be true for a more limited range of $k$. The lower bound gives the condition $(k-V(1)) k>0$. But the upper bound implied that we needed $V^{\prime}(1)<k<0$ and so further $k<V^{\prime}(1)$. Therefore $V^{\prime}(1)<k<V(1)$ but this can never hold since simple computations show that $V^{\prime}(1)>V(1)$. Now let's choose the root according to the theorem. For the upper bound we get the condition $-\sqrt{\left(V^{*}-k\right)^{2}+k\left(V^{*}(k)-k\right)}<V^{*}(k)-k=-V(1)>0$ and this is always true. For the lower bound we get the condition $-\sqrt{\left(V^{*}-k\right)^{2}+k\left(V^{*}(k)-k\right)}<V^{*}(k)=k-V(1)$ and this is always true for $k>V^{\prime}(1)$ since $V^{\prime}(1)>V(1)$. This shows that we have chosen the correct root for the zeroth-order term and we then simply match asymptotics for higher order terms.

As a second example consider $\mathfrak{R}_{2}$ and $k>V^{\prime}\left(u_{+}^{*}\right)$ in Theorem 4.4.1. Substituting the ansatz $\sigma_{t, \tau}^{2}(k \tau)=\mathfrak{N}_{0}^{\infty}(k)+\mathfrak{N}_{1,+}^{\infty}(k, t) \tau^{-1 / 2}+\mathfrak{N}_{2,+}^{\infty}(k, t) \tau^{-1}+\mathcal{O}\left(\tau^{-3 / 2}\right)$ into the BSM asymptotics for forward-start call options in Corollary 4.3.3, we find

$$
\mathbb{E}\left(\mathrm{e}^{X_{\tau}^{(t)}}-\mathrm{e}^{k \tau}\right)^{+}=\exp \left(-\alpha_{0}^{\infty} \tau+\alpha_{1}^{\infty} \sqrt{\tau}+\alpha_{2}^{\infty}\right) \frac{4 \mathfrak{N}_{0}^{3 / 2}}{\sqrt{2 \pi \tau}\left(4 k^{2}-\mathfrak{N}_{0}^{2}\right)}\left(1+\mathcal{O}\left(\tau^{-1 / 2}\right)\right)
$$

where $\alpha_{0}^{\infty}:=\frac{k^{2}}{2 \mathfrak{N}_{0}}-\frac{k}{2}+\frac{\mathfrak{N}_{0}}{8}$, and $\alpha_{1}^{\infty}:=\mathfrak{N}_{1} \frac{4 k^{2}-\mathfrak{N}_{0}^{2}}{8 \mathfrak{N}_{0}^{2}}$ and $\alpha_{2}^{\infty}$ is a constant, the exact value does not matter here. We now equate orders with Theorem 4.3.D. At the zeroth order we get two solutions and since $V^{\prime}\left(u_{+}^{*}\right)>V(1)$, we choose the negative root such that the domains match in Corollary 4.3 .3 and Theorem for large $\tau$ (using similar arguments as above). At the first order we solve for $\mathfrak{N}_{1}^{\infty}$. But now at the second order, we can only solve for higher order terms if $\mu=1 / 2$ due to the term $\tau^{\mu / 2-3 / 4}=\tau^{-1 / 2}$ in the forward-start option asymptotics in Theorem $\boxed{4.3 .0}$. All other cases follow analogously.

## Chapter 5

## Black-Scholes in a CEV random environment: a new approach to smile modelling

### 5.1 Introduction

We propose a simple model with continuous paths for stock prices that allows for small-maturity explosion of the spot implied volatility smile. It is indeed a well-documented fact on Equity markets (see for instance [[T], Chapter 5]) that standard (Itô) stochastic volatility models with continuous paths are not able to capture the observed steepness of the left wing of the smile when the maturity becomes small. To remedy this, several authors have suggested the addition of jumps, either in the form of an independent Lévy process or within the more general framework of affine diffusions. Jumps (in the stock price dynamics) imply an explosive behaviour for the small-maturity smile and are better able to capture the observed steepness of the small-maturity spot implied volatility smile. In particular, Tankov [145] showed that, for exponential Lévy models with Lévy measure supported on the whole real line, the squared implied volatility smile explodes as $\sigma_{\tau}^{2}(k) \sim-k^{2} /(2 \tau \log \tau)$, as the maturity $\tau$ tends to zero, where $k$ represents the log-moneyness.

Gatheral, Jaisson and Rosenbaum [i4] have recently been revisiting stochastic volatility models, where the instantaneous variance process is driven by a fractional Brownian motion. They suggest that the Hurst exponent should not be used as an indicator of the historical memory of the volatility, but rather as an additional parameter to be calibrated to the volatility surface. Their study reveals that $H \in(0,1 / 2)$ (in fact $H \approx 0.1$ in their calibration results), indicating short memory of the volatility, thereby contradicting decades of time series analyses. By considering a specific fractional uncorrelated volatility model, directly inspired by the fractional version of the

Heston model [42, 87], Guennoun, Jacquier and Roome [78] provide a theoretical justification of this result. They show in particular that, when $H \in(0,1 / 2)$, the implied volatility explodes as $\sigma_{\tau}^{2}(k) \sim y_{0} \tau^{H-1 / 2} / \Gamma(H+3 / 2)$ as $\tau$ tends to zero (where $y_{0}$ is the initial instantaneous variance).

In this chapter we propose an alternative framework: we suppose that the stock price follows a standard Black-Scholes model; however the instantaneous variance, instead of being constant, is sampled from a continuous distribution. We first derive some general properties, interesting from a financial modelling point of view, and devote a particular attention to a particular case of it, where the variance is generated from independent CEV dynamics: Assume that interest rates and dividends are null, and let $S$ denote the stock price process starting at $S_{0}=1$, the solution to the stochastic differential equation $\mathrm{d} S_{\tau}=S_{\tau} \sqrt{\mathcal{V}} \mathrm{d} W_{\tau}$, for $\tau \geq 0$, where $W$ is a standard Brownian motion. Here, $\mathcal{V}$ is a random variable, which we assume to be distributed as $\mathcal{V} \sim Y_{t}$, for some $t>0$, where $Y$ is the unique strong solution of the CEV dynamics $\mathrm{d} Y_{u}=\xi Y_{u}^{p} \mathrm{~d} B_{u}, Y_{0}>0$ where $p \in \mathbb{R}$, $\xi>0$ and $B$ is an independent Brownian motion (see Section 5.2 .1 for precise statements). The main result of this chapter (Theorem $\left[\begin{array}{ll}53 \\ \hline 2\end{array}\right)$ is that the implied volatility generated from this model exhibits the following behaviour as the maturity $\tau$ tends to zero:

$$
\sigma_{\tau}^{2}(k) \sim \begin{cases}\frac{2(1-p)}{3-2 p}\left(\frac{k^{2} \xi^{2}(1-p) t}{2 \tau}\right)^{1 /(3-2 p)} & , \text { if } p<1  \tag{5.1.1}\\ \frac{k^{2} \xi^{2} t}{\tau(\log \tau)^{2}}, & \text { if } p=1 \\ \frac{k^{2}}{2(2 p-1) \tau|\log \tau|}, & \text { if } p>1\end{cases}
$$

for all $k \neq 0$. Sampling the initial variance from the CEV process at time $t$ induces different time scales for small-maturity spot smiles, thereby providing flexibility to match steep small-maturity smiles. For $p>1$, the explosion rate is the same as exponential Lévy models, and the case $p \leq 1 / 2$ mimics the explosion rate of fractional stochastic volatility models. The CEV exponent $p$ therefore allows the user to modulate the short-maturity steepness of the smile.

We are not claiming here that this model should come as a replacement of fractional stochastic volatility models or exponential Lévy models, notably because its dynamic structure looks too simple at first sight. However, we believe it can act as an efficient building block for more involved models, in particular for stochastic volatility models with initial random distribution for the instantaneous variance. While we leave these extensions for future research, we shall highlight how our model comes naturally into play when pricing forward-start options in stochastic volatility models. In Chapter we proved that the small-maturity forward implied volatility smile explodes in the Heston model when the remaining maturity (after the forward-start date) becomes small. This explosion rate corresponds precisely to the case $p=1 / 2$ in ([.C. $)$. This in particular shows that the key quantity determining the explosion rate is the (right tail of the) variance distribution at the forward-start date (here corresponding to $t$ ).

The chapter is structured as follows: in Sections 5.2.d and 5.2.2 we introduce our model and
relate it to other existing approaches. In Section 5.2 .3 we use the cumulant generating function to derive extreme strike asymptotics (for some special cases) and show why this approach is not readily applicable for small and large-maturity asymptotics. Sections 52.4 and 5.2 .5 detail the main results, namely the small and large-maturity asymptotics of option prices and the corresponding implied volatility. Section 5.2 .6 provides numerics and Section 5.2 .7 describes the relationship between our model and the pricing of forward-start options in stochastic volatility models. Section 5.2 also includes a conjecture on the small-maturity forward smile in stochastic volatility models. Finally, the proofs of the main results are gathered in Section 5.3.

### 5.2 Model and main results

### 5.2.1 Model description

We consider a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{s}\right)_{s \geq 0}, \mathbb{P}\right)$ supporting a standard Brownian motion, and let $\left(Z_{s}\right)_{s \geq 0}$ denote the solution to the following stochastic differential equation:

$$
\begin{equation*}
\mathrm{d} Z_{s}=-\frac{1}{2} \mathcal{V} \mathrm{~d} s+\sqrt{\mathcal{V}} \mathrm{d} W_{s}, \quad Z_{0}=0 \tag{5.2.1}
\end{equation*}
$$

where $\mathcal{V}$ is some random variable, independent of the Brownian motion $W$ and $\sigma(\mathcal{V}) \subseteq \mathcal{F}_{0}$. The process $\left(Z_{s}\right)_{s \geq 0}$, in finance, clearly corresponds to the logarithm of the underlying stock price. This is of course a simple example of stochastic differential equations with random coefficients, existence and uniqueness of which were studied by Kohatsu-Higa, León and Nualart [Ш10], see also Alòs, León and Nualart [ 2$]$. In the case where $\mathcal{V}$ is a discrete random variable, this model reduces to the mixture of distributions, analysed, in the Gaussian case by Brigo and Mercurio [32, [33]. In a stochastic volatility model where the instantaneous variance process $\left(V_{t}\right)_{t \geq 0}$ is uncorrelated with the asset price process, the mixing result [135] implies that European options with maturity $\tau$ are the same as those evaluated from the $\operatorname{SDE}$ (5.2.لl) with $\mathcal{V}=\tau^{-1} \int_{0}^{\tau} V_{s} \mathrm{~d} s$. As $\tau$ tends to zero, the distribution of $\mathcal{V}$ approaches a Dirac Delta centred at the initial variance $V_{0}$. Asymptotics of the implied volatility are well-known and weaknesses of classical stochastic volatility models are welldocumented [7T]. Although such models fit into our framework, we will not consider them further in this paper. Define pathwise the process $M$ by $M_{s}:=-\frac{1}{2} s+W_{s}$ and let $\left(\mathcal{T}_{s}\right)_{s \geq 0}$ be given by $\mathcal{T}_{s}:=s \mathcal{V}$. Then $\mathcal{T}$ is an independent increasing time-change process and $Z=M_{\mathcal{T}}$. In this way our model can be thought of as a random time change. Let now $N$ be a Lévy process such that $\left(\mathrm{e}^{N_{s}}\right)_{s \geq 0}$ is a $\left(\mathcal{F}_{s}\right)_{s \geq 0}$-adapted martingale; define $\mathcal{V}:=\tau^{-1} \int_{0}^{\tau} V_{s} \mathrm{~d} s$ where $V$ is a positive and independent process, then $\left(\mathrm{e}^{N \mathcal{T}_{s}}\right)_{s \geq 0}$ is a classical time-changed exponential Lévy process, and pricing vanilla options is now standard [44, Section 15.5]. However, note that here, as the maturity $\tau$ tends to zero, $\mathcal{V}$ converges in distribution to a Dirac Delta, in which case asymptotics are well-known [145].

The model (5.2.1) is also related to the Uncertain Volatility Model of Avellaneda and Parás [6]
(see also [50, 96, [121]), in which the Black-Scholes volatility is allowed to evolve randomly within two bounds. In this UVM framework, sub-and super-hedging strategies (corresponding to best and worst case scenarios) are usually derived via the Black-Scholes-Barenblatt equation, and Fouque and Ren [67] recently provided approximation results when the two bounds become close to each other. One can also, at least formally, look at (5.2.1) from the perspective of fractional stochastic volatility models, first proposed by Comte et al. in [43], and later developed and revived in [42, [74, [78]. In these models, standard stochastic volatility models are generalised by replacing the Brownian motion driving the instantaneous volatility by a fractional Brownian motion. This preserves the martingale property of the stock price process, and allows, in the case of short memory (Hurst parameter $H$ between 0 and $1 / 2$ ) for short-maturity steep skew of the implied volatility smile. However, the Mandelbrot-van Ness representation [I23]] of the fractional Brownian motion reads

$$
W_{t}^{H}:=\int_{0}^{t} \frac{\mathrm{~d} W_{s}}{(t-s)^{\gamma}}+\int_{-\infty}^{0}\left(\frac{1}{(t-s)^{\gamma}}-\frac{1}{(-s)^{\gamma}}\right) \mathrm{d} W_{s}
$$

for all $t \geq 0$, where $\gamma:=1 / 2-H$. This representation in particular indicates that, at time zero, the instantaneous variance, being driven by a fractional Brownian motion, incorporates some randomness (through the second integral). Finally, we agree that, at first sight, randomising the variance may sound unconventional. As mentioned in the introduction, we see this model as a building block for more involved models, in particular stochastic volatility with random initial variance, the full study of which is the purpose of ongoing research. After all, market data only provides us with an initial value of the stock price, and the initial level of the variance is unknown, usually let as a parameter to calibrate. In this sense, it becomes fairly natural to leave the latter random.

The framework constituted by the stochastic differential equation (5.2.1) is a simple case of a diffusion in random environment. We refer the interested reader to the seminal paper by Papanicolaou and Varadhan [133], the monographs by Komorowski et al. [■T], by Sznitman [[43]], and the lectures notes by Bolthausen and Sznitman [26] and by Zeitouni [148]. We recall here briefly this framework, and link it to our framework. The classical set-up (say in $\mathbb{R}^{d}$ ) is that of a given probability space $(\widetilde{\Omega}, \mathcal{A}, \mathbb{Q})$ describing the random environment and a group of transformations $\left(\tau_{x}\right)_{x \in \mathbb{R}^{d}}$, jointly measurable in $x \in \mathbb{R}^{d}$ and $\omega \in \widetilde{\Omega}$ (the transformation essentially indicates a translation of the environment in the $x$-direction). Consider now two functions $b, a: \widetilde{\Omega} \rightarrow \mathbb{R}^{d}$ and define

$$
b(x, \omega):=b\left(\tau_{x}(\omega)\right) \quad \text { and } \quad a(x, \omega):=a\left(\tau_{x}(\omega)\right), \quad \text { for all } x \in \mathbb{R}^{d}, \omega \in \widetilde{\Omega}
$$

For each $x \in \mathbb{R}^{d}$ and $\omega \in \widetilde{\Omega}$, we let $\mathbb{Q}_{x, \omega}$ denote the unique solution to the martingale problem starting at $x$ and associated to the differential operator $\mathcal{L}^{\omega}:=\frac{1}{2} a(\cdot, \omega) \Delta+b(\cdot, \omega) \nabla$. The probability law $\mathbb{Q}_{x, \omega}$ is called the quenched law, and one can define the solution to the corresponding stochastic differential equation $\mathbb{Q}_{x, \omega}$-almost surely. The annealed law is the semi-product $\mathbb{Q}_{x}:=\mathbb{Q} \times \mathbb{Q}_{x, \omega}$, and
corresponds to averaging over the random environment. Most of the results in the literature, using the method of the environment viewed from the particle, however, impose Lipschitz continuity on the drift $b()$ and the diffusion coefficient $a()$, and uniform ellipticity of $a()$. These conditions clearly do not hold for (5.2.]), where $b(\cdot, \omega) \equiv-\frac{1}{2} \omega$ and $a(\cdot, \omega) \equiv \omega$, since $\omega$ takes values in $[0, \infty)$. We shall leave more precise details and applications of random environment to future research. As far as we are aware, this framework has not been applied yet in mathematical finance, the closest being the recent publication by Spiliopoulos [140], who proves quenched (almost sure with respect to the environment) large deviations for a multi-scale diffusion (in a certain regime), assuming stationarity and ergodicity of the random environment.

### 5.2.1.1 Cumulant generating function

In [62, [63, 9.5], the authors used the theory of large deviations, and in particular the Gärtner-Ellis theorem (Theorem $\mathbb{L} .23)$, to prove small-and large-maturity behaviours of the implied volatility in the Heston model and more generally (in [95]) for affine stochastic volatility models. This approach relies solely on the knowledge of the cumulant generating function of the underlying stock price, and its rescaled limiting behaviour. For any $\tau \geq 0$, let $\Lambda^{Z}(u, \tau):=\log \mathbb{E}\left(\mathrm{e}^{u Z_{\tau}}\right)$ denote the cumulant generating function of $Z_{\tau}$, defined on the effective domain $\mathcal{D}_{\tau}^{Z}:=\left\{u \in \mathbb{R}:\left|\Lambda^{Z}(u, \tau)\right|<\infty\right\}$; similarly denote $\Lambda^{\mathcal{V}}(u) \equiv \log \mathbb{E}\left(\mathrm{e}^{u \mathcal{V}}\right)$, whenever it is well defined. A direct application of the tower property for expectations yields

$$
\begin{equation*}
\Lambda^{Z}(u, \tau)=\Lambda^{\mathcal{V}}\left(\frac{u(u-1) \tau}{2}\right), \quad \text { for all } u \in \mathcal{D}_{\tau}^{Z} \tag{5.2.2}
\end{equation*}
$$

Unfortunately, the cumulant generating function of $\mathcal{V}$ is not available in closed-form in general. In Section $[2.3]$ below, we shall see some examples where such a closed-form solution is available, and where direct computations are therefore possible. We note in passing that this simple representation allows, at least in principle, for straightforward (numerical) computations of the slopes of the wings of the implied volatility using Roger Lee's Moment Formula [ [16] (see also Section [5.2.3.2). The latter are indeed given directly by the boundaries (in $\mathbb{R}$ ) of the effective domain of $\Lambda^{\mathcal{V}}$. Note
 representation (5.2.Z) clearly rules out the case where $Z$ is a simple exponential Lévy process (in which case $\Lambda^{Z}(u, \tau)$ would be linear in $\left.\tau\right)$. In view of Roger Lee's formula, this also implies that, contrary to the Lévy case, the slopes of the implied volatility wings are not constant in time in our model.

### 5.2.2 CEV randomisation

As mentioned above, this paper is a first step towards the introduction of 'random environment' into the realm of mathematical finance, and we believe that, seeing it 'at work' through a specific,
yet non-trivial, example, will speak for its potential prowess. We assume from now on that $\mathcal{V}$ corresponds to the distribution of the random variable generated, at some time $t$, by the solution to the CEV stochastic differential equation $\mathrm{d} Y_{u}=\xi Y_{u}^{p} \mathrm{~d} B_{u}, Y_{0}=y_{0}>0$ where $p \in \mathbb{R}, \xi>0$ and $B$ is a standard Brownian motion, independent of $W$. The CEV process [30, [103] is the unique strong solution to this stochastic differential equation, up to the stopping time $\tau_{0}^{Y}:=\inf _{u>0}\left\{Y_{u}=0\right\}$. The behaviour of the process after $\tau_{0}^{Y}$ depends on the value of $p$, and shall be discussed below. We let $\Gamma(n ; x):=\Gamma(n)^{-1} \int_{0}^{x} t^{n-1} \mathrm{e}^{-t} \mathrm{~d} t$ denote the normalised lower incomplete Gamma function, and $\mathrm{m}_{t}:=\mathbb{P}\left(Y_{t}=0\right)=\mathbb{P}(\mathcal{V}=0)$ represent the mass at the origin. Straightforward computations show that, whenever the origin is an absorbing boundary, the density $\zeta_{p}(y) \equiv \mathbb{P}\left(Y_{t} \in \mathrm{~d} y\right) / \mathrm{d} y$ is norm decreasing and ( $\eta$ defined in (5.2.4))

$$
\begin{equation*}
\mathrm{m}_{t}=1-\Gamma\left(-\eta ; \frac{y_{0}^{2(1-p)}}{2 \xi^{2}(1-p)^{2} t}\right)>0 \tag{5.2.3}
\end{equation*}
$$

otherwise $\mathrm{m}_{t}=0$ and the density $\zeta_{p}$ is norm preserving. When $p \in[1 / 2,1)$, the origin is naturally absorbing. When $p \geq 1$, the process $Y$ never hits zero $\mathbb{P}$-almost surely. Finally, when $p<1 / 2$, the origin is an attainable boundary, and can be chosen to be either absorbing or reflecting. Absorption is compulsory if $Y$ is required to be a martingale [94, Chapter III, Lemma 3.6]. Here it is only used as a building block for the instantaneous variance, and such a requirement is therefore not needed, so that both cases (absorption and reflection) will be treated. Define the constants

$$
\begin{equation*}
\eta:=\frac{1}{2(p-1)}, \quad \vartheta:=\log \left(y_{0}\right)-\frac{\xi^{2} t}{2}, \tag{5.2.4}
\end{equation*}
$$

and the function $\varphi_{\eta}$ by

$$
\varphi_{\eta}(y):=\frac{y_{0}^{1 / 2} y^{1 / 2-2 p}}{|1-p| \xi^{2} t} \exp \left(-\frac{y^{2(1-p)}+y_{0}^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}\right) \mathrm{I}_{\eta}\left(\frac{\left(y_{0} y\right)^{1-p}}{(1-p)^{2} \xi^{2} t}\right)
$$

where $\mathrm{I}_{\eta}$ is the modified Bessel function of the first kind of order $\eta$ [ $\mathbb{I}$, Section 9.6]. The CEV density, $\zeta_{p}(y):=\mathbb{P}\left(Y_{t} \in \mathrm{~d} y\right) / \mathrm{d} y$, reads

$$
\zeta_{p}(y)= \begin{cases}\varphi_{-\eta}(y), & \text { if } p \in[1 / 2,1) \text { or } p<\frac{1}{2} \text { with absorption }  \tag{5.2.5}\\ \varphi_{\eta}(y), & \text { if } p>1 \text { or } p<\frac{1}{2} \text { with reflection } \\ \frac{1}{y \xi \sqrt{2 \pi t}} \exp \left(-\frac{(\log (y)-\vartheta)^{2}}{2 \xi^{2} t}\right), & \text { if } p=1\end{cases}
$$

valid for $y \in(0, \infty)$. When $p \geq 1$, the density $\zeta_{p}$ converges to zero around the origin, implying that paths are being pushed away from the origin. On the other hand $\zeta_{p}$ diverges to infinity at the origin when $p<1 / 2$, so that the paths have a propensity towards the vicinity of the origin.

### 5.2.3 The cumulant generating function approach

In the literature on implied volatility asymptotics, the cumulant generating function of the stock price has proved to be an extremely useful tool to obtain sharp estimates. This is obviously
the case for the wings of the smile（small and large strikes）via Roger Lee＇s formula，mentioned in Section 5．2．C．D，but also to describe short－and large－maturity asymptotics，as developed for instance in［45］or in Chapters 『，园 and 四，via the use of（a refined version of）the Gärtner－Ellis theorem（Theorem［．2．3）．As shown in Section 5．2．1．］，the cumulant generating function of a stock price satisfying（5．2．1）is fully determined by that of the random variable $\mathcal{V}$ ．However，even though the density of the latter is known in closed－form（see Equation（5．2．5）），the cumulant generating function is not so for general values of $p$ ．In the cases $p=0$（with either reflecting or absorbing boundary）and $p=1 / 2$ ，a closed－form expression is available and direct computations are possible．

## 5．2．3．1 Computation of the cumulant generating function

Let us denote by $\Lambda_{0, r}^{\mathcal{V}}, \Lambda_{0, a}^{\mathcal{V}}$ and $\Lambda_{1 / 2}^{\mathcal{V}}$ the cumulant generating function（cgf）of the random vari－ able $\mathcal{V}$ when $p=0$（the subscript＇$r$＇and＇a＇denote the behaviour at the origin）and $p=1 / 2$ ． Straightforward computations yield

$$
\begin{align*}
\Lambda_{0, a}^{\mathcal{V}}(u)= & \log \left(\mathrm{m}_{t}+\frac{1}{2} \exp \left(\frac{\left(u \xi^{2} t-2 y_{0}\right) u}{2}\right)\left\{\mathrm{e}^{2 u y_{0}} \mathcal{E}\left(\frac{u \xi^{2} t+y_{0}}{\xi \sqrt{2 t}}\right)+\mathrm{e}^{2 u y_{0}}-1\right.\right. \\
& \left.\left.\quad-\mathcal{E}\left(\frac{u \xi^{2} t-y_{0}}{\xi \sqrt{2 t}}\right)\right\}\right), \\
\Lambda_{0, r}^{\mathcal{V}}(u)= & \log \left(\frac { 1 } { 2 } \operatorname { e x p } ( \frac { ( u \xi ^ { 2 } t - 2 y _ { 0 } ) u } { 2 } ) \left\{\mathrm{e}^{2 u y_{0}} \mathcal{E}\left(\frac{u \xi^{2} t+y_{0}}{\xi \sqrt{2 t}}\right)+\mathrm{e}^{2 u y_{0}}+1\right.\right.  \tag{5.2.6}\\
& \left.\left.\quad+\mathcal{E}\left(\frac{u \xi^{2} t-y_{0}}{\xi \sqrt{2 t}}\right)\right\}\right), \\
\Lambda_{1 / 2}^{\mathcal{V}}(u)= & \frac{2 y_{0} u}{2-u \xi^{2} t},
\end{align*}
$$

where $\mathcal{E}(z) \equiv \frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp \left(-x^{2}\right) \mathrm{d} x$ is the error function．Note that when $p=1 / 2$ and $p=0$ in the absorption case，one needs to take into account the mass at zero in（ 5.2 .3 ）when computing these expectations．

## 5．2．3．2 Roger Lee＇s wing formula

In［Ш6］，Roger Lee provided a precise link between the slope of the total implied variance in the wings and the boundaries of the domain of the cumulant generating function of the stock price． More precisely，for any $\tau \geq 0$ ，let $u_{+}(\tau)$ and $u_{-}(\tau)$ be defined as

$$
u_{+}(\tau):=\sup \left\{u \geq 1:\left|\Lambda^{Z}(u, \tau)\right|<\infty\right\} \quad \text { and } \quad u_{-}(\tau):=\sup \left\{u \geq 0:\left|\Lambda^{Z}(-u, \tau)\right|<\infty\right\} .
$$

The implied volatility $\sigma_{\tau}(k)$ then satisfies

$$
\left.\limsup _{k \uparrow \infty} \frac{\sigma_{\tau}(k)^{2} \tau}{k}=\psi\left(u_{+}(\tau)-1\right)=: \beta_{+}(\tau) \quad \text { and } \quad \limsup _{k \downarrow-\infty} \frac{\sigma_{\tau}(k)^{2} \tau}{|k|}=\psi\left(u_{-}(\tau)\right)\right)=: \beta_{-}(\tau)
$$

where the function $\psi$ is defined by $\psi(u)=2-4(\sqrt{u(u+1)}-u)$ ．Combining（5．2．6）and（5．2．2） yields a closed－form expression for the cumulant generating function of the stock price when $p \in$ $\{0,1 / 2\}$ ．It is clear that，when $p=0, u_{ \pm}(\tau)= \pm \infty$ for any $\tau \geq 0$ ，and hence the slopes of the left
and right wings are equal to zero (the total variance flattens for small and large strikes). In the case where $p=1 / 2$, explosion will occur as soon as $\left(\frac{1}{2} u(u-1) \tau \xi^{2} t-2\right)=0$, so that

$$
u_{ \pm}(\tau)=\frac{1}{2} \pm \frac{1}{2} \sqrt{1+\frac{16}{\xi^{2} t \tau}}, \quad \text { and } \quad \beta_{-}(\tau)=\beta_{+}(\tau)=\frac{2}{\xi \sqrt{t \tau}}\left(\sqrt{\xi^{2} t \tau+16}-4\right), \quad \text { for all } \tau>0
$$

The left and right slopes are the same, but the product $\xi^{2} t$ can be directly calibrated on the observed wings. Note that $\beta_{ \pm}(\tau)$ is concave and increasing from 0 to 2 as the product $\xi^{2} t$ ranges from zero to infinity. As $\tau$ tends to infinity, $\beta_{ \pm}(\tau)$ converges to 2 , so that the implied volatility smile does not 'flatten out', as is usually the case for Itô diffusions or affine stochastic volatility models (see for instance [95]). In Section [5.2.5 below, we make this more precise by investigating the large-time behaviour of the implied volatility using the density of the CEV-distributed variance.

### 5.2.3.3 Small-time asymptotics

In order to study the small-maturity behaviour of the implied volatility, one could, whenever the moment generating function of the stock price is available in closed form (e.g. in the case $p \in\{0,1 / 2\}$ ), apply the methodology developed in [62]. The latter is based on the Gärtner-Ellis theorem, which, essentially, consists of finding a smooth convex pointwise limit (as $\tau$ tends to zero) of some rescaled version of the cumulant generating function. In the case where $p=1 / 2$, it is easy to show that

$$
\lim _{\tau \downarrow 0} \tau^{1 / 2} \log \Lambda^{Z}\left(\frac{u}{\sqrt{\tau}}, \tau\right)= \begin{cases}0, & \text { if } u \in\left(-\frac{2}{\xi \sqrt{t}}, \frac{2}{\xi \sqrt{t}}\right)  \tag{5.2.7}\\ +\infty, & \text { otherwise }\end{cases}
$$

The nature of this limiting behaviour falls outside the scope of the Gärtner-Ellis theorem, which requires strict convexity of the limiting rescaled cumulant generating function. It is easy to see that any other rescaling would yield even more degenerate behaviour. One could adapt the proof of the Gärtner-Ellis theorem, as was done in Chapter for the small-maturity behaviour of the forward implied volatility smile in the Heston model (see also [47] and references therein for more examples of this kind). In the case (5.2.7), we are exactly as in the framework of Chapter [3, in which the small-maturity smile (squared) indeed explodes as $\tau^{-1 / 2}$, precisely the same explosion as the one in (5.I.d). Unfortunately, as we mentioned above, the cumulant generating function of the stock price is not available in general, and this approach is hence not amenable here.

### 5.2.3.4 Large-time asymptotics

The analysis above, based on the cumulant generating function of the stock price, can be carried over to study the large-time behaviour of the implied volatility. In the case $p=1 / 2$, computations are fully explicit, and the following pointwise limit follows from simple straightforward manipulations:

$$
\lim _{\tau \uparrow \infty} \tau^{-1} \Lambda^{Z}(u, \tau)= \begin{cases}0, & \text { if } u \in[0,1] \\ +\infty, & \text { otherwise }\end{cases}
$$

The nature of this asymptotic behaviour, again, falls outside the scope of standard large deviations analysis, and tedious work, in the spirit of Chapter 3, would be needed to pursue this route.

### 5.2.4 Small-time behaviour of option prices and implied volatility

For any $k \in \mathbb{R}^{*}, T>0$, and $p>1$, the quantity (BS defined in ([प.0.2))

$$
\mathrm{J}^{p}(k):= \begin{cases}\int_{0}^{\infty} \mathrm{BS}\left(k, \frac{y}{T}, T\right) y^{-p} \mathrm{~d} y, & \text { if } k>0  \tag{5.2.8}\\ \int_{0}^{\infty}\left(\mathrm{e}^{k}-1+\mathrm{BS}\left(k, \frac{y}{T}, T\right)\right) y^{-p} \mathrm{~d} y, & \text { if } k<0\end{cases}
$$

is clearly independent of $T$ and is well defined. Indeed, consider the case $k>0$. Since the stock price is a martingale starting at one, Call options are always bounded above by one, and hence $\mathrm{J}^{p}(k) \leq \int_{0}^{1} \mathrm{BS}(k, y / T, T) y^{-p} \mathrm{~d} y+\int_{1}^{\infty} y^{-p} \mathrm{~d} y$. The second integral is finite since $p>1$. When $k>0$, the asymptotic behaviour

$$
\mathrm{BS}\left(k, \frac{y}{T}, T\right) \sim \exp \left(-\frac{k^{2}}{2 y}+\frac{k}{2}\right) \frac{y^{3 / 2}}{k^{2} \sqrt{2 \pi}}
$$

holds as $y$ tends to zero, so that $\lim _{y \downarrow 0} \mathrm{BS}(k, y / T, T) y^{-p}=0$, and hence the integral is finite. A similar analysis holds when $k<0$ (using put-call symmetry). Define now the following constants:

$$
\begin{equation*}
\beta_{p}:=\frac{1}{3-2 p}, \quad \bar{y}_{p}:=\left(\frac{k^{2} \xi^{2} t(1-p)}{2}\right)^{\beta_{p}}, \quad y^{*}:=\frac{k^{2} \xi^{2} t}{2} \tag{5.2.9}
\end{equation*}
$$

the first two only when $p<1$, and note that $\beta_{p} \in(0,1)$; define further the following functions from $\mathbb{R}_{+}^{*}$ to $\mathbb{R}$ :

$$
\left\{\begin{align*}
f_{0}(y) & :=\frac{k^{2}}{2 y}+\frac{y^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}, & f_{1}(y) & :=\frac{\left(y y_{0}\right)^{(1-p)}}{\xi^{2} t(1-p)^{2}}  \tag{5.2.10}\\
g_{0}(y) & :=\frac{k^{2}}{2 y}+\frac{\log (y)}{\xi^{2} t}, & g_{1}(y) & :=\frac{\log (y)}{\xi^{2} t}
\end{align*}\right.
$$

as well as the following ones, parameterised by $p$ :

|  | $p<1$ | $p=1$ | $p>1$ |
| :---: | :---: | :---: | :---: |
| $c_{1}(t, p)$ | $f_{0}\left(\bar{y}_{p}\right)$ | $1 /\left(2 \xi^{2} t\right)$ | 0 |
| $c_{2}(t, p)$ | $f_{1}\left(\bar{y}_{p}\right)$ | $1 /\left(2 \xi^{2} t\right)$ | 0 |
| $c_{3}(t, p)$ | $\frac{6-5 p}{6-4 p}$ | $g_{0}\left(y^{*}\right)-\frac{\vartheta}{\xi^{2} t}$ | $2 p-1$ |
| $c_{4}(t, p)$ $c_{5}(t, p)$ | 0 $\underline{y_{0}^{\frac{p}{2}} \bar{y}_{p}^{\frac{3}{2}(1-p)} \mathrm{e}^{\left.\frac{k}{2}-\frac{y^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}+\frac{f_{1}^{\prime}\left(\bar{y}_{p}\right)^{2}}{2 f_{0}\left(\bar{T}_{p}\right)}\right)}}$ | $\begin{gathered} g_{1}\left(y^{*}\right)-\frac{\vartheta^{v}}{\xi^{2} t}-2 \\ \exp \left(\frac{k}{2}-\frac{\vartheta^{2}}{2 \xi^{2} t}+\frac{\vartheta \log \left(y^{*}\right)}{\xi^{2} t}\right) \end{gathered}$ | $\underline{2(p-1) \mathrm{e}^{-\frac{y_{c}^{2(p-1)}}{2 \xi^{2} t(1-p)^{2}} \mathrm{~J}^{2 p}}(k)}$ |
| $c_{5}(t, p)$ | $k^{2} \xi \sqrt{2 \pi f_{0}^{\prime \prime}\left(\bar{y}_{p}\right) t}$ | $4 \sqrt{\pi}\|k\|^{-1} \xi^{-3} t^{-3 / 2}$ | $\overline{\left(2(1-p)^{2} \xi^{2} t\right)^{\eta+1} \Gamma(\eta+1)}$ |
| $h_{1}(\tau, p)$ | $\tau^{\beta_{p}-1}$ | $(\log (\tau)+\log \|\log (\tau)\|)^{2}$ | 0 |
|  | $\tau^{\left(\beta_{p}-1\right) / 2}$ | $\frac{(\log \|\log (\tau)\|)^{2}}{\|\log (\tau)\|}$ | 0 |
| $\mathcal{R}(\tau, p)$ | $\mathcal{O}\left(\tau^{\left(1-\beta_{p}\right) / 2}\right)$ | $\mathcal{O}\left(\frac{1}{\|\log (\tau)\|}\right)$ | $\mathcal{O}\left(\tau^{p-1}\right)$ |

Table 5.1: List of constants and functions

The following theorem (proved in Section [5.3.7) is the central result of this chapter (although its equivalent below, in terms of implied volatility, is more informative for practical purposes):

Theorem 5.2.1. The following expansion holds for all $k \in \mathbb{R}^{*}$ as $\tau$ tends to zero:

$$
\mathbb{E}\left(\mathrm{e}^{Z_{\tau}}-\mathrm{e}^{k}\right)^{+}=\left(1-\mathrm{e}^{k}\right)^{+}+\mathrm{e}^{-c_{1}(t, p) h_{1}(\tau, p)+c_{2}(t, p) h_{2}(\tau, p)} \tau^{c_{3}(t, p)}|\log (\tau)|^{c_{4}(t, p)} c_{5}(t, p)[1+\mathcal{R}(\tau, p)]
$$

## Remark 5.2.2.

(i) Whenever $p \leq 1, c_{1}$ and $c_{2}$ are strictly positive; the function $c_{5}$ is always strictly positive; when $p<1, c_{3}$ is strictly positive; when $p=1$, the functions $c_{3}$ and $c_{4}$ can take positive and negative values;
(ii) Whenever $p \leq 1, h_{2}(\tau, p) \leq h_{1}(\tau, p)$ for $\tau$ small enough, so that the leading order is provided by $h_{1}$;
(iii) In the lognormal case $p=1, h_{1}(\tau, 1) \sim(\log \tau)^{2}$ as $\tau$ tends to zero, so that the exponential decay of option prices is governed at leading order by $\exp \left(-c_{1}(t, 1)(\log \tau)^{2}\right)$.

Using Theorem [.2.1 and small-maturity asymptotics for the Black-Scholes model in Lemma [3.3.4, it is straightforward to translate option price asymptotics into asymptotics of the implied volatility:

Theorem 5.2.3. For any $k \in \mathbb{R}^{*}$, the small-maturity implied volatility smile behaves as follows:

$$
\sigma_{\tau}^{2}(k) \sim \begin{cases}\left(1-\beta_{p}\right)\left(\frac{k^{2} \xi^{2} t(1-p)}{2 \tau}\right)^{\beta_{p}}, & \text { if } p<1 \\ \frac{k^{2} \xi^{2} t}{\tau \log (\tau)^{2}}, & \text { if } p=1 \\ \frac{k^{2}}{2(2 p-1) \tau|\log (\tau)|}, & \text { if } p>1\end{cases}
$$

This theorem only presents the leading-order asymptotic behaviour of the implied volatility as the maturity becomes small. One could in principle (following [69] or [38]) derive higher-order terms, but these additional computations would impact the clarity of this singular behaviour. In the at-the-money $k=0$ case, the implied volatility converges to a constant:

Lemma 5.2.4. The at-the-money implied volatility $\sigma_{\tau}(0)$ converges to $\mathbb{E}(\sqrt{\mathcal{V}})$ as $\tau$ tends to zero.
The proof of the lemma follows steps analogous to Lemma 3.4.3, and we omit the details here. Note that, from Theorem 5.23 , as $p$ approaches 1 from below, the rate of explosion approaches $\tau^{-1}$. When $p$ tends to 1 from above, the explosion rate is $1 /(\tau|\log \tau|)$ instead. So there is a 'discontinuity' at $p=1$ and the actual rate of explosion is less than both these limits. As an immediate consequence of Theorem $\sqrt{2} .2$ we have the following corollary. Define the following functions:

$$
h^{*}(\tau, p):=\left\{\begin{array}{ll}
\tau^{1-\beta_{p}}, & \text { if } p<1, \\
\left|\log (\tau)^{-1}\right|, & \text { if } p>1, \\
\log (\tau)^{-2}, & \text { if } p=1,
\end{array} \quad \text { and } \quad \Lambda_{p}^{*}(k):= \begin{cases}c_{1}(t, p), & \text { if } p \leq 1 \\
2 p-1, & \text { if } p>1\end{cases}\right.
$$

where $c_{1}(t, p)$ is defined in Table [.], and depends on $k$ (through $\bar{y}_{p}$ ).
Corollary 5.2.5. For any $p \in \mathbb{R}$, the sequence $\left(Z_{\tau}\right)_{\tau \geq 0}$ satisfies a large deviations principle with speed $h^{*}(\tau, p)$ and rate function $\Lambda_{p}^{*}$ as $\tau$ tends to zero. Furthermore, the rate function is good only when $p<1$.

Proof. The proof of Theorem [5.2.d holds with only minor modifications for digital options, which are equivalent to probabilities of the form $\mathbb{P}\left(Z_{\tau} \leq k\right)$ or $\mathbb{P}\left(Z_{\tau} \geq k\right)$. For $p \in(-\infty, 1]$, one can then show that

$$
\lim _{\tau \downarrow 0} h^{*}(\tau, p) \log \mathbb{P}\left(Z_{\tau} \leq k\right)=-\inf \left\{\Lambda_{p}^{*}(x): x \leq k\right\}
$$

The infimum is null whenever $k>0$ and $p<1$, and $\Lambda_{1}^{*}(x) \equiv 1 /\left(2 \xi^{2} t\right)$ is constant. Consider now an open interval $(a, b) \subset \mathbb{R}$. Since $(a, b)=(-\infty, b) \backslash(-\infty, a]$, then by continuity and convexity of $\Lambda_{p}^{*}$, we obtain

$$
\lim _{\tau \downarrow 0} h^{*}(\tau, p) \log \mathbb{P}\left(Z_{\tau} \in(a, b)\right)=-\inf _{x \in(a, b)} \Lambda_{p}^{*}(x)
$$

Since any Borel set of the real line can be written as a (countable) union / intersection of open intervals, the corollary follows from the definition of the large deviations principle [48, Section 1.2]. When $p \in(1, \infty)$, the only non-trivial choice of speed is $\left|(\log \tau)^{-1}\right|$, in which case
$\lim _{\tau \downarrow 0}\left|(\log \tau)^{-1}\right| \log \mathbb{P}\left(Z_{\tau} \leq k\right)=-(2 p-1)$. Clearly, the constant function is a rate function (the level sets, either the empty set or the real line, being closed in $\mathbb{R}$ ), and the corollary follows.

Remark 5.2.6. In the case $p=1 / 2$, as discussed in Section 5.2.3.4, the cumulant generating function of $Z$ is available in closed-form. However, the large deviations principle does not follow from the Gärtner-Ellis theorem, since the pointwise rescaled limit of the cgf is degenerate (in the sense of (5.2.7)).

### 5.2.4.1 Small-maturity at-the-money skew and convexity

The goal of this section is to compute asymptotics for the at-the-money skew and convexity of the smile as the maturity becomes small. These quantities are useful to traders who actually observe them (or approximations thereof) on real data. We define the left and right derivatives by $\partial_{k}^{-} \sigma_{\tau}^{2}(0):=\left.\lim _{k \uparrow 0} \partial_{k} \sigma_{\tau}^{2}(k)\right|_{k=0}$ and $\partial_{k}^{+} \sigma_{\tau}^{2}(0):=\left.\lim _{k \downarrow 0} \partial_{k} \sigma_{\tau}^{2}(k)\right|_{k=0}$, and similarly $\partial_{k k}^{-} \sigma_{\tau}^{2}(0):=$ $\left.\lim _{k \uparrow 0} \partial_{k k} \sigma_{\tau}^{2}(k)\right|_{k=0}$ and $\partial_{k k}^{+} \sigma_{\tau}^{2}(0):=\left.\lim _{k \downarrow 0} \partial_{k k} \sigma_{\tau}^{2}(k)\right|_{k=0}$. The following lemma describes this short-maturity behaviour in the general case where $\mathcal{V}$ is any random variable supported on $[0, \infty)$.

Lemma 5.2.7. Consider (5.ل入) and assume that $\mathbb{E}\left(\mathcal{V}^{n / 2}\right)<\infty$ for $n=-1,1,3$, and $\mathrm{m}_{t}:=\mathbb{P}(\mathcal{V}=$ $0)<1$. As $\tau$ tends to zero,

$$
\begin{aligned}
& \partial_{k}^{-} \sigma_{\tau}^{2}(0) \sim-\frac{\mathbb{E}(\sqrt{\mathcal{V}})}{48}\left(\mathbb{E}\left(\mathcal{V}^{3 / 2}\right)-\mathbb{E}(\sqrt{\mathcal{V}})^{3}\right) \tau-\mathrm{m}_{t} \frac{\mathbb{E}(\sqrt{\mathcal{V}}) \sqrt{\pi}}{\sqrt{2 \tau}} \\
& \partial_{k}^{+} \sigma_{\tau}^{2}(0) \sim-\frac{\mathbb{E}(\sqrt{\mathcal{V}})}{48}\left(\mathbb{E}\left(\mathcal{V}^{3 / 2}\right)-\mathbb{E}(\sqrt{\mathcal{V}})^{3}\right) \tau+\mathrm{m}_{t} \frac{\mathbb{E}(\sqrt{\mathcal{V}}) \sqrt{\pi}}{\sqrt{2 \tau}} \\
& \partial_{k k}^{-} \sigma_{\tau}^{2}(0) \sim \partial_{k k}^{+} \sigma_{\tau}^{2}(0) \sim \frac{\mathbb{E}(\sqrt{\mathcal{V}})}{\tau}\left(\mathbb{E}\left(\mathcal{V}^{-1 / 2}\right)-\mathbb{E}(\sqrt{\mathcal{V}})^{-1}\left(1-\frac{\mathrm{m}_{t}^{2} \sqrt{\pi}}{8}\right)\right)
\end{aligned}
$$

Jensen's inequality and the fact that the support of $\mathcal{V}$ is in $\mathbb{R}_{+}$imply that both $\mathbb{E}\left(\mathcal{V}^{3 / 2}\right)-\mathbb{E}(\sqrt{\mathcal{V}})^{3}$ and $\mathbb{E}\left(\mathcal{V}^{-1 / 2}\right)-\mathbb{E}(\sqrt{\mathcal{V}})^{-1}$ are strictly positive. The small-maturity at-the-money skew is always negative for small $\mathrm{m}_{t}$. Note that this in particular means that the smile generated by (5.2.1) is not necessarily symmetric. When $\mathrm{m}_{t}>0$, the at-the-money left skew explodes to $-\infty$ and the at-themoney right skew explodes to $+\infty$. Furthermore, the small-maturity at-the-money convexity tends to infinity. In the CEV case, however, the moments are not available in closed-form in general.

Proof. We first focus on the at-the-money skew. By definition $C(k, \tau)=\mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)$ and therefore

$$
\partial_{k} C(k, \tau)=\partial_{k} \mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)+\partial_{k} \sigma_{\tau}^{2}(k) \partial_{w} \mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right),
$$

where $\partial_{w} \mathrm{BS}$ is the partial derivative with respect to the second argument. Also by (5.3.0), an immediate application of Leibniz's integral rule yields

$$
\begin{equation*}
\partial_{k} C(k, \tau)=\int_{0}^{\infty} \partial_{k} \mathrm{BS}(k, y, \tau) \zeta_{p}(y) \mathrm{d} y+\mathrm{m}_{t} \partial_{k}\left(1-\mathrm{e}^{k}\right)^{+}, \tag{5.2.11}
\end{equation*}
$$

We first assume that $\mathrm{m}_{t}=0$. The at-the-money skew is then given by $\left.\partial_{k} \sigma_{\tau}^{2}(k)\right|_{k=0}=\left(\left.\partial_{w} \operatorname{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)\right|_{k=0}\right)^{-1}\left(\left.\int_{0}^{\infty} \partial_{k} \operatorname{BS}(k, y, \tau)\right|_{k=0} \zeta_{p}(y) \mathrm{d} y-\left.\partial_{k} \mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)\right|_{k=0}\right)$. Recall now from Lemma $\sqrt{2.2 .4}$ that $\sigma_{\tau}(0)=\mathbb{E}(\sqrt{\mathcal{V}})+o(1)$. Straightforward computations then yield

$$
\left\{\begin{align*}
\left.\partial_{k} \operatorname{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)\right|_{k=0} & =-\mathcal{N}\left(\frac{\sigma_{\tau}(0) \sqrt{\tau}}{2}\right) \\
& =-\frac{1}{2}+\frac{\sigma_{\tau}(0) \sqrt{\tau}}{2 \sqrt{2 \pi}}-\frac{\sigma_{\tau}^{3}(0) \tau^{3 / 2}}{48 \sqrt{2 \pi}}+\mathcal{O}\left(\sigma_{\tau}^{5}(0) \tau^{5 / 2}\right) \\
\left.\partial_{k} \operatorname{BS}(k, y, \tau)\right|_{k=0} & =-\mathcal{N}\left(\frac{\sqrt{y} \sqrt{\tau}}{2}\right)  \tag{5.2.12}\\
& =-\frac{1}{2}+\frac{\sqrt{y} \sqrt{\tau}}{2 \sqrt{2 \pi}}-\frac{y^{3 / 2} \tau^{3 / 2}}{48 \sqrt{2 \pi}}+\mathcal{O}\left(\tau^{5 / 2}\right) \\
\left.\partial_{w} \operatorname{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)\right|_{k=0} & =\frac{\sqrt{\tau}}{\sigma_{\tau}(0) \sqrt{2 \pi}} \exp \left(-\frac{\sigma_{\tau}^{2}(0) \tau}{8}\right)
\end{align*}\right.
$$

as $\tau$ tends to zero. Hence

$$
\left.\partial_{k} \sigma_{\tau}^{2}(k)\right|_{k=0}=\exp \left(\frac{\sigma_{\tau}^{2}(0) \tau}{8}\right) \frac{\sigma_{\tau}(0)}{2}\left(\mathbb{E}(\sqrt{\mathcal{V}})-\sigma_{\tau}(0)-\frac{\left(\mathbb{E}\left(\mathcal{V}^{3 / 2}\right)-\sigma_{\tau}(0)^{3}\right) \tau}{24}+\mathcal{O}\left(\sigma_{\tau}(0)^{3} \tau^{5}\right)\right)
$$

and so, as $\tau$ tends to zero,

$$
\begin{equation*}
\left.\partial_{k} \sigma_{\tau}^{2}(k)\right|_{k=0} \sim-\frac{\mathbb{E}(\sqrt{\mathcal{V}})}{48}\left(\mathbb{E}\left(\mathcal{V}^{3 / 2}\right)-\mathbb{E}(\sqrt{\mathcal{V}})^{3}\right) \tau \tag{5.2.13}
\end{equation*}
$$

The small-maturity convexity follows similar arguments, which we only outline:

$$
\begin{align*}
\partial_{k k} C(k, \tau) & =\partial_{k k} \operatorname{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)+2 \partial_{k} \sigma_{\tau}^{2}(k) \partial_{w k} \operatorname{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)  \tag{5.2.14}\\
& +\left(\partial_{k} \sigma_{\tau}^{2}(k)\right)^{2} \partial_{w w} \operatorname{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)+\partial_{k k} \sigma_{\tau}^{2}(k) \partial_{w} \operatorname{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right),
\end{align*}
$$

and

$$
\begin{equation*}
\partial_{k k} C(k, \tau)=\int_{0}^{\infty} \partial_{k k} \mathrm{BS}(k, y, \tau) \zeta_{p}(y) \mathrm{d} y+\mathrm{m}_{t} \partial_{k k}\left(1-\mathrm{e}^{k}\right)^{+} \tag{5.2.15}
\end{equation*}
$$

Likewise, we first consider the case $\mathrm{m}_{t}=0$. Straightforward computations yield

$$
\left\{\begin{align*}
\left.\partial_{k k} \mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)\right|_{k=0} & =\frac{\exp \left(-\frac{\sigma_{\tau}^{2}(0) \tau}{8}\right)}{\sigma_{\tau}(0) \sqrt{\tau} \sqrt{2 \pi}}-\mathcal{N}\left(\frac{\sigma_{\tau}(0) \sqrt{\tau}}{2}\right)  \tag{5.2.16}\\
& =\frac{1}{\sqrt{2 \pi} \sigma_{\tau}(0) \sqrt{\tau}}-\frac{1}{2}+\mathcal{O}\left(\sigma_{\tau}(0) \sqrt{\tau}\right) \\
\left.\partial_{k w} \mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)\right|_{k=0} & =\exp \left(-\frac{\sigma_{\tau}^{2}(0) \tau}{8}\right) \frac{\sqrt{\tau}}{4 \sigma_{\tau}(0) \sqrt{2 \pi}} \\
\left.\partial_{w w} \mathrm{BS}\left(k, \sigma_{\tau}^{2}(k), \tau\right)\right|_{k=0} & =-\frac{\tau^{2} \mathrm{e}^{-\frac{\tau \sigma_{\tau}^{2}(0)}{8}}\left(\tau \sigma_{\tau}^{2}(0)+4\right)}{16 \sqrt{2 \pi}\left(\tau \sigma_{\tau}^{2}(0)\right)^{3 / 2}} \\
& =-\frac{\sqrt{\tau}}{4 \sqrt{2 \pi} \sigma_{\tau}^{3}(0)}+\frac{3 \tau^{5 / 2} \sigma_{\tau}(0)}{512 \sqrt{2 \pi}}+\mathcal{O}\left(\frac{\tau^{3 / 2}}{\sigma_{\tau}(0)}\right)
\end{align*}\right.
$$

Using (5.2.14) and (5.2.15) in conjunction with (5.2.22), (5.2.16) and (5.2.13), we obtain $\partial_{k k} \sigma_{\tau}^{2}(0) \sim$ $\frac{1}{\tau} \mathbb{E}(\sqrt{\mathcal{V}})\left(\mathbb{E}\left(\mathcal{V}^{-1 / 2}\right)-\mathbb{E}(\sqrt{\mathcal{V}})^{-1}\right)$. When $\mathrm{m}_{t}>0$, we need to take right and left derivatives in (5.1]) and (5.15) to account for the atomic term. Since $\left.\partial_{k}^{-}\left(1-\mathrm{e}^{k}\right)^{+}\right|_{k=0}=\left.\partial_{k k}^{-}\left(1-\mathrm{e}^{k}\right)^{+}\right|_{k=0}=$ -1 and $\left.\partial_{k}^{+}\left(1-\mathrm{e}^{k}\right)^{+}\right|_{k=0}=\left.\partial_{k k}^{+}\left(1-\mathrm{e}^{k}\right)^{+}\right|_{k=0}=0$, the lemma follows immediately.

### 5.2.5 Large-time behaviour of option prices and implied volatility

In this section we compute the large-time behaviour of option prices and implied volatility. The proofs are given in Section 5.3 .2 . It turns out that asymptotics are degenerate in the sense that option prices decay algebraically to their intrinsic values. The structure of the asymptotic depends on the value of $p$ and whether the origin is reflecting or absorbing:

Theorem 5.2.8. Define the following quantity:

$$
\mathfrak{M}(\eta):=\frac{2^{3-6 p-\eta} \Gamma\left(\frac{1}{2}-2 p\right)}{\sqrt{\pi} \Gamma(1+\eta)|1-p|^{2 \eta+1}\left(\xi^{2} t\right)^{\eta+1}} \exp \left(-\frac{y_{0}^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}\right),
$$

with $\eta$ given in (5.2.4). The following expansions hold for all $k \in \mathbb{R}$ as $\tau$ tends to infinity:
(i) if $p<3 / 4$ and the origin is absorbing then

$$
\mathbb{E}\left(\mathrm{e}^{Z_{\tau}}-\mathrm{e}^{k}\right)^{+}=1-\mathrm{m}_{t}+\mathrm{m}_{t}\left(1-\mathrm{e}^{k}\right)^{+}-8 \mathrm{e}^{k / 2} y_{0}\left(\frac{1}{2}-2 p\right) \mathfrak{M}(-\eta) \frac{1+\mathcal{O}\left(\tau^{-1}\right)}{\tau^{2-2 p}}
$$

(ii) if $p<1 / 4$ and the origin is reflecting then

$$
\mathbb{E}\left(\mathrm{e}^{Z_{\tau}}-\mathrm{e}^{k}\right)^{+}=1-\mathrm{e}^{k / 2} \mathfrak{M}(\eta) \frac{1+\mathcal{O}\left(\tau^{-1}\right)}{\tau^{1-2 p}}
$$

For other values of $p$, asymptotics are more difficult to derive and we leave this for future research. The asymptotic behaviour of option prices is fundamentally different to Black-Scholes asymptotics (Lemma D.O.TI) and it is not clear that one can deduce asymptotics for the implied volatility. For example, the intrinsic values do not necessarily match as $\tau$ tends to infinity because of the mass at the origin. The one exception is when the origin is reflecting, in which case the implied volatility tends to zero. This result follows directly from the comparison of Theorem [5.2.8 and Lemma [D.0.[].

Theorem 5.2.9. If $p<1 / 4$ and the origin is reflecting, then for all $k \in \mathbb{R}$ as $\tau$ tends to infinity:

$$
\sigma_{\tau}^{2}(k) \sim \frac{8(1-2 p) \log \tau}{\tau}
$$

Although, we have provided the large-time asymptotics in this section, it is not our intention to use this model for options with large expiries. Our intention (as mentioned in Section 5.-1) is to use these models as building blocks for more complicated models (such as stochastic volatility models where the initial variance is sampled from a continuous distribution) so that we are able to better match steep small-maturity observed smiles. In these types of more sophisticated models, the large-time behaviour is governed more from the chosen stochastic volatility model rather than the choice of distribution for the initial variance (see Chapters $\square$ and $\pi$ for examples), especially if the variance process possesses some ergodic properties. This also suggests to use this class of models to introduce two different time scales: one to match the small-time smile (the distribution for the initial variance) and one to match the medium to large-time smile (the chosen stochastic volatility model).


Figure 5.1: Here we plot $K \mapsto \sigma_{\tau}(\log K)$ for maturities of 1 (circles), $1 / 2$ (squares) and $1 / 12$ (diamonds) for increasing values of the CEV power $p$. The smile is obtained by numerically solving for the option price using (5.3.1) and then using a simple root search to solve for the implied volatility. Parameters of the model are given in the text.

### 5.2.6 Numerics

We calculate option prices using the representation (5.3.1) and a global adaptive Gauss-Kronrod quadrature scheme. We then compute the smile $\sigma_{\tau}$ with a simple root-finding algorithm. In Figure we plot the smile for different maturities and values for the CEV power $p$. The model parameters are $y_{0}=0.07, \xi=0.2 y_{0}^{1 / 2-p}$ and $t=1 / 2$. Note here that we set $\xi$ to be a different value for each $p$. This is done so that the models are comparable: $\xi$ is then given in the same units and the quadratic variation of the CEV variance dynamics are approximately matched for different values of $p$. The graphs highlight the steepness of the smiles as the maturity gets smaller and the role of $p$ in the shape of the small-maturity smile. Out-of-the money volatilities (for $K \notin[0.9,1.1]$ ) explode at a quicker rate as $p$ increases (this can be seen from Theorem [5.2.3). The volatility for strikes close to at-the-money $K \in[0.9,1.1]$ appears to be less explosive as one increases $p$. This can be explained from the strike dependence of the coefficients of the asymptotic in Theorem 5.2.3] and is discussed further in Section 5.2.7.D.

### 5.2.7 Application to forward smile asymptotics

We now show how our model (5.21) and the asymptotics derived above for the implied volatility can be directly translated into asymptotics of the forward implied volatility in stochastic volatility models. Suppose now that the log stock price process $X$ satisfies the following SDE:

$$
\begin{align*}
\mathrm{d} X_{s} & =-\frac{1}{2} Y_{s} \mathrm{~d} s+\sqrt{Y_{s}} \mathrm{~d} W_{s}, & & X_{0}=0 \\
\mathrm{~d} Y_{s} & =\xi_{s} Y_{s}^{p} \mathrm{~d} B_{s}, & & Y_{0}=y_{0}>0,  \tag{5.2.17}\\
\mathrm{~d}\langle W, B\rangle_{s} & =\rho \mathrm{d} s, & &
\end{align*}
$$

with $p \in \mathbb{R},|\rho|<1$ and $\left(W_{s}\right)_{s \geq 0}$ and $\left(B_{s}\right)_{s \geq 0}$ are two standard Brownian motions. Fix the forward-start date $t>0$ and set

$$
\xi_{u}:= \begin{cases}\xi, & \text { if } 0 \leq u \leq t  \tag{5.2.18}\\ \bar{\xi}, & \text { if } u>t\end{cases}
$$

where $\xi>0$ and $\bar{\xi} \geq 0$. This includes the Heston model and $3 / 2$ model with zero mean reversion ( $p=1 / 2$ and $p=3 / 2$ respectively) as well as the SABR model $(p=1)$. Here we impose the condition that if the variance hits the origin, it is either absorbed or reflected (see Section 5.2 .1 for further details). Consider the CEV process for the variance: $\mathrm{d} Y_{u}=\xi Y_{u}^{p} \mathrm{~d} B_{u}, Y_{0}=y_{0}$, where $p \in \mathbb{R}$ and $B$ is a standard Brownian motion. Let $\operatorname{CEV}(t, \xi, p)$ be the distribution such that $\operatorname{Law}\left(Y_{t}\right)=$ $\operatorname{Law}(\mathcal{V})=\operatorname{CEV}(t, \xi, p)$. Then the following lemma holds (an application of Lemma प.4.⿹) :

Lemma 5.2.10. In the model (5.2.17) the forward price process $X^{(t)}$ (defined in ([.0.3)) solves the following system of SDEs:

$$
\begin{align*}
\mathrm{d} X_{\tau}^{(t)} & =-\frac{1}{2} Y_{\tau}^{(t)} \mathrm{d} \tau+\sqrt{Y_{\tau}^{(t)}} \mathrm{d} W_{\tau}, & & X_{0}^{(t)}=0 \\
\mathrm{~d} Y_{\tau}^{(t)} & =\bar{\xi}\left(Y_{\tau}^{(t)}\right)^{p} \mathrm{~d} B_{\tau}, & & Y_{0}^{(t)} \sim \operatorname{CEV}(t, \xi, p),  \tag{5.2.19}\\
\mathrm{d}\langle W, B\rangle_{\tau} & =\rho \mathrm{d} \tau, & &
\end{align*}
$$

where $Y_{0}^{(t)}$ is independent to the Brownian motions $\left(W_{\tau}\right)_{\tau \geq 0}$ and $\left(B_{\tau}\right)_{\tau \geq 0}$.
If we set $\bar{\xi}=0$, then $X^{(t)}=Z$ and the following corollary provides forward smile asymptotics:
Corollary 5.2.11. When $\bar{\xi}=0$ in (5.2.18), Theorem 5.2.7, Theorem 5.2.3 and Lemma 5.2.4 hold with $Z=X^{(t)}$ and $\sigma_{\tau}=\sigma_{t, \tau}$.

## Remark 5.2.12.

(i) This result explicitly links the shape and fatness of the right tail of the variance distribution at the forward-start date and the asymptotic form and explosion rate of the small-maturity forward smile. Take for example $p>1$ : the density of the variance in the right wing is dominated by the polynomial $y^{-2 p}$ and the exponential dependence on $y$ is irrelevant. So the smaller $p$ in this case, the fatter the right tail and hence the larger the coefficient of the
expansion. This also explains the algebraic (not exponential) small-maturity dependence for forward-start option prices.
(ii) The asymptotics in the $p>1$ case are extreme and the algebraic dependence on $\tau$ is similar to small-maturity exponential Lévy models. This extreme nature is related to the fatness of the right tail of the variance distribution: for example, the $3 / 2$ model ( $p=3 / 2$ ) allows for the occurrence of extreme paths with periods of very high instantaneous volatility (see [54, Figure 3 ]).
(iii) The asymptotics in Theorems 5.2 .1 and 5.2 .3 remain the same (at this order) regardless of whether the variance process is absorbing or reflecting at zero when $p \in(-\infty, 1 / 2)$. Intuitively this is because absorption or reflection primarily influences the left tail whereas small-maturity forward smile asymptotics are influenced by the shape of the right tail of the variance distribution.

### 5.2.7.1 Conjecture

When $p=1 / 2$ in Corollary 5.2 , the asymptotics are the same as in Theorem 3.4 .0 for the Heston model. This confirms that the key quantity determining the small-maturity forward smile explosion rate is the variance distribution at the forward-start date. The dynamics of the stock price are actually irrelevant at this order. This leads us to the following conjecture:

Conjecture 5.2.13. The leading-order small-maturity forward smile asymptotics generated from (5.2.7) are equivalent to those given in Corollary 5.2.7.

Practitioners have stated [III, 35] that the Heston model ( $p=1 / 2$ ) produces small-maturity forward smiles that are too convex and 'U-shaped' and inconsistent with observations. Furthermore, it has been empirically stated [ [0]] that SABR or lognormal based models for the variance ( $p=1$ ) produce less convex or 'U-shaped' small-maturity forward smiles. Our results provide theoretical insight into this effect. We observed in Section 5. 5 and Figure 5. that the explosion effect was more stable for strikes close to the money as one increased $p$. The strike dependence of the asymptotic implied volatility in Theorem 5.2 .3 is given by $K \mapsto \sqrt{|\log K|}$ for $p=1 / 2$ and $K \mapsto|\log K|$ for $p=1$. It is clear that the shape of the forward implied volatility is more stable and less U-shaped in the lognormal $p=1$ case.

### 5.3 Proofs

### 5.3.1 Proof of Theorem 5.2 .1

Let $C(k, \tau):=\mathbb{E}\left(\mathrm{e}^{X_{\tau}}-\mathrm{e}^{k}\right)^{+}$. This function clearly depends on the parameter $t$, but we omit this dependence in the notations. The tower property implies

$$
\begin{equation*}
C(k, \tau)=\int_{0}^{\infty} \mathrm{BS}(k, y, \tau) \zeta_{p}(y) \mathrm{d} y+\mathrm{m}_{t}\left(1-\mathrm{e}^{k}\right)^{+} \tag{5.3.1}
\end{equation*}
$$

where BS is defined in ([.0.2), $\zeta_{p}$ is density of $\mathcal{V}$ given in (5.2.5) and $\mathrm{m}_{t}$ is the mass at the origin (5.2.3). Our goal is to understand the asymptotics of this integral as $\tau$ tends to zero. We break the proof of Theorem 5.2.d into three parts: in Section 5.3 .1 we prove the case $p>1$, in Section 5.3 .2 we prove the case $p \in(-\infty, 1)$ and in Section 5.3 .3 we prove the case $p=1$. We only prove the result for $k>0$, the arguments being completely analogous when $k<0$. The key insight is that one has to re-scale the variance in terms of the maturity $\tau$ before asymptotics can be computed. The nature of the re-scaling depends critically on the CEV power $p$ and fundamentally different asymptotics result in each case. Note that for $k>0,\left(1-\mathrm{e}^{k}\right)^{+}=0$, so that the atomic term in (5.3.1) is irrelevant for the analysis. When $k<0$, asymptotics follow directly using Put-Call symmetry.

### 5.3.1.1 Case: $p>1$

In Lemma we prove a bound on the CEV density. This is sufficient to allow us to prove asymptotics for option prices in Lemma 5.3 .2 after rescaling the variance by $\tau$. This rescaling is critical because it is the only one making $\operatorname{BS}(k, y / \tau, \tau)$ independent of $\tau$. Let

$$
\chi(\tau, p):=\frac{\tau^{2 p}}{|1-p| \xi^{2} t \Gamma(1+|\eta|)\left(2(1-p)^{2} \xi^{2} t\right)^{|\eta|}} \exp \left(-\frac{y_{0}^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}\right),
$$

and we have the following lemma:
Lemma 5.3.1. The following bounds hold for the CEV density for all $y, \tau>0$ when $p>1$ :
$\frac{\chi(\tau, p)}{y^{2 p}}\left\{1-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y}\right)^{2 p-2}\right\} \leq \zeta_{p}\left(\frac{y}{\tau}\right)$,
$\frac{\chi(\tau, p)}{y^{2 p}}\left\{1+\exp \left(\frac{y_{0}^{2-2 p}}{2(p-1)^{2} t \xi^{2}}\right)\left[\frac{1}{2 \xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y}\right)^{2 p-2}+\frac{1}{\xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y y_{0}}\right)^{p-1}\right]\right\} \geq \zeta_{p}\left(\frac{y}{\tau}\right)$.
Proof. From [[20]] we know that for $x>0$ and $\nu>-1 / 2$ :

$$
\begin{equation*}
\frac{1}{\Gamma(\nu+1)}\left(\frac{x}{2}\right)^{\nu} \leq I_{\nu}(x) \leq \frac{\cosh (x)}{\Gamma(\nu+1)}\left(\frac{x}{2}\right)^{\nu} . \tag{5.3.2}
\end{equation*}
$$

Also since $\cosh (x)<\mathrm{e}^{x}$ holds for $x>0$, the expression for the CEV density in (5.2.5) implies that for $p>1$,

$$
\frac{\chi(\tau, p)}{y^{2 p}} \exp \left(-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y}\right)^{2 p-2}\right) \leq \zeta_{p}\left(\frac{y}{\tau}\right) \leq \frac{\chi(\tau, p)}{y^{2 p}} \mathrm{e}^{m(y, \tau)}
$$

where

$$
m(y, \tau):=-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y}\right)^{2 p-2}+\frac{1}{\xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y y_{0}}\right)^{p-1}
$$

For fixed $\tau>0$, note that $m(\cdot, \tau): \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$takes a maximum positive value at $y=y_{0} \tau$ with $m\left(y_{0} \tau, \tau\right)=y_{0}^{2-2 p} /\left(2(p-1)^{2} t \xi^{2}\right)$. When $m>0$ Taylor's Theorem with remainder yields $\mathrm{e}^{m(y, \tau)}=1+\mathrm{e}^{\gamma} m(y, \tau)$ for some $\gamma \in(0, m(y, \tau))$, and hence $\mathrm{e}^{m(y, \tau)} \leq 1+\mathrm{e}^{m\left(y_{0} \tau, \tau\right)} m(y, \tau)$. If $m<0$ then $\mathrm{e}^{m(y, \tau)} \leq 1+|m(y, \tau)| \leq 1+\mathrm{e}^{m\left(y_{0} \tau, \tau\right)}|m(y, \tau)|$. The result for the upper bound then follows by the triangle inequality for $|m(y, \tau)|$. The lower bound simply follows from the inequality $1-x \leq \mathrm{e}^{-x}$, valid for $x>0$, and

$$
1-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y}\right)^{2 p-2} \leq \exp \left(-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left(\frac{\tau}{y}\right)^{2 p-2}\right)
$$

## Lemma 5.3.2. When $p>1$, Theorem 5.2] holds.

Proof. The substitution $y \rightarrow y / \tau$ and (5.3.]) imply that the option price reads

$$
C(k, \tau)=\int_{0}^{\infty} \mathrm{BS}(k, y, \tau) \zeta_{p}(y) \mathrm{d} y=\tau^{-1} \int_{0}^{\infty} \mathrm{BS}(k, y / \tau, \tau) \zeta_{p}(y / \tau) \mathrm{d} y
$$

Using Lemma 5.3 .1 and Definition (5.2.8), we obtain the following bounds:

$$
\begin{aligned}
& \frac{\chi(\tau, p)}{\tau}\left[\mathrm{J}^{2 p}(k)-\frac{\tau^{2 p-2}}{2 \xi^{2} t(1-p)^{2}} \mathrm{~J}^{4 p-2}(k)\right] \leq C(k, \tau) \\
& \frac{\chi(\tau, p)}{\tau}\left[\mathrm{J}^{2 p}(k)+\exp \left(\frac{y_{0}^{2-2 p}}{2(p-1)^{2} t \xi^{2}}\right)\left(\frac{\tau^{2 p-2}}{2 \xi^{2} t(1-p)^{2}} \mathrm{~J}^{4 p-2}(k)+\frac{\tau^{p-1}}{\xi^{2} t(1-p)^{2} y_{0}^{p-1}} \mathrm{~J}^{3 p-1}(k)\right)\right]
\end{aligned}
$$

$$
\geq C(k, \tau)
$$

Hence for $\tau<1$ :

$$
\left|\frac{C(k, \tau) \tau}{\chi(\tau, p) \mathrm{J}^{2 p}(k)}-1\right| \leq \exp \left(\frac{y_{0}^{2-2 p}}{2(p-1)^{2} t \xi^{2}}\right)\left(\frac{\mathrm{J}^{4 p-2}(k)}{2 \xi^{2} t(1-p)^{2} \mathrm{~J}^{2 p}(k)}+\frac{\mathrm{J}^{3 p-1}(k)}{\xi^{2} t(1-p)^{2} y_{0}^{p-1} \mathrm{~J}^{2 p}(k)}\right) \tau^{p-1}
$$

which proves the lemma since $\mathrm{J}^{q}(k)$ is strictly positive, finite and independent of $\tau$ whenever $q>1$.

### 5.3.1.2 Case: $p<1$

We use the representation in (5.3.7) and break the domain of the integral up into a compact part and an infinite (tail) one. We prove in Lemma 5.3.4 that the tail integral is exponentially subdominant (compared to the compact part) and derive asymptotics for the integral in Lemma 5.3 .5 This allows us to apply the Laplace method to the integral. We start with the following bound for the modified Bessel function of the first kind and then prove a tail estimate in Lemma 5.3.4.

Lemma 5.3.3. The following bound holds for all $x>0$ and $\nu>-3 / 2$ :

$$
\mathrm{I}_{\nu}(x)<\frac{\nu+2}{\Gamma(\nu+2)}\left(\frac{x}{2}\right)^{\nu} \mathrm{e}^{2 x}
$$

Proof. Let $x>0$. Using (5.3.2) and the fact that that $\cosh (x)<\mathrm{e}^{x}$, we obtain

$$
\begin{equation*}
\frac{1}{\Gamma(\nu+1)}\left(\frac{x}{2}\right)^{\nu} \leq \mathrm{I}_{\nu}(x) \leq \frac{\mathrm{e}^{x}}{\Gamma(\nu+1)}\left(\frac{x}{2}\right)^{\nu} \tag{5.3.3}
\end{equation*}
$$

whenever $\nu>-1 / 2$. From [[39, Theorem 7, page 522], for $\nu \geq-2$, the inequality $\mathrm{I}_{\nu}(x)<$ $\mathrm{I}_{\nu+1}(x)^{2} / \mathrm{I}_{\nu+2}(x)$ holds, and hence combining it with the bounds in (5.3.3) we can write

$$
\mathrm{I}_{\nu}(x)<\frac{\Gamma(\nu+3)}{(\Gamma(\nu+2))^{2}}\left(\frac{x}{2}\right)^{\nu} \mathrm{e}^{2 x}
$$

when $\nu>-3 / 2$. The lemma then follows from the trivial identity $\Gamma(\nu+3)=(\nu+2) \Gamma(\nu+2)$.
Lemma 5.3.4. Let $L>1$ and $p<1$. Then the following tail estimate holds as $\tau$ tends to zero:

$$
\int_{L}^{\infty} \mathrm{BS}\left(k, \frac{y}{\tau^{\beta_{p}}}, \tau\right) \zeta_{p}\left(\frac{y}{\tau^{\beta_{p}}}\right) \mathrm{d} y=\mathcal{O}\left(\exp \left(-\frac{1}{4 \xi^{2} t(1-p)}\left[\frac{L^{1-p}}{\tau^{\left(1-\beta_{p}\right) / 2}}-y_{0}^{1-p}\right]^{2}\right)\right)
$$

Proof. Lemma 5.3 .3 and the density in (5.2.5) imply

$$
\zeta_{p}\left(\frac{y}{\tau^{\beta_{p}}}\right) \leq \frac{b_{0}}{\tau^{-2 p \beta_{p}}} y^{-2 p} \exp \left(-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left\{\frac{y^{1-p}}{\tau^{\beta_{p}(1-p)}}-y_{0}^{1-p}\right\}^{2}+\frac{\left(y y_{0}\right)^{1-p}}{\tau^{\beta_{p}(1-p)} \xi^{2} t(1-p)^{2}}\right)
$$

where the constant $b_{0}$ is given by

$$
\frac{(\eta+2)}{|1-p| \xi^{2} t \Gamma(\eta+2)\left(2(1-p)^{2} \xi^{2} t\right)^{\eta}}, \quad \text { resp. } \quad \frac{(|\eta|+2)}{|1-p| \xi^{2} t \Gamma(|\eta|+2)\left(2(1-p)^{2} \xi^{2} t\right)^{|\eta|}}
$$

if the origin is reflecting (resp. absorbing) when $p<1 / 2$; the exact value of $b_{0}$ is however irrelevant for the analysis. Set now $L>1$. Using this upper bound and the no-arbitrage inequality $\mathrm{BS}(\cdot)<1$, we find

$$
\begin{aligned}
& \int_{L}^{\infty} \operatorname{BS}\left(k, \frac{y}{\tau^{\beta_{p}}}, \tau\right) \zeta_{p}\left(\frac{y}{\tau^{\beta_{p}}}\right) \mathrm{d} y \leq \int_{L}^{\infty} \zeta_{p}\left(\frac{y}{\tau^{\beta_{p}}}\right) \mathrm{d} y \\
& \leq \frac{b_{0}}{\tau^{-2 p \beta_{p}}} \int_{L}^{\infty} y^{-2 p} \exp \left(-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left\{\frac{y^{1-p}}{\tau^{\beta_{p}(1-p)}}-y_{0}^{1-p}\right\}^{2}+\frac{\left(y y_{0}\right)^{1-p}}{\tau^{\beta_{p}(1-p)} \xi^{2} t(1-p)^{2}}\right) \mathrm{d} y \\
& \leq \frac{b_{0}}{\tau^{-2 p \beta_{p}}} \int_{L}^{\infty} y^{1-2 p} \exp \left(-\frac{1}{2 \xi^{2} t(1-p)^{2}}\left\{\frac{y^{1-p}}{\tau^{\beta_{p}(1-p)}}-y_{0}^{1-p}\right\}^{2}+\frac{\left(y y_{0}\right)^{1-p}}{\tau^{\beta_{p}(1-p)} \xi^{2} t(1-p)^{2}}\right) \mathrm{d} y
\end{aligned}
$$

where the last line follows since $y^{1-2 p}>y^{-2 p}$. Setting $q=\left(y^{1-p} / \tau^{\beta_{p}(1-p)}-y_{0}^{1-p}\right) /(\xi \sqrt{t}(1-p))$ yields

$$
\begin{align*}
& \int_{L}^{\infty} y^{1-2 p} \exp \left(-\frac{\left(\frac{y^{1-p}}{\tau^{\beta_{p}(1-p)}}-y_{0}^{1-p}\right)^{2}}{2 \xi^{2} t(1-p)^{2}}+\frac{\left(y y_{0}\right)^{1-p}}{\tau^{\beta_{p}(1-p)} \xi^{2} t(1-p)^{2}}\right) \mathrm{d} y \\
& =\frac{\xi \sqrt{t}(1-p)}{\tau^{2 \beta_{p}(p-1)}}\left[\xi \sqrt{t}(1-p) \int_{L_{\tau}}^{\infty} q \mathrm{e}^{-\frac{q^{2}}{2}+\frac{y_{0}^{1-p} q}{\xi \sqrt{t}(1-p)}} \mathrm{d} q+y_{0}^{1-p} \int_{L_{\tau}}^{\infty} \mathrm{e}^{-\frac{q^{2}}{2}+\frac{y_{0}^{1-p} q}{\xi \sqrt{t}(1-p)}} \mathrm{d} q\right] \tag{5.3.4}
\end{align*}
$$

with $L_{\tau}:=\left(L^{1-p} / \tau^{\beta_{p}(1-p)}-y_{0}^{1-p}\right) /(\xi \sqrt{t}(1-p))>0$ for small enough $\tau$ since $L>1$ and $p \in$ $(-\infty, 1)$. Set now (we always choose the positive root)

$$
\tau^{*}:=\left(\frac{L^{1-p}}{5 y_{0}^{1-p}}\right)^{\left(\beta_{p}(1-p)\right)^{-1}}
$$

so that, for $\tau<\tau^{*}$ we have $L_{\tau}>4 y_{0}^{1-p} /(\xi \sqrt{t}(1-p))$ and hence for $q>L_{\tau}$ :

$$
\frac{y_{0}^{1-p} q}{\xi \sqrt{t}(1-p} \leq \frac{q^{2}}{4}
$$

In particular, for the integrals in ([.3.4) we have the following bounds for $\tau<\tau^{*}$ :

$$
\begin{aligned}
& \int_{L_{\tau}}^{\infty} q \exp \left(-\frac{q^{2}}{2}+\frac{y_{0}^{1-p} q}{\xi \sqrt{t}(1-p)}\right) \mathrm{d} q \leq \int_{L_{\tau}}^{\infty} q \exp \left(-\frac{q^{2}}{4}\right) \mathrm{d} q \\
& \int_{L_{\tau}}^{\infty} \exp \left(-\frac{q^{2}}{2}+\frac{y_{0}^{1-p} q}{\xi \sqrt{t}(1-p)}\right) \mathrm{d} q \leq \int_{L_{\tau}}^{\infty} \exp \left(-\frac{q^{2}}{4}\right) \mathrm{d} q
\end{aligned}
$$

For the first integral we simply obtain $\int_{L_{\tau}}^{\infty} q \exp \left(-q^{2} / 4\right) \mathrm{d} q=2 \exp \left(-L_{\tau}^{2} / 4\right)$. For the second integral we use the upper bound for the complementary normal distribution function [147, Section 14.8] to write $\int_{L_{\tau}}^{\infty} \mathrm{e}^{-q^{2} / 4} \mathrm{~d} q \leq 4 L_{\tau}^{-1} \mathrm{e}^{-L_{\tau}^{2} / 4}$. The lemma then follows from noting that $1-\beta_{p}=2 \beta_{p}(1-p)$.

Lemma 5.3.5. When $p<1$, Theorem 5.2.] holds.
Proof. Let $\widetilde{\tau}:=\tau^{\beta_{p}}$, with $\beta_{p}$ defined in (5.2.7). Applying the substitution $y \rightarrow y / \widetilde{\tau}$ to (5.3.لय) yields

$$
\begin{aligned}
C(k, \tau) & =\int_{0}^{\infty} \mathrm{BS}(k, y, \tau) \zeta_{p}(y) \mathrm{d} y=\frac{1}{\widetilde{\tau}} \int_{0}^{\infty} \mathrm{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right) \zeta_{p}\left(\frac{y}{\widetilde{\tau}}\right) \mathrm{d} y \\
& =\frac{1}{\widetilde{\tau}} \int_{0}^{L} \operatorname{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right) \zeta_{p}\left(\frac{y}{\widetilde{\tau}}\right) \mathrm{d} y+\frac{1}{\widetilde{\tau}} \int_{L}^{\infty} \operatorname{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right) \zeta_{p}\left(\frac{y}{\widetilde{\tau}}\right) \mathrm{d} y
\end{aligned}
$$

for some $L>0$ to be chosen later. We start with the first integral. Using the asymptotics for the modified Bessel function of the first kind ( $\square .5 .61)$ as $\tau$ tends to zero, we obtain

$$
\zeta_{p}\left(\frac{y}{\widetilde{\tau}}\right)=\frac{\tau^{3 p \beta_{p} / 2} y_{0}^{p / 2} \mathrm{e}^{-\frac{y_{0}^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}}}{\xi y^{3 p / 2} \sqrt{2 \pi t}} \mathrm{e}^{-\frac{1}{\tau^{2 \beta_{p}(1-p)}} \frac{y^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}+\frac{1}{\tau^{\beta} p(1-p)} \frac{\left(y y_{0}\right)^{(1-p)}}{\xi^{2} t(1-p)^{2}}}\left[1+\mathcal{O}\left(\tau^{(1-p) \beta_{p}}\right)\right]
$$

Note that this expansion does not depend on the sign of $\eta$ and so the same asymptotics hold regardless of whether the origin is reflecting or absorbing. In the Black-Scholes model, Call option prices satisfy (Lemma D.0.10):

$$
\mathrm{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right)=\frac{y^{3 / 2}}{k^{2} \sqrt{2 \pi}}\left(\frac{\tau}{\widetilde{\tau}}\right)^{3 / 2} \exp \left(-\frac{k^{2}}{2 y} \frac{\widetilde{\tau}}{\tau}+\frac{k}{2}\right)\left(1+\mathcal{O}\left(\frac{\tau}{\widetilde{\tau}}\right)\right),
$$

as $\tau$ tends to zero. Using the identity $1-\beta_{p}=2 \beta_{p}(1-p)$ we then compute

$$
\begin{aligned}
& \frac{1}{\tau^{\beta_{p}}} \int_{0}^{L} \operatorname{BS}\left(k, \frac{y}{\tau^{\beta_{p}}}, \tau\right) \zeta_{p}\left(\frac{y}{\tau^{\beta_{p}}}\right) \mathrm{d} y \\
& \quad=\frac{\tau^{\beta_{p}(4-3 p) / 2} y_{0}^{p / 2} \mathrm{e}^{-\frac{y_{0}^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}+\frac{k}{2}}}{2 \pi k^{2} \xi \sqrt{t}} \int_{0}^{L} y^{\frac{3}{2}(1-p)} \mathrm{e}^{-\frac{f_{0}(y)}{\tau^{1-\beta_{p}}}+\frac{f_{1}(y)}{\tau^{\left(1-\beta_{p}\right) / 2}}} \mathrm{~d} y\left[1+\mathcal{O}\left(\tau^{\left(1-\beta_{p}\right) / 2}\right)\right]
\end{aligned}
$$

where $f_{0}, f_{1}$ are defined in (5.2.10). Solving the equation $f_{0}^{\prime}(y)=0$ gives $y=\bar{y}_{p}$ with $\bar{y}_{p}$ defined in (5.2.प) and we always choose the positive root and set $L>\bar{y}_{p}$.

Let $I(\tau):=\int_{0}^{L} y^{\frac{3}{2}(1-p)} \exp \left(-\frac{f_{0}(y)}{\tau^{1-\beta_{p}}}+\frac{f_{1}(y)}{\tau^{\left(1-\beta_{p}\right) / 2}}\right) \mathrm{d} y$. Then for some $\varepsilon>0$ small enough, as $\tau$ tends to zero:

$$
\begin{aligned}
I(\tau) & \sim \mathrm{e}^{-\frac{f_{0}\left(\bar{y}_{p}\right)}{\tau^{1-\beta_{p}}}+\frac{f_{1}\left(\overline{(\bar{y}}_{p}\right)}{\tau^{\left(1-\beta_{p}\right) / 2}}+\frac{f_{1}^{\prime}\left(\overline{(\overline{y y}}_{p}\right)^{2}}{2 f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}} \bar{y}_{p}^{\frac{3}{2}(1-p)} \int_{\bar{y}_{p}-\varepsilon}^{\bar{y}_{p}+\varepsilon} \exp \left(-\frac{1}{2}\left[\frac{\sqrt{f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}\left(y-\bar{y}_{p}\right)}{\tau^{\left(1-\beta_{p}\right) / 2}}-\frac{f_{1}^{\prime}\left(\bar{y}_{p}\right)}{\sqrt{f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}}\right]^{2}\right) \mathrm{d} y \\
& \sim \mathrm{e}^{-\frac{f_{0}\left(\bar{y}_{p}\right)}{\tau^{1-\beta_{p}}}+\frac{f_{1}\left(\bar{y}_{p}\right)}{\tau^{\left(1-\beta_{p}\right) / 2}}+\frac{f_{1}^{\prime}\left(\bar{y}_{p}\right)^{2}}{2 f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}} \bar{y}_{p}^{\frac{3}{2}(1-p)} \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2}\left[\frac{\sqrt{f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}\left(y-\bar{y}_{p}\right)}{\tau^{\left(1-\beta_{p}\right) / 2}}-\frac{f_{1}^{\prime}\left(\bar{y}_{p}\right)}{\sqrt{f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}}\right]^{2}\right) \mathrm{d} y \\
& =\exp \left(-\frac{f_{0}\left(\bar{y}_{p}\right)}{\tau^{1-\beta_{p}}}+\frac{f_{1}\left(\bar{y}_{p}\right)}{\tau^{\left(1-\beta_{p}\right) / 2}}+\frac{f_{1}^{\prime}\left(\bar{y}_{p}\right)^{2}}{2 f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}\right) \tau^{\left(1-\beta_{p}\right) / 2} \bar{y}_{p}^{\frac{3}{2}(1-p)} \sqrt{\frac{2 \pi}{f_{0}^{\prime \prime}\left(\bar{y}_{p}\right)}} .
\end{aligned}
$$

The $\sim$ approximations here are exactly of the same type as in [[75], and we refer the interested reader to this paper for details. It follows that as $\tau$ tends to zero:
$\frac{1}{\tau^{\beta_{p}}} \int_{0}^{L} \operatorname{BS}\left(k, \frac{y}{\tau^{\beta_{p}}}, \tau\right) \zeta_{p}\left(\frac{y}{\beta_{p}}\right) \mathrm{d} y=\exp \left(-\frac{c_{1}(t, p)}{\tau^{1-\beta_{p}}}+\frac{c_{2}(t, p)}{\tau^{\left(1-\beta_{p}\right) / 2}}\right) c_{5}(t, p) \tau^{c_{3}(t, p)}\left[1+\mathcal{O}\left(\tau^{\frac{1-\beta_{p}}{2}}\right)\right]$,
with the functions $c_{1}, c_{2}, c_{3}$ and $c_{5}$ given in Table 5.]l. From Lemma 5.3 .4 we know that

$$
\frac{1}{\tau^{\beta_{p}}} \int_{L}^{\infty} \operatorname{BS}\left(k, \frac{y}{\tau^{\beta_{p}}}, \tau\right) \zeta_{p}\left(y / \beta_{p}\right) \mathrm{d} y=\mathcal{O}\left(\exp \left(-\frac{1}{2 \xi^{2} t(1-p)}\left(\frac{L^{1-p}}{\tau^{\left(1-\beta_{p}\right) / 2}}-y_{0}^{1-p}\right)^{2}\right)\right)
$$

Choosing $L>\max \left(1,\left(2 \xi^{2} t(1-p) f_{0}\left(\bar{y}_{p}\right)\right)^{1 /(2-2 p)}, \bar{y}_{p}\right)$ makes this tail term exponentially subdominant to $\tau^{-\beta_{p}} \int_{0}^{L} \mathrm{BS}\left(k, y / \tau^{\beta_{p}}, \tau\right) \zeta_{p}\left(y / \beta_{p}\right) \mathrm{d} y$, which completes the proof of the lemma.

### 5.3.1.3 Case: $p=1$

We now consider the lognormal case $p=1$. The proof is similar to Section 5.3.2.2, but we need to re-scale the variance by $\tau|\log (\tau)|$. We prove a tail estimate in Lemma 5.3 .6 and derive asymptotics for option prices in Lemma 5.3.7.

Lemma 5.3.6. The following tail estimate holds for $p=1$ and $L>0$ as $\tau$ tends to zero ( $\vartheta$ defined in (5.2.4)):

$$
\int_{L}^{\infty} \mathrm{BS}\left(k, \frac{y}{\tau|\log (\tau)|}, \tau\right) \zeta_{1}\left(\frac{y}{\tau|\log (\tau)|}\right) \mathrm{d} y=\mathcal{O}\left(\exp \left\{-\frac{1}{2 \xi^{2} t}\left[\log \left(\frac{L}{\tau|\log (\tau)|}\right)-\vartheta\right]^{2}\right\}\right)
$$

Proof. By no-arbitrage arguments, the Call price is always bounded above by one, so that

$$
\int_{L}^{\infty} \mathrm{BS}\left(k, \frac{y}{\tau|\log (\tau)|}, \tau\right) \zeta_{1}\left(\frac{y}{\tau|\log (\tau)|}\right) \mathrm{d} y \leq \int_{L}^{\infty} \zeta_{1}\left(\frac{y}{\tau|\log (\tau)|}\right) \mathrm{d} y
$$

With the substitution $q=\frac{1}{\xi \sqrt{ } t}[\log (y /(\tau|\log (\tau)|))-\vartheta]$, the lemma follows from the bound for the complementary Gaussian distribution function [147, Section 14.8].

Lemma 5.3.7. Let $p=1$. The following expansion holds for option prices as $\tau$ tends to zero:
$C(k, \tau)=c_{5}(t, 1) \exp \left(-c_{1}(t, 1) h_{1}(\tau, p)+c_{2}(t, 1) h_{2}(\tau, p)\right) \tau^{c_{3}(t, 1)}|\log (\tau)|^{c_{4}(t, 1)}\left(1+\mathcal{O}\left(\frac{1}{|\log (\tau)|}\right)\right)$, with the functions $c_{1}, c_{2}, \ldots, c_{5}, h_{1}$ and $h_{2}$ given in Table 5.].

Proof. Let $\widetilde{\tau}:=\tau|\log (\tau)|$. With the substitution $y \rightarrow y / \widetilde{\tau}$ and using (5.3.1), the option price is given by

$$
\begin{aligned}
C(k, \tau) & =\int_{0}^{\infty} \operatorname{BS}(k, y, \tau) \zeta_{1}(y) \mathrm{d} y=\frac{1}{\widetilde{\tau}} \int_{0}^{\infty} \operatorname{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right) \zeta_{1}\left(\frac{y}{\widetilde{\tau}}\right) \mathrm{d} y \\
& =\frac{1}{\widetilde{\tau}}\left\{\int_{0}^{L} \operatorname{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right) \zeta_{1}\left(\frac{y}{\widetilde{\tau}}\right) \mathrm{d} y+\int_{L}^{\infty} \mathrm{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right) \zeta_{1}\left(\frac{y}{\widetilde{\tau}}\right) \mathrm{d} y\right\}=: \underline{\mathrm{C}}(k, \tau)+\bar{C}(k, \tau),
\end{aligned}
$$

for some $L>0$. Consider the first term. Using Lemma $\mathbb{D} .0 .10$ with $\widetilde{\tau}=\tau|\log (\tau)|$, we have, as $\tau$ tends to zero,

$$
\mathrm{BS}\left(k, \frac{y}{\tau|\log (\tau)|}, \tau\right)=\exp \left(-\frac{k^{2}|\log (\tau)|}{2 y}+\frac{k}{2}\right) \frac{y^{3 / 2}}{k^{2}|\log (\tau)|^{3 / 2} \sqrt{2 \pi}}\left[1+\mathcal{O}\left(\frac{1}{|\log (\tau)|}\right)\right] .
$$

Therefore

$$
\begin{aligned}
\underline{\mathrm{C}}(k, \tau) & =\frac{\mathrm{e}^{k / 2}\left(1+\mathcal{O}\left(\frac{1}{|\log (\tau)|}\right)\right)}{|\log (\tau)|^{3 / 2} \xi k^{2} 2 \pi \sqrt{t}} \int_{0}^{L} \exp \left(-\frac{k^{2}|\log (\tau)|}{2 y}-\frac{\left(\log \left(\frac{y}{\tau|\log (\tau)|}\right)-\vartheta\right)^{2}}{2 \xi^{2} t}\right) y^{1 / 2} \mathrm{~d} y \\
& =\exp \left(\frac{k}{2}-\frac{(\log (\tau)+\log |\log (\tau)|)^{2}+\vartheta^{2}}{2 \xi^{2} t}-\frac{\vartheta(\log (\tau)+\log |\log (\tau)|)}{\xi^{2} t}\right) \frac{I_{1}(\tau)\left[1+\mathcal{O}\left(\frac{1}{|\log (\tau)|}\right)\right]}{\xi k^{2} 2 \pi \sqrt{t}|\log (\tau)|^{3 / 2}},
\end{aligned}
$$

where $I_{1}(\tau):=\int_{0}^{L} g_{2}(y) \exp \left(-g_{0}(y)|\log \tau|+g_{1}(y) \log |\log (\tau)|\right) \mathrm{d} y$ with $g_{0}$ and $g_{1}$ defined in (5.2.](0) and

$$
g_{2}(y):=\sqrt{y} \exp \left(\frac{\vartheta \log (y)}{\xi^{2} t}\right)
$$

The dominant contribution from the integrand is the $|\log (\tau)|$ term; the minimum of $g_{0}$ is attained at $y^{*}$ given in (5.29), and $g_{0}^{\prime \prime}\left(y^{*}\right)=4 /\left(\xi^{6} t^{3} k^{4}\right)>0$. Set

$$
\begin{aligned}
I_{0}(\tau) & :=\int_{-\infty}^{\infty} \exp \left(-\frac{1}{2}\left(\left(y-y^{*}\right) \sqrt{|\log (\tau)| g_{0}^{\prime \prime}\left(y^{*}\right)}-\frac{g^{\prime}\left(y^{*}\right) \log |\log (\tau)|}{\sqrt{|\log (\tau)| g_{0}^{\prime \prime}\left(y^{*}\right)}}\right)^{2}\right) \mathrm{d} y \\
& =\sqrt{\frac{2 \pi}{g_{0}^{\prime \prime}\left(y^{*}\right)|\log (\tau)|}} .
\end{aligned}
$$

Then for some $\varepsilon>0$ as $\tau$ tends to zero, with $L>y^{*}$,

$$
\begin{aligned}
I_{1}(\tau) & \sim \int_{y^{*}-\epsilon}^{y^{*}+\epsilon} g_{2}(y) \exp \left\{-g_{0}(y)|\log (\tau)|+g_{1}(y) \log |\log (\tau)|\right\} \mathrm{d} y \\
& \sim g_{2}\left(y^{*}\right) \mathrm{e}^{-g_{0}\left(y^{*}\right)|\log (\tau)|+g_{1}\left(y^{*}\right) \log |\log (\tau)|} \int_{y^{*}-\epsilon}^{y^{*}+\epsilon} \mathrm{e}^{-\frac{1}{2} g_{0}^{\prime \prime}\left(y^{*}\right)\left(y-y^{*}\right)^{2}|\log (\tau)|+g_{1}^{\prime}\left(y^{*}\right)\left(y-y^{*}\right) \log |\log (\tau)|} \mathrm{d} y \\
& \sim g_{2}\left(y^{*}\right) \exp \left(-g_{0}\left(y^{*}\right)|\log (\tau)|+g_{1}\left(y^{*}\right) \log |\log (\tau)|+\frac{\left(g_{1}^{\prime}\left(y^{*}\right) \log |\log (\tau)|\right)^{2}}{2 g_{0}^{\prime \prime}\left(y^{*}\right)|\log (\tau)|}\right) I_{0}(\tau) \\
& =g_{2}\left(y^{*}\right) \exp \left(-g_{0}\left(y^{*}\right)|\log (\tau)|+g_{1}\left(y^{*}\right) \log |\log (\tau)|+\frac{\left(g_{1}^{\prime}\left(y^{*}\right) \log |\log (\tau)|\right)^{2}}{2 g_{0}^{\prime \prime}\left(y^{*}\right)|\log (\tau)|}\right) \sqrt{\frac{2 \pi}{g_{0}^{\prime \prime}\left(y^{*}\right)|\log (\tau)|}}
\end{aligned}
$$

where again the $\sim$ approximations here are exactly of the same type as in [ [ 55 ], and we refer the interested reader to this paper for details. Therefore as $\tau$ tends to zero:
$\underline{\mathrm{C}}(k, \tau)=c_{5}(t, 1) \exp \left(-c_{1}(t, 1) h_{1}(\tau, 1)+c_{2}(t, 1) h_{2}(\tau, 1)\right) \tau^{c_{3}(t, 1)}|\log (\tau)|^{c_{4}(t, 1)}\left[1+\mathcal{O}\left(\frac{1}{|\log (\tau)|}\right)\right]$, with the functions $c_{1}, c_{2}, \ldots, c_{5}, h_{1}$ and $h_{2}$ given in Table . For ease of computation we note that

$$
c_{5}(t, 1)=\frac{\sqrt{y^{*}} \exp \left(\frac{k}{2}-\frac{\vartheta^{2}}{2 \xi^{2} t}+\frac{\vartheta \log \left(y^{*}\right)}{\xi^{2} t}\right)}{k^{2} \xi \sqrt{2 \pi t} \sqrt{g_{0}^{\prime \prime}\left(y^{*}\right)}}=\frac{|k| \xi^{3} t^{3 / 2} \exp \left(\frac{k}{2}-\frac{\vartheta^{2}}{2 \xi^{2} t}+\frac{\vartheta \log \left(y^{*}\right)}{\xi^{2} t}\right)}{4 \sqrt{\pi}} .
$$

Now by Lemma 236 ,

$$
\begin{aligned}
& \bar{C}(k, \tau)=\frac{1}{\tau|\log (\tau)|} \int_{L}^{\infty} \mathrm{BS}\left(k, \frac{y}{\tau|\log (\tau)|}, \tau\right) \zeta_{1}\left(\frac{y}{\tau|\log (\tau)|}\right) \mathrm{d} y \\
&=\frac{1}{\tau|\log (\tau)|} \mathcal{O}\left(\exp \left\{-\frac{1}{2 \xi^{2} t}\left[\log \left(\frac{L}{\tau|\log (\tau)|}\right)-\vartheta\right]^{2}\right\}\right) .
\end{aligned}
$$

Since for some $B>0$ we have that

$$
\exp \left(-\frac{1}{2 \xi^{2} t}\left[\log \left(\frac{L}{\tau|\log (\tau)|}\right)-\vartheta\right]^{2}\right) \leq B(\tau|\log (\tau)|)^{\frac{1}{\xi^{2} t}(\log (L)-\vartheta)} \exp \left(-\frac{1}{2 \xi^{2} t} h_{1}(\tau, 1)\right)
$$

choosing $L$ such that $\log (L)>\vartheta$ yields

$$
\mathcal{O}\left(\exp \left\{-\frac{1}{2 \xi^{2} t}\left[\log \left(\frac{L}{\tau|\log (\tau)|}\right)-\vartheta\right]^{2}\right\}\right)=\mathcal{O}\left(\exp \left(-\frac{1}{2 \xi^{2} t} h_{1}(\tau, 1)\right)\right) .
$$

Hence $\bar{C}(k, \tau)$ is then exponentially subdominant to the compact part since

$$
\mathrm{e}^{c_{1}(t, 1) h_{1}(\tau, 1)-c_{2}(t, 1) h_{2}(\tau, 1)} \mathcal{O}\left(\exp \left\{-\frac{1}{2 \xi^{2} t}\left[\log \left(\frac{L}{\tau|\log (\tau)|}\right)-\vartheta\right]^{2}\right\}\right)=\mathcal{O}\left(\mathrm{e}^{-c_{2}(t, 1) h_{2}(\tau, 1)}\right),
$$

and the result follows.

### 5.3.2 Proof of Theorem 5.2.8

The goal of this section is to prove the large-time behaviour of option prices in Theorem [.2.8. Due to Lemma $\mathbb{D . 0 . W}$ and the representation (5.3.l) we have the following asymptotics for call option prices as $\tau$ tends to infinity:

$$
\begin{equation*}
C(k, \tau)=1-\mathrm{m}_{t}+\mathrm{m}_{t}\left(1-\mathrm{e}^{k}\right)^{+}+\tau^{-1 / 2} \mathrm{e}^{k / 2} \mathfrak{L}(\tau)\left(1+\mathcal{O}\left(\tau^{-1}\right)\right), \tag{5.3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{L}(\tau)=\int_{0}^{\infty} q(z) \mathrm{e}^{-\tau z} \mathrm{~d} z, \tag{5.3.6}
\end{equation*}
$$

and we set $q(z) \equiv-8 \zeta_{p}(8 z) / \sqrt{\pi z}$. Using asymptotics for the modified Bessel function of the first kind ( $\mathrm{L} . \mathrm{J}$ (T) and the definition of the density in (5.2.5) we obtain the following asymptotics for the density as $y$ tends to zero when $p<1$ and absorption at the origin when $p<1 / 2$ :

$$
\begin{equation*}
\zeta_{p}(y)=\frac{y_{0} y^{1-2 p}}{|1-p| \xi^{2} t \Gamma(|\eta|+1)\left(2(1-p)^{2} \xi^{2} t\right)^{|\eta|}} \exp \left(-\frac{y_{0}^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}\right)\left(1+\mathcal{O}\left(y^{2(1-p)}\right)\right) . \tag{5.3.7}
\end{equation*}
$$

Analogous arguments yield that when $p<1 / 2$ and the origin is reflecting, then, as $y$ tends to zero,

$$
\begin{equation*}
\zeta_{p}(y)=\frac{y^{-2 p}}{|1-p| \xi^{2} t \Gamma(\eta+1)\left(2(1-p)^{2} \xi^{2} t\right)^{\eta}} \exp \left(-\frac{y_{0}^{2(1-p)}}{2 \xi^{2} t(1-p)^{2}}\right)\left(1+\mathcal{O}\left(y^{2(1-p)}\right)\right) \tag{5.3.8}
\end{equation*}
$$

In order to apply Watson's lemma (Theorem ए.2.4 and Remark ■.2.5) it is sufficient to require that the function $q$ in (5.3.6) satisfies $q(z)=\mathcal{O}\left(\mathrm{e}^{c z}\right)$ for some $c>0$ as $z$ tends to infinity. This clearly holds here since $\lim _{z \uparrow \infty} \zeta_{p}(z)=0$. We also require (Remark $\mathbb{\square} 2.5$ with $N=0$ ) that

$$
q(z)=a_{0} z^{(\lambda-\mu) / \mu}+\mathcal{O}\left(z^{(1+\lambda-\mu) / \mu}\right), \quad \text { as } z \downarrow 0
$$

When $p \geq 1$, it can be shown that $\zeta_{p}$ is exponentially small, and a different method needs to be used. When $p<1$ and the density is as in (5.3.7) then in the notation of Theorem $\mathbb{L} .2 .4$ we have $\lambda=1-1 /(4(1-p))$ and $\mu=1 /(2(1-p))$. We require these terms to be positive and so $p<3 / 4$. Analogously, when $p<1 / 2$ and the density is (5.3.8) then $\lambda=1-3 /(4(1-p))$ and $\mu=1 /(2(1-p))$ and we require $p<1 / 4$. An application of Watson's Lemma in conjunction with (5.3.5) then yields Theorem 5.2.8.

## Appendix A

## Verification of

## Assumption 2.2.1(v)

The tail assumption $\overline{2.2 .](v)}$ needs to be verified in order to apply Theorem 2.2 .4 in Chapter [】. It is readily satisfied by most models used in practice. Its verification is tedious but straightforward, and we give here an outline for the time-changed exponential Lévy case where the time-change is given by an integrated Feller process ( $\square .3 . \square$ ), i.e. Proposition $2.3 .0(\mathrm{i})$. Analogous arguments hold for all other models in the chapter.
 are given by $\widehat{V}: \widehat{\mathcal{K}}_{\infty} \ni u \mapsto \frac{\kappa \theta}{\xi^{2}}\left(\kappa-\sqrt{\kappa^{2}-2 \phi(u) \xi^{2}}\right)$ with $\widehat{\mathcal{K}}_{\infty}:=\left\{u: \phi(u) \leq \kappa^{2} /\left(2 \xi^{2}\right)\right\}$ and $\phi$ is the Lévy exponent. Straightforward computations yield Assumption $\mathbb{L . 2 . ]}(\mathrm{v})(\mathrm{a})$. For fixed $a \in \widehat{\mathcal{K}}_{\infty}^{0}$ denote $L_{r}: \mathbb{R} \rightarrow \mathbb{R}$ by $L_{r}(z):=\Re(\widehat{V}(\mathrm{i} z+a))$ and $L_{i}: \mathbb{R} \rightarrow \mathbb{R}$ by $L_{i}(z):=\Im(\widehat{V}(\mathrm{i} z+a))$. Then $\widehat{V}(\mathrm{i} z+a)=L_{r}(z)+\mathrm{i} L_{i}(z)$. Similarly we define $\phi_{r}$ and $\phi_{i}$ such that $\phi(\mathrm{i} z+a)=\phi_{r}(z)+\mathrm{i} \phi_{i}(z)$. From [60, Lemma A.1, page 10] we know that $\phi_{r}$ has a unique maximum at zero and is bounded way from zero as $|z|$ tends to infinity. Now $L_{r}(z):=\frac{\kappa^{2} \theta}{\xi^{2}}-\frac{\kappa \theta}{\xi^{2}} \Re\left(\sqrt{\kappa^{2}-2 \phi(\mathrm{i} z+a) \xi^{2}}\right)$ and
 have

$$
\begin{align*}
& \sqrt{2\left(\kappa^{2}-2 \phi_{r}(z) \xi^{2}\right)+2 \sqrt{\left(\kappa^{2}-2 \phi_{r}(z) \xi^{2}\right)^{2}}} \\
& \leq \sqrt{2\left(\kappa^{2}-2 \phi_{r}(z) \xi^{2}\right)+2 \sqrt{\left(\kappa^{2}-2 \phi_{r}(z) \xi^{2}\right)^{2}+4 \xi^{4} \phi_{i}(z)^{2}}} \tag{A.0.1}
\end{align*}
$$

with equality only if $\phi_{i}(z)=0$. Since $\phi_{r}$ has a unique maximum at zero we have $\phi_{r}(z)<\phi_{r}(0) \leq$ $\kappa^{2} /\left(2 \xi^{2}\right)$ and further $\sqrt{2\left(\kappa^{2}-2 \phi_{r}(0) \xi^{2}\right)} \leq \sqrt{2\left(\kappa^{2}-2 \phi_{r}(z) \xi^{2}\right)+2 \sqrt{\left(\kappa^{2}-2 \phi_{r}(z) \xi^{2}\right)^{2}}}$, with the inequality strict for all $z \in \mathbb{R}^{*}$. Since $\phi_{i}(0)=0$ it follows that $u=0$ is the unique minimum of $\Re\left(\sqrt{\kappa^{2}-2 \phi(\mathrm{i} z+a) \xi^{2}}\right)$. Since $\phi_{r}$ is bounded away from $\phi_{r}(0)$ as $|z|$ tends to infinity there exists a $q^{*}>0$ and $M>0$ such that for $|z|>q^{*}$ we have that $\phi_{r}(z) \leq M<\phi_{r}(0)$. But then for $|z|>q^{*}$

$\frac{1}{2} \Re\left(\sqrt{2\left(\kappa^{2}-2 \phi(a) \xi^{2}\right)}\right)=\frac{1}{2} \sqrt{2\left(\kappa^{2}-2 \phi_{r}(0) \xi^{2}\right)}<\frac{1}{2} \sqrt{2\left(\kappa^{2}-2 M \xi^{2}\right)} \leq \Re\left(\sqrt{\kappa^{2}-2 \phi(\mathrm{i} z+a) \xi^{2}}\right)$.
This proves Assumption $\mathbb{2 . 2 . 1 ( v ) ( b ) \text { . The proof of Assumption [2.2.](v)(c) involves tedious but }}$ straightforward computations and we only highlight the main steps. Let $a \in \widehat{\mathcal{K}}_{\infty}^{0}$ and define $\bar{A}(u, \tau):=A(\phi(u), \tau)-\tau \widehat{V}(u)$ with $A$ given in ([.3.]4). From the analysis above we know that the map $z \mapsto \Re d(\phi(\mathrm{i} z+a))$ has a unique minimum at $z=0$. Also we recall that $0<d(\phi(a))$ and straightforward calculations show that $|\gamma(\phi(\mathrm{i} z+a))|<1$ with $d$ and $\gamma$ given in ([.3.14). Using the triangle and reverse triangle inequality we have for all $z \in \mathbb{R}$ and $\tau>0$ that

$$
\begin{align*}
\Re \bar{A}(\phi(\mathrm{i} z+a), \tau) & =\frac{2 \kappa \theta}{\xi^{2}} \log \left|\frac{1-\gamma(\phi(\mathrm{i} z+a))}{1-\gamma(\phi(\mathrm{i} z+a)) \mathrm{e}^{-d(\phi(\mathrm{i} z+a)) \tau}}\right| \\
& \leq \frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{2}{1-\mathrm{e}^{-d(\phi(a)) \tau}}\right) . \tag{A.0.2}
\end{align*}
$$

Tedious computations also reveal that ( $B$ given in (几.3.] $)$ ): $\Re B(\phi(\mathrm{i} z+a), \tau) \leq B(\phi(a), \tau)$, for all $z \in \mathbb{R}$ and $\tau>0$. Consider the second and third terms for the forward cgf in ( $[.3,13)$. For all $z \in \mathbb{R}$ and $\tau>0$ (using $|y|^{-1} \leq|\Re y|^{-1}$ for all $y \in \mathbb{C} \backslash\{0\}$ ):

$$
\begin{align*}
\Re \log \left(\frac{1}{1-2 \beta_{t} B(\phi(\mathrm{i} z+a), \tau)}\right) & =\log \left|\frac{1}{1-2 \beta_{t} B(\phi(\mathrm{i} z+a), \tau)}\right| \\
& \leq \log \left(\frac{1}{1-2 \beta_{t} B(\phi(a), \tau)}\right) \tag{A.0.3}
\end{align*}
$$

where we note in the last inequality that $1-2 \beta_{t} B(\phi(a), \tau)>0$. We also compute

$$
\Re\left(\frac{B(\phi(\mathrm{i} z+a), \tau)}{1-2 \beta_{t} B(\phi(\mathrm{i} z+a), \tau)}\right)=\frac{\Re B(\phi(\mathrm{i} z+a), \tau)-2 \beta_{t}|B(\phi(\mathrm{i} z+a), \tau)|^{2}}{1-4 \beta_{t} \Re B(\phi(\mathrm{i} z+a), \tau)+4 \beta_{t}^{2}|B(\phi(\mathrm{i} z+a), \tau)|^{2}},
$$

and hence using $\Re B(\phi(\mathrm{i} z+a), \tau) \leq|B(\phi(\mathrm{i} z+a), \tau)|$ and that $1-\beta_{t} \Re B(\phi(\mathrm{i} z+a), \tau)>1 / 2$ we see that for all $z \in \mathbb{R}$ and $\tau>0$ :

$$
\begin{equation*}
\Re\left(\frac{B(\phi(\mathrm{i} z+a), \tau)}{1-2 \beta_{t} B(\phi(\mathrm{i} z+a), \tau)}\right) \leq \frac{\Re B(\phi(\mathrm{i} z+a), \tau)}{1-2 \beta_{t} \Re B(\phi(\mathrm{i} z+a), \tau)} \leq \frac{B(\phi(a), \tau)}{1-2 \beta_{t} B(\phi(a), \tau)} \tag{A.0.4}
\end{equation*}
$$

where the last inequality follows since the term in the second inequality is strictly increasing in $\Re B(\phi(\mathrm{i} z+a), \tau)$. Combining ( $(\mathbb{A . 0 . 2})$, ( $\bar{A} .0 .31)$ and ( $\widehat{A .0 .4})$ we see that as $\tau$ tends to infinity:
$\Re\left[\tau^{-1} \log \mathbb{E}\left(\mathrm{e}^{(\mathrm{i} z+a) X_{\tau}^{(t)}}\right)-\widehat{V}(\mathrm{i} z+a)\right] \leq\left[\frac{\widehat{V}(a) v \mathrm{e}^{-\kappa t}}{1-2 \beta_{t} \widehat{V}(a)}+\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{2}{1-2 \beta_{t} \widehat{V}(a)}\right)\right] \frac{1}{\tau}+\mathcal{O}\left(\frac{1}{\tau^{2}}\right)$,
for all $z \in \mathbb{R}$ and where the remainder does not depend on $z$. This proves Assumption [2.2.](v)(c).

## Appendix B

## Properties (i),(ii) and (iii) in Lemma 3.6.3

The purpose of this appendix is to verify properties (i),(ii) and (iii) in Lemma [3.6.3]. Denote the cumulant generating function for the random variable $Y$ by

$$
\Lambda_{Y}(u):=\log \mathbb{E}\left(\mathrm{e}^{u Y}\right), \text { for all } u \in \mathcal{D}_{Y}
$$

where $\mathcal{D}_{Y}$ is its effective domain. We say that a random variable is degenerate if $\mathcal{D}_{Y}=\{0\}$ or the random variable is a constant. We now recall the following result [[04, Theorem 2.3].

Theorem B.0.8. $\Lambda_{Y}$ is strictly convex on its effective domain if and only if $Y$ is not degenerate.

The Heston forward $\operatorname{cgf} \Lambda_{\tau}^{(t)}$ in (3.6.3) is therefore strictly convex. From Lemmas [3.2.3] and [3.6.2, for $u \in \mathcal{D}_{\Lambda}:=\left(-1 / \sqrt{\beta_{t}}, 1 / \sqrt{\beta_{t}}\right)$ and $\tau$ small enough, we have

$$
\begin{equation*}
\partial_{u} \Lambda_{\tau}^{(t)}(u)=\Lambda_{0}(u) \sqrt{\tau}+\mathcal{O}(\tau) \tag{B.0.1}
\end{equation*}
$$

where we set

$$
\Lambda_{0}(u):=\frac{4 \kappa u\left(\theta \mathrm{e}^{2 \kappa t}\left(4 \kappa-\xi^{2} u^{2}\right)+2 \mathrm{e}^{\kappa t}\left(\theta \xi^{2} u^{2}-2 \kappa \theta+2 \kappa v\right)-\theta \xi^{2} u^{2}\right)}{\left(\mathrm{e}^{\kappa t}\left(4 \kappa-\xi^{2} u^{2}\right)+\xi^{2} u^{2}\right)^{2}}
$$

The denominator of $\Lambda_{0}$ explodes to infinity at the boundary points, showing that it is steep. This proves (i) for small enough $\tau$.

We also know that $\Lambda_{\tau}^{(t)}(0)=\Lambda_{\tau}^{(t)}(1)=0$, and so by the strict convexity of $\Lambda_{\tau}^{(t)}$, we must have $u_{\tau}^{*}(0) \in(0,1)$. By the expansion in ( $\left.\mathbb{B} .0 . \mathbb{I}\right)$ and since $\Lambda_{0}(0)=0$ we see that $u_{\tau}^{*}(0)$ must converge to zero proving (ii). Finally, (iii) follows from expansion (B.O.]).

## Appendix C

## Large-maturity Heston cgf <br> expansion

The purpose of this appendix is to extend the expansion in Lemma (L.5.J.5) to $\Lambda_{\tau}^{(t)}(\mathrm{i} u+a)$ and show that the remainder is uniform in $u$. Recall the definition of $\Lambda_{\tau}^{(t)}$ in (4.6.1) and the Heston forward cgf given in ( $[.3 .7)$. Also note that when $(u, a)=(0,1)$ below then $\Lambda_{\tau}^{(t)}(1)=0$ for all $\tau>0$ by the martingale property.

Lemma C.0.9. The following expansion holds ( $V, H$ and $d$ given in (2.3.8) and ( $\mathbb{L} .3 .6)$ ) for all $(u, a) \in \mathbb{R} \times \mathcal{K}_{\mathrm{H}} \backslash\{(0,1)\}$ as $\tau$ tends to infinity:

$$
\Lambda_{\tau}^{(t)}(\mathrm{i} u+a)=V(\mathbf{i} u+a)+\tau^{-1} H(\mathbf{i} u+a)+\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right)
$$

where the remainder is uniform in $u$ and $\mathcal{K}_{\mathrm{H}}$ is given in Table 2.].

Proof. We first consider asymptotics for $A$ in ( $\mathbb{L} .8)$. We write $A$ as

$$
\begin{align*}
A(\mathrm{i} u+a, \tau) & =\tau V(\mathrm{i} u+a)-\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{1}{1-\gamma(\mathrm{i} u+a)}\right)  \tag{C.0.1}\\
& -\frac{2 \kappa \theta}{\xi^{2}} \log \left(1-\gamma(\mathrm{i} u+a) \mathrm{e}^{-d(\mathrm{i} u+a) \tau}\right) .
\end{align*}
$$

The last term is the remainder that we want to analyse. Using the Lagrange form of the remainder in Taylor's theorem for small $|x|$ we have that

$$
\log (1-\gamma(\mathbf{i} u+a) x)=-x \frac{\gamma(\mathbf{i} u+a)}{1-\gamma(\mathbf{i} u+a) x^{*}},
$$

for some $x^{*} \in\{y \in \mathbb{C}:|y|<|x|\}$. Hence we have that

$$
\left|\log \left(1-\gamma(\mathbf{i} u+a) \mathrm{e}^{-d(\mathrm{i} u+a) \tau}\right)\right|=\left|\mathrm{e}^{-d(\mathbf{i} u+a) \tau} \frac{\gamma(\mathbf{i} u+a)}{1-\gamma(\mathbf{i} u+a) x^{*}}\right|
$$

with $x^{*} \in\left\{y \in \mathbb{C}:|y|<\left|\mathrm{e}^{-d(\mathrm{i} u+a) \tau}\right|=\mathrm{e}^{-\Re d(\mathrm{i} u+a) \tau}\right\}$ ．Using $\Re d(\mathrm{i} u+a) \geq d(a)$（see Appendix $\left.\mathbb{A}\right)$ we have that

$$
\left|\log \left(1-\gamma(\mathbf{i} u+a) \mathrm{e}^{-d(\mathbf{i} u+a) \tau}\right)\right| \leq \mathrm{e}^{-d(a) \tau}\left|\frac{\gamma(\mathbf{i} u+a)}{1-\gamma(\mathbf{i} u+a) x^{*}}\right|
$$

with $x^{*} \in\left\{y \in \mathbb{C}:|y|<\mathrm{e}^{-d(a) \tau}\right\}$ ．Using the reverse triangle inequality and that $|\gamma(\mathbf{i} u+a)|<1$ （see Appendix（ $\boldsymbol{\|}$ ））we see that

$$
\left|\log \left(1-\gamma(\mathrm{i} u+a) \mathrm{e}^{-d(\mathrm{i} u+a) \tau}\right)\right| \leq \mathrm{e}^{-d(a) \tau} \frac{1}{1-\mathrm{e}^{-d(a) \tau}} \leq \mathrm{e}^{-d(a) \tau}\left(1+\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right)\right)
$$

as $\tau$ tends to infinity and where the remainder is uniform in $u$ ．Hence using（C．0．］）we have the folowing expansion as $\tau$ tends to infinity：

$$
\begin{equation*}
A(\mathrm{i} u+a, \tau)=\tau \Re V(\mathrm{i} u+a)-\frac{2 \kappa \theta}{\xi^{2}} \log \left(\frac{1}{1-\gamma(\mathbf{i} u+a)}\right)+\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right) \tag{C.0.2}
\end{equation*}
$$

and where the remainder is uniform in $u$ ．Analogous arguments yield that（ $B$ defined in（［．．3．8））

$$
\begin{equation*}
B(\mathrm{i} u+a, \tau)=\frac{V(\mathrm{i} u+a)}{\kappa \theta}+\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right) \tag{C.0.3}
\end{equation*}
$$

as $\tau$ tends to infinity and where the remainder is uniform in $u$ ．Consider the second term for the Heston forward cgf given in（［．3．7）．Using the expansion for $B$ in（C．0．3）and the Lagrange form of the remainder in Taylor＇s theorem we find that

$$
\begin{aligned}
\frac{B(\mathrm{i} u+a, \tau)}{1-2 \beta_{t} B(\mathrm{i} u+a, \tau)} & =\frac{V(\mathrm{i} u+a) /(\kappa \theta)+\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right)}{1-2 \beta_{t}\left(V(\mathrm{i} u+a) /(\kappa \theta)+\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right)\right)} \\
& =\frac{V(\mathrm{i} u+a)}{\kappa \theta-2 \beta_{t} V(\mathrm{i} u+a)}+\frac{\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right)}{\left(1-2 \beta_{t}\left(V(\mathrm{i} u+a) /(\kappa \theta)+x^{*}\right)\right)^{2}},
\end{aligned}
$$

where $\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right)$ is uniform in $u$ and $x^{*} \in\left\{y \in \mathbb{C}:|y|<\mathrm{e}^{-d(a) \tau}\right\}$ ．The last term is our remainder and using $|y|^{-1} \leq|\Re y|^{-1}$ for all $y \in \mathbb{C} \backslash\{0\}$ and $|\Re y| \leq|y|$ ：

$$
\begin{aligned}
\left|\frac{1}{\left(1-2 \beta_{t}\left(V(\mathrm{i} u+a) /(\kappa \theta)+x^{*}\right)\right)^{2}}\right| & \leq \frac{1}{\left(1-2 \beta_{t}\left(\Re V(\mathrm{i} u+a) /(\kappa \theta)+\mathrm{e}^{-d(a) \tau}\right)\right)^{2}} \\
& \leq \frac{1}{\left(1-2 \beta_{t}\left(V(a) /(\kappa \theta)+\mathrm{e}^{-d(a) \tau}\right)\right)^{2}},
\end{aligned}
$$

where the last line follows since $\Re V(\mathrm{i} u+a) \leq V(a)$（see Appendix $⿴ 囗 十 \Delta)$ ）．Hence

$$
\begin{equation*}
\frac{B(\mathrm{i} u+a, \tau)}{1-2 \beta_{t} B(\mathrm{i} u+a, \tau)}=\frac{V(\mathrm{i} u+a)}{\kappa \theta-2 \beta_{t} V(\mathrm{i} u+a)}+\mathcal{O}\left(\mathrm{e}^{-d(a) \tau}\right) \tag{C.0.4}
\end{equation*}
$$

where the remainder is uniform in $u$ ．Analogously for the third term in the Heston forward cgf given in（ $\mathbb{L 3 . 7}$ ）we find that

$$
\begin{equation*}
\log \left(1-2 \beta_{t} B(\mathbf{i} u+a, \tau)\right)=\log \left(1-\frac{2 \beta_{t} V(\mathbf{i} u+a)}{\theta \kappa}\right)+\mathcal{O}\left(\mathrm{e}^{-d(u) \tau}\right) \tag{C.0.5}
\end{equation*}
$$

where the remainder is uniform in $u$ ．The result follows after combining（C．0．2），（C．O．4）and（C．O．5）．

## Appendix D

## Black-Scholes asymptotics

Lemma D.0.10. Let $k, y>0$ and $\widetilde{\tau}:(0, \infty) \rightarrow(0, \infty)$ be a continuous function such that $\lim _{\tau \downarrow 0} \frac{\tau}{\widetilde{\tau}(\tau)}=0$. Then

$$
\mathrm{BS}\left(k, \frac{y}{\widetilde{\tau}(\tau)}, \tau\right)=\frac{y^{3 / 2}}{k^{2} \sqrt{2 \pi}}\left(\frac{\tau}{\widetilde{\tau}(\tau)}\right)^{3 / 2} \mathrm{e}^{-\frac{k^{2}}{2 y} \frac{\tilde{\tau}(\tau)}{\tau}+\frac{k}{2}}\left\{1-\left(\frac{3}{k^{2}}+\frac{1}{8}\right) \frac{y \tau}{\widetilde{\tau}(\tau)}+\mathcal{O}\left(\left(\frac{\tau}{\widetilde{\tau}(\tau)}\right)^{2}\right)\right\}
$$

as $\tau$ tends to zero, where the function BS is defined in (■IV).
Proof. Let $k, y>0$ and set $\tau^{*}(\tau) \equiv \tau / \widetilde{\tau}(\tau)$. By assumption, $\tau^{*}(\tau)$ tends to zero as $\tau$ approaches zero, and ([.\|.2) implies

$$
\operatorname{BS}\left(k, \frac{y}{\widetilde{\tau}}, \tau\right)=\operatorname{BS}\left(k, y, \tau^{*}(\tau)\right)=\mathcal{N}\left(d_{+}^{*}(\tau)\right)-\mathrm{e}^{k} \mathcal{N}\left(d_{-}^{*}(\tau)\right)
$$

where we set $d_{ \pm}^{*}(\tau):=-k /\left(\sqrt{y \tau^{*}(\tau)}\right) \pm \frac{1}{2} \sqrt{y \tau^{*}(\tau)}$, and $\mathcal{N}$ is the standard normal distribution function. Note that $d_{ \pm}^{*}$ tends to $-\infty$ as $\tau$ tends to zero. The asymptotic expansion $1-\mathcal{N}(z)=$ $(2 \pi)^{-1 / 2} \mathrm{e}^{-z^{2} / 2}\left(z^{-1}-z^{-3}+\mathcal{O}\left(z^{-5}\right)\right)$, valid for large $z$ ([IT, page 932]), yields

$$
\begin{aligned}
\operatorname{BS}\left(k, \frac{y}{\widetilde{\tau}(\tau)}, \tau\right) & =\mathcal{N}\left(d_{+}^{*}(\tau)\right)-\mathrm{e}^{k} \mathcal{N}\left(d_{-}^{*}(\tau)\right)=1-\mathcal{N}\left(-d_{+}^{*}(\tau)\right)-\mathrm{e}^{k}\left(1-\mathcal{N}\left(-d_{-}^{*}(\tau)\right)\right) \\
& =\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} d_{+}^{*}(\tau)^{2} / 2\right)\left\{\frac{1}{d_{-}^{*}(\tau)}-\frac{1}{d_{+}^{*}(\tau)}+\frac{1}{d_{+}^{*}(\tau)^{3}}-\frac{1}{d_{-}^{*}(\tau)^{3}}+\mathcal{O}\left(\frac{1}{d_{+}^{*}(\tau)^{5}}\right)\right\}
\end{aligned}
$$

as $\tau$ tends to zero, where we used the identity $\frac{1}{2} d_{-}^{*}(\tau)^{2}-k=\frac{1}{2} d_{+}^{*}(\tau)^{2}$. The lemma then follows from the following expansions as $\tau$ tends to zero:

$$
\begin{aligned}
\exp \left(-\frac{1}{2} d_{+}^{*}(\tau)^{2}\right) & =\exp \left(-\frac{k^{2}}{2 y \tau^{*}}+\frac{k}{2}\right)\left(1-\frac{y}{8} \tau^{*}(\tau)+\mathcal{O}\left(\tau^{*}(\tau)^{2}\right)\right) \\
\frac{1}{d_{-}^{*}(\tau)}-\frac{1}{d_{+}^{*}(\tau)}+\frac{1}{d_{+}^{*}(\tau)^{3}}-\frac{1}{d_{-}^{*}(\tau)^{3}} & =\frac{y^{3 / 2} \tau^{*}(\tau)^{3 / 2}}{k^{2}}\left(1-\frac{3 y}{k^{2}} \tau^{*}(\tau)+\mathcal{O}\left(\tau^{*}(\tau)^{2}\right)\right)
\end{aligned}
$$

Lemma D.0.11. Let $y>0$ and $k \in \mathbb{R}$. Then

$$
\mathrm{BS}(k, y, \tau)=1-\frac{4}{\sqrt{2 \pi \tau y}} \mathrm{e}^{-y \tau / 8+k / 2}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right)
$$

as $\tau$ tends to infinity, where the function BS is defined in ([.0.2).

Proof. Let $y>0$. Then

$$
\mathrm{BS}(k, y, \tau)=\mathcal{N}\left(d_{+}^{*}(\tau)\right)-\mathrm{e}^{k} \mathcal{N}\left(d_{-}^{*}(\tau)\right)
$$

where we set $d_{ \pm}^{*}(\tau):=-k /(\sqrt{y \tau}) \pm \frac{1}{2} \sqrt{y \tau}$, and $\mathcal{N}$ is the standard normal distribution function. Hence $d_{ \pm}^{*}$ tends to $\pm \infty$ as $\tau$ tends to infinity. The asymptotic expansion $1-\mathcal{N}(z)=$ $(2 \pi)^{-1 / 2} \mathrm{e}^{-z^{2} / 2}\left(z^{-1}-z^{-3}+\mathcal{O}\left(z^{-5}\right)\right)$, valid for large $z$ ([IT, page 932]), yields
$\operatorname{BS}(k, y, \tau)=\mathcal{N}\left(d_{+}^{*}(\tau)\right)-\mathrm{e}^{k}\left(1-\mathcal{N}\left(-d_{-}^{*}(\tau)\right)\right)$

$$
=1-\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} d_{+}^{*}(\tau)^{2} / 2\right)\left\{\frac{1}{d_{+}^{*}(\tau)}-\frac{1}{d_{-}^{*}(\tau)}+\frac{1}{d_{-}^{*}(\tau)^{3}}-\frac{1}{d_{+}^{*}(\tau)^{3}}+\mathcal{O}\left(\frac{1}{d_{+}^{*}(\tau)^{5}}\right)\right\}
$$

as $\tau$ tends to infinity, where we used the identity $\frac{1}{2} d_{-}^{*}(\tau)^{2}-k=\frac{1}{2} d_{+}^{*}(\tau)^{2}$. The lemma then follows from the following expansions as $\tau$ tends to infinity:

$$
\begin{aligned}
\exp \left(-\frac{1}{2} d_{+}^{*}(\tau)^{2}\right) & =\exp \left(-\frac{y \tau}{8}+\frac{k}{2}\right)\left(1+\mathcal{O}\left(\tau^{-1}\right)\right), \\
\frac{1}{d_{+}^{*}(\tau)}-\frac{1}{d_{-}^{*}(\tau)}+\frac{1}{d_{-}^{*}(\tau)^{3}}-\frac{1}{d_{+}^{*}(\tau)^{3}} & =\frac{4}{\sqrt{2 \pi \tau y}}\left(1+\mathcal{O}\left(\tau^{-1}\right)\right)
\end{aligned}
$$

## Bibliography

[1] M. Abramowitz and I. Stegun. Handbook of mathematical functions with formulas, graphs, and mathematical tables. New York: Dover Publications, 1972.
[2] E. Alòs, J. León and D. Nualart. Stochastic heat equation with random coefficients. Probability Theory and Related Fields, 115(1): 41-94, 1999.
[3] E. Alòs, J. León and J. Vives. On the short-time behavior of the implied volatility for jumpdiffusion models with stochastic volatility. Finance and Stochastics, 11(4): 571-589, 2007.
[4] L. Andersen and A. Lipton. Asymptotics for exponential Lévy processes and their volatility smile: survey and new results. International Journal of Theoretical and Applied Finance, 16(1), 2013.
[5] L. Andersen and V. Piterbarg. Moment explosions in stochastic volatility models. Finance and Stochastics, 11(1): 29-50, 2007.
[6] M. Avellaneda, A. Levy and A. Parás. Pricing and hedging derivative securities in markets with uncertain volatilities. Applied Mathematical Finance, 2(2): 73-88, 1995.
[7] S. Badikov, A. Jacquier, D. Liu and P. Roome. No-arbitrage bounds for the forward smile given marginals. In preparation, 2015.
[8] N. Balakrishnan, N.L. Johnson and S. Kotz. Continuous univariate distributions, volume 2. Wiley, Second Edition, 1994.
[9] D. Baker. Martingales with specified marginals. PhD thesis, University of Paris VI, 2012.
[10] P. Balland. Forward smile. Global Derivatives Conference, 2006.
[11] A. Baricz. Bounds for the modified Bessel functions of the first and second kinds. Proceedings of the Edinburgh Mathematical Society, 53(3), 575-599, 2010.
[12] O.E. Barndorff-Nielsen and N. Shephard. Non-Gaussian Ornstein-Uhlenbeck-based models and some of their uses in financial economics. Journal of the Royal Statistical Society: Series $B, 63(2): 167-241,2001$.
[13] M. Beiglböck, P. Henry-Labordère and F. Penkner. Model-independent bounds for option prices: A Mass Transport Approach. Finance and Stochastics, 17(3): 477-501, 2013.
[14] S. Benaim and P. Friz. Smile asymptotics II: models with known moment generating functions. Journal of Applied Probability, 45(1): 16-32, 2008.
[15] S. Benaim and P. Friz. Regular variation and smile asymptotics. Mathematical Finance, 19(1): 1-12, 2009.
[16] G. Ben Arous. Développement asymptotique du noyau de la chaleur hypoelliptique hors du cut-locus. Annales Scientifiques de l'Ecole Normale Supérieure, 4(21): 307-331, 1988.
[17] E. Benhamou, E. Gobet and M. Miri. Smart expansions and fast calibration for jump diffusions. Finance and Stochastics, 13(4): 563-589, 2009.
[18] E. Benhamou, E. Gobet and M. Miri. Time dependent Heston model. SIAM Journal on Financial Mathematics, 1(1): 289-325, 2010.
[19] B. Bercu, L. Coutin and N. Savy. Sharp large deviations for the fractional Ornstein-Uhlenbeck process. SIAM Theory of Probability and its Applications, 55(4): 575-610, 2011.
[20] B. Bercu, F. Gamboa and M. Lavielle. Sharp large deviations for Gaussian quadratic forms with applications. ESAIM PS, 4: 1-24, 2000.
[21] B. Bercu and A. Rouault. Sharp large deviations for the Ornstein-Uhlenbeck process. Theory Probab. Appl., 46(1): 1-19, 2002.
[22] H. Berestycki, J. Busca, and I. Florent. Computing the implied volatility in stochastic volatility models. Communications on Pure and Applied Mathematics, 57(10): 1352-1373, 2004.
[23] L. Bergomi. Smile dynamics I. Risk, September, 2004.
[24] Bernard, C., Cui, Z. and McLeish, D. On the martingale property in stochastic volatility models based on time-homogeneous diffusions. Mathematical Finance, 2014.
[25] F. Black and M. Scholes. The pricing of options and corporate liabilities. Journal of Political Economy, 81(3): 637-659, 1973.
[26] E. Bolthausen and A.S. Sznitman. Ten lectures on random media. Oberwolfach Seminars, 32, Birkhäuser Basel, 2002.
[27] R. Bompis. Stochastic expansion for the diffusion processes and applications to option pricing. PhD thesis,Ecole Polytechnique, 2013.
[28] J. Borwein, R. Choksi and P. Maréchal. Probability Distributions of Assets Inferred from Option Prices via the Principle of Maximum Entropy. SIAM Journal of Optimization, 14(2): 464-478, 2003.
[29] J. Borwein, A. S. Lewis. Duality Relationships for Entropy-Like Minimization Problems. SIAM Journal of Control and Optimization, 29(2): 325-338, 1991.
[30] D.R. Brecher and A.E. Lindsay. Simulation of the CEV process and the local martingale property. Mathematics and Computers in Simulation, 82(5): 868-878, 2012.
[31] D. Breeden and R. Litzenberger. Prices of state contingent claims implicit in options prices. Journal of Business, 51(4): 621-651, 1978.
[32] D. Brigo. The general mixture-diffusion SDE and its relationship with an uncertain-volatility option model with volatility-asset decorrelation. Preprint available at arXiv:0812.4052, 2008.
[33] D. Brigo, F. Mercurio and F. Rapisarda. Lognormal-mixture dynamics and calibration to market volatility smiles. International Journal of Theoretical and Applied Finance, 5(4), 2002.
[34] W. Bryc. Large deviations by the asymptotic value method. Diffusion processes and related problems in analysis, 1. Boston: Birkhaüser, 1990.
[35] W. Bryc and A. Dembo. Large deviations for quadratic functionals of Gaussian processes. Journal of Theoretical Probability, 10(2): 307-332, 1997.
[36] H. Bühler. Applying stochastic volatility models for pricing and hedging derivatives. Available at quantitative-research.de/dl/021118SV.pdf, 2002.
[37] L. Campi, I. Laachir and C. Martini. Change of numeraire in the two-marginals martingale transport problem. Preprint available at arXiv:1406.6951, 2014.
[38] F. Caravenna and J. Corbetta. General smile asymptotics with bounded maturity. Preprint available at arXiv:1411.1624, 2015.
[39] P. Carr and D. Madan. Towards a theory of volatility trading. In R. Jarrow, editor, Volatility, Risk Publications, 417-427, 1998.
[40] P. Carr and D. Madan. Option valuation using the fast fourier transform. Journal of Computational Finance, 2: 61-73, 1999.
[41] H. Comman. Differentiability-free conditions on the free-energy rate function implying large deviations Conuentes Mathematici, 1(2): 181-196, 2009.
[42] F. Comte, L. Coutin and E. Renault. Affine fractional stochastic volatility models. Annals of Finance, 8(2-3): 337-378, 2012.
[43] F. Comte and E. Renault. Long memory in continuous-time stochastic volatility models. Math Finance, 8(4): 291-323, 1998.
[44] R. Cont and P. Tankov. Financial modelling with jump processes. Chapman and Hall/CRC, 2007.
[45] H. Cràmer. Sur un nouveau théorème-limite de la théorie des probabilités. Actualités Scientiques et Industrielles 736 523. Colloque Consacré à la Théorie des Probabilités 3. Hermann, Paris, 1938.
[46] J. Da Fonseca, A. Gnoatto and M. Grasselli. Analytic pricing of volatility-equity options within affine models: an efficient conditioning technique. Preprint available at SSRN:2428628, 2015.
[47] S. De Marco, A. Jacquier and P. Roome. Two examples of non strictly convex large deviations. Preprint avaialbe at arXiv:1411.7256, 2015.
[48] A. Dembo and O. Zeitouni. Large deviations techniques and applications. Jones and Bartlet Publishers, Boston, 1993.
[49] A. Dembo and O. Zeitouni. Large deviations via parameter dependent change of measure and an application to the lower tail of Gaussian processes. In E. Bolthausen, M. Dozzi and F. Russo, editors, Progress in Probability, 36: 111-121. Birkhäuser, Basel, Switzerland, 1995.
[50] L. Denis and C. Martini. A theoretical framework for the pricing of contingent claims in the presence of model uncertainty. Annals of Applied Probability, 16(2): 827-852, 2006.
[51] J.D. Deuschel, P. Friz, A. Jacquier and S. Violante. Marginal density expansions for diffusions and stochastic volatility, Part I: Theoretical foundations. Communications on Pure and Applied Mathematics, 67(1): 40-82, 2014.
[52] J.D. Deuschel, P. Friz, A. Jacquier and S. Violante. Marginal density expansions for diffusions and stochastic volatility, Part II: Applications. Communications on Pure and Applied Mathematics, 67(2): 321-350, 2014.
[53] G. Drimus. Volatility-of-volatility perspectives: variance derivatives and other equity exotics. Phd Thesis, University of Copenhagen, 2011.
[54] G. Drimus. Options on realized variance by transform methods: a non-affine stochastic volatility model. Quantitative Finance, 12(11): 1679-1694, 2012.
[55] K.R. Duffy and A. Sapozhnikov. The LDP for the on/off Weibull sojourn process. Journal of Applied Probability, 45(1): 107-117, 2008.
[56] D. Dufresne. The integrated square-root process. Research Paper 90, University of Melbourne, 2001.
[57] P. Dupuis and R.S. Ellis. Large deviations for Markov processes with discontinuous statistics, II: random walks. Probability Theory and Related Fields, 91: 153-194, 1992.
[58] P. Eichelsbacher. Some sspects in large deviations. Preprint avaialbe at citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.55.6507.
[59] J. Feng, M. Forde and J.P. Fouque. Short maturity asymptotics for a fast mean-reverting Heston stochastic volatility model, SIAM Journal on Financial Mathematics, 1(1): 126-141, 2010.
[60] J. Figueroa-López, M. Forde and A. Jacquier. The large-maturity smile and skew for exponential Lévy models. Preprint, 2011.
[61] J. Figueroa-López, R. Gong and C. Houdré. Small-time expansions of the distributions, densities, and option prices of stochastic volatility models with Lévy jumps. Stochastic Processes and their Applications, 122(4): 1808-1839, 2012.
[62] M. Forde and A. Jacquier. Small-time asymptotics for implied volatility under the Heston model. International Journal of Theoretical and Applied Finance, 12(6), 861-876, 2009.
[63] M. Forde and A. Jacquier. The large-maturity smile for the Heston model. Finance and Stochastics, 15(4): 755-780, 2011.
[64] M. Forde, A. Jacquier and R. Lee. The small-time smile and term structure of implied volatility under the Heston model. SIAM Journal on Financial Mathematics, 3(1): 690-708, 2012.
[65] M. Forde, A. Jacquier and A. Mijatović. Asymptotic formulae for implied volatility in the Heston model. Proceedings of the Royal Society A, 466(2124): 3593-3620, 2010.
[66] J.P. Fouque, G. Papanicolaou, R. Sircar and K. Solna. Multiscale stochastic volatility for equity, interest rate, and credit derivatives. CUP, 2011.
[67] J.P. Fouque and B. Ren. Approximation for option prices under uncertain volatility. SIAM Journal on Financial Mathematics, 5(1): 360-383, 2014.
[68] P. Friz, S. Gerhold, A. Gulisashvili and S. Sturm. Refined implied volatility expansions in the Heston model. Quantitative Finance, 11(8): 1151-1164, 2011.
[69] K. Gao and R. Lee. Asymptotics of implied volatility to arbitrary order. Finance and Stochastics, 18(2): 349-392, 2014.
[70] J. Gatheral. A parsimonious arbitrage-free implied volatility parameterization with application to the valuation of volatility derivatives. Available at madrid2004.pdf, 2004.
[71] J. Gatheral. The volatility surface: a practitioner's guide. John Wiley \& Sons, 2006.
[72] J. Gatheral, E.P. Hsu, P. Laurence, C. Ouyang, T-H. Wong. Asymptotics of implied volatility in local volatility models. Mathematical Finance, 22(4): 591-620, 2012.
[73] J. Gatheral and A. Jacquier. Convergence of Heston to SVI. Quantitative Finance, 11(8): 1129-1132, 2011.
[74] J. Gatheral, T. Jaisson and M. Rosenbaum. Volatility is rough. Preprint available at arXiv:1410.33.94, 2014.
[75] S. Gerhold. The Hartman-Watson distribution revisited: asymptotics for pricing Asian options. Journal of Applied Probability, 48(3): 892-899, 2011.
[76] P. Glasserman and Q. Wu. Forward and future implied volatility. International Journal of Theoretical and Applied Finance, 14(3), 2011.
[77] R.R. Goldberg. Fourier transforms. CUP, 1970.
[78] H. Guennoun, A. Jacquier and P. Roome. Asymptotic behaviour of the fractional Heston model. Preprint available at arXiv:1411.7653, 2014.
[79] A. Gulisashvili. Asymptotic formulas with error estimates for call pricing functions and the implied volatility at extreme strikes. SIAM Journal on Financial Mathematics, 1(1): 609-641, 2010.
[80] A. Gulisashvili. Analytically tractable stochastic stock price models. Springer Finance, 2012.
[81] A. Gulisashvili and E. Stein. Asymptotic behavior of the stock price distribution density and implied volatility in stochastic volatility models. Applied Mathematics and Optimization, 61(3): 287-315, 2010.
[82] A. Gulisashvili and J. Teichmann. The Grtner-Ellis theorem, homogenization, and affine processes. Forthcoming in P. Friz, J. Gatheral, A. Gulisashvili, A. Jacquier, J. Teichmann, editors, Large Deviations and Asymptotic Methods in Finance, Springer Proceedings in Mathematics and Statistics, Vol. 110, 2015.
[83] P. Hagan and D. Woodward. Equivalent Black volatilities. Applied Mathematical Finance, 6(3): 147-159, 1999.
[84] P. Henry-Labordère. Analysis, geometry and modeling in finance. Chapman and Hill/CRC, 2008.
[85] P. Henry-Labordère. Automated option pricing: numerical methods. International Journal of Theoretical and Applied Finance, 16(8), 2013.
[86] P. Henry-Labordère and N. Touzi. An explicit martingale version of Brenier's theorem. Preprint available at arXiv:1302.4854, 2013.
[87] S. Heston. A closed-form solution for options with stochastic volatility with applications to bond and currency options. The Review of Financial Studies, 6(2): 327-342, 1993.
[88] Y.W. Hiang and L.M. Wu. Large deviations for empirical measures of not necessarily irreducible countable markov chains with arbitrary initial measures. Acta Mathematica Sinica, 21(6): 1377-1390, 2005.
[89] D. Hobson. Robust hedging of the lookback option. Finance and Stochastics, 2(4): 329-347, 1998.
[90] D. Hobson. The Skorokhod embedding problem and model-independent bounds for option prices. Paris-Princeton Lectures on Mathematical Finance 2010, volume 2003 of Lecture Notes in Math., pages 267-318. Springer, Berlin, 2011.
[91] D. Hobson and M. Klimmek. Robust price bounds for the forward starting straddle. Finance and Stochastics, 19(1): 189-214, 2015.
[92] D. Hobson and A. Neuberger. Robust bounds for forward start options. Mathematical Finance, 22(1), 31-56, 2012.
[93] G. Hong. Forward smile and derivative pricing. Equity Quantitative Strategists Working Paper, UBS, 2004.
[94] J. Jacod and A.N. Shiryaev. Limit Theorems for stochastic processes, 2nd Edition. Springer Berlin, 2003.
[95] A. Jacquier, M. Keller-Ressel and A. Mijatović. Implied volatility asymptotics of affine stochastic volatility models with jumps. Stochastics, 85(2): 321-345, 2013.
[96] A. Jacquier and C. Martini. The uncertain volatility model. Encyclopedia of Quantitative Finance, 2010.
[97] A. Jacquier and A. Mijatović. Large deviations for the extended Heston model: the large-time case. Asia-Pacific Financial Markets, 21(3): 263-280, 2014.
[98] A. Jacquier and P. Roome. The small-maturity Heston forward smile. SIAM Journal on Financial Mathematics, 4(1): 831-856, 2013.
[99] A. Jacquier and P. Roome. Large-maturity regimes of the Heston forward smile. Forthcoming in Stochastic Processes and their Applications. Preprint available at arXiv:1410.7206, 2014.
[100] A. Jacquier and P. Roome. Asymptotics of forward implied volatility. SIAM Journal on Financial Mathematics, 6(1): 307-351, 2015.
[101] A. Jacquier and P. Roome. Black-Scholes in a CEV random environment: a new approach to smile modelling. Preprint available at arXiv:1503.08082, 2015.
[102] S. Janson. Probability asymptotics: notes on notation. Institut Mittag-Leffler Preprint, 31, 2009.
[103] M. Jeanblanc, M. Yor and M. Chesney. Mathematical methods for financial markets. Springer, 2009.
[104] B. Jorgensen. The theory of dispersion models. Chapman and Hall, 1997.
[105] C. Kahl and R. Lord. Complex logarithms in Heston-like models. Mathematical Finance, 20(4): 671-694, 2010.
[106] I. Karatzas and S.E. Shreve. Brownian motion and stochastic calculus. Springer-Verlag, 1997.
[107] S. Karlin and H. Taylor. A second course in stochastic processes. Academic Press, 1981.
[108] L. Kaup and B. Kaup. Holomorphic functions of several variables. De Gruyter, New York, 1983.
[109] M. Keller-Ressel. Moment explosions and long-term behavior of affine stochastic volatility models. Mathematical Finance, 21(1): 73-98, 2011.
[110] A. Kohatsu-Higa, J. León and D. Nualart. Stochastic differential equations with random coefficients. Bernoulli, 3(2): 233-245, 1997.
[111] T. Komorowski, C. Landim and S. Olla. Fluctuations in Markov processes: time symmetry and martingale approximation. Springer, 2012.
[112] S. Kruse and N. Nögel. Forward starting options in Heston's model on stochastic volatility. Finance and Stochastics, 9(2): 233-250, 2005.
[113] N. Kunitomo and A. Takahashi. Applications of the asymptotic expansion approach based on Malliavin-Watanabe calculus in financial problems. Stochastic Processes and Applications to Mathematical Finance, World Scientific, 195-232, 2004.
[114] Y. Le Cam. Implicit Diffusions. Preprint available at SSR.N:1302142, 2009.
[115] R.W. Lee. Option pricing by transform methods: extensions, unification and error control. Journal of Computational Finance, 7(3): 51-86, 2004.
[116] R.W. Lee. The Moment formula for implied volatility at extreme strikes. Mathematical Finance, 14(3), 469-480, 2004.
[117] A. Lewis. Option valuation under stochastic volatility. Finance Press, 2000.
[118] V. Lucic. Forward-start options in stochastic volatility models. Wilmott Magazine, September, 2003.
[119] E. Lukacs. Characteristic functions. Griffin, Second Edition, 1970.
[120] Y. L. Luke. Inequalities for generalized hypergeometric functions, Journal of Approximation Theory, 5(1): 41-65, 1972.
[121] T.J. Lyons. Uncertain volatility and the risk-free synthesis of derivatives. Applied Mathematical Finance, 2(2): 117-133, 1995.
[122] D.B. Madan and E. Seneta. The Variance Gamma (V.G.) model for share market returns. Journal of Business, 63(4): 511-524, 1990.
[123] B. Mandelbrot and J. Van Ness. Fractional Brownian motions, fractional noises and applications. SIAM review, 10(4): 422-437, 1968.
[124] R. Merton. The theory of rational option pricing. Bell Journal of Economics and Management Science, 4(1): 141-183, 1973.
[125] A. Mijatović and P. Tankov. A new look at short-term implied volatility in asset price models with jumps. Forthcoming in Mathematical Finance.
[126] P. D. Miller. Applied asymptotic analysis. Graduate Studies in Mathematics, Volume 75, 2006.
[127] J. Muhle-Karbe and M. Nutz. Small-time asymptotics of option prices and first absolute moments. Journal of Applied Probability, 48(4): 1003-1020, 2011.
[128] J.A. Murdock. Perturbations: theory and methods. John Wiley and Sons, 1991.
[129] J. Oblój. The Skorokhod embedding problem and its offspring. Probab. Surv., 1: 321-390, 2004.
[130] G. L. O'Brien. Compactness in the theory of large deviations. Stochastic Processes and their applications, 57(1): 1-10, 1995.
[131] F.W. Olver. Asymptotics and special functions. Academic Press, 1974.
[132] S. Pagliarani, A. Pascucci and C. Riga. Adjoint expansions in local Lévy models. SIAM Journal on Financial Mathematics, 4(1): 265-296, 2013.
[133] G.C. Papanicolaou and S.R.S. Varadhan. Diffusion with random coefficients. Essays in Statistics and Probability, edited by G. Kallianpur, P.R. Krishnaiah and J.K. Ghosh, North Holland, 1982.
[134] H. Pham. Some methods and applications of large deviations in finance and insurance. ParisPrinceton Lecture notes in mathematical Finance, Springer Verlag, 2007.
[135] M. Romano and N. Touzi. Contingent claims and market completeness in a stochastic volatility model. Mathematical Finance, 7(4): 399-412,1997.
[136] M. Rubinstein. Pay now, choose later. Risk, 4(13), 1991.
[137] W. Rudin. Real and complex analysis, third edition. McGraw-Hill, 1987.
[138] R. Schöbel and J. Zhu. Stochastic volatility with an Ornstein-Uhlenbeck process: an extension. European Finance Review, 3(1): 23-46, 1999.
[139] J. Segura. Bounds for ratios of modified Bessel functions and associated Turán-type inequalities. Journal of Mathematical Analysis and Applications, 374(2): 516-528, 2011.
[140] K. Spiliopoulos. Quenched large deviations for multiscale diffusion processes in random environments. Electronic Journal of Probability, 20(15): 1-29, 2015.
[141] E. Stein and J. Stein. Stock-price distributions with stochastic volatility - an analytic approach. Review of Financial studies, 4(4): 727-752, 1991.
[142] V. Strassen. The existence of probability measures with given marginals. Ann. Math. Statist., 36(2): 423-439, 1965.
[143] A.S. Sznitman. Topics in random walks in random environment. School and Conference on Probability Theory, ICTP Lecture Notes Series, Trieste, 17: 203-266, 2004.
[144] K. Tanaka and A. Toda. Discrete approximations of continuous distributions by maximum entropy. Economics Letters, 118(3): 445-450, 2013.
[145] P. Tankov. Pricing and hedging in exponential Lévy models: review of recent results. ParisPrinceton Lecture Notes in Mathematical Finance, Springer, 2010.
[146] M. R. Tehranchi. Asymptotics of implied volatility far from maturity. Journal of Applied Probability, 46(3): 629-650, 2009.
[147] D. Williams. Probability with martingales. CUP, 1991.
[148] O. Zeitouni. Random walks in random environment. Lecture notes in Mathematics. Springer, Berlin, 2004.


[^0]:    ${ }^{1}$ We remark that we do not assume that $\left(Y_{\varepsilon}\right)_{\varepsilon>0}$ is continuous nor that $\exp \left(Y_{\varepsilon}\right)$ is necessarily a martingale.

[^1]:    ${ }^{2}$ The abuse of notation between $\Lambda_{\varepsilon}$ and $\Lambda_{i}$ should not yield any confusion.

[^2]:    ${ }^{1}$ whenever $\mathcal{H}_{0}$ is in force, the case $k=V^{\prime}(a)$ is excluded if $v=\theta \Upsilon(a)$, with $\Upsilon$ defined in (4.6.3.5), for $a \in\{0,1\}$.

[^3]:    ${ }^{2}$ whenever $\mathcal{P}_{0}$ is in force, the case $k=V^{\prime}(a)$ is excluded if $v=\theta \Upsilon(a)$, with $\Upsilon$ defined in (4.6.3.5), for $a \in\{0,1\}$.

[^4]:    ${ }^{3}$ whenever $\mathcal{S}_{0}$ is in force, the case $k=V^{\prime}(a)$ is excluded if $v=\theta \Upsilon(a)$, with $\Upsilon$ defined in (4.6.3.5), for $a \in\{0,1\}$.

[^5]:    ${ }^{4} \mathrm{~A}$ similar analysis can be conducted even if $q_{\tau}^{*}(k)$ is not eventually in the interior of the limiting domain, but then one will need to use the full cgf (not just the expansion) in (4.6.4).

