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#### Abstract

Quantum computing promises a new paradigm of computation where information is processed in a way that has no classical analogue. There are a number of physical platforms conducive to quantum computation, each with a number of advantages and challenges. Single photons, manipulated using integrated linear optics, constitute a promising platform for universal quantum computation. Their low decoherence rates make them particularly favourable, however the inability to perform deterministic two-qubit gates and the issue of photon loss are challenges that need to be overcome.

In this thesis we explore the construction of a linear optical quantum computer based on the cluster state model. We identify the different necessary stages: state preparation, cluster state construction and implementation of quantum error correcting codes, and address the challenges that arise in each of these stages. For the state preparation, we propose a series of linear optical circuits for the generation of small entangled states, assessing their performance under different scenarios. For the cluster state construction, we introduce a ballistic scheme which not only consumes an order of magnitude fewer resources than previously proposed schemes, but also benefits from a natural loss tolerance. Based on this scheme, we propose a full architectural blueprint with fixed physical depth. We make investigations into the resource efficiency of this architecture and propose a new multiplexing scheme which optimises the use of resources. Finally, we study the integration of quantum error-correcting codes in the linear optical scheme proposed and suggest three ways in which the linear optical scheme can be made fault-tolerant.
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## CHAPTER 1

## INTRODUCTION

It's not a Turing machine, but a machine of a different kind.
Richard Feynman

### 1.1 Introduction

Quantum computers have recently been subject to much interest, as they promise to harness effects at microscopic level which have no equivalence in classical physics. It was Feynman who first proposed [3] the idea of a quantum computer as a "probabilistic simulator of a probabilistic nature". He was addressing the difficulty of simulating a quantum physical system: the problem of exponential growth when dealing with multiple particles. His proposal was for a machine that would work by following the same laws of the system simulated, so that if one repeated a certain experiment a certain number of times, one would find the same probability distribution of results as if the experiment were done in the physical system we wanted to simulate. What Feynman was really proposing was a "quantum simulator", a controllable quantum system that would simulate the dynamics of another quantum system. A universal reprogrammable machine such as a quantum digital computer, able to perform any logical operation on quantum bits, will be an extremely capable simulator of quantum physical systems ${ }^{1}$. Lloyd [4] formalised this intuition by formally showing how such simulation could be performed in a universal quantum computer.

A number of quantum algorithms have been proposed that show a computational advantage with respect to classical algorithms, such as Shor's factoring algorithm [5], Grover's unstructured data base search [6] or quantum machine learning [7]. But the most promising application of quantum computers is exactly what Feynman had in mind. Currently, $30 \%$ of the world's supercomputing power in research facilities is being used to solve problems in quantum chemistry and material science [8]. There is a huge breadth of problems in these fields which have realworld applications, such as the design of room temperature superconductors, new medicines, an efficient catalyst to capture carbon from the atmosphere and better catalysts for nitrogen fixation, among others. New fast algorithms have been proposed [9, 8, 10, 11] which show how it is possible to accurately solve simple quantum chemistry problems in $\sim 300$ seconds. These

[^0]problems are outside the scope of what can be achieved with classical computers, the ability to implement them in quantum processors gives hope for a new range of applications for quantum computers that would otherwise be outside our reach. As the authors of a recent review on the field of Quantum Computers [12] put it, the advent of a quantum computer will have a similar impact as that of the laser. The laser provides us with many technological advances but it certainly hasn't replaced light bulbs, and, in the same way, quantum computers won't replace classical computers but will allow us to perform an entire new range of computational tasks.

The necessary accurate control of quantum systems has only been demonstrated in recent years, but only for small number of qubits. A number of quantum computing architectures have recently been proposed for different physical systems, showing how the control capabilities can be scaled up sufficiently to integrate the first quantum computers. Some of the front runners in the quantum computer race are superconducting qubits [13, 14], ion traps with photonic links [15, [16], microwave ion traps [17] and photons [18].

In this thesis, we present a study of linear optics as a candidate system for quantum computing. We study the architecture in detail and bring it much closer to experimental realisation. In doing so, we provide techniques for generating entanglement, possible implementations of quantum error correction and provide a blueprint for an experimental realisation of a linear optical quantum computer.

### 1.2 Quantum Computing

Quantum bits, or qubits, are two-level quantum systems that can be used to store and process quantum information. The two levels are usually represented by $|0\rangle,|1\rangle$, which are known as the computational basis states. The main difference between bits and qubits is that the latter can be in a linear combination, usually referred to as superposition, of the two basis states. Hence the most general representation of a qubit is :

$$
\begin{equation*}
\psi=\alpha|0\rangle+\beta|1\rangle \tag{1.1}
\end{equation*}
$$

where $\alpha$ and $\beta$ are (in general) $b^{2}$ complex coefficients. When a qubit is measured in the computational basis, the results 0 or 1 are obtained with probability $|\alpha|^{2}$ and $|\beta|^{2}$ respectively. As these probabilities must add up to one $\left(|\alpha|^{2}+|\beta|^{2}=1\right.$, we have a normalisation restriction on the coefficients $\alpha$ and $\beta$, that can be geometrically understood as the condition that the qubit's state has length one. We can take this geometric interpretation a bit further and parametrise the quantum state in spherical coordinates

$$
\begin{equation*}
\psi=\cos \frac{\theta}{2}|0\rangle+e^{i \varphi} \sin \frac{\theta}{2}|1\rangle \tag{1.2}
\end{equation*}
$$

and understand the qubit as a vector in a sphere of radius one. This sphere is usually referred to as the Bloch sphere, shown in figure 1.1. Note that in this representation, orthogonal states are diagonally opposed rather than at right angles.

The three cartesian axes of the Bloch sphere form a set of three mutually unbiased bases

[^1]

Figure 1.1: Bloch sphere. The three cartesian axes correspond to the eigenstates of the Pauli matrices.
[20], and the Bloch vectors pointing in those directions are the eigenstates of the Pauli matrices:

$$
\sigma_{X}=\left(\begin{array}{ll}
0 & 1  \tag{1.3}\\
1 & 0
\end{array}\right), \quad \sigma_{Y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \text { and } \quad \sigma_{Z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

where the matrices are written in the computational basis. These operators will be referred to throughout the thesis as $\sigma_{X}=X, \sigma_{Y}=Y, \sigma_{Z}=Z$. The eigenstates of the $Z$ operator are the computational basis states $\{|0\rangle,|1\rangle\}$, whereas the eigenstates of $X$ and $Y$ are $\{| \pm\rangle\}$ and $\{| \pm i\rangle\}$ respectively.

Single-qubit logical gates can be understood as transformations (rotations and reflections) of the states in the Bloch sphere. The most used single qubit gates are:

- Hadamard gate: $H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$,
- Phase gate: $P=\left(\begin{array}{ll}1 & 0 \\ 0 & i\end{array}\right)$,
- $\pi / 8$ gate: $T=\left(\begin{array}{cc}1 & 0 \\ 0 & e^{i \pi / 4}\end{array}\right)$,
- Rotations with respect to one of the cartesian axes: $R_{\sigma_{k}}(\theta)=\cos \frac{\theta}{2} \mathbf{1}-i \sin \frac{\theta}{2} \sigma_{k}$ where $k \in\{X, Y, Z\}$.

The most commonly used two-qubit gate, controlled-NOT CNOT, has the same truth table as the classical XOR gate, which flips the target (second) bit when the control (first) bit is in the state 1 :

$$
\begin{equation*}
|00\rangle \rightarrow|00\rangle, \quad|01\rangle \rightarrow|01\rangle, \quad|10\rangle \rightarrow|11\rangle \quad \text { and } \quad|11\rangle \rightarrow|10\rangle . \tag{1.4}
\end{equation*}
$$

The use of the CNOT gate in conjunction with some of the single qubit gates can produce entangled states, which show correlations with no equivalence in classical computation. For example, the action of a CNOT gate with the Hadamard gate on a pair of computational basis qubits yields:

$$
\begin{equation*}
|00\rangle \xrightarrow{H_{1}}|+0\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|10\rangle) \xrightarrow{\text { CNOT }} \frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) . \tag{1.5}
\end{equation*}
$$

This state (which is one of the four maximally-entangled states referred to as Bell pairs [21]), cannot be written as the product of two single-qubit states.

Other entangling gates such as controlled-Phase (CZ) can be obtained from combinations of CNOT gates with single qubit gates; moreover any multi-qubit unitary can be obtained in the same way [22], which makes this set of gates universal. A set of gates can perform universal quantum computation UQC if they are sufficient to approximate any unitary operation to an arbitrary accuracy via a quantum circuit. This universality is crucial as it ensures the equivalence of different models of quantum computation.

### 1.2.1 Quantum algorithms and computational speedup

In 1936, Church and Turing [23, 24] first stated that there exists a limitation to what can be computed, not imposed by our ingenuity in designing and implementing computational technology, but universally imposed by the laws of Nature. The extended version of the Church-Turing thesis states that any function naturally to be regarded as "efficiently" computable is "efficiently" computable by a Turing machin¢ ${ }^{3}$. In 1985, Deutsch [25] formulated a physical version of the thesis, which is compatible with quantum theory and a 'universal quantum computer': "Every finitely realisable physical system can be perfectly simulated by a universal model computing machine operating by finite means". The advantage of using quantum systems to perform computational tasks was realised in the '90s when a series of algorithms demonstrating quantum speedup appeared. Grover's search algorithm [6] shows an improvement in scaling from $O(n)$ to $O(\sqrt{n})$ with respect to classical algorithms, which has been proven optimal [26]. Deutsch-Josza's [27] algorithm shows exponential speedup with respect to a classical algorithm only if no margin of error is allowed, and for a rather contrived problem. In 1994 Shor proposed an algorithm that would become the best-known application for a quantum computer, as it allows to solve problems in NP that are thought not to be in P , i.e. prime factoring and discrete logarithm, in polynomial tim\& ${ }^{4}$. Recent interest in quantum simulation [9, 8, 10, 11] has also shown how problems that are considered intractable with classical computers today can be solved efficiently using quantum processors.

The class of problems that are solvable in polynomial time by a quantum computer is usually referred to as BQP. It is believed that this complexity class is different from BPP, the class of problems solvable by a classical computer in polynomial time, but no proof has yet been found. Shor's algorithm provides the strongest evidence for this to be the case, but has a big drawback

[^2]as the problem of factoring is not proven to be classically hard ${ }^{5}$. The recently proposed problem of BosonSampling [30, 31, which we introduce in chapter 2. constitutes the strongest evidence that quantum computers have computational powers unattainable in classical systems.

### 1.2.2 Circuit model

The circuit model is an algorithmic model for quantum computing that closely resembles classical algorithms. Single-qubit and two-qubit operations are performed in sequence on a set of qubits initialised in a fiducial state and the results are read at the end as the outcome of singlequbit measurements. The entanglement and interference necessary for the quantum speedup is built up during the computation and if any ancillary states are used during the computation, their state must be erased so that they no longer interfere with the rest of the computation.

The following circuit diagram shows the most common representation of the quantum logic gates presented earlier in this section:


The procedure runs from left to right: preparation, single Hadamard gate,CNOT gates, rotation and phase gates, measurement.

## Circuit model key facts

- State Space: A quantum circuit operates on a number of qubits (or two-level quantum systems), and therefore its state space is a $2^{n}$-dimensional complex Hilbert space. The computational basis states are defined as product states of the form $\left|x_{1}, \ldots, x_{n}\right\rangle$, where $x_{i}=0,1$.
- State Preparation: Any computational basis state $\left|x_{1}, \ldots, x_{n}\right\rangle$ can be prepared in at most $n$ steps.
- Quantum Gates: Gates from an universal family of gates can be applied to any subset of the qubits desired.
- Measurements: Measurements in the computational basis can be performed on one or more qubits.
- Classical Computation: In principle it is not necessary for the computation, but it can make certain tasks much easier.
- Procedure of the computation: Quantum algorithms are run by applying one-qubit and two-qubit gates to the quantum systems, building up the amount of entanglement, until the final measurement in the computational basis gives the result of the computation.
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### 1.2.3 Measurement-based quantum computation

Prior to the Gottesman-Chuang [32] and Raussendorf-Briegel [33] proposals, the circuit model was commonly used for quantum computation. Measurement-based quantum computation models are radically different to the circuit model (and have no classical analogue), as the resource for the computation is prepared in advance and "offline". This strategy has the advantage that if errors occur at the preparation stage, the prepared state can be discarded and the procedure can be repeated without any loss of information. There are two main approaches for measurement based quantum computing: the generalised teleportation model [32] and the one-way quantum computer model [33]. They have similarities such as the fact that all computation is performed by doing measurements on a pre-prepared state, and differences, as the teleportation model requires two-qubit measurements whereas the one-way model only requires single qubit measurements. A full study of their relationship can be found in [34]. It must be noted, however, than in most of the literature, and in this thesis, a reference to Measurement-Based Quantum Computing MBQC refers to the one-way model.

## Generalised quantum teleportation

Quantum teleportation [35] is the process by which an unknown qubit can be teleported from sender to receiver by communicating only two classical bits if they share a pair of maximally entangled particles. First, a joint Bell measurement is performed on the unknown quantum state and one of the qubits of the entangled pair. Then, the outcome of the measurement is transmitted through a classical communication channel. Finally, rotations conditioned on the outcome of the measurement are applied to the other qubit of the Bell pair to recover the unknown state. Gottesman and Chuang realised that [32] if a unitary gate had been applied to the entangled pair and then the pair was used to teleport a qubit, the output of the teleportation procedure would be a transformed version of the input, where the transformation would be dictated by the gate pre-applied to the entangled pair used for the teleportation. This procedure has the advantage that a gate can be applied to any state. If the gate itself is difficult to apply to an unknown state, the procedure can be performed by preparing the entangled state with the applied gate directly. This procedure is a gate teleportation procedure, and can be used as the basis of a fault-tolerant scheme for quantum computing.

As mentioned earlier, any universal quantum computation can be performed by using a combination of CNOTs and single qubit gates. Gottesman and Chuang showed [32] how gate teleportation can be used in the case of single and two-qubit gates, in particular the CNOT gate. This implies that universal quantum computation can be performed using an alternative set of gates, which does not require two-qubit gates except for the Bell measurement used for teleportation. This scheme relies on the ability to prepare small entangled states such as Bell pairs and Greenberger-Horne-Zeilinger (GHZ states [1] and perform deterministic Bell measurements. One of the advantages of this scheme is that it can be used to perform faulttolerant quantum computation. The protection against error comes from the fact that the gates are pre-applied to the entangled pairs before they are ever used, therefore errors can be filtered before any quantum information is teleported through the entangled pair.

## One-way quantum computer

In the one way model [33] the entire resource for the computation is supplied at the beginning of the computation, in the form of a highly entangled multi-particle state. This state is usually referred to as cluster state and it is the same for every computation, although it may vary in size. The information is then processed by carrying a series of adaptive single qubit measurements.

This highly entangled multi-particle state is prepared by applying a pattern of entangling gates to the qubits. The initial state of every qubit is $|+\rangle=\frac{|0\rangle+|1\rangle}{\sqrt{2}}$ and they are subsequently linked by applying entangling gates to form the cluster state. A generic cluster state of $n$ particles is not easy to write in any basis, but it can be efficiently described with a graph, where each node of the graph represents a qubit and each bond denotes that the two sites have been connected by an entangling controlled-Z gate (CZ) operation. The CZ operation when acting on two qubits in the computational basis, flips the phase of the |11 $\rangle$ state:

$$
\begin{equation*}
|00\rangle \rightarrow|00\rangle, \quad|01\rangle \rightarrow|01\rangle, \quad|10\rangle \rightarrow|10\rangle \quad \text { and } \quad|11\rangle \rightarrow-|11\rangle . \tag{1.6}
\end{equation*}
$$

The preparation of the cluster state is easy in theory. One only has to apply a CZ gate to every pair of qubits that need to be connected. It does not matter the order in which the gates are applied as they commute with each other. In practice however, the preparation of this highly-entangled cluster state can be technically difficult, not only because entangling such a big number of particles is very challenging, but also because not all entangled states make the cluster state a universal resource for quantum computation. A cluster state is a universal resource for MBQC if any quantum state can be generated from its original state solely by local (single-qubit) operations [36]. It has been shown that for the cluster state to be a universal resource, it "must exhibit maximal (scaling of) entanglement with respect to essentially all types of entanglement" [36, 37, 38]. For example, it can be shown that GHZ states or W-states [39] are not universal resources despite being highly entangled. In both cases, at least one type of entanglement is non-maximal [38], rendering these states inadequate as resources for MBQC.

The cluster can be shaped by applying Pauli gates. Measuring a qubit on the computational basis $(Z)$ effectively removes the qubit and all its bonds from the cluster, while measuring a qubit in the $X$ basis has the effect of redistributing the entanglement structure of the neighbouring qubits (in a manner that highly depends on the structure of the measured qubit's neighbourhood). The information processing is done via sequential measurement of the qubits in a certain basis. It is assumed that the correct algorithm is performed if all the measurement outcomes are the +1 eigenstate, however, given the probabilistic nature of quantum mechanics, this is not always the case. We can steer the computation back to its correct subspace by applying Pauli corrections to subsequent measurements. Therefore, measurement results determine the basis of the following measurements on other qubit: $\sqrt{6}^{6}$. Finally the result of the computation is read out by one last measurement in the computational basis.

In figure 1.2 we can see an example of a quantum algorithm performed using the MBQC model. We initially start with a rectangular cluster state of $6 \times 12$ qubits, where qubits are

[^4]located at the vertices of the grid (grid lines are not shown). Measuring qubits in the Z basis allows us to shape the grid into the shape we need for the performance of the algorithm. Despite starting with 72 physical qubits, this algorithm is actually performed on only 3 logical qubits, which are shown by the three horizontal yellow arrows. The yellow paths between the logical qubits represent two-qubit gates as explained in the circuit model and the rest of the single-qubit gates are performed by measuring the qubits in the X-Y plane.


Figure 1.2: One-way quantum computation. Horizontal arrows indicate the information flow and each of them represent a logical qubit. Vertical lines correspond to quantum gates performed between the logical qubits. The small arrows show the direction in which the qubit is to be measured in. Image from [33], copyright (2001) by the APS.

This model of computation has a huge technical advantage over the classic circuit model, which makes it very appealing to implement quantum computation using certain physical systems. The cluster states can be produced offline and only when the resource is prepared correctly, the computation is performed. For many physical systems, performing entangling gates is the most challenging part of the computation, but if we post-select on the successful preparations of the resource state, this model substantially increases the probability of a successful computation. All that is required then is to be able to successfully perform single qubit gates with high fidelity, which is less technologically demanding for many physical systems such as superconducting qubits, ion traps and linear optics [41, 16, 42, 43].

## MBQC model key facts

- State Space: A cluster state computation operates on $n \times k$ physical qubits (or two-level quantum systems) for a quantum algorithm with leqn logical qubits. Its state space is a $2^{n \times k}$-dimensional complex Hilbert space. The computational basis states are defined as product states of the form $\left|x_{1}, \ldots, x_{n \times k}\right\rangle$, where $x_{i}=0,1$. The graph state representation is usually used.
- State Preparation: Before the computation starts a resource state must be prepared.

This resource state is a highly entangled multi-particle state (cluster state), which is the same (except for its size) for every computation.

- Quantum Gates: An entangling gate is performed on qubits in a product state to build the resource state. Afterwards only single qubit measurements are needed.
- Measurements: Single qubit measurements can be performed in an arbitrary basis. (Or if only measurements of the computational basis can be performed, single qubit rotations must be performed alongside.)
- Classical Computation: Classical computation alongside the quantum computations is a key feature of this model, as the basis of the measurements performed sequentially depends on the results of previous measurements.
- Procedure of the computation: The entire resource for the quantum computation is supplied at the beginning of the computation. The information is then processed by carrying a series of adaptive single qubit measurements.


### 1.2.4 Adiabatic model

Although less relevant for the purpose of this thesis, we briefly mention for completeness a new paradigm for quantum computation that was recently proposed 44] based on quantum adiabatic evolution. Computation in this model is not performed by applying gates or measurements to qubits, but rather the algorithm starts from a disordered state and it arrives at a solution to the problem by performing what can be understood as a quantum local search. The procedure for the computation is as follows:

- At time $t=0$, the quantum mechanical system is described by a Hamiltonian $H_{E}$, whose eigenstates are easy to compute.
- The system is slowly transformed to the final Hamiltonian at time $t=T$, whose ground eigenstates are the solution to the problem that needs to be solved. This process can be described by a time-dependent Hamiltonian

$$
\begin{equation*}
H(t)=A(t) H_{E}+B(t) H_{P} \tag{1.7}
\end{equation*}
$$

$A(t)$ and $B(t)$ are slowly varying monotonic functions such that $A(0)=1, B(0)=0$ and $A(T)=0, B(T)=1$. According to the adiabatic theorem [45], if the evolution is slow enough, i.e. T is long enough, and if there is a gap between the ground state eigenvalue and the rest of the Hamiltonian's spectrum, the state of the system at time $t=T$ would correspond to the ground state of $H_{P}$, thus producing the solution to the problem.

- Measurement of the ground state allows for the extraction of the solution.

This model for quantum computation has been proven to be universal for quantum computation [46].

### 1.3 Physical requirements of a Quantum Computer

A quantum computer is a multi-purpose quantum processor on which a variety of quantum algorithms can be performed. The first characterisation of the physical requirements for an implementation of a fault-tolerant computer was made by DiVincenzo [47]. He posed five requirements for the implementation of fault-tolerant quantum computation, plus two additional requirements for quantum communications:

1. A scalable physical system with well characterised qubits (two level systems representing the states $|0\rangle$ and $|1\rangle$ ): By well characterised we mean that its physical parameters must be accurately known, as well as the presence of couplings to other systems or external fields.
2. The ability to initialise the state of the qubits in a simple fiducial state, such as $|000 \ldots\rangle$ : This arises from the computing requirement that the initial state of any computation must be known in advance.
3. Long relevant decoherence times, much longer than the gate operation time: Decoherence has been identified as one of the principal mechanisms for the emergence of classical behaviour, hence the requirement of long relevant decoherence times for quantum computers. By relevant we mean that they should be the ones that apply to the particular degree of freedom in which the qubit is stored. Shorter decoherence times can be tolerated by using quantum error correction techniques, which make experimental quantum computing more feasible.
4. A "universal" set of quantum gates: The ability to perform any quantum computation can be reduced to the ability of performing a universal set of gates.
5. A qubit-specific measurement capability: The result of a computation must be read out, which requires the ability to read the state of specific qubits. While $100 \%$ measurement efficiency is desirable, it is possible to trade efficiency for resource consumption.

The main challenge is to build a quantum computer that simultaneously maintains the abilities of controlling quantum systems and measuring them, while at the same time preserving their isolation from the controlled parts of their environment. Quantum communications can be the key to solve this, the disturbance can be kept to a minimum if the different components are interconnected in such a way that measurements are made far away from the memories that need to be kept isolated. DiVincenzo proposed two extra requirements for quantum communications: The ability to interconvert stationary and flying qubits; and the ability to faithfully transmit flying qubits between specified locations.

These physical requirements for a quantum computer were specifically formulated for the circuit model and don't fit well other models of computation such as the MBQC or adiabatic models. In [48, a formal operational definition of a quantum computer is introduced as well as general criteria for its implementation. In this formulation, a quantum computer is a device that consist of a quantum memory whose quantum evolution can be controlled and from which entropy can be extracted using an information-theoretic procedure (i.e. cooling). A readout
mechanism allowing the extraction of subsets of quantum memory must exist also. These criteria are met when the quantum computers is a scalable device operating fault-tolerantly.

### 1.3.1 Real-world constraints

When considering implementations of a quantum computer, most proposals (including the proposal in chapter 5 of this thesis) are mainly concerned about efficiency. An implementation is deemed efficient if the number of resources and time (accounting for both quantum and classical processes) necessary to perform a computation on $n$ qubits scales as poly ( $n$ ). Theoretically, this is all that is needed. However not every efficient proposal can have a feasible implementation in practice. For example, the first proposal for a linear optical quantum computer [2], which we will review in detail in chapter 2 , was theoretically efficient with a polynomial scaling of resources, but the overhead was so large that it is impossible to build for all practical purposes.

Choosing the physical system that will ultimately be the main platform for quantum computers is not easy. Technological problems that may seem unsurmountable today might be solved in a few years time. However, as quantum computers are physical devices, the laws of physics ultimately dictate what they can do or not 49. The amount of information that classical computers are capable of processing and the rate at which they do so has doubled every 18 -months for the last 40 years, which is known as Moore's law 50. However, Moore's law is not a law of Nature and rather an observation of human ingenuity (and economic power), and it is expected it will soon reach saturation: Intel has already confirmed that their cadence in chip production has slowed.

The largest transistor count in a single CPU today is of 5.5 billion transistors, with current transistors being of the size of $\sim O(10) \mathrm{nm}$, we can imagine that even if we have quantum processors, machines with more than a trillion components do not seem physically feasible. There are other types of constraints too: if all our components need to be at $m K$ temperature, the size of the quantum computer will be restricted by cooling ability ${ }^{7}$, the clock speed (number of operations per second) will be limited by the amount of available energy in the system [49], but more energy means more noise and entropy limits the amount of information that can be processed. The ultimate limits for computation are given by the laws of physics [49], but there is no guarantee that these limits can really be reached.

### 1.3.2 Physical implementations for quantum computers

Various quantum technologies have been considered as good candidates for building quantum computers. They each have their own advantages and challenges, and it is not clear today which will be the final technology; it might not even be just one but a combination of several. In this section we briefly mention the three technologies that (in our view) are most promising ${ }^{8}$, Despite their differences, they have one significant factor in common: they are compatible with microfabrication techniques which will allow each architecture to become modular and be made from regular-sized chips.
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## Ion traps with photonic links

Ions can be controlled and manipulated in macroscopic traps with a very high degree of accuracy [16]. Excellent control has been achieved in macroscopic ion traps with nearly 100\% [15] fidelity in all gates, however for current implementations there exists a harsh scalability factor: only a bounded number of ions can be trapped and individually addressed in the chain. The networked model for quantum computation [51], in which cells with a small number of qubits are interconnected to perform quantum computation, is particularly well suited for this technology and full-scale architectures have been proposed [15]. The entanglement between different cells is obtained via entangling operations on photons emitted by ions in the different traps. This operation is very slow however ( $\sim 300$ times slower than any other gate [16]) and uses large photonic switching networks which rapidly increase the photon loss rate. New very low-loss photonic switches and better entangling operations are needed for this technology to be feasible on a large scale. A new approach to overcome the scalability factor is that of integrated ion traps [15], in which standard semi-conductor processing techniques can be used to fabricate micrometer-scale surface-chip traps. Having integrated elements implies a scale reduction in the size of the experimental components, however in these microscopic traps, multi-qubit entangling operations become more challenging. This problem however does not appear to be a fundamental limitation as it can be suppressed at cryogenic temperature or with an adequate treatment of the trap surface.

## Superconducting qubits

Superconducting systems exhibit generic quantum properties commonly associated with atoms, such as quantised energy levels, entanglement and superposition of states [52]. As such, artificialatoms can be engineered from these systems and exquisite control can be achieved by using electromagnetic pulses. Recent demonstrations [41] show the ability to perform single qubit gates with $99.92 \%$ fidelity and two-qubit gates with $99.4 \%$ fidelity. Moreover, these fidelities are within the fault-tolerant threshold [53] for the surface code [54] which has allowed the experimental implementation of a small surface code implementation of five qubits 41]. Although this implementation of quantum computing benefits from microfabrication of the devices, it has a number of shortcomings. The most important are the cross-talk between nanowires, which hinders the construction of three dimensional qubit structures $9^{9}$ and the fact that they operate at $m K$ temperatures, which limits the number of qubits that can be implemented due to the limited cooling capacity.

## Linear optics

Single photons are very good carriers of information with low decoherence rates and very high single-qubit gate fidelity [18, 56, 43, 57]. Non-deterministic two-qubit operations and photon loss are a challenge for current technologies, but a series of theoretical advances in recent years (which will be explained in detail in chapter 22) together with technological advances make this physical system a competitive candidate for quantum computing. Throughout this thesis we will explore

[^6]in detail theoretical techniques that allow the optimisation of linear optical schemes for quantum computing. Experimentally, there have been many technological advances [58, 56, 43, 59, 60] which make this technology ever more feasible. In particular, integrated optical devices can be nano-fabricated. The ability to miniaturise $O\left(10^{6}\right)$ linear optical elements on a single chip [61], is a very promising sign for the construction of linear optical quantum computers with millions of elements per silicon chip in the future.

### 1.4 Thesis outline

This chapter has introduced the concept of quantum computers, the different computational models, the physical requirements needed for a feasible implementation and the most promising physical systems for the implementation of a quantum computer. In chapter 2, we focus on linear optics (in particular integrated linear optics) as a physical system suitable for quantum computing. We also give a detailed account of the most important proposals for Linear Optical Quantum Computing (LOQC). We compare the resource efficiency of all proposed protocols according to the number of entangled pairs that are consumed during the computation. In chapter 3 we introduce the stabilizer formalism and explain how we can use it to build a simulator for certain classes of quantum computations. This simulator (its main functions are detailed in appendix (D) not only allows to perform quantum error-correcting protocols, but given its ability to visualise the quantum computations as transformations on a graph, it allows to build a better intuition. This has allowed for the design of the LOQC protocol presented in chapter 5. In chapter 4, we focus on the creation of entanglement in linear optics. We review literature results and propose new schemes to generate small entangled states. In chapter 5 we present a new protocol for LOQC which is shown to be at least one order of magnitude more efficient than previous proposals. It is a percolation-based protocol with constant depth which only requires 3-photon GHZ states and Bell pairs as resources, an improvement on previous protocols that required larger entangled states. We conclude the chapter by presenting QNIX, which is a linear optical architecture for quantum computing. We outline the necessary experimental stages required for its construction and the overall structure. In chapter 6 we present a full analysis of the resource efficiency of QNIX and introduce a new multiplexing scheme that allows an optimal utilisation of resources. In chapter 7 we introduce basic concepts of fault-tolerance and quantum error-correction (QEC) and outline how they can be implemented in the LOQC protocol presented in chapter 5. Furthermore, three main ways of implementing fault-tolerance and preliminary results on the efficiency are presented. Chapter 8 concludes this thesis with a summary of the work presented and provides an outline of possible directions for future research.

## CHAPTER 2

## LINEAR OPTICAL QUANTUM COMPUTING

### 2.1 Introduction

Having reviewed the computational advantages of a quantum computer and the necessary elements to build one, we now turn our attention to a particular physical system that can be used for quantum computing: linear optics. To realise a scalable quantum computer using photons as our physical system we will require low-loss optical networks and highly efficient single-photon sources and detectors. This set up will yield the accurate controlled manipulation, interference and measurement of single photons required to perform quantum computation

In this chapter, we review qubit encoding and operations in linear optics. We focus on integrated systems, as our own proposal for a linear optical quantum computer (chapter 5) is intended for such systems. We give a detailed overview of the proposals for a linear optical quantum computer to date ${ }^{1}$. In particular, we present a full account of the resources consumed by each proposal, as for a quantum computer to be viable, the resources required must scale polynomially with the system size. Different proposals account for their resource consumption in different ways: counting entangled states used, number of particular gates applied, number of optical elements or level of encoding. In order to have a unified view of all these proposals, as well as having an understanding of the computational costs of different strategies, we map the resource consumption of each protocol to a single figure of merit: Bell pairs used per single successful entangling gate. A full account of these calculations can be found in appendix B.

### 2.2 Linear Optics

Photonic systems are favourable candidates as qubits in a quantum computer [18. There are many degrees of freedom of the photon that can be used to encode qubits, and they are relatively free of the decoherence that plagues other systems (fulfilling DiVincenzo's criteria $1 \& 3)$. Measurement is done using photon detectors (DiVincenzo's 5), although photon loss still poses a significant challenge for current technologies ${ }^{2}$. We require the ability to perform single and two-qubit gates in order to be able to implement universal quantum computing

[^7](DiVincenzo's 4). Single-qubit gates can be easily performed, as will be shown later in the chapter. These single-qubit gates are all we need to initialise the state to a fiducial state as required by DiVincenzo's criteria 2 provided access to single photon sources. However, twoqubit gates are more challenging to implement. Nonetheless, they can be achieved and several proposals for a linear optical quantum computer have been put forward.

### 2.2.1 Single photons as information carriers

There are several representations of single photons as information carriers. The two main implementations are single-rail and dual-rail qubits. In the single-rail representation, the qubit is carried by a single optical mode and the qubit degree of freedom is the photon number. This implementation is not very common as the single qubit operations do not preserve photon number and are therefore much more experimentally challenging. Also, from an error-correction point of view, loss of a photon could be confused with an Pauli-X error in some instances. Much more widely used is the dual-rail implementation, which encodes a qubit using two optical modes. These modes can be polarisation, spatial modes, orbital angular momentum or time-bins 63]. Most of the work in this thesis will be targeted towards polarisation and path encodings, these two are treated similarly as one can be easily converted into the other.

In order to properly define the optical modes, we assume the electromagnetic field to be quantised in terms of plane waves that extend to infinity in all directions ${ }^{3}$. Plane waves provide a relatively simple quantisation in terms of the wave vector, but are not physical solutions. Localised optical modes can be defined as a superposition of these plane waves, they have well defined bosonic commutation relations and will be hereafter referred to as the physical modes representing the qubits.

The computational basis states are defined for two optical modes $\hat{a}_{1}$ and $\hat{a}_{2}$ as follows:

$$
\begin{equation*}
|0\rangle_{L}=\hat{a}_{1}^{\dagger}|0,0\rangle_{1,2}=|1,0\rangle_{1,2} \quad \text { and } \quad|1\rangle_{L}=\hat{a}_{2}^{\dagger}|0,0\rangle_{1,2}=|0,1\rangle_{1,2} \tag{2.1}
\end{equation*}
$$

We will assume that these two modes are completely indistinguishable in any other degrees of freedom and hence we suppress other mode information from our description.

Any linear optical operation on two modes can be described by a passive Bogoliubov transformation of the optical modes, which is a transformation that does not mix the creation and annihilation operators and can therefore be described as

$$
\begin{align*}
& \hat{a}_{1}^{\dagger} \rightarrow{\hat{a^{\prime}}}_{1}^{\dagger}=\alpha_{11} \hat{a}_{1}^{\dagger}+\alpha_{12} \hat{a}_{2}^{\dagger}  \tag{2.2}\\
& \hat{a}_{2}^{\dagger} \rightarrow{\hat{a^{\prime}}}_{2}^{\dagger}=\alpha_{21} \hat{a}_{1}^{\dagger}+\alpha_{22} \hat{a}_{2}^{\dagger} \tag{2.3}
\end{align*}
$$

where the transformation $\left(\begin{array}{ll}\alpha_{11} & \alpha_{12} \\ \alpha_{21} & \alpha_{22}\end{array}\right)$ is a unitary matrix.
All single qubit rotations can be written as mode transformations on $\hat{a}_{1}$ and $\hat{a}_{2}$, which can be performed by the generalised beam-splitter and phase-shift transformations. These two-mode operations can be described by the transformations of the creation and annihilation operators.

[^8]The most general $U(2)$ transformation is given by

$$
\begin{align*}
& \hat{a}_{1}^{\dagger} \rightarrow \cos \theta \hat{a}_{1}^{\dagger}-i e^{i \varphi} \sin \theta \hat{a}_{2}^{\dagger}  \tag{2.4}\\
& \hat{a}_{2}^{\dagger} \rightarrow-i e^{-i \varphi} \sin \theta \hat{a}_{1}^{\dagger}+\cos \theta \hat{a}_{2}^{\dagger} \tag{2.5}
\end{align*}
$$

Here, the parameter $\theta$ describes the reflectivity of the beam-splitter and $\varphi$ determines the phase shift on the reflected mode of the beam-splitter. A beam-splitter with variable reflectivity can also be implemented by using a Mach-Zehnder interferometer MZI with two balanced beam-splitters and a phase-shifter, as it is shown in figure 2.1 .


Figure 2.1: Most general transformation between two optical modes, implemented by a MachZehnder interferometer (MZI) and a phase-shifter on one output mode. Figure adapted from [64, copyright (1994) by the APS.

It is important to note that not all qubit transformations are rotations in the Bloch sphere. Some operations, like the Hadamard or Phase gates are reflections with respect to a particular axis. These transformations can be achieved by adding by an extra mode-dependent phase shift to a rotation.

## Polarisation qubits

Polarisation is a natural degree of freedom to encode qubits as the polarisation transformations are also generated by the Pauli matrices. It has historically been the most commonly chosen degree of freedom in photonic systems as it is extremely stable in bulk optics [65]. Two orthogonal polarisation modes are chosen as the computational basis states (eigenstates of the $\sigma_{Z}$ matrix), usually the horizontal and vertical polarisations (in some chosen reference frame) in the plane parallel to the direction of the wave vector $\vec{k}$. The diagonal and anti-diagonal polarisations then correspond to the eigenstates of the $\sigma_{X}$ matrix and the right and left circularly polarised states correspond to the eigenstates of the $\sigma_{Y}$ matrix. They thus form a complete qubit basis, as they cover the three orthogonal axes of the Bloch sphere.

## 2. LINEAR OPTICAL QUANTUM COMPUTING

In the notation used previously to define qubits (logical modes) in optical modes we have

$$
\begin{equation*}
|0\rangle_{L}=\hat{a}_{H}^{\dagger}|0,0\rangle_{H, V}=|1,0\rangle_{H, V}=|H\rangle \quad \text { and } \quad|1\rangle_{L}=\hat{a}_{V}^{\dagger}|0,0\rangle_{H, V}=|0,1\rangle_{H, V}=|V\rangle \tag{2.6}
\end{equation*}
$$

With respect to the wave vector $\vec{k}$, the qubit basis states are defined as shown in figure 2.2 ,


Figure 2.2: Polarisation encoding of qubit basis states.

Transformations between optical states (i.e. polarisation rotations) can be implemented using plates of a birefringent material, in which light of different polarisation travels at different speed through the material [66].

A linear optical element that we will use often in this thesis is the Polarising Beam Splitter (PBS). This element is made of a birefringent material, and aligned so that the angle of transmission for two orthogonal polarised beams is different, thus it separates an incident beam of light in two orthogonal beams of polarised light. For example, a PBS oriented in the H-V basis will always transmit horizontally-polarised photons and reflect vertically-polarised photons. This corresponds to the mode transformation:

$$
\begin{align*}
\hat{a}_{H, 1}^{\dagger} \rightarrow{\hat{a^{\prime}}}_{H, 1}^{\dagger} & \hat{a}_{H, 2}^{\dagger} \rightarrow{\hat{a^{\prime}}}_{H, 2}^{\dagger}  \tag{2.7}\\
\hat{a}_{V, 1}^{\dagger} \rightarrow \hat{a}_{V, 2}^{\prime} & \hat{a}_{V, 2}^{\dagger} \rightarrow{\hat{a^{\prime}}}_{V, 1}^{\dagger} \tag{2.8}
\end{align*}
$$

We can observe that the effect of this optical element on two indistinguishable qubits is to exchange the vertical mode amplitudes.

In chapter 4 we will use the polarisation encoding to review the creation of entanglement with linear optical elements and introduce new schemes for the generation of small entangled states. We will solely use the creation operators and their transformations to describe the states and operations, as this is the notation used in the Bosonic Simulator ${ }_{4}^{4}$ use to perform calculations. The creation operators will be written as $h_{i}^{m} v_{j}^{n}$, where the subscript indicates the spatial optical mode, the letter of the operator ( $h$ or $v$ ) indicates the logical (polarisation) state and the superscript indicates the number of photons with said polarisation in that optical mode.
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## Path encoded qubits

In this encoding the logical computational basis states are represented by the occupation of one of two paths:

$$
\begin{equation*}
|0\rangle_{L}=\hat{a}_{1}^{\dagger}|0\rangle_{1,2}=|10\rangle \quad \text { and } \quad|1\rangle_{L}=\hat{a}_{2}^{\dagger}|0\rangle=|01\rangle \tag{2.9}
\end{equation*}
$$

where the notation $|i j\rangle$ means $i$ photons in the upper waveguide and $j$ photons in the lower waveguide (see figure 2.3). The control and manipulation of the photons in this encoding is accomplished using combinations of beam-splitters and phase-shifters. In section 2.3 we will explain in more detail how these optical operations are implemented in integrated optical systems that use this encoding.


Figure 2.3: Path encoding of the logical computational basis states.

Note that even though this type of encoding would imply always having an even number of waveguides (as we would use two waveguides for each mode) having extra (ancillary) waveguides as vacuum can be useful, as shown in the probabilistic implementation of a CNOT gate in the coincidence basis by Ralph et al. 67].

## Transformation between polarisation and path encodings

The polarisation and path encodings can be easily and deterministically converted one into the other using a PBS as can be seen in figure 2.4 .


Figure 2.4: Linear optical circuit showing the transformation between polarisation and path encodings, using polarising beams splitters (PBS) and half wave plate that implement a $45^{\circ}$ rotation on the state. Figure adapted from [18], copyright (2007) by the AAAS.

### 2.2.2 Implementation of any $U(N)$ in an optical multiport: Reck et al. scheme

Any lossless experimental linear optical setup can be described by a unitary operator, obtained by multiplying together the matrix representations of each individual component. However, it is not so obvious to see that the opposite is true, i.e. that any unitary operator $U(N)$ on $N$ modes can be implemented by an optical interferometer. This question was resolved by the proposal of Reck et al. [64] of an algorithmic proof which shows that any discrete finite-dimensional unitary operator can be constructed as an $n \times n$ multiport. Any unitary operator can be implemented experimentally in this way as well, as can the measurement of any observable that corresponds to any discrete Hermitian matrix.

The $n \times n$ unitary operator is reduced to a series of $2 \times 2$ matrices, representing the most general element of $U(2)$. Recall that this most general element corresponds to a lossless beamsplitter with a phase-shifter in one output port. Reck et al. show that they can construct an experiment equivalent to any $U(N)$ matrix by using the generalised beam-splitter in successive $U(2)$ transformations that together span the $N$-dimensional Hilbert space. Their proof shows the equivalence between the tasks of designing an optical experiment that implements an arbitrary $U(N)$ matrix and factorising said unitary matrix into a product of block matrices, each of which can be implemented using beam-splitters and phase-shifters. The successive decomposition of the $U(N)$ unitary into the series of $U(2)$ operations is equivalent to setting up the $2 \times 2$ beam-splitters in series. The algorithm proposed is recursive and therefore valid in any finite dimension. The maximum number of beam-splitters required is $\binom{N}{2}=\frac{N(N-1)}{2}$, which is quadratic in the number of modes. This decomposition is optimal as it has the exact same number of parameters as needed to fully describe a $U(N)$ matrix.


Figure 2.5: Reck et al. scheme: triangular arrangement of beam-splitters that implements a $U(N)$ matrix on an optical multiport. Image from [64], copyright (1994) by the APS.

The implementation of all $U(N)$ matrices makes the measurement of any discrete Hermitian operator possible. To do so, it is only required to implement the unitary that relates the

[^10]eigenbasis of the Hermitian operator to the single mode occupation basis. Following the unitary operator, we will have an array of $N$ detectors, one per optical mode, each corresponding to an orthogonal eigenstate. Detection of a photon on one of the output modes will correspond to measurement of an eigenstate of the Hermitian matrix.

Recently, a reprogrammable version of the Reck scheme has been experimentally implemented in integrated optics [43], with variable phase-shifters that allow the implementation of all possible linear optical protocols up to the size of the circuit ( 6 modes) involving 35 adjustable parameters. A series of six-mode experiments are shown [43], they showcase the versatility of this construction and it is highlighted as a fundamental piece of technology for future linear optical schemes.

### 2.2.3 Creating entanglement in Linear Optics

Creating entanglement between qubit modes using only linear optical elements is extremely difficult. Without the use of extra resources ${ }^{6}$, the best we can do 68 is a probabilistic entangling gate with $50 \%$ success probability. The difficulty of entangling two single photons can be explained physically because photons don't interact. The probabilistic entangling gate is achieved through interference, not interaction 69].

Mathematically, this impossibility of creating entanglement can be explained due to the linearity of the passive Bogoliubov transformations [63]. If the task of creating entanglement were possible, the transformation $|H H\rangle \rightarrow \frac{1}{\sqrt{2}}(|H H\rangle+|V V\rangle)$ would be a linear transformation of the Bogoliubov coefficients. Using the previously defined Bogoliubov transformations we have:

$$
\begin{equation*}
\hat{h}_{1}^{\dagger} \hat{h}_{2}^{\dagger} \rightarrow \hat{h}_{1}^{\dagger} \hat{h}_{2}^{\dagger}+\hat{v}_{1}^{\dagger} \hat{v}_{2}^{\dagger} \tag{2.10}
\end{equation*}
$$

which cannot be written as the product of two passive Bogoliubov transformations.
However, we have seen that the Reck scheme [64] gives us a recipe to build any unitary operation on $N$ optical modes using $O\left(N^{2}\right)$ beams splitters and phase-shifters. It seems therefore that we should be able to implement a quantum computation using such interferometers, as the gates in a quantum computer can also be described as unitary operations. In particular, the CZ operation is a $4 \times 4$ unitary operation on two qubit modes, can't it be expressed in terms of two optical modes? The subtlety lies in that the basis of the unitary matrices we are trying to compare is quite different. A usual CZ gate is written on the basis $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$, which translated to the encoding in optical modes would be $\left\{\hat{h}_{1}^{\dagger} \hat{h}_{2}^{\dagger}, \hat{h}_{1}^{\dagger} \hat{v}_{2}^{\dagger}, \hat{v}_{1}^{\dagger} \hat{h}_{2}^{\dagger}, \hat{v}_{1}^{\dagger} \hat{v}_{2}^{\dagger}\right\}$. However, the $N=4$ interferometer operates on the basis $\left\{\hat{h}_{1}^{\dagger}, \hat{v}_{1}^{\dagger}, \hat{h}_{2}^{\dagger}, \hat{v}_{2}^{\dagger}\right\}$ and in this basis, the mode transformation cannot be written as a unitary matrix without mixing creation and annihilation operators.

### 2.2.4 Computational complexity of linear optics

Entanglement is a fundamental component for quantum computing [70, 71], the fact that a twoqubit gate cannot be realised deterministically in linear optics might lead to the wrong conclusion that a linear optical system is easy to simulate classically. A recent result by Aaronson and

[^11]Arkhipov [30, 31] explores the computational complexity of classically simulating a linear optical system and concludes that a model for non-interacting photons not only cannot be efficiently simulable by a classical computer, but its complexity is far greater than that of NP problems $7^{7}$

Aaronson and Arkhipov propose the problem of BosonSampling which is the problem of sampling, either exactly or approximately, from the output distribution of a boson computer. A boson computer is a model for non-universal quantum computation with non-interacting bosons, which can be physically implemented using a linear optical network on $m$ modes, into which we input $n$ identical photons. Four experimental realisations of the BosonSampling problem have been shown [72, 73, 74, 75].

It has been shown that linear optics with adaptive measurements is universal [2] for BQP. However, the boson computer is a quantum computing model that cannot implement a standard quantum algorithm (Shor's factoring algorithm [76], Grover's search algorithm 6], etc) and cannot even do universal classical computation. Yet, Aaronson and Arkhipov's result provides evidence that quantum computers have capabilities outside the entire polynomial hierarchy. If a classical BosonSampling algorithm existed, then the polynomial hierarchy would collapse, an event regarded as highly unlikely ${ }^{8}$.

Work by Caianiello [77] first showed that the amplitudes for n-boson processes can be written as the permanents of $n \times n$ matrices. As was first shown by Valiant [78], computing the permanent of a matrix is a complete problem for the class of counting problems associated with NP problems $\sqrt[9]{ }$, if an exact efficient classical algorithm existed to solve a problem of this class, this would imply $\mathbb{P}=\mathbb{N P}$. He coined the term $\# \mathbf{P}$ to describe this class of problems. The key contribution of Aaronson and Arkhipov is to show that there exists a connection between the ability of classical computers to solve the approximate BosonSAmpling problem (drawing a sample from a distribution that is close to the actual bosonic distribution) and their ability to approximate the permanent of a random complex matrix $\sqrt{10}$. If there existed an efficient classical algorithm that solved approximate BosonSampling, this would imply that $P^{\# P}=B P P^{N P}$ and hence the polynomial hierarchy would collapse to the third level.

It is an interesting fact that while BosonSampling is a hard problem and the ability to solve it efficiently with a classical computer would have serious complexity consequences, the same problem formulated for fermions lies in $P$. While the amplitudes of $n$-boson processes are given by permanents of $n \times n$ matrices, in the case of fermions they are given by determinants. Despite the similarity of the definitions of permanents and determinant, they are dramatically different in their computational difficulty; the permanent is \#P-complete while the determinant can be calculated in $O\left(n^{3}\right)$ operations (and is therefore in $P$. However, what is even more remarkable is that the computational difficulty of simulating bosonic and fermionic systems is

[^12]reversed when using the Monte Carlo method for approximating the ground state of a manybody system. In a bosonic system, the ground state is easy to approximate, while in fermionic systems, the cancellations between positive and negative terms (what is known as "the sign problem") make the ground state very hard to approximate.

### 2.3 Integrated optics

Politi et al. [56] were the first to implement quantum linear optics on chip. Prior to this work, quantum experiments in linear optics were made using bulk optics: large scale components such as beam-splitters and mirrors attached to optical benches, where photons were transmitted through air (or occasionally via fibre) across the optical network. Bulk optics is an inherently non-scalable scheme and not sufficiently reliable on a large scale. The development of photonic waveguide technology [56] permitted the development of optical circuits in which the stability and control over the optical path length is highly amplified with respect to what can be obtained in bulk optics, with the added advantage that the circuit size is dramatically reduced. In these circuits, quantum information is predominantly encoded in the path degree of freedom of the photon, although polarisation encoding has also been demonstrated 80 .

Beam-splitters are implemented in integrated photonics via directional couplers, which are realised by bringing together the different waveguides close enough so that the evanescent field of one of them can couple into the other one. By controlling the separation between the waveguides or the length of the coupling region, different split ratios can be obtained and therefore this implementation is entirely equivalent to a beam-splitter in bulk optics. Figure 2.6 shows the implementation of a directional coupler, its schematic diagram in path encoding and a simulation of the coupling of the path via the evanescent field.


Figure 2.6: Directional coupler, used in integrated photonics to implement the beam-splitting operation: a. Schematic diagram of the directional coupler. b. Optical field propagation simulation with vacuum in the bottom input port. Figure from [81, copyright (2011) by the IET.

Variable phase-shifters can be implemented in integrated circuits, providing complete control over the phase of the qubit. For the silica-on-silicon materials used by the Bristol Photonics group [81, the easiest way to implement reconfigurable phase-shifters is by using thermo-optical switches. The thermo-optical switches use resistive elements fabricated on the surface of the
chip, that via the thermo-optical effect can provide a change of the refractive index $n$ by raising the temperature of the waveguide structure by an amount of the order of $10^{-5} \mathrm{~K}$. The main drawback of the thermo-optical switches is their slow reconfiguration times of milliseconds. New fast-switches have been proposed in different material systems for integrated optics, such as lithium-niobate [82, 83] which supports an electro-optic effect. Such switches have reconfiguration times of the order of nanoseconds. In appendix G we give a table comparing the switching speed and switching loss of different state-of-the-art switches compatible with integrated optics.

Beam-splitters with variable reflectivity can be achieved by combining directional couplers and variable phase-shifters in a MZI configuration [65] (see figure 2.7). Complete control over the relative phase and amplitude of the two paths in dual rail encoding can be achieved. This MZI will act as a beam-splitter with variable reflectivity and is the basic building block to construct more complicated networks on chip. The recent experimental realisation of the Reck scheme [43] uses an array of these elements to perform a general unitary on $N$ modes.


Figure 2.7: MZI constructed in integrated optics with two directional couplers and a variable phase-shifter. Figure from [81, copyright (2011) by the IET.

Quantum interference can be studied with this device by looking at the visibility of the Hong-Ou-Mandel (HOM) [69] dip in a two-photon experiment. The indistinguishability and purity of two single-photon states can be assessed by making them interfere at a beam-splitter. By changing the relative delay of the photons in arriving at the beam-splitter, a dip in the rate of detecting one photon at each output of the beam-splitter can be observed in the case of indistinguishable photons when the delay is near zero, i.e. when both photons arrive simultaneously at the beam-splitter. This study was done by Matthews et al. [57, where they changed the relative delay by continuously varying the relative phase $\phi$ between the two paths, their results can be seen in figure 2.8. The visibility of the HOM dip is plotted against the phase shift, showing both the theoretical fit (solid line) and experimental data. There are two insets that show the HOM dip with a high visibility of $98.2 \pm 0.9 \%$ for a reflectivity of $48.4 \pm 0.5 \%$ (left) and a low visibility of $12.9 \pm 0.9 \%$ for a reflectivity of $94.1 \pm 0.2 \%$ (right) visibility.

Integrated photonics significantly reduces the difficulty of realising optical experiments. The complicated process of designing and implementing sophisticated interferometers in bulk optics becomes much easier as the optical networks can be etched onto a chip that needs no further alignment once made. Integrated implementations of the key components of photonic circuits have been realised, obtaining very high fidelity results [56] that show the potential of this type of implementation for linear optics. The miniaturisation and scaling of the optical circuits allows for the creation of a modular architecture in which to perform quantum computation.


Figure 2.8: Visibility of the Hong-Ou-Mandel experiment. We can observe how coincidences disappear as the photons are made temporally indistinguishable. Figure from [57], copyright (2009) by Macmillan Publishers Limited.

A modular technology for the quantum computer will be key for boosting its performance and allow for hardware reconfiguration. In chapter 5 we described a linear optical architecture proposal which has been created with integrated photonics in mind.

### 2.4 First proposals for Linear Optical Quantum Computing

In previous sections we have reviewed the basic operations of a linear optical system and showed how it is not possible to create a deterministic entangling gate strictly using these operations. In fact, prior to the work of Knill, Laflamme and Milburn (KLM), it was believed that in order to achieve a two qubit gate, it was necessary to use a non-linear material for any practical implementation of optical quantum computing. A CZ entangling gate could be achieved by using a cross-Kerr non-linear material [63]. Interaction of the photons with this material for long enough time, would implement a phase-shift dependent on the state of the photons. However, it was found [84 physically impossible to create cross-Kerr non-linearities large enough while keeping the noise levels low enough for performing quantum information tasks.

The alternative, proposed in the KLM [2] paper, was to artificially create the necessary non-linearity by using measurement. This measurement-induced non-linearity [85] yields nondeterministic entangling operations, which would in principle not seem sufficient to be able to perform large computations. However, a series of proposals have shown how a full linear-optical quantum computer can be constructed with a polynomial number of resources.

### 2.4.1 The Knill, Laflamme \& Milburn protocol

In their seminal paper of 2001, Knill, Laflamme and Milburn (KLM) showed [2] that optical quantum computation was possible using only linear optical elements (beam-splitters, phase sifters, single photon sources and photo-detectors with feedforward) if one allowed for probabilistic gates. The probabilistic two-qubit gate uses the quantum interference of ancillary photons at a beam-splitter and single-photon detection to induce interactions non-deterministically, and then, after the measurement of the ancillary photons has been performed, one can know if the probabilistic gate has succeeded according to the detection pattern obtained. To achieve a deterministic gate the success probability of the non-deterministic gate can be boosted by using teleportation.

KLM] scheme to perform a 2-qubit entangling gate in a near deterministic fashion is a combination of 3 ideas:

- Using elements of linear optics, perform a non-deterministic entangling gate on two logical qubits, with high probability of failure. This gate, shown in figure 2.10 implements a conditional sign flip (CS) by combining two Non-linear phase Shifts (NS), shown in figure 2.9, one in each mode, with overall success probability of $6.25 \%$.


Figure 2.9: Non linear phase shift (NS) on a single mode. Figure from [2], copyright (2001) by Macmillan Publishers Limited.


Figure 2.10: Conditional sign flip (CS).Figure from [2, copyright (2001) by Macmillan Publishers Limited.

- Improve the performance of this non-deterministic entangling gate by combining it with quantum teleportation, obtaining a entangling gate that succeeds with probability $p=$ $\frac{n^{2}}{(n+1)^{2}}$, where $n$ is an integer corresponding to the number of photons in a large ancillary entangled state, created and stored "offline". Increasing values of $n$ correspond to increasingly complicated teleportation circuits. In figure 2.11 a CS gate with boosted probability is shown.
- Boost the success probability even further by using quantum error correcting codes, until the gate is near deterministic, allowing for scalable quantum computation. When the teleportation gate fails, it has the effect of acting as a $Z$ measurement with a known outcome on the qubit which was going to be teleported. Therefore, using error correcting codes that protect qubits against the effects of $Z$ measurements improves the probability of a successful teleportation. An example of such an encoding is shown in figure 2.12. The logical qubit can always be recovered as long as the measurement result and the qubit that was measured are both known.


Figure 2.11: Conditional phase shift with probability boosted to $25 \%$. Figure from [2], copyright (2001) by Macmillan Publishers Limited.

$$
\begin{aligned}
& |0\rangle \rightarrow \frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) \\
& |1\rangle \rightarrow \frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)
\end{aligned}
$$

Figure 2.12: Encoding to protect against $Z$ measurements.

This scheme, however, requires tens of thousands of optical elements per entangling gate to achieve a high probability of success. And furthermore, the teleportation circuits require the use of entangled states, the higher the success probability of the teleportation circuit (which is a function of $n$ ), the bigger the entangled state required (the number of photons required in the entangled state scales as $4 n$ ). For example, the gate shown in figure 2.11 has $n=1$ and therefore requires a 4 photon GHZ state. In the estimates quoted in their proposal [2], in order to be able to perform a gate with $95 \%$ or higher success rate, they require "300 successful $C Z_{9 / 16}$ gates per logical two qubit gate". Translating this estimate into the number of Bell pairs ${ }^{12}$ required to perform a single successful logical gate, this scheme requires $6.014 \cdot 10^{6}$ Bell pairs per single logical two qubit operation. It is clear that, despite being theoretically scalable, further improvements were required to make this scheme experimentally feasible.

## Improvements on KLM

It is necessary to mention that following the KLM proposal [2] for a full linear-optical quantum computer, several protocols were proposed with slight variations and improved resource requirements:

- Franson et al. [86] : New teleportation circuits were proposed, which boosted the prob-

[^13]ability of successfully teleporting a qubit to $1-\frac{1}{n^{2}}$. However this was at the expense of having a failure mode that effectively changed the balance of the coefficients of the state, instead of just applying a Pauli gate, which made the error correction much harder.

- Spedalieri et al. [87] : This scheme is based on the redefinition of the teleported state, which they take from single-rail to a dual-rail qubit. This small change allows for simple error detection in the teleported gates.


### 2.4.2 The Yoran \& Reznik protocol

Building on ideas from the KLM proposal, in 2003 Yoran and Reznik proposed a new scheme [88] that reduced the resources required per logical gate. Their idea, although unrelated with the MBQC model [33], shares the same concept of pre-preparing states of multiple entangled photons. The structure of these states is dictated by the form of the quantum circuit that one wishes to implement (similar to how the cluster state is shaped using Z measurements prior to performing the computation). They introduce the chain state, shown in figure 2.13 , which manifests maximal pairwise entanglement.


Figure 2.13: Schematic description of a chain state of $n+1$ photons. Figure from [88], copyright (2003) by the APS.

Each rectangle in figure 2.13 represents a single photon with its polarisation and path degrees of freedom represented respectively by the empty and full circles 13 . The path degree of freedom of each photon in the chain is maximally entangled with the polarisation degree of freedom of the next photon in the chain. Each one of these chain states, represents the world line of a single photon, meaning that all the operations that are sequentially applied on a quantum circuit, in this representation would each be applied to a different photon of the chain. A state can be fully teleported from one end of the chain to the other, and any single qubit operation can be similarly applied using one of these chains. In order to perform a computation, the relevant gates are first applied to different chains, and the input states are subsequently teleported in. In figure 2.14 and 2.15 we can see how a three qubit computation can be translated into a linked state. Once this state has been built, the three inputs are teleported through the state.

The construction of the states is done step-by-step and they require that the gates used to build the linked state have a probability larger than $1 / 2$ for the combined process of link/gate generation. This restricts them to using the teleported CZ] gates proposed in [2] with $n \geq 3$.

One last trick they propose is to add inert links to each chain. The inert links will be photons onto which no gate is applied. For each qubit (a chain in figure 2.15) that takes part in $n$ two-qubit gates (denoted by $G_{i j}$ in figure 2.15, a chain of $2 n$ links is constructed and the

[^14]

Figure 2.14: Three qubit circuit implemented by the photonic states in figure 2.15. Figure from 88, copyright (2003) by the APS.


Figure 2.15: Linked photonic state needed for generating the circuit in figure 2.14. Figure from 88, copyright (2003) by the APS.
gates are applied to every second link. The purpose of the added inert links is to prevent the backwards spread of the failure of gates, avoiding the destruction of gates and links that had previously been constructed. This allows them to reduce the number of $C Z_{9 / 16}$ gates by an order of magnitude (from about 220 to 23 ).

The reduction in the number of elementary operations is dramatic. KLM [2] required 300 successful applications of their $C Z_{9 / 16}$ per logical gate (that had an intrinsic $5 \%$ error), whereas this proposal only requires five successful applications of $C Z_{9 / 16}$ KLM gate per logical two qubit gate. They estimate that for the successful application of these gates, they require " $\sim 23 C Z_{9 / 16}$ applications on average for every logic gate". However, to use the trick of having additional inert links, we must also include the application of three $C Z_{4 / 9}$ per gate. Translating the number of gates into number of Bell required to perform a single logical gate we have that this scheme requires $2.9 \cdot 10^{5}$ Bell pairs on average per logic gate. This is an improvement of an order of magnitude with respect to KLM, but it still consumes too many Bell pairs per logic gate to have a feasible implementation.

### 2.5 Optical Quantum Computation with Cluster States

As photons don't interact, entangling operations are very challenging in a full linear optical scheme, and only probabilistic gates are possible ${ }^{14}$. The challenge would be diminished if these gates were allowed to fail, and the procedure could be repeated until all the necessary entanglement had been created. The cluster state model (presented in chapter 1) poses an alternative to the circuit model for systems that have unreliable or non-deterministic twoqubit operations. All the entanglement needed is created when preparing the resource state, offline. The actual quantum computation is done by performing a series of reliable single qubit measurements. Therefore this model for quantum computation is particularly well suited to linear optics. It is then understandable that great improvements in resource requirements were achieved by tailoring the protocols to this model.

[^15]
### 2.5.1 The Nielsen protocol

In 2004, Nielsen 89 proposed a scheme for LOQC combining optical quantum computation with linear optics and cluster states. He used the same ideas as KLM for the entangling gates (both schemes use CZ gates with probability $\frac{n^{2}}{(n+1)^{2}}$ ), except that he didn't require the use of error correcting codes to overcome non-determinism. His scheme results in logical gates that work deterministically as opposed to the $5 \%$ error experimented by KLMs entangling gates.

The idea he proposes is to build up the cluster state by non-deterministically adding extra qubits to the cluster state using $C Z_{4 / 9}$ and $C Z_{1 / 4}$ gates and, once this is achieved, perform the rest of the operations according to the KLM scheme. The cluster is built by attempting to add a site connected by a single bond (with success probability $p=\frac{2}{3}$ after teleportation) or attempting to add a site connected by a double bond (with success probability of $p=\frac{4}{9}$, as two single successful bonds are required). Figure 2.16 shows the procedure of growing a cluster state by adding a new qubit, $S$, to it. If this qubit is only linked to qubit B (single bond), we will have a success probability of $p=\frac{2}{3}$, while if this qubit has bonds to both qubits A and B (double bond), we will have a success probability of $p=\frac{4}{9}$. It can be calculated that for every two attempts of adding a site to the cluster, the average number of sites added is $\frac{2}{9}$. The key idea is that failure of a gate does not destroy the cluster state, it only removes a single qubit from it.


Figure 2.16: Cluster state construction. A new site $S$ is added, if it only has a bond to qubit $B$ the process succeeds with probability $p=2 / 3$, but if it has two bonds, one to qubits $B$ and one to qubit $A$, the process suceeds with probability $p=4 / 9$. Figure from [89], copyright (2004) by the APS.

In terms of the resources required to simulate a standard quantum circuit, Nielsen concludes that the fairest estimate needs 24 successful $C Z_{4 / 9}$ gates per entangling gate. Each of these gates is composed of 70 beam-splitters, 30 photo-detectors and 12 single-photon preparations, which means that the number of elements required per single entangling gate is $O\left(10^{2}\right)$, which is an improvement of 2 orders of magnitude over the KLM proposal. However, Nielsen's proposal is still very expensive in terms of the number of Bell pairs required per single logical entangling gate. Requiring 24 successful $C Z_{4 / 9}$ per logical entangling gate means a requirement of 54 8 -photon entangled states, which on average need $1.075 \cdot 10^{4}$ Bell pairs for their preparation. It is, again, an improvement of 2 orders of magnitude from KLMs requirements, but it is still a very expensive logical entangling gate.

### 2.5.2 The Browne \& Rudolph protocol

In 2005 Browne and Rudolph 90 followed up on Nielsen's ideas by introducing two so-called fusion mechanisms that allowed the construction of entangled photonic states (cluster states). Their proposal has the advantage that they don't require photon-number discriminating detectors (for one of the gates) or elaborate interferometers with multiple beam-splitters in series. Also, there is a key difference in the type of interference used for the entangling gates. While KLM. Yoran and Reznik's and Nielsen's approach rely on Mach-Zehnder-type interference 91, Browne and Rudolph only make use of the HOM coincidence form [69, therefore only requiring stability over the coherence length of the photons and not needing to maintain phase stability of the interferometer.

The main resources used are two-photon polarisation-entangled Bell states that can be obtained via linear optics and photodetection with success probability $p=\frac{3}{16}$ from four single photons ${ }^{15}$ [92]. They introduce two fusion gates, Type-I and Type-II, which are shown in figure 2.17


Figure 2.17: Type-I and Type-II fusion gates. Their action of cluster states is depicted in figures 2.18 and figure 2.19. Figure (modified) from [90, copyright (2005) by the APS.

The Type-I fusion gate takes two spatial modes and mixes them at a PBS, then it rotates the polarisation degree of freedom of one of the output modes by $45^{\circ}$ and measures it with a polarisation discriminating photon counter. The gate succeeds when only one polarised (either H or V ) photon is detected (which happens $50 \%$ of the time) and fails if zero or two photons are detected. When the gate succeeds, the two separate qubits become fused in a single qubit that inherits all the bonds from the input qubits, but when it fails, the gate has the effect of measuring both qubits in the computational basis (see figure 2.18). We can map the success and failure outcomes of this gate to two different evolutions of the qubits in the cluster state. When this gate succeeds, the unitary operation is a CNOT gate performed between both qubits followed by a measurement of the target qubit in the computational basis, while if the gate fails, the evolution would be measurements in the computational basis. The failure outcome would split any cluster we are trying to build, and therefore this not an optimal gate. In addition, this gate is not protected against photon loss. As we only measure one of the modes, it could be

[^16]the case that the gate fails but one of the qubits is lost and leading to the incorrect assumption that the gate has succeeded. This can introduce a Pauli error in our computation 93 .

Browne and Rudolph introduce the use of "redundant encoding", whereby a single qubit on the cluster is represented by multiple photons: $\left|\phi_{0}\right\rangle|0\rangle+\left|\phi_{1}\right\rangle|1\rangle \rightarrow\left|\phi_{0}\right\rangle|0\rangle^{\otimes n}+\left|\phi_{1}\right\rangle|1\rangle^{\otimes n}$. A Pauli $X$ measurement on the redundant photons would not split the cluster but would rather remove the photon measured from the redundant encoding and combine the adjacent qubits into one single qubit that inherits the bonds of the input qubits, maybe adding a phase. Type-II fusion gates are an evolution of Type-I gates that make use of this redundant encoding to generate two-dimensional clusters. They take two input modes and rotate each of them by $45^{\circ}$ before mixing them in a PBS, Then, they measure them in the rotated basis. This gate is successfully applied to a single photon of each of a pair of logical qubits when a single photon is detected at each detector, its effect is to project the pair of logical qubits into a maximally entangled state $\left(\left|\phi^{ \pm}\right\rangle\right)$. When the gate fails (as heralded by zero or two photons in one of the modes), it performs a measurement on the $X$ basis on each of the photons, removing them from the redundant encoding (but not destroying the logical qubit).

Cluster states can now be efficiently constructed using these two gates, as can be seen in figures 2.18 and 2.19. First, linear clusters can be constructed by using Type-I fusion gates (see figure 2.18), and higher dimensionality can be achieved by fusing linear clusters with Type-II gates (see figure 2.19). In fact, by using redundant encoding, all gate operations could be made with the Type-II fusion gate. This has the advantage of not needing photon-number-discriminating detectors and naturally detecting loss errors. However, as two photons are measured in this gate, Bell states are not a sufficient resource for building a cluster (a Type-II fusion gate applied to a pair of Bell states would produce another Bell state if successful) and one would have to use three-photon clusters instead, which increases the resource requirements but still keeps them below previous proposals.


Figure 2.18: Successful action of Type-I fusion gate. Figure from 90, copyright (2005) by the APS.


Figure 2.19: Action of Type-II fusion gate. Figure from 90, copyright (2005) by the APS.

This proposal significantly reduces the number of linear optical elements required to perform a single successful entangling gate. It moves away from the complexity of the KLM CZ gates with multiple teleportation procedures and replaces them with a maximum of 4 polarisation rotators and one PBS, plus two detectors, which are not always required to be number-detecting. But the savings are not only in the number of linear optical elements. This scheme requires on average only 52 Bell pairs to implement a two-qubit logical gate. This is a two orders of magnitude saving with respect to Nielsen's proposal, and therefore substantially decreases the complexity of realising LOQC in practice.

### 2.6 Parity-encoded optical quantum computing

A crucial feature of the KLM teleported gates [2] is that their failure mode implements a Z measurement on the qubit that was to be teleported. Protecting against such measurements, as proposed in [2] can significantly improve the success probability of the computation. In the parity encoded schemes proposed in [94, 95], an incremental approach to the encoding is proposed, simplifying the process of gate attempts and recovery, and outlining procedures to performing a universal set of gates on the encoded qubits.

### 2.6.1 The Hayes, Gilchrist, Myers \& Ralph protocol

This proposal 94 is a variation of the KLM protocol, in which they make use of an incremental approach to error correction in order to boost probability of success. They use the teleported gates introduced in [2] with qubits encoded to protect against teleportation failures and computational basis measurements. Their logical unencoded qubits correspond to the polarisation states of a single photon. The proposed encoding follows the original KLM encoding against teleporter failures (see figure 2.12 ), where the logical $|0\rangle$ corresponds to a state with even parity and the logical $|1\rangle$ corresponds to an odd parity state. Hence the name of parity encoding.

$$
\begin{aligned}
|0\rangle^{(n)} & \left.\left.\equiv \frac{|+\rangle^{\otimes n}+|-\rangle^{\otimes n}}{\sqrt{2}} \equiv \right\rvert\, \text { even }\right\rangle^{(n)} \\
|1\rangle^{(n)} & \left.\left.\equiv \frac{|+\rangle^{\otimes n}-|-\rangle^{\otimes n}}{\sqrt{2}} \equiv \right\rvert\, \text { odd }\right\rangle^{(n)}
\end{aligned}
$$

Figure 2.20: Parity encoding. The index $n$ represents the number of component qubits on which the logical state is encoded.

This encoding of the logical state will protect it against computational basis measurements on any of the physical qubits, as any such measurement will only reduce by one the level of encoding. This can be easily explained by noting that $\left\langle 0 \mid \psi^{(n)}\right\rangle=|\psi\rangle^{(n-1)}$ and $X\left\langle 1 \mid \psi^{(n)}\right\rangle=$ $|\psi\rangle^{(n-1)}$, where $X$ can be acting on any single qubit. Therefore, a $Z$-measurement followed by the conditional application of an $X$ gate leaves the logical qubit in the correct encoded states, but encoded in one less physical qubit than before.

In this paper they propose an incremental encoding scheme instead of using the concatenated approach presented in [2]. Component qubits are added to the encoded state incrementally, and whenever a $Z$-measurement occurs, the component qubit that has been removed from the state can be replaced by using a non-deterministic encoding circuit. The procedure for applying the logical gate follows a repeat-until-success strategy, and the success of the computation reduces to maintaining an appropriate level of encoding throughout the computation.

To be able to perform universal quantum computation, they need to be able to implement gates from the set $\left\{X_{\theta}, Z, C N O T, Z_{\pi / 2}\right\}$, where $X_{\theta}=\cos \frac{\theta}{2} \mathbf{1}+i \sin \cos \frac{\theta}{2} X$. Gates from the set $\left\{X_{\theta}, Z\right\}$ can be performed easily on the logical qubit. The logical $Z$ can be performed by applying a $Z$ gate to all physical qubits, while the $X_{\theta}$ can be performed by applying the rotation
to any one of the physical qubits. The gates $\left\{C N O T, Z_{\pi / 2}\right\}$ can be performed more efficiently by applying re-encoding circuits to a subset of component qubits that have had the desired operation performed on them. A CNOT is performed by first applying a CNOT between a pair of component qubits corresponding to different logical qubits and then encoding the state until it has reached the size of the original state. In the event of teleportation failures, the entire subset of component qubits will be lost and the CNOT should be reattempted again on another qubit. Once the re-encoding has been achieved successfully, the unaltered qubits can be measured out. Similarly, the $Z_{\pi / 2}$ gate is performed by suitably rotating a component qubit and encoding from the rotated qubit until the subset again reaches the size of the original state.

The authors calculate that in order to obtain an encoded CNOT with $95 \%$ success probability, they require on average 90 physical CS gates and 32 elimination circuits. This is a significant improvement over the 1000 elimination circuits and less than 2250 CS circuits required to obtain the same encoded gate using the original KLM proposal. In terms of the entanglement consumed, we can calculate that they would require $1.92 \cdot 10^{3}$ Bell pairs per single encoded logical gate. This is an improvement of one order of magnitude over Nielsen's scheme [89], which was the best proposed scheme at the time (2004).

### 2.6.2 The Gilchrist, Hayes \& Ralph protocol

An improvement on the parity-encoded scheme [94], can be achieved by using the fusion gates proposed in [90]. The new scheme presented in [95] makes use of some features of cluster state computation, but essentially retains the KLM circuit-based approach.

The linear optical gates used for encoding and building the resource state for teleportation are the fusion gates Type-II and Type-I. A rotated version of the Type-II gate (without the input wave-plates) can be used to add $n$ qubits to an encoded state $|\psi\rangle^{(m)}$ by fusing it to a resource state $|0\rangle^{(n+2)}$. If the gate succeeds, the logical state will be encoded in $m+n$ physical qubits, whereas if the gate fails the outcome will be the product state $|\psi\rangle^{(m-1)}|0\rangle^{(n+1)}$ on which the gate might be attempted again. The Type-I gate, combined with a Hadamard operation, can also be used to build up the resource state. This approach has the advantage over using the Type-II, that it only loses one qubit for both input states. However it has the big disadvantage that whenever it fails, it completely destroys all entanglement in both input states. A combination of both these approaches is deemed the most resource efficient 955.

Gates from the set $\left\{X_{\theta}, Z\right\}$ can be performed deterministically on a logical qubit in the same manner as in the previous version of the parity encoded scheme (94). The $Z_{\pi / 2}$ and CNOT gates are performed non-deterministically on the encoded qubits. It is important to note the difference with the previous version of this scheme, where gates are performed on a subset of component qubits that are then re-encoded. The $Z_{\pi / 2}$ gate is performed by first applying the $Z_{\pi / 2}$ gate to one of the physical qubits and then fusing the logical state to a pre-prepared resource. The CNOT gate is performed by first entangling the control and target states to a resource state (using one Type-I and one Type-II fusion gates) and subsequently measuring the remaining qubits of the control qubit in the computational basis. Depending on the parity of the result, a bit flip might need to be applied. A circuit diagram of both these operations can be found in figure 2.21


Figure 2.21: a) Implementation of a $Z_{90}\left(=Z_{\pi / 2}\right)$ gate on the encoded parity state. b) Implementation of a CNOT gate on the encoded parity state. The Type-I and Type-II fusion gates are denoted by $f_{I}$ and $f_{I I}$ respectively. The thickness of the lines represent the encoding level. Figure from [95], copyright (2007) by the APS.

The resource consumption of this scheme depends heavily on the level of encoding chosen. It is necessary to estimate the optimal level of encoding, as if the level is too low there is a significant probability that the logical state might be destroyed after a series of failures. However, increasing the level of encoding is costly and might incur in unnecessary resource waste. The authors compute the level of encoding and resources required to achieve an encoded CNOT gate with different success probabilities. In order to have the fairest comparison possible with previous schemes, we chose to compare the resources consumed by the CNOT gate with $96.4 \%$ success probability, as it is the closest to the $95 \%$ CNOT used in other schemes. For this gate, logical qubits require 6 levels of encoding, for which $1.84 \cdot 10^{3}$ Bell pairs are required. We can see that this is a slight improvement on the resources needed in the previous parity encoded scheme, with the advantage that higher success probabilities can be achieved for the entangling gates.

### 2.7 Percolation-based Linear Optical Quantum Computing

All the schemes mentioned so far have one thing in common: they all rely on a repeat-untilsuccess strategy. This means that each step in the computation is going to be repeated until the successful gate is achieved. This strategy, however, implies that the procedure does not have a fixed physical depth. Fixed physical depth is necessary, as in a circuit with unbounded depth photons will have to be constantly re-routed, requiring a large network of switches. For current technologies photon loss remains a significant challenge, and it is the switching networks that mostly contribute to photon loss, with about one order of magnitude more loss than any other
component [96, 97, 98. Furthermore, each photon will have a different error rate, which will depend on the number of linear optical elements and switches it has travelled through. This inhomogeneity in the error rates has an impact on the error and loss correcting codes that can be applied, making it potentially extremely challenging. The fusion gates have a $50 \%$ probability of failure (which is heralded by detection patterns in the photon detectors) and to keep track of that, the design would have to implement large amounts of active-switching type of feedforward, that would allow for the quantum system to be routed into different configurations depending on the success or failure of the entangling gates in order to build the intended photonic state. This obstacle of active feedforward can be overcome by using results of percolation theory, as proposed in 99].

The proposed way of constructing a cluster state in percolation based models 99 is by integrating together, via the fusion gates, smaller clusters of entangled photons (micro-clusters), that are more easily produced. What makes percolation models so distinct from previous strategies is that they propose a ballistic construction of the cluster: the physical-layer entangling gates are attempted once and only once. With the exception of the very last reconfigurable measurement needed for MBQC, the operations that one photon will go through are completely mapped before hand and no control needs to be applied. Percolation-based cluster state schemes are applicable to any physical system with a probabilistic component either in the presence of qubits or in the implementation of entangling gates. These would respectively correspond to site or bond percolations models. Examples representative of site percolation are Mott hole effects and optical lattices [100], while bond percolation instances are found in atoms in optical cavities 101 and photonic systems [102]. These percolation models, however, assume the ability to create small entangled states GHZ states) on demand. This is a stringent demand, and for linear optics it is still work in progress.

### 2.7.1 Percolation theory

The phenomenon of percolation is studied in classical statistical mechanics and concerns the behaviour of connected clusters in graphs that have lost some of their bonds (and/or sites) due to a randomised process occurring with a probability $p$. In figures $2.22,2.23$ and 2.24 we can see an example of such randomised process and the different regimes that exist depending on the value of $p$. In this example we demonstrate site percolation, where in a regular rectangular lattice, each site is coloured with probability $p$ and left blank with probability $1-p$. We can see that for low values of $p$ the lattice is almost all fully occupied by the empty sites, whereas for high values of $p$, almost all sites are occupied and connected in a giant cluster that spans the entire lattice.

At the centre of percolation theory is the idea of a percolation threshold $p_{c}$ which dictates the global properties of the lattice. The size of the connected components in the lattice will depend almost exclusively on the value of $p$ with respect to the critical value $p_{c}$. We can differentiate two distinct phases in the percolation, sub-critical $p<p_{c}$ and super-critical $p>p_{c}$, shown in figures 2.22 and 2.24 respectively. In the case of small lattices such as the one presented as an example, the transition between phases is smooth due to boundary effects, however, for infinite lattices, there are two very distinct phases of the system differentiated by a clear phase


Figure 2.22: $\quad p=0.20$. Subcritical regime.


Figure 2.23: $\quad p=0.55$. Critical regime.


Figure 2.24: $\quad p=0.90$. Super-critical regime.
transition.
The main result in percolation theory is that above the percolation threshold, there always exists an infinite crossing cluster that spans the entire lattice. For $p<p_{c}$, all clusters in the lattice are finite and the biggest connected component has a size that scales as $O(\log N)[103$, $N$ being the linear dimension of the lattice. For $p>p_{c}$, the size of the biggest connected component scales as $O(N)$. This fact can be used to easily assess if a particular instance of a percolation problem is in the sub-critical or super-critical regime when the percolation threshold is unknown. Another important result which is closely related is that the correlation length of the lattice is finite in the subcritical regime, so there is an exponential decay of correlations, whereas in the supercritical regime the correlation length is infinite. In figure 2.25 we present the two most significant signatures of percolation.


Figure 2.25: Most significant percolation signatures. (a) Scaling of the biggest connected component as a function of the percolated lattice size. This biggest component scales as $\log N$ where $N$ is the size of the lattice when we are in the sub-critical regime, but it scales as $O(N)$ in the supercritical regime, where it becomes a spanning cluster that covers most of the lattice. (b) Probability of percolation as a function of $p$. The percolation threshold marks a phase transition between the sub-critical and super-critical phases.

In the context of one-way LOQC, the regular lattice corresponds to a highly-connected cluster state, whose bonds/sites are effectively removed due to failure of probabilistic entangling gates together with photon loss. The percolation threshold marks a phase transition in the computational power of the resource state generated [104, 105], which, assuming $\overline{\mathrm{BQP}} \neq \overline{\mathrm{BPP}}$, distinguishes the states that can be used for universal quantum computation from those which
cannot. It has been proven [105] that the entanglement width [37, 38] of the cluster state can be used as an order parameter in the phase transition in computational power. Only lattices in the super-critical regime have an infinite correlation length, which therefore implies that the requirement on the scaling of entanglement [37, 38] mentioned earlier is satisfied in this regime. The sub-critical regime cannot yield a universal resource and, in fact, can be simulated classically [104, 105.

A key point is that in the case of these engineered systems, the randomised process that creates a percolated lattice does not relate to the classical probabilistic parameters of a physical model, but rather it arises from the statistical character of measurement in quantum theory.

It is also important to note that the statistical nature of the gates applied might not only affect the existence of a bond between the site qubits, but also the existence of the sites themselves, and therefore the model might not be pure site/bond percolation mode ${ }^{16}$. There exist mixed site-bond percolation models which are a natural generalisation from the pure percolation models. In these generalisation, sites and bonds are allowed to be randomly occupied with different probabilities ( $p_{s}$ and $p_{b}$ respectively), and it reduces to the pure model when $p_{s}=p_{b}$. The percolation threshold is now a critical curve in the plane $\left(p_{s}, p_{b}\right)$. The general shape of this curve is not yet known. Different proposals have been put forward [106, 107, which match very well some lattices, however the extensive numerical results shown in [108] show that a relationship describing all lattices has not yet been found.

### 2.7.2 The Kieling, Rudolph \& Eisert protocol

The protocol that Kieling, Rudolph and Eisert [99] put forward proposed a change of paradigm for LOQC. All previous proposals had assumed large amounts of active switching, where the quantum systems were re-routed at will into different possible coherent interactions with other systems in order to cope with the probabilistic nature of the linear optical gates. In this proposal [99], it was shown that it was possible to eliminate all active feedforward once initial pieces of cluster state had been obtained. These pieces were used as the building blocks of the cluster state, using fusion gates 90 in order to obtain correlations between them.

The building procedure is ballistic, meaning that it is only attempted once. Small clusters of photonic states are fused together and the resulting lattice is processed forward without any re-routing of the quantum states. As the fusion operations have a success probability of $50 \%$, the cluster that is obtained by this procedure has missing links, it is an instance of bond percolation in the chosen lattice. It is worth remembering that the probability of missing links is directly related to the efficiency of performing Bell measurements in linear optics ${ }^{[17}$.

The proposed way to deal with the randomness of the lattice is to coarse-grain the underlying percolated lattice into a logical lattice where logical qubits correspond to blocks of the percolated lattice, as shown in figure 2.27. Some classical computation is needed to make use of the renormalised blocks, as inside each of these blocks we need to identify a series of crossing paths that connect through the boundaries of the lattice to adjoining renormalised blocks. From
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Figure 2.26: Building a cluster state from small photonic clusters. Successful fusion gates are denoted by blue ovals and failed fusion gates by red ovals. Note that the fusion gates represented here are on a rotated basis, which is described in detail in chapter 5, figure 5.4.
percolation theory [109, 103 we know that all these paths are within the spanning cluster.


Figure 2.27: Renormalisation procedure: blocks of the percolated lattice give rise to sites in the renormalised lattice. Figure from [99], copyright (2007) by the APS.

The spanning cluster (infinite-crossing cluster in the thermodynamic limit of the supercritical regime) can be identified using polynomial time classical algorithms, which is an efficient process in the system size. Algorithms such as the Hoshen-Kopelman algorithm [110] can identify the crossing clusters in each block using $O\left(k^{3}\right)$ steps, where $k$ is the block size.

To reduce the spanning cluster to a regular lattice, it suffices to find "T-junctions" (or three-way connections) and use these to build an hexagonal lattice [104, 105] (see figure 2.28). A hexagonal lattice can be used to perform MBQC, although it might be preferable to reduce it to a square lattice. All unused qubits can be cut out using $X$ and $Z$ measurements appropriately.

Once we have our percolated lattice, the sequence of single-qubit measurements required for MBQC can be determined by an offline classical computation. This scheme reduces considerably the amount of feedforward needed and has, at most, a sub-linear overhead per qubit in comparison to deterministic gates. For this logical lattice to be the resource required for MBQC, it is necessary that is is in the supercritical regime in order to have the appropriate scaling of the entanglement width.


Figure 2.28: Example of a renormalisation of a percolated rectangular lattice into an hexagonal lattice. The left lattice shows the percolated lattice. In the lattice on the right, light grey qubits have been measured in the $Z$ basis and red and blue qubits in the $\sigma_{X}$ basis. Figure from [104], copyright (2007) by Springer.

In their proposal [99, Kieling, Rudolph \& Eisert first show how it is possible to build a cubic 2-dimensional lattice using 7 -qubit clusters as the initial resource. They then show how this resource can ultimately be reduced down to a 4 -qubit cluster. Techniques both to increase the probability of occupancy of a bond $p$ and to decrease the critical probability $p_{c}$ (also known as percolation threshold) are used.

From the beginning, they consider 3 -dimensional lattices. The advantage of 3-D lattices is that they have more favourable percolation properties, i.e. a lower percolation threshold, for lattices of the same correlation number (vertex degree). In the first instance they choose to build a cubic lattice, which has a critical probability $p_{c}=0.249$ and coordination number 6. As the fusion probability is $50 \%$, starting from 7 -qubit star cluster and aligning each arm along one axis yields a lattice in the super-critical regime. They show that the overall resource requirements of $O\left(L^{2+3 \epsilon}\right) 7$-qubit cluster states (where $L$ is the size of the renormalised block and $\epsilon$ can be chosen arbitrarily small), is only a sub-linear overhead with respect to deterministic gates $\left(O\left(L^{2}\right)\right)$.

To further reduce the size of the initial resource, they turn to the diamond lattice as it is the 3-D lattice with lowest coordination number (vertex degree 4) and a bond percolation threshold of $p_{b}=0.389$. Percolating the diamond lattice would require 5 -qubit star clusters; the success probability of the fusion gates used to build up the cluster is $50 \%$, which is well above the percolation threshold, ensuring the existence of the spanning cluster. To further reduce the initial resource needed, they turn to the concept of the covering lattice, which is a lattice that has a site localised on each bond of the original lattice, and each such site is connected to all its closest neighbours. From percolation theory, it is known that the bond percolation threshold of a lattice is equivalent to the site percolation threshold of its covering lattice [111, 109]. Thus, they can use 4 -qubit clusters (which have the connectivity of a complete graph, i.e. GHZ states) to build the covering lattice of diamond, the pyrochlore lattice, by fusing neighbouring corner qubits. This lattice, despite not being two-colourable, can be reduced to a universal resource
state 99 .
Finally, they also address other imperfections in the lattice such as the loss of photons once the cluster has been created. To correct such imperfections, they use the standard technique in MBQC of measuring all the surrounding qubits in the $Z$ basis, effectively removing the lost qubit from the cluster. They perform numerical simulations showing that they can tolerate losses up to $10 \%$ using a heralded loss mode ${ }^{18}$. They suggest two strategies to more efficiently cope with loss. The first is fixing the block size, which would have an effect on the site occupancy of the logical lattice. Then fault-tolerant schemes [55] could be used above the respective fault-tolerant threshold [112]. The second strategy is to use loss-tolerant encodings such as the tree encodings introduced in [113] in the initial states to suppress photon loss.

It is important to compare the resource requirements of this percolation scheme with the other repeat-until-success strategies. The authors show 99 that the overhead in resources is only sub-logarithmic in comparison to having deterministic gates. When calculating resources for previous schemes, we calculated the number of Bell pairs consumed per single successful CZ gate. In the percolation scheme, individual CZ gates are not realised, and the analogous operation to a successful CZ gate is the formation of a bond between two neighbouring logical qubits (renormalised blocks).


Figure 2.29: Dependence of the diamond lattice block size $k^{3}$ on the size L of the renormalised lattice. Figure from [99], copyright (2007) by the APS.

The most economic percolation scheme proposed in [99 is building the pyrochlore lattice from 4-qubit cluster states. Each of these 4-qubit clusters require on average 12 Bell pairs to be built. When considering a renormalised block, which is made out of $k^{3}$ physical qubits and already has all correlations to neighbouring renormalised qubits, we can estimate that the number of Bell Pairs required per single renormalised block is $\sim 12 k^{3}$. The values for the renormalised block $k$ depend on the size of the renormalised square lattice as shown in figure 2.29. It is clear the the resource consumption of this percolation protocol is higher than the most efficient of repeat-until-success strategies. Although more resource-efficient schemes can be proposed (chapter 5), there is a price to be paid for a ballistic strategy that requires no re-routing.
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### 2.8 Discussion

In this chapter we have a presented a literature review of LOQC. We have discussed the linear optical operations that can be used for the processing of quantum information and particularly focused on integrated optics as a promising physical implementation. We have seen that entangling two-qubit gates are very difficult to implement in linear optics, as photons don't interact, and deterministic entangling gates cannot be achieved [114 unless an infinite amount of resources is used [111, 115]. One way to get around this problem is to perform prepare small entangled states that can be used as resources in quantum information protocols. In chapter 4 we will present a number of schemes to generate this small entangled states.

In this chapter, we have also reviewed in detail all proposed protocols for LOQC from the original KLM 2 to the most recent percolation-based approaches. These protocols use different techniques and resources, but in order to compare them fairly we have calculated the number of Bell pairs required per single entangling gate in each case. This comparison, which is provided in detail in appendix B, shows that, although the number of resources required has gone down since the first proposals, most of the repeat-until-success schemes consume too many resources to be experimentally viable. The percolation-based approaches are the most promising as they have a fixed physical depth, i.e. the number of optical elements each photon encounters in its optical path is bounded. This is necessary to have bounded loss rates as photons don't have to be constantly re-routed though switching networks and it makes the experimental design much more amenable. In chapter 5 we will present a novel percolation scheme in which we have lowered the initial resource requirements to only $3-\mathrm{GHZ}$ and Bell pairs. This scheme, unlike Kieling et al's [99, is built using loss tolerant gates exclusively. On top of these advantages we also show that it is at least an order of magnitude more resource efficient.

## CHAPTER 3

## SIMULATION OF STABILIZER COMPUTATIONS

### 3.1 Introduction

The stabilizer formalism was introduced [116 as a description of a certain subclass of quantum computations. It has proven to be extremely useful for analysing and understanding certain processes, most important of all, error-correcting codes. The key idea of the stabilizer formalism is to work in the Heisenberg picture [117, that is to work with operators rather than quantum states. Not only can the states themselves be described by operators, but the quantum operations they undergo are also described by the evolution of the operators rather than by the evolution of the states themselves [117. Only a subclass of all possible quantum operations (local Clifford operations) can be described using this formalism; this subclass, however, contains some very important processes. In particular, the stabilizer formalism can be used to describe and study some quantum protocols, such as teleportation, the GHZ paradox, linear error-correcting codes and superdense coding [116].

The focus of this chapter will be the simulation of stabilizer computations, which can be efficiently performed on a classical computer [117. We also make a brief mention of their main application, quantum error-correcting codes. For the most part we are concerned with simulation efficiency as well as methods that allow the visualisation of the computations. This proves a very useful tool to gain insight into the inner structure of different algorithms. Any process that can be described in the stabilizer formalism can be simulated graphically, which leads to a better understanding of the process itself. The techniques for simulating stabilizer computations are extremely useful when considering protocols to build cluster states for MBQC and understanding quantum error correction procedures, which are two crucial steps for the construction of a fault-tolerant linear optical quantum computer. The implementation of the techniques described in this chapter as a simulator (functions of which are detailed in appendix (D) has been essential for obtaining some of the results in chapters 5 and 7

In this chapter, sections 3.2 and 3.3 are a literature review based on [116, 118, 117, 70, 119, 120, 121, 122, 123, 38. Section 3.4 contains adaptation of the work in the cited papers, distilled in algorithms to use in a computer simulation, this last section is my own work. Throughout this chapter there will be a running example illustrating the concepts explained. These examples will be shown in boxed spaces for clarity.

### 3.2 Stabilizer Formalism

A pure quantum stat $\epsilon^{1}$ can be described by its vector representation in Hilbert space: $|\psi\rangle \in \mathcal{H}$. However, there is an alternative representation, in which quantum states are described by the operators they are the +1 eigenvalue of, and that is the Stabilizer Formalism [116]. Some examples are:

More generally, we say that $|\psi\rangle$ is the +1 eigenvalue of some operators and it is stabilized by them. By stabilize we mean that that if we apply these operators to the state, the state will remain unchanged. The stabilizer formalism is restricted to states that can be stabilized by strings of Pauli operators [118].

The power of the stabilizer formalism comes from the use of group theory. The group that describes all the operators in the formalism is the Pauli group $\mathbf{P}_{n}$ on $n$ qubits. This group is composed of tensor products of all Pauli matrices (including the identity matrix) over each of the qubits, with the multiplicative factors of $\pm 1$ and $\pm i$. The Pauli matrices form a closed group with very simple commutation relations. For example, the Pauli group for one qubit is

$$
\mathbf{P}_{1} \equiv\{ \pm I, \pm i I, \pm X, \pm i X, \pm Y, \pm i Y, \pm Z, \pm i Z\}
$$

The Pauli group on $n$ qubits $\mathbf{P}_{n}$ is defined by the tensor of the $n$ Pauli groups for one qubit;

$$
\mathbf{P}_{n} \equiv \mathbf{P}_{1} \otimes \mathbf{P}_{1} \otimes \cdots \otimes \mathbf{P}_{1}
$$

Using this group, we can define stabilizers more precisely. Let $S$ be an Abelian subgroup of $\mathbf{P}_{n}$, we define $V_{S}$ to be the set of all $n$ qubit states that are stabilized by all the elements of the group. This means that

$$
S \text { stabilizes } V_{S} \in \mathcal{H} \Leftrightarrow V_{S}=\left\{|\psi\rangle \in \mathcal{H}: G_{i}|\psi\rangle=(+1)|\psi\rangle \forall G_{i} \in S\right\}
$$

Therefore we can describe a particular subspace of qubit states $V_{S}$ by its stabilizer group $S$. The stabilizer group $S$ must be Abelian, since only commuting operators can have simultaneous eigenvectors. We can reduce the representation by describing the group (or subgroup) by its generators. The generators of a group are the smallest set of independent elements of the group that can be used to produce all the other elements belonging to that group. This is the most compact way of describing a group [70]. We will use the notation $S=\left\langle G_{1}, \ldots, G_{k}\right\rangle$, where $k$ is the number of generators of the group. It should be noted that to see if a particular vector is

[^19]stabilized by a group $S$, it suffices to check that is stabilized by each one of the generators, as if it is stabilized by the generators, it will certainly be stabilized by products of the generators. The number of generators of the group also contains the information of the number of basis elements that span $V_{S}$.

The description of both states and processes is done through the evolution of the stabilizer operators. The application of a unitary operator $U$ to a quantum state $\in V_{S}$ (described by the stabilizer group $S$ ) can be described in terms of operators as the conjugation of each generator of $S, G_{i}$ with $U$ :

$$
\begin{equation*}
|\psi\rangle=G_{i}|\psi\rangle, \quad|\psi\rangle \rightarrow U|\psi\rangle \quad \equiv \quad G_{i} \rightarrow U G_{i} U^{\dagger} \text { for all } i . \tag{3.1}
\end{equation*}
$$

This transformation could take the Pauli operators in the stabilizer to a large class of unitary operators. However, given that the states that can be described by the stabilizer formalism are eigenstates of the Pauli matrices, the stabilizer formalism only considers a restricted class of unitaries: the gates that leave the Pauli group fixed under conjugation. This set of operators form a group $N(\mathbf{P})$, the normaliser of the Pauli group, which is usually called the Clifford group for its relation to the usual Clifford groups [124, 125, 126].

$$
N(\mathbf{P})=\left\{H \in \mathbf{P}_{n}: H G H^{\dagger}=G \forall G \in \mathbf{P}\right\} .
$$

The group is generated by the operators Hadamard $(H=|+\rangle\langle 0|+|-\rangle\langle 1|)$, Phase $(S=|0\rangle\langle 0|+$ $i|1\rangle\langle 1|)$ and CNOT $\left(C N O T=|0\rangle_{c}\langle 0| \otimes I_{t}+|1\rangle_{c}\langle 1| \otimes X_{t}\right)$. The matrix description of these gates is given in section 3.2.3.

The number of operators needed to describe a stabilizer state is given by the following theorem:

Theorem 1. Let $S=\left\langle G_{1}, \ldots, G_{k}\right\rangle \in \mathbb{P}_{n}$ where $k$ is the smallest number of generators for $S$, then the dimension of the subspace stabilized by $S$ is $\operatorname{dim} V_{S}=2^{n-k}$.

Proof. See [70 for proof.
When $k=n$, the stabilizer group describes a unique state state, whereas if $k<n$ there are extra degrees of freedom. In many error correction codes, these extra degrees of freedom are used to encode a protected logical qubit (see subsection 3.2.2).

State transformation is also described in terms of operators: there are two type of transformations we might want to do on our states, unitary transformations and measurements.

- Unitary transformations: The unitary transformations $(|\psi\rangle \rightarrow U|\psi\rangle)$ that we can do on the quantum states are restricted to operations on the Clifford Group. Therefore if $|\psi\rangle \in V_{S}$ is stabilized by $S=\left\langle G_{1}, \ldots, G_{k}\right\rangle$, then $\left|\psi^{\prime}\right\rangle=U|\psi\rangle \in V_{S}^{\prime}$ is stabilized by $S^{\prime}=\left\langle U G_{1} U^{\dagger}, \ldots, U G_{k} U^{\dagger}\right\rangle$.
- Measurements: We consider an observable $A \in \mathbf{P}_{n}$. The projector associated with this observable is defined as $P_{m}=\frac{1}{2}\left(I+(-1)^{m} A\right)$ with $m=0,1$ being the measurement result.

1. A commutes with $G_{i} \forall i \in\{1, \ldots, k\}$. There is no randomness in the measurement result as the quantum state is an eigenstate of the observable measured. Therefore if $|\psi\rangle \in V_{S}$ is stabilized by $S=\left\langle G_{1}, \ldots, G_{k}\right\rangle$, after the measurement $P_{m}|\psi\rangle=|\psi\rangle \in V_{S}$ is stabilized by $S=\left\langle G_{1}, \ldots, G_{k}\right\rangle$.
2. A does not commute with $G_{i} \forall i \in\{1, \ldots, k\}$. The quantum state is not in an eigenstate of the observable measured and therefore the measurement outcome is random. The observable might anti-commute with more than one generator $\left(G_{1}, \ldots, G_{l}\right)$, but we can choose one of them $\left(G_{1}\right)$ and multiply all the other non-commuting one by the chosen one, so that we end up with a set of generators out of which only one of them anti-commutes with the observable measured $\left(S=\left\langle G_{1}, G_{1} G_{2}, \ldots, G_{1} G_{l}, G_{l+1}, \ldots, G_{k}\right\rangle\right)$. The observable measured will substitute this non-commuting generator in the stabilizer group multiplied by a phase $(-1)^{m}$. Therefore if $|\psi\rangle \in V_{S}$ is stabilized by $S=\left\langle G_{1}, \ldots, G_{k}\right\rangle$, after the measurement $\left|\psi^{\prime}\right\rangle=P_{m}|\psi\rangle \in V_{S}^{\prime}$ is stabilized by $S^{\prime}=\left\langle(-1)^{m} A, G_{1} G_{2}, \ldots, G_{1} G_{l}, G_{l+1}, \ldots, G_{k}\right\rangle$.

## Example:

This is an example to illustrate concepts introduced. We will use the same state throughout all examples in this section, all of which will appear in boxes such as this one.
We define the stabilizer state $\psi_{E}$ with its representation as a stabilizer subgroup $S_{E}$ :

$$
\begin{equation*}
\psi_{E} \rightarrow S_{E}=\left\langle X_{1} Z_{2}, Z_{1} X_{2} Z_{3}, Z_{2} X_{3}\right\rangle \tag{3.2}
\end{equation*}
$$

Unitary evolution: An example of a unitary evolution would be the application of a Hadamard on qubit 2 :

$$
\begin{equation*}
S_{E} \xrightarrow{H_{2}} S_{E}^{\prime}=\left\langle X_{1} X_{2}, Z_{1} Z_{2} Z_{3}, X_{2} X_{3}\right\rangle \tag{3.3}
\end{equation*}
$$

## Measurement of observable $A$ :

- $A$ commutes with all generators:

$$
\begin{equation*}
A=X_{1} X_{3} \in S_{E} \Rightarrow S_{E} \xrightarrow{A} S_{E}^{\prime}=S_{E} \tag{3.4}
\end{equation*}
$$

- $A$ doesn't commute with all generators:

$$
\begin{equation*}
A=X_{1} \notin S_{E} \Rightarrow S_{E} \xrightarrow{A} S_{E}^{\prime}=\left\langle(-1)^{m} X_{1}, X_{1} Z_{2}, Z_{2} X_{3}\right\rangle \neq S_{E} \tag{3.5}
\end{equation*}
$$

This formalism has been called [117] a Heisenberg representation of part of Quantum Computation. The operators, rather than the states, evolve in time, and the processing of information is described by some transformation rules that are to be applied to the operators. It is therefore completely equivalent to describe the operators as a set of transformation rules rather than unitary matrices. It suffices to define these operators as transformations of $X$ and $Z$ operators,
as these generate the Pauli group up to phases.

Operator transformation rules:

$$
\begin{aligned}
H: & X \rightarrow Z, \quad Z \rightarrow X, \\
S: & X \rightarrow Y, \quad Z \rightarrow Z, \\
C N O T: & X \otimes \mathbf{1} \rightarrow X \otimes X, \quad \mathbf{1} \otimes X \rightarrow \mathbf{1} \otimes X, \quad Z \otimes \mathbf{1} \rightarrow Z \otimes \mathbf{1}, \quad \mathbf{1} \otimes Z \rightarrow Z \otimes Z, \\
C Z: & X \otimes \mathbf{1} \rightarrow X \otimes Z, \quad \mathbf{1} \otimes X \rightarrow Z \otimes X, \quad Z \otimes \mathbf{1} \rightarrow Z \otimes \mathbf{1}, \quad \mathbf{1} \otimes Z \rightarrow \mathbf{1} \otimes Z
\end{aligned}
$$

Any quantum computation on a state $\psi \in V_{S}$ involving only Clifford operations and Pauli measurements can therefore be expressed in terms of the transformation of the operators in the stabilizer group $S$.

### 3.2.1 Gottesmann-Knill Theorem

Theorem 2. A quantum computation involving only state preparations in the computational basis, Clifford group transformations and measurements of Pauli observables can be efficiently simulated by a classical computer (117.

The proof of this theorem is implicit in our description of the stabilizers formalism above, as the method for doing this computation would simply be to keep track of the stabilizer generators, and this would scale polynomially in $n$. In section 3.3.4 we will give a full account of computational complexity of each simulation step.

It must be noted that the quantum computation described here is not universal, as the set of gates applied does not constitute a universal set. We need to add the $\pi / 8$ gate $(T=$ $\left.|0\rangle\langle 0|+e^{i \pi / 4}|1\rangle\langle 1|\right)$ to the gates in the Clifford group to make the computation universal (see proofs in [70]).

### 3.2.2 Error correction with Stabilizers

The stabilizer formalism has been particularly useful for representing a subclass of quantum codes and understanding the structure of said codes. It has been particularly fruitful in the field of quantum error correction, as it can fully describe several important codes such as Shor's nine qubit code [76], CSS codes [127, 128] and topological codes [129, 55]. All these error correcting codes belong to the class of stabilizer codes $C(S)$ : an $[n, k]$ stabilizer code on $n$ physical qubits is defined [70] as the vector space $V_{S}$, of dimension $2^{k}$, stabilized by the a subgroup $S$ of $G_{n}$, where $S$ has $n-k$ independent generators.

The Hilbert space can be partitioned in subspaces via the eigenvalues of the generators in the stabilizer set:

$$
\mathcal{H}=\oplus_{\bar{s}} C_{\bar{s}} \quad, \bar{s}=\left(s_{1}, \ldots, s_{k}\right), s_{i}= \pm 1 \text { for all } i
$$

where $\bar{s}$ is defined as the syndrome vector. Different syndrome vectors are associated with the different subspaces in which the Hilbert space is partitioned. The classification of any state in the Hilbert space into one of these subspaces can be done in the following way

$$
|\psi\rangle \in C_{\bar{s}} \Leftrightarrow G_{i}|\psi\rangle=s_{i}|\psi\rangle \text { for all } i=1, \ldots, n-k .
$$

The codespace of a stabilizer group is defined as

$$
C=C_{(+1,+1, \ldots,+1)}
$$

The dimension of the codespace is: $\operatorname{dim} C=\operatorname{dim} C_{\bar{s}}=2^{n-k}$ for any $\overline{\boldsymbol{s}}$. This follows from theorem 1 and implies the existence of $t=n-k$ virtual/logical qubits.

Logical operators for $t$ encoded qubits: We choose $H_{1}, \ldots, H_{t} \in \mathbf{P}_{n}$ so that $H_{1}, \ldots, H_{k}$, $G_{1}, \ldots, G_{k}$ forms a complete and mutually commuting set of independent Pauli elements of $\mathbf{P}_{n}$. Our logical $Z$ operators are defined as $\bar{Z}_{i}=H_{i}$, and the logical $X$ operators as $\bar{X}_{i} \in \mathbf{P}_{n}$ such that $\bar{X}_{i} \bar{Z}_{i} \bar{X}_{i}^{\dagger}=-\bar{Z}_{i}$ and $\bar{X}_{i} \bar{Z}_{j} \bar{X}_{i}^{\dagger}=\bar{Z}_{j}$ for $j \neq i$. These logical operators map codewords to codewords, i.e. $\bar{X}_{i}, \bar{Z}_{i}: C_{\bar{s}} \rightarrow C_{\bar{s}}$.

The uncorrectable errors perform a logical operation on the encoded qubits and they commute with the stabilizer generators, hence they are not detected. They are described by the centraliser of the stabilizer group $S$ in the Pauli group $\mathbf{P}$, which in this case corresponds with the normaliser of $S, N(S)=\left\{E \in \mathbf{P}_{n}: E g E^{\dagger} \in S \forall g \in S\right\}$.

Given an encoded state $|\psi\rangle$ in a stabilizer code $S,\left\{E_{i}\right\}$ with $E_{i} \in \mathbf{P}_{n}$ is a set of correctable Pauli errors if $E_{i}^{\dagger} E_{j} \notin N(S)-S$ (see [70] for proof). The error detection is done by measuring $G_{1}, \ldots, G_{k} \in S$ and obtaining the syndrome vector $\overline{\boldsymbol{s}}=\left(s_{1}, \ldots, s_{k}\right)$. We determine: $F \in$ $\mathbf{P}_{n}$ such that $F G_{i} F^{\dagger}=s_{i} G_{i}$ for all $i$. A decoder algorithm is used to determine what is the error correction that needs to be implemented. The error correction is made by applying $F^{\dagger}$ over the state with errors. This action corrects the noise as given an error $E \in \mathbf{P}_{n}$ such that $E P E^{\dagger}=$ $F P F^{\dagger}, F^{\dagger} E \in S$ therefore the error is corrected.

In chapter 7 we give further details of the error detection and correction procedures, focusing on some topological codes that are particularly relevant for LOQC.

### 3.2.3 Stabilizer circuits

Stabilizer circuits are quantum circuits whose action can be described using the stabilizer formalism. We re-state the basic components of the stabilizer formalism organised as preparation, processing and readout:

- Initialisation: Qubits are initialised in the computational basis states: $|0\rangle,|1\rangle$.
- Gates:
- Single qubit Hadamard gate: $H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$.
- Single qubit Phase gate: $P=\left(\begin{array}{ll}1 & 0 \\ 0 & i\end{array}\right)$.
- Two-qubit entangling CNOT gate: $C N O T=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right)$.
- Readout: Measurement in the computational basis.

From the Gottesman-Knill theorem [117, we know that these operations a can be efficiently simulated in a classical computer. The quantum states that can be prepared using stabilizer circuits lie on the octahedron [130] shown in figure 3.1. It should be noted that the octahedron lies inside the Bloch sphere and they only touch at the points corresponding to the eigenstates of the Pauli matrices.


Figure 3.1: Stabilizer octahedron embedded in Bloch sphere. Image concept from [130], copyright (2005) by the APS.

It was shown by Bravy and Kitaev [130], that if we combine stabilizer circuits with some ancilla qubits prepared in a particular magic state, even if those ancillas are noisy, we can simulate universal quantum computation. Given that the stabilizer formalism can be efficiently simulated on a classical computer, magic states are then the resource for quantum speed up for this model. Recent remarkable results 131 have linked magic states to contextuality, which provide a fundamental characterisation of uniquely quantum phenomena.

### 3.2.4 Graph States

Graph states are an important and useful subclass of the stabilizer states. Given an undirected graph defined by a set of vertices and edges $G=(V, E)$, a graph state is the quantum state resulting in putting qubits in the $|+\rangle$ state at each vertex and performing CZ gates where the vertices are. It is easy to realise that cluster states, which were defined in chapter 1 as resource states in the MBQC model [33], are just a subclass of graph states, where the qubits are placed in a rectangular grid.

The stabilizer operators describing a particular graph state are given by

$$
K_{i}=X_{i} \prod_{i \sim j} Z_{j}, \quad \forall i \in V, \quad K_{i} \in \mathbf{P}_{n} \quad \text { where } j \sim i \text { means } j \text { and } i \text { are adjacent. }
$$

It can be easily shown why these are the stabilizers for a graph state (see figure 3.2.4). The cluster is built by applying CZ gates to qubits initially in the state $|+\rangle$. As the stabilizer of the
initial state is the $X$ operator on every qubit, its action leaves the state invariant.

## Example:



Commuting a stabilizer operator through the graph building process. Image concept from Terry Rudolph's "Introduction to Quantum Information" lecture notes [132].

The commutation of an $X$ operator with a $C Z$ gate generates a correlated $Z$ operator on the other qubit involved in the $C Z$ gate:

$$
\begin{equation*}
C Z(I \otimes X) C Z=Z \otimes X \tag{3.6}
\end{equation*}
$$

which means that after the action of the CZ gates (which belong to the Clifford group as they can be generated by the multiplication of Hadamards and CNOTs), the stabilizer description of the $X_{i}$ operator is $\prod X_{i} Z_{j}$ where $j$ are the adjacent sites to $i$.

The stabilizer subgroup is defined as $S=\left\langle K_{i}\right\rangle \quad \forall i \in V$, and it has $n$ independent generators $\left(\left[K_{i}, K_{j}\right]=0, \forall i, j \in V\right)$ for $n$ qubits. This means that the stabilized subspace, according to theorem 1 is 1-dimensional, and therefore the cluster state is uniquely defined up to a global phase. An interesting corollary is that graph states do not encode any logical qubit.

## Example:

The graph state that corresponds to the stabilizer subgroup $S_{E}=\left\langle X_{1} Z_{2}, Z_{1} X_{2} Z_{3}, Z_{2} X_{3}\right\rangle$ is


It is not only the case that every graph state has a stabilizer description, but it is also true that every stabilizer state has a graph state description [121]. We will explain this in section 3.3.2, with the help of a binary representation of the stabilizers.

### 3.3 Simulation

The Gottesman-Knill theorem gives us a recipe for efficiently simulating stabilizer computations on a classical computer: represent quantum states by operators and track the computation by the change of these operators. In this section, we go into further details of this simulation. We specify the representation of the code in binary, we provide algorithms to link the stabilizer and graph representation of a state and introduce a novel representation that improves performance.

### 3.3.1 Binary representation of a stabilizer code

To implement a code on a classical computer that will allow us to simulate a (non universal) quantum computation via the Gottesmann-Knill theorem, we need to be able to describe the stabilizers and the unitary operations on them efficiently in the language of binary vector spaces. In his thesis [118], Gottesman gives a binary representation for a stabilizer code that allows us to do exactly that. In this approach, we exploit the homomorphism between the Pauli group under matrix multiplication, $\left(P_{1}, \cdot\right)$, and a two-dimensional binary vector space under modulo 2 addition, $\left(\mathbb{Z}_{2}^{2},+\right)$. Each stabilizer generator is represented by a string of bits, where the Pauli operator on each qubit is represented by two classical bits according to the following rules:

$$
\begin{aligned}
I & \rightarrow 00, \\
X & \rightarrow 10, \\
Y & \rightarrow 11, \\
Z & \rightarrow 01 .
\end{aligned}
$$

In this encoding, information about the overall phases of the Pauli operators is lost. We can recover this information by adding an extra bit string representing these phases.

A set of $k$ stabilizer generators on $n$ qubits is represented by a matrix of $2 n$ rows and $k$ columns with entries that are either 0 or 1 . With a slight abuse of notation, we will denote the stabilizer matrix that represents the stabilizer subgroup by $S$. Each column represents a stabilizer generator $g_{i}$, the first $n$ rows represent the $Z$ operator on each of the $n$ qubits, and the last $n$ rows represent the $X$ operator on each of the $n$ qubits. For example, here we show how a stabilizer would be mapped to a bit string, which would then be a column on the stabilizer matrix:

$$
X_{1} X_{2} Z_{3} I_{4} Y_{5} \Rightarrow \underbrace{10}_{X_{1}} \underbrace{10}_{X_{2}} \underbrace{01}_{Z_{3}} \underbrace{00}_{I_{4}} \underbrace{11}_{Y_{5}} \Rightarrow \underbrace{11001}_{X} \mid \underbrace{00101}_{Z} .
$$

The general form of the matrix $S$ is as follows
where the columns, $g_{i}$, are the stabilizer group generators in the binary picture and the rows
correspond to the operators acting on each qubit, $q_{j}$.
Therefore, in this binary picture, an operator (such as the generators $G_{i}$ ) acting on a group of qubits is represented by a binary string with $2 n$ bits.

## Example:

The stabilizer matrix representation of the state $\psi_{E}$ is

$$
S_{E}=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{3.8}\\
1 & 0 & 1 \\
0 & 1 & 0 \\
\hline 1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

where the columns of the matrix, $g_{1}, g_{2}, g_{3}$ correspond to the stabilizer generators in the binary picture.

Two operators $A$ and $B$ commute if and only if their binary string representations $a$ and $b$, where $\left(a, b \in \mathbb{Z}_{2}^{2 n}\right)$, are orthogonal with respect to the symplectic inner product:

$$
\begin{equation*}
[A, B]=0 \Longleftrightarrow a^{T} \cdot \mathbb{P} \cdot b=0 \tag{3.9}
\end{equation*}
$$

where $\mathbb{P}$ is the symplectic inner product on the space $\mathbb{Z}_{2}^{2 n}$. Its matrix representation is given by

$$
\mathbb{P}=\left[\begin{array}{ll}
0 & \mathbb{1}  \tag{3.10}\\
\mathbb{1} & 0
\end{array}\right]
$$

In this picture, the stabilizer subgroup corresponds to a $n$-dimensional linear subspace of $\mathbb{Z}_{2}^{2 n}$ (a matrix of $n$ columns with $2 n$ bits each). The stabilizer subgroup is abelian, which in the binary picture can be expressed by saying that it is its own orthogonal complement with respect to this symplectic inner product:

$$
\begin{equation*}
S^{T} \cdot \mathbb{P} \cdot S=0 \tag{3.11}
\end{equation*}
$$

The generator matrix for the stabilizer state, $S$, is not unique. Multiplying the generators of the stabilizer subgroup together produces a new member of the generator group. In the binary picture this operation corresponds to a change of generator basis. Operationally, a change of basis of the stabilizer generators amounts to multiplying each sub-matrix ( $S_{X}$ and $S_{Z}$ ) of the generator matrix $S$ to the right with an invertible $n \times n$ matrix, $R$, which performs the basis change in the binary subspace [121]. This is the same kind of operation as changing the coordinates of vectors in linear algebra, except that here, for convenience, we multiply on the right.

$$
S \cdot\left[\begin{array}{l}
R  \tag{3.12}\\
R
\end{array}\right]=\left[\begin{array}{c}
S_{Z} \\
S_{X}
\end{array}\right]\left[\begin{array}{c}
R \\
R
\end{array}\right]=\left[\begin{array}{c}
S_{Z}^{\prime} \\
S_{X}^{\prime}
\end{array}\right]=S^{\prime}
$$

## Example:

Change of basis: An example of change of basis in the generators would be defining a stabilizer subgroup $S_{F}=\left[g_{1} g_{2} g_{3}^{\prime}\right]$ where $g_{3}^{\prime}=g_{1} \cdot g_{3}$ (or equivalently addition modulo $2), g_{i}$ being the columns of the matrix representation of $S_{E}$. As we have only performed a change of basis by multiplying two of the stabilizer generators together, the matrix representations of $S_{E}$ and $S_{F}$ are related by the change of basis matrix R

$$
R=\left[\begin{array}{lll}
1 & 0 & 1  \tag{3.13}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The matrix representation of the stabilizer state $\psi_{F}$ is

$$
S_{F}=\left[\begin{array}{lll}
0 & 1 & 0  \tag{3.14}\\
1 & 0 & 0 \\
0 & 1 & 0 \\
\hline 1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

It is worth remembering that although their representation is different, i.e. $S_{E} \neq S_{F}$, $\psi_{E}=\psi_{F}$ as both sets of generators stabilize the same quantum state.

The operations on the stabilizer state in its binary representation are just the transformations of $\mathbb{Z}_{2}^{2 n}$ which preserve the symplectic product. These are a subgroup of the Clifford group as they don't include phase changes. This ensures that we remain in the valid stabilizer subspace up to overall phases. We will hereafter refer to these operations as Clifford operations, as they are equivalent in this binary representation ${ }^{2}$.

$$
\begin{equation*}
S_{C}=Q \cdot S, \quad S_{C}^{T} \cdot \mathbb{P} \cdot S_{C}=0 \Rightarrow S^{T} \cdot Q^{T} \cdot \mathbb{P} \cdot Q \cdot S=0, \tag{3.15}
\end{equation*}
$$

but $S^{T} \cdot \mathbb{P} \cdot S=0$. Therefore, any Clifford operations on the stabilizer matrix can be described [121] by a $2 n \times 2 n$ matrix $Q$ that satisfies

$$
\begin{equation*}
Q^{T} \cdot \mathbb{P} \cdot Q=\mathbb{P} \tag{3.16}
\end{equation*}
$$

The local Clifford group, which acts individually in each qubit, is generated by the operators $X, Y, Z, H, P$. If no entangling gates are applied (which would act on the operators of two qubits at a time) the matrix $Q$, which represents the action of the local Clifford group, has a

[^20]block structure, and each block has diagonal structure.
\[

Q=\left[$$
\begin{array}{ll}
A & B  \tag{3.17}\\
C & D
\end{array}
$$\right] \Rightarrow Q_{i}=\left[$$
\begin{array}{cc}
A_{i i} & B_{i i} \\
C_{i i} & D_{i i}
\end{array}
$$\right]
\]

where the matrices $A, B, C, D$ represent transformations between the $S_{Z}$ and $S_{X}$ subspaces:

$$
\begin{array}{lc}
A: S_{Z} \rightarrow S_{Z} & B: S_{X} \rightarrow S_{Z}  \tag{3.18}\\
C: S_{Z} \rightarrow S_{X} & D: S_{X} \rightarrow S_{X}
\end{array}
$$

As $Q$ implements Clifford operations, which are invertible, this implies that each sub-matrix $Q_{i}$ is invertible. With all these considerations, we can write the most general local Clifford transformation of the stabilizer group in the binary formalism as

$$
\begin{equation*}
S^{\prime}=Q \cdot S \cdot R \tag{3.19}
\end{equation*}
$$

### 3.3.2 Reduction to graph states

As we have briefly mentioned earlier, a graph is a mathematical structure $G=(V, E)$ formed by a set of vertices $V$ and a set of edges $E$. Edges connect two vertices, and if there is only one edge between any two vertices and no edge connecting a vertex with itself (self-loop) the graph is considered a simple undirected graph [133]. Any undirected graph can be completely described by an adjacency matrix, $\theta$, which is an $n \times n$ matrix where $\theta_{i j}=1 \Longleftrightarrow\{i, j\} \in E$. This matrix is symmetric and with the elements of the main diagonal all zero.

A graph state is a quantum state defined on a graph, where qubits correspond to vertices of the graph and entangling (CZ) operations between qubits correspond to edges. In the binary picture, the representation of a graph state would be

$$
S_{G}=\left[\begin{array}{l}
\theta  \tag{3.24}\\
\mathbb{1}
\end{array}\right] .
$$

Theorem 3. Every stabilizer state is equivalent to a graph state under local Clifford operations [121].

Proof. See proof in appendix C.
There are two corollaries that can be extracted from this theorem:

- The theorem implies that the disregard of overall phases is justified.
- We can restrict our attention to graph states when studying the local equivalence of stabilizer states.

The action of local Clifford transformations on graph states can be described in terms of pure graph operations [121. Let us first introduce the so-called local complementation graph operation $c_{i}$ : Given a graph $G=(V, E)$, performing a local complementation on a vertex $i \in V$ consists on first finding the neighbourhood of that vertex $N(i) \in V$, i.e. the vertices $j \in V$

## Example:

## Local Clifford operation:

We apply the local Clifford operation $H_{1} P_{3}$ on the state $\psi_{E}$, obtaining the state $\psi_{G}$ :

$$
\begin{equation*}
\psi_{E} \xrightarrow{H_{1} P_{3}} \psi_{G} \Rightarrow S_{E} \xrightarrow{H_{1} P_{3}} S_{G}=\left\langle Z_{1} Z_{2}, X_{1} X_{2} Z_{3}, Z_{2} Y_{3}\right\rangle \tag{3.20}
\end{equation*}
$$

The binary matrix representation of this state is

$$
S_{G}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{3.21}\\
1 & 0 & 1 \\
0 & 1 & 1 \\
\hline 0 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The matrix representation of the local Clifford operation is

$$
Q=\left(\begin{array}{l|l}
A & B  \tag{3.22}\\
\hline C & D
\end{array}\right)=\left(\begin{array}{ccc|ccc}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
\hline 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

We can verify from this matrix the local Clifford operations applied to each qubit:

$$
Q_{1}=\left(\begin{array}{cc}
0 & 1  \tag{3.23}\\
1 & 0
\end{array}\right) \equiv H_{1} \quad Q_{2}=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right) \equiv \mathbf{1}_{2} \quad Q_{3}=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \equiv P_{3}
$$

such that $(j, i) \in E$, and then replacing $N(i)$ by its inverse, which is equivalent to putting edges between vertices that are not connected and disconnecting the vertices that were originally connected. An example of such local complementation on a graph can be seen in figure 3.2, It was shown in [121] that the operations $c_{i}$ can be realised a local Clifford operations. Reversely, any Clifford operation can be performed by a sequence of local complementations.

### 3.3.3 Local Clifford equivalence

Recall that in the previous section, we deduced the operational form in the binary picture for Local Clifford (LC) operations, a block matrix $Q$ with diagonal blocks, in equation (3.17). Any local Clifford operation is given by the tensor factor of $n Q_{i}$ matrices, one for each qubit, each of the invertible. Therefore, given two stabilizer states $S_{1}$ and $S_{2}$, they are LC-equivalent iff there exist an operator $Q$ such that $Q \cdot S_{1}=S_{2}$ up to a basis change [122]. See proof in appendix C.


Figure 3.2: Local complementation on the red vertex. The neighbourhood and its inversion are marked in the intermediate steps in yellow.

## LU LC conjecture

The LU, LC conjecture concerns the equivalence under local operations of two graph states: Given two graph states that are equivalent under local unitary (LU) operations, does this imply that they are LC-equivalent? It has been shown that two stabilizer states are equivalent under Stochastic Local Operations and Classical Communication if they are LUfequivalent [134]. This implies that entanglement is conserved under $\overline{L U}$ operations and hence the equivalence classes under local unitaries can be used to classify states according to their entanglement. As we have shown above, algorithms exist to efficiently determine if two stabilizer states are LCfequivalent. If the LUTConjecture were true, we could efficiently compute entanglement classes of stabilizer states.

We have seen that any stabilizer state can be represented by a graph, and therefore a local Clifford operation can always be described in graph-theoretic terms (as the transformation from the graph state equivalent to the stabilizer state to the graph state equivalent to the stabilizer states after the Clifford operation has been performed). If the conjecture were true, this would imply that any question regarding stabilizer states could be stated in graph-theoretic terms, allowing us to use tools from combinatorics and graph theory to study entanglement properties of the stabilizer states.

This conjecture was an open problem for a number of years, with all the evidence pointing towards it being true: it was proven that LU equivalence implied LC equivalence for certain classes of states [123, 135], numerical evidence was put forward that confirmed the equivalence for stabilizer states of up to 7 qubits [136] and it was shown that the conjecture would be true given that a certain statement about quadratic forms was true [137]. However, the conjecture was disproved [138] by finding a counter example to said statement about quadratic forms in a stabilizer state of 27 qubits, found by systematic computer search.

### 3.3.4 Efficiency of the classical simulation

From group theory we know that any finite group $G$ has a generating set of size at most $\log _{2}|G|$, so if $|\psi\rangle$ is a stabilizer state over $n$ qubits, the stabilizer group $S$ has a generating set of $n=\log _{2} 2^{n}$. Using an extended version of the standard form described above (including an row column for the phase), each generator takes $2 n+1$ bits to be specified: $n$ bits to specify the
$X$ operators, $n$ bits to specify the $Z$ operators and a bit to specify the phase (which is always +1 or -1 ). As there are $n$ generators of the stabilizer group, the total number of bits needed to specify $|\psi\rangle$ is $n(2 n+1)$.

The updates on the stabilizer state can be done in polynomial time if we keep track of these $n(2 n+1)$ bits. The updates corresponding to the unitary gates are very efficient, requiring $O(n)$ time for each gate. Each unitary operation on one qubit changes at most one Pauli operator (the one corresponding to the qubit to which the operation is applied) in each stabilizer, each Pauli operator is represented by 2 classical bits and we have $n$ stabilizers, therefore we perform $2 n$ operations. If the unitary operation is performed on two qubits, the same arguments holds but in this case we are updating 2 Pauli operators per stabilizer, performing $4 n$ operations.

The updates corresponding to measurements are not as efficient. First, we check whether the measurement outcome will be determinate or random (depending if the measurement operator commutes with all the stabilizers or not) takes $O(n)$ steps (we have to check one bit in each stabilizer, $n$ in total). If the outcome is random, updating the state takes $O\left(n^{2}\right)$. As explained in a previous section, when the measurement operator doesn't commute with at least one stabilizer, we choose only one of the stabilizers that do not commute, we multiply any other stabilizer that doesn't commute by this first chosen one and substitute the chosen stabilizer by the measurement operator. We multiply the chosen stabilizer by at most $n-1$ others, each stabilizer multiplication involving $n$ bit modulo 2 multiplications, therefore explaining the bound $O\left(n^{2}\right)$ on the random outcome measurement.

However, in the case where the outcome is determinate the decision on the measurement result takes $O\left(n^{3}\right)$ time in practice due to the Gaussian elimination process needed to update the stabilizers in order to isolate the measurement operator from the stabilizer operators to find the measurement result. There exists a faster algorithm for Gaussian elimination of $O\left(n^{2.3727}\right)$ 139, however the software used for our simulation, Mathematica, and indeed most mathematical softwares, have their in-built Gaussian elimination procedure using Bareiss algorithm [140, 141].

### 3.3.5 Improved simulation using Destabilizers

Aaronson and Gottesman presented [120] a novel idea for improving the classical simulation of stabilizer circuits, in which both deterministic and random measurements can be performed in $O\left(n^{2}\right)$ time. This improvement in the time of the computation comes with a cost in the number of bits needed to specify the state, which is multiplied by a factor of 2 . The main idea of the algorithm is to, in addition to the $n$ stabilizers, store $n$ "destabilizers", which are a set of Pauli operators that together with the stabilizers generate the full Pauli group $\mathbf{P}_{n}$. The number of bits required to store now is $2 n(2 n+1)$.

The algorithm performs the operations in an extended version of the binary matrix we used before to represent the stabilizers, and which Aaronson and Gottesman call tableau. Its form
for an $n$ qubit state is:

$$
\left(\begin{array}{ccc|ccc|c}
x_{11} & \cdots & x_{1 n} & z_{11} & \cdots & z_{1 n} & r_{1}  \tag{3.25}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
x_{n 1} & \cdots & x_{n n} & z_{n 1} & \cdots & z_{n n} & r_{n} \\
\hline x_{(n+1) 1} & \cdots & x_{(n+1) n} & z_{(n+1) 1} & \cdots & z_{(n+1) n} & r_{(n+1)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
x_{(2 n) n} & \cdots & x_{(2 n) n} & z_{(2 n) n} & \cdots & z_{(2 n) n} & r_{(2 n)} \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)=\left(\begin{array}{c|c|c|c|c|c|c|}
\hline D x & D z & r_{i} \\
\hline \hline \overline{S x} & \boxed{S z} & r_{n+i} \\
\hline 0 & 0 & 0
\end{array}\right) .
$$

Rows 1 to $n$ of the tableau represent the destabilizer generators $\left(R_{1}, \ldots, R_{n}\right)$ and rows $R_{n+1}, \ldots, R_{2 n}$ represents the stabilizer generators ${ }^{3}$. The last column of the tableau represents the phase of a particular stabilizer or destabilizer, $r_{i}=0$ means a positive phase and $r_{i}=1$ a negative phase. The last row is added to the tableau as scratch space.

## Example:

The binary matrix representation of the stabilizer state $S_{E}$ using the destabilizer algorithm is

$$
S_{E}=\left(\begin{array}{ccc|ccc|c}
0 & 0 & 0 & 1 & 0 & 0 & 0  \tag{3.26}\\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\hline 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

The algorithm as described in [120] proceeds through the gates in order and performs some operations on the entries of the tableau according to the type of gate implemented. One important subroutine is the group operation on $\mathbf{P}_{n}$, defined as the sum modulo 2 of two rows.

The tableau algorithm has some invariants under its action [120]:

1. $R_{n+1}, \ldots, R_{2}$ generate $S(|\psi\rangle)$, and $R_{1}, \ldots, R_{2 n}$ generate $\mathbf{P}_{n}$.
2. $R_{1}, \ldots, R_{n}$ commute.
3. For all $h \in\{1, \ldots, n\}, R_{h}$ anticommutes with $R_{h+n}$ (every destabilizer anticommutes with its corresponding stabilizer).
4. For all $i, h \in\{1, \ldots, n\}$ such that $i \neq h, R_{i}$ commutes with $R_{h+n}$ (every destabilizer commutes with the rest of stabilizers).
[^21]In this formalism, the commutation or anti-commutation of the operators is given by the symplectic inner product:

$$
\begin{equation*}
R_{i} \cdot R_{j}=x_{i 1} z_{j 1} \oplus \ldots x_{i n} z_{j n} \oplus x_{j 1} z_{i 1} \oplus \ldots x_{j n} z_{i n} \tag{3.27}
\end{equation*}
$$

This tableau procedure obtains deterministic measurement outcomes in only $O\left(n^{2}\right)$ steps. For a deterministic outcome, we need that the measurement operator $Z_{a}$ must commute with the stabilizers, so

$$
\begin{equation*}
\sum_{h=1}^{n} c_{h} S_{h}= \pm Z_{a} \tag{3.28}
\end{equation*}
$$

for a unique choice of $c_{1}, \ldots, c_{n} \in\{0,1\}$. If we can determine the coefficients $c_{i}$ 's, then by summing the corresponding $S_{h}$ 's we can learn the measurement outcome (sign of $Z_{a}$ ). The coefficients are given by:

$$
\begin{equation*}
c_{i} \equiv \sum_{h=1}^{n} c_{h}\left(D_{i} \cdot S_{h}\right) \equiv D_{i} \cdot \sum_{h=1}^{n} c_{h} S_{h} \equiv D_{i} \cdot Z_{a}(\bmod 2) . \tag{3.29}
\end{equation*}
$$

So we just have to check if $D_{i}$ commutes with $Z_{a}$, or equivalently if $x_{i a}=1$.

### 3.3.6 Performance comparison

Mathematica is a programming language that stands out for its ability to manage lists, with a wide range of internal functions that make the manipulation easier. We have reproduced the tableau algorithm on Mathematica, not only the basics functions as described in [120]: CNOT, Hadamard, Phase and Measurement in the standard basis; but also other routines that allow visualisation of cluster states as graph states. The full list of operations that have been so far implemented in the Mathematica code with their descriptions are given in appendix $D$,

We can make a quick comparison of the efficiency of this improved stabilizer algorithm [120] with the usual matrix representation of a circuit. For this comparison we will be using a circuit with only the allowed operations in. The chosen circuit implements an instance of Simon's algorithm, described by the following circuit:


This procedure uses Simon's algorithm [142] to learn about a "hidden shift", $s$ of a function $f$, defined as the string that satisfies $f(x)=f(y)$ where $y=x \oplus s$. The function is the following linear map from 5 bits to 4 bits: $f(a, b, c, d, e)=(a+b, b+c, c+d, d+e)$ [120]. The presence of multiple Hadamard operations in this circuit makes it impossible to use techniques for sparse
matrices that are commonly used to reduce classical computation time by eliminating operations on zero elements.

We simulate the action of this circuit for 5 qubits $(3+2), 9$ qubits $(5+4)$ and 13 qubits $(7+6)$ to compare the scaling. Table 3.1 shows the Mathematica CPU runtime in ms (all calculations performed on the same computer). We can clearly see the advantage, while the runtime of the stabilizer algorithm scales as $O\left(n^{2}\right)$ as expected, the runtime for the matrix calculation scales exponentially in the number of qubits.

|  | 5 qubits | 9 qubits | 13 qubits |
| :---: | :---: | :---: | :---: |
| Stabilizer | 6.2 | 18.3 | 43.5 |
| Matrix | 6.2 | 322.9 | 443542 |

Table 3.1: Runtime(ms) in Mathematica

### 3.4 Algorithms for the visualisation of stabilizer codes

In this section, we present the algorithms derived from the work in [121, 122] and some extensions. These algorithms are described here so that they can be reproduced in any programming language, and they have been adapted for the most efficient implementation of GottesmanKnill theorem, i.e. the CHP code [120]. The visualisation of these algorithms is built on Mathematica's graph functionality to represent the cluster states. The full list of functions of this Mathematica package and their documentation can be found in the appendix D.

There exists in the literature a similar simulator that performs all operations on graph states [143], which can have a more compact description of the stabilizers (if and only if the graphs have low vertex degree with respect to the number of qubits) but the same time complexity as the tableau formalism [120]. In this algorithm, the stabilizer state is represented by the adjacency matrix of the graph and a series of vertex operators that act on individual qubits. It might be surprising at first that they use a unique graph representation to a stabilizer state whereas, as can be seen following the proof of theorem 3 in appendix C, one stabilizer state can have many valid graph representations (under the application of local Hadamards). The key is that one stabilizer state can have different graph and vertex operator representations, but they completely and without ambiguity define it. In the tableau representation, we do not use these extra vertex operators (which would account for the extra Hadamard operations) and therefore there isn't a one to one correspondence between graph states and stabilizer states. In the simulator proposed in [143], one stabilizer state could be represented as a graph with vertex operators in different ways, but any one of those representations uniquely defines the stabilizer state.

The basic functions for the tableau simulator such as $H, P, C N O T$ and measurements in different basis are described in detail in the original paper [120]. There are many functions in the Mathematica package that have the purpose of dealing with the in-built functionality and will therefore not be described here. The following functions are of interest for the implementation of a full cluster state simulator, with the option to visualise the transformation of the stabilizer states as graph states.

Note that all operations described in the following algorithms are performed modulo 2.

## Find basis change between two stabilizer states

Input: Two stabilizer states in their tableau form.
Procedure:

- Check that both stabilizer states have the same number of qubits, $n$.
- Define the $n \times n$ basis change matrix, R .
- Define $S x_{1}$ and $S x_{2}$ as the $S x$ sub-matrix of the tableaus for the two stabilizer states, following the notation from equation (3.25). Do similarly for $S z_{1}$ and $S z_{2}$.
- Solve the system of equations:

$$
\begin{aligned}
R \cdot S x_{1} & =S x_{2} \\
R \cdot S z_{1} & =S z_{2} \\
\operatorname{Det}[R] & \neq 0
\end{aligned}
$$

- If a solution exists, identify the corresponding transformation of the stabilizers: $S_{i}^{\prime} \rightarrow S_{i} \cdot S_{j}$.

Output: If the system of equations has a solution, output it in the form of the matrix $R$ and as a transformation of the stabilizer, $S_{i}^{\prime} \rightarrow S_{i} \cdot S_{j}$. If there is no solution to the system of equations, output a message conveying so.

## Apply basis change

Input: A stabilizer in its tableau form and the basis change $R$ as an $n \times n$ matrix.
Procedure:

- Identify from the tableau the number of qubits in the stabilizer, $n$. Check it corresponds with the dimensions of matrix $R$.
- Redefine the sub-matrices of the tableau as

$$
\left(\begin{array}{c|c|c}
\begin{array}{|c|}
\hline R \cdot D x \\
\end{array}\left|\begin{array}{c}
R \cdot D z \\
\end{array}\right| R \cdot r_{i}  \tag{3.30}\\
\hline \hline R \cdot S x & R \cdot S z & R \cdot r_{n+i} \\
\hline 0 & 0 & 0
\end{array}\right) .
$$

Output: The stabilizer tableau after the basis change.

## Find local Clifford equivalence between two stabilizer states

Input: Two stabilizer states in their tableau form.
Procedure:

- Identify from the tableaus the number of qubits in each stabilizer, $n_{1}, n_{2}$. The number of qubits should be the same, $n_{1}=n_{2}=n$.
- Define $S x_{1}$ and $S x_{2}$ as the $S x$ sub-matrix of the tableaus for the two stabilizer states, following the notation from equation (3.25). Do similarly for $S z_{1}$ and $S z_{2}$.
- Define the matrix $Q$ that describes the local Clifford operation. It is formed of four diagonal matrices

$$
Q=\left[\begin{array}{ll}
A & B  \tag{3.31}\\
C & D
\end{array}\right]
$$

The elements of the diagonal matrices are labelled $a_{i}, b_{i}, c_{i}, d_{i}$ respectively.

- Solve the set of equations given by:

$$
\begin{array}{r}
\left(S z_{1} \mid S x_{1}\right) \cdot\left(\begin{array}{cc}
A & C \\
B & D
\end{array}\right) \cdot\left(\frac{S x_{2}}{S z_{2}}\right)=0 \\
a_{i} \cdot d_{i}+c_{i} \cdot b_{i}=1 \tag{3.33}
\end{array}
$$

The last set of equations ensures the unitarity of each local Clifford operation, which is given by $Q_{i}=\left[\begin{array}{ll}a_{i} & b_{i} \\ c_{i} & d_{i}\end{array}\right]$.

- This set of equations can have many different solutions, each corresponding to a set of local operations that can be applied to the qubits in order to transform the state. Each solution is therefore a set of $Q_{i}$ matrices (representing single qubit Clifford operations), one for each qubit. There are only 6 single qubit Clifford operations: $\{\mathbf{1}, H, P, P H, H P, H P H\}$. From the $Q_{i}$ matrices the algorithm can identify the correct single qubit Clifford operation for each individual qubit.

Output: If the two stabilizer states are local Clifford equivalent, the algorithm outputs the list of all the possible local Clifford operations Q, both in matrix form and as a list of operations.

## Apply local Clifford operation

Input: A stabilizer in its tableau form and the basis change $Q$ as an $2 n \times 2 n$ matrix.

## Procedure:

- Identify from the tableau the number of qubits in the stabilizer, $n$. Check the dimensions of matrix $Q$ are correct.
- Define $S x, D x, S z$ and $D z$ from the tableaus for the stabilizer state, following the notation from equation (3.25).
- From matrix $Q$, identify the matrix blocks $A, B, C, D$.
- Redefine the sub-matrices of the tableau as

$$
\left(\begin{array}{c|c|c}
\hline D z \cdot C+D x \cdot D & \boxed{D z \cdot A+D x \cdot B} & r_{i}  \tag{3.34}\\
\hline \hline S z \cdot C+S x \cdot D & \mid S z \cdot A+S x \cdot B & r_{n+i} \\
\hline 0 & 0 & 0
\end{array}\right) .
$$

Output: The stabilizer tableau after the operation has been applied.

## Trace out product state qubits

Input: A stabilizer state in its tableau form.

## Procedure:

- Identify from the tableau the number of qubits in the stabilizer, $n$.
- Define the $S$ matrix as the $S x$ and $S z$ sub-matrices of the tableau, following the notation from equation 3.25).
- Count the number of non-zero elements in each row of $S$. If there is only one this corresponds to a qubit in a product in the eigenvector of $X$ or $Z$. If there are two non-zero elements, but they are on the same column of the sub-matrices $S x$ and $S z$, the qubit is on an eigenstate of the $Y$ operator. Make a list, $l$, with all qubits that are on an eigenstate of one of the Pauli operators. These are the qubits we will remove from the tableau.
- Remove the columns of the tableau that correspond to the qubits in list $l$.
- The removal of these qubits causes some rows in $S$ to be all zeros. The number of rows that will be all zeros corresponds to the number of qubits removed. Delete those rows (stabilizer operators) and their corresponding destabilizer operators from the tableau. The number of stabilizers should now be the same as the number of qubits that remains in the cluster, as required for a well defined tableau.

Output: The stabilizer state containing only the qubits that are not in a product state. A message informs of which qubits from the original state have been removed and what qubits remain indicating the map between the old labelling and new labelling (as the formalism names the qubits $1 \rightarrow n$ according to their arrangement in columns).

## Identify possible options to transform stabilizer state into graph state

Input: A stabilizer state in its tableau form.

## Procedure:

- Identify from the tableau the number of qubits in the stabilizer state, $n$.
- Identify the rank $k$ of the sub-matrix $S x$, defined following the notation on equation (3.25).
- If $k=n$, the graph state associated with is uniquely defined and no Hadamard gates need to be applied to any qubit.
- If $k<n$, we run a sub-routine that finds all possible sub-matrices of $S x$ with rank $k$. For simplicity this sub-routine should first perform Gaussian elimination on the matrix $S x$. If there exists only one sub-matrix with rank $k$, then the graph state is uniquely defined. If there exist more than one sub-matrix that fulfils this property, the sub-routine should output all the combinations of columns (which correspond to qubits) that form a sub-matrix of rank $k$ together with the first $k$ rows (as we performed Gaussian elimination, full rank sub-matrices will always be in the first $k$ rows).
- If $k<n$, we determine which qubits require the application of a Hadamard gate in order to convert the stabilizer state into a graph state. These qubits correspond to the columns that weren't part of the full-rank sub-matrices obtained above. There are as transformation options as full-rank sub-matrices.

Output: The algorithm outputs if the graph state associated with the stabilizer state is uniquely defined or not. If $k=n$ there is not further output. If $k<n$, the algorithm outputs a series of lists. Each list contains the qubits on which we need to perform Hadamards in order to convert the stabilizer state into a graph state.

Comments: The sub-routine that finds all possible sub-matrices of $S x$ with rank $k$ is by far the most computationally complex function in the entire implementation of the code. Finding one full rank sub-matrix is an efficient process if one uses QR decomposition algorithms, such as Gram-Schmidt decomposition [144] or Householder reflections [145], both of which have a computational complexity of $0\left(n^{3}\right)$, where $n$ is the number of columns and rows.

The problem of finding all possible full rank $k \times k$ sub-matrices requires finding all possible combinations of rows and columns that yield an invertible matrix. The search space becomes exponentially large, as it scales with the binomial coefficient $\binom{n}{k}$ which scales exponentially in $n$.

This is the only algorithm in the entire simulation code for which the scaling is not polynomial.

## Transform stabilizer state into graph state

Input: A stabilizer state in its tableau form and a list of qubits. This list will be empty if the sub-matrix $S x$ is invertible (see output from previous function).

Procedure:

- Identify from the tableau the number of qubits in the stabilizer state, $n$.
- Apply Hadamard to the qubits given in the input list (if there are any). This will make the submatrix $S x$ full rank.
- Calculate the inverse $I n v$ matrix of the $S x$ submatrix.
- Build a tableau were $D x^{\prime}$ is an all zero $n \times n$ matrix, $D z^{\prime}$ is an $n \times n$ identity matrix, $S x^{\prime}=I n v \cdot S x$ which should correspond to an identity matrix and $S z^{\prime}=I n v \cdot S z$. Add the phases column set to zero and the extra scratch-space row.

Output: The stabilizer in tableau form, such as $S x=\mathbf{1}_{n \times n}$ and $S z=\theta_{i j}$ is the adjacency matrix of a simple graph.

Comments: The graph state representation of a stabilizer state has no information of the phase of the stabilizer operators, hence the phase column can be set to zero.

## Implement an arbitrary single qubit Clifford gate given in the Heisenberg representation

Input: A stabilizer state in its tableau form, the qubit on which the operation will be performed, $k$, and a list of transformation rules given by : $\{X, Y, Z\} \rightarrow\left\{ \pm \sigma_{a}, \pm \sigma_{b}, \pm \sigma_{c}\right\}$, where $a, b, c$ are used to indicate the corresponding Pauli operator.

Procedure:

- Identify from the tableau the number of qubits in the stabilizer state, $n$.
- Transform the list of rules into if statements for each of the operators represented in binary.
- Loop over all stabilizers (rows of the tableau). For each row, read the operator corresponding to qubit $k$ (given by the combination of columns $k$ and $k+n$ ) and apply the corresponding rules by executing the binary if statements. The overall phase of each operator (given by column $2 n+1$ ) should also be updated accordingly.

Output: The stabilizer in tableau form after the arbitrary single-qubit Clifford gate has been applied.

Comments: It can be noted that as the operator $Y=i X Z$, it shouldn't be necessary to specify what is the transformation for the operator $Y$ given the other two. However, the phase of the operator $Y$ posed a problem as $X$ and $Z$ do not commute but we cannot enforce this anticommutation in the tableau formalism, hence the extra condition of requiring transformation rules for $Y$.

## Implement an arbitrary two-qubit Clifford gate given in its Heisenberg representation

Input: A stabilizer state in its tableau form, the two qubits on which the operation will be performed, $i$ and $j$, and two lists of transformation rules given by: $\left\{\mathbf{1}_{i} \otimes \sigma_{X_{j}}, \mathbf{1}_{i} \otimes \sigma_{Y_{j}}, \mathbf{1}_{i} \otimes \sigma_{Z_{j}}\right\} \rightarrow$ $\left\{ \pm \sigma_{a_{i}} \otimes \sigma_{a_{j}}, \pm \sigma_{b_{i}} \otimes \sigma_{b_{j}}, \pm \sigma_{c_{i}} \otimes \sigma_{c_{j}}\right\}$, and $\left\{\sigma_{X_{i}} \otimes \mathbf{1}_{j}, \sigma_{Y_{i}} \otimes \mathbf{1}_{j}, \sigma_{Z_{i}} \otimes \mathbf{1}_{j}\right\} \rightarrow\left\{ \pm \sigma_{a_{i}} \otimes \sigma_{a_{j}}, \pm \sigma_{b_{i}} \otimes\right.$ $\left.\sigma_{b_{j}}, \pm \sigma_{c_{i}} \otimes \sigma_{c_{j}}\right\}$ where $a, b, c$ are used to indicate the corresponding Pauli operator and $i, j$ the corresponding qubit.

Procedure:

- Identify from the tableau the number of qubits in the stabilizer state, $n$.
- Transform both lists of rules into if statements for each of the operators represented in binary.
- Loop over all stabilizers (rows of the tableau). For each row:
- Copy the row onto the scratch space at the bottom of the tableau.
- Read the operator corresponding to qubits $i$ and $j$ (given by the combination of columns $i-i+n$ and $j-j+n)$.
- Find which rules or combination of rules apply: if one of the operators is the identity, we will only need one rule, but if none is the identity, find a rule from the first set that has the same operator as qubit $j$ and one from the second set that has the same operator as qubit $i$.
- Apply rule from the second set on the row and the rule from the first set onto the copy of the stabilizer in the scratch space.
- Determine which operators are represented in qubits $i$ and $j$ of both copies of the operator, from a lookup table in the programme determine any phase adjustments necessary to account for anti-commutation (i.e. $Z X=-X Z=$ $-Y)$.
- Adjust the overall phase if the transformation rules requires it.

Output: The stabilizer in tableau form after the arbitrary two-qubit Clifford gate has been applied.

### 3.5 Discussion and outlook

In this chapter we have reviewed the stabilizer formalism [116], which is a Heisenberg representation of a certain class of quantum operations [117]. We have focused on a binary representation of the algorithm that allows an efficient classical simulation of the formalism [118]. A significant result from the literature 121 is that all stabilizer states can have a graph representation and therefore the quantum operations can be understood as a series of graph transformations. When the stabilizer operations are simulated classically, this graphical representation allows to follow a series of stabilizer operations as the evolution of the connectivity of a graph. This provides a very helpful intuition of the action of different quantum operations and a novel way to do calculations, as we can use not only stabilizer operations but also graph operations to understand equivalences between states and operations. For this purpose, we have presented a series of algorithms that turn the theoretical results from the literature $[122,121,123,134]$ into algorithms for the most efficient classical simulator of the stabilizer formalism, Aaronson's and Gottesman's CHP code [120]. We have implemented this code on Mathematica; the code's main functions can be seen in chapter $D$.

The most important application of the stabilizer formalism is the description of quantum error correction codes. The simulator based on the algorithms presented in this chapter (and which is described in detail in appendix D has proved extremely useful to understand some quantum error-correcting codes and to obtain some of the results presented in chapter 7.

## CHAPTER 4

## GENERATING PHOTONIC STATES

> | Achilles had overtaken the Tortoise, and had seated himself |
| :--- |
| comfortably on its back. |
| "So you've got to the end of our race-course?" said the |
| Tortoise. "Even though it DOES consist of an infinite series |
| of distances? I thought some wiseacre or other had proved |
| that the thing couldn't be done?" |
| What the Tortoise said to Achilles. |
| LEWIS CARROLL |

### 4.1 Introduction

In chapter 2 we reviewed most of the linear optical protocols for quantum computing, and although quite different, they all require one key ingredient: small entangled states. As we have seen previously, two-qubit entangling operations cannot be performed deterministically on photons and therefore the preparation of these states is extremely challenging. So far only generation of two and three qubit heralded entangled states have been experimentally demonstrated ${ }^{1}$ [147, 148]. In this chapter we present a series of theoretical schemes to generate $n$-photon GHZ states from single photon sources and give a full account of the success probability and resource cost of these schemes.

After explaining briefly the key concepts of parametric down-conversion sources, we focus on the optical implementation of Bell-state measurement. Recently proposed new schemes [111, 115] can achieve higher that $50 \%$ probability of success by using non-vacuum ancillary modes. We use adapted versions of these schemes to increase the probability of generating $n$ GHZ states from single photons, which are heralded from parametric down-conversion sources ${ }^{2}$, We present different schemes, which can use Bell pairs or single photons as input states, and can have different success probabilities depending on the number of resources used and the level of loss tolerance required. We finally compare the cost involved in a near-deterministic generation

[^22]when using multiplexed schemes.

### 4.2 Conventions

Throughout this chapter we will use certain conventions that we introduce here.

- We encode qubits in the polarisation degree of freedom of photons ${ }^{3}$, the notation used for the creation operators is as introduced in chapter 2; the operators will be written as $h_{i}^{m} v_{j}^{n}$, where the subscript indicates the spatial optical mode, the letter of the operator ( $h$ or $v$ ) indicates the logical (polarisation) state and the superscript indicates the number of photons with said polarisation in that optical mode. The eigenstates of the $X$ operator will also have a specific letter associated, as this will simplify many equations in the chapter: $|+\rangle_{i}=\left(h_{i}+v_{i}\right) / 2=p_{i}$ and $|-\rangle_{i}=\left(h_{i}-v_{i}\right) / 2=m_{i}$.
- We will represent states by the action of the creation operators for the different modes acting on the vacuum, where the vacuum should be understood at the end of all state equations. For example, the Bell state $\left|\phi^{+}\right\rangle$will be represented as

$$
\begin{equation*}
\left|\phi^{+}\right\rangle_{1,2}=\frac{1}{\sqrt{2}}\left(\left|H_{1} H_{2}\right\rangle+\left|V_{1} V_{2}\right\rangle\right) \rightarrow \frac{1}{\sqrt{2}}\left(h_{1} h_{2}+v_{1} v_{2}\right) \tag{4.1}
\end{equation*}
$$

- The labelling convention we will be use is that optical modes continue in straight lines through the optical circuits. This is compatible with the definition of the action of the PBS in chapter 2, i.e. the spatial mode is transmitted through the PBS while the vertical mode is reflected.
- In order to understand the optical diagrams better, we will colour-code the most used operations: $45^{\circ}$-rotated PBS, Type-I fusion gate and Type-II fusion gate, which can be seen in figure 4.1.


Rotated PBS


Type-I fusion


Type-II fusion

$\int 45^{\circ} \begin{gathered}\text { Polarization } \\ \text { rotator }\end{gathered}$ D~ Detector

S Single photon

Figure 4.1: Colour convention for the rotated PBS and the fusion gates.

[^23]- All detectors represented in the linear optical circuits of this chapter are assumed to be capable of distinguishing polarisation and number of photons. In the case of polarisation, this can easily be performed experimentally by substituting each detector by a PBS that leads on to two detectors, each of which will detect photons of one polarisation. Highefficiency number-resolving detectors [60] are possible, although not yet widely available, but other techniques such as cascading arrays of photon detectors [59] can be used to resolve the number of photons in each mode.
- When studying the effect of different linear optical circuits on an input state, it is useful to expand the wave function as a summation of terms, for example

$$
\begin{equation*}
\left|\psi^{-}\right\rangle_{1,2}\left|\psi^{-}\right\rangle_{3,4}=\frac{1}{2} h_{2} h_{4} v_{1} v_{3}-\frac{1}{2} h_{1} h_{4} v_{2} v_{3}-\frac{1}{2} h_{2} h_{3} v_{1} v_{4}+\frac{1}{2} h_{1} h_{3} v_{2} v_{4} . \tag{4.2}
\end{equation*}
$$

We will refer to the individual terms of the input state wavefunction as "initial terms" and to the individual terms in the output state as "final terms". This convention is useful for the analysis of many linear optical circuits. In many, it is necessary to understand which initial terms generated certain final terms in order to optimise photonic entangled state generation.

### 4.3 Photon sources and entanglement operations

Entanglement is a crucial resource for quantum computation, albeit a difficult one to attain for linear optical systems. We want to achieve entanglement between qubit modes, however as mentioned in chapter 2 it is not possible to achieve this deterministically. It is important to distinguish the type of entanglement we require for LOQC protocols, which is at the level of the mode operators used to describe qubits [63], from other types of entanglement such as NOON states or squeezed states. Details on these other types of entangled photonic states can be found in [150, 63]. In this section we will briefly introduce heralded photon sources and Bell-state measurements, which will be used in subsequent sections to generate entangled photonic states.

### 4.3.1 Spontaneous parametric down-conversion sources

Spontaneous parametric down conversion (SPDC) is a non-deterministic process that is widely used to produce high-quality photon sources. In the simplest terms, a nonlinear crystal is stimulated with a pump beam photon, which leads to the spontaneous appearance of two correlated photons in the output modes, which are historically called signal and idler [150]. There are two types of SPDC processes: type-I in which the polarisation of the signal and idler photons is the same and orthogonal to that of the pump, and type-II where the signal and idler photons have orthogonal polarisations. The Hamiltonian describing the down-conversion process is that of a two-mode squeezer [63] and in the case of a type-II SPDC source, the state

[^24]created is given by
\[

$$
\begin{equation*}
S(\lambda)|0\rangle=\sqrt{1-\lambda^{2}} \sum_{n=0}^{\infty} \lambda^{n}\left|\phi_{n}\right\rangle \tag{4.3}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\left|\phi_{n}\right\rangle=\frac{1}{\sqrt{n+1}} \sum_{m=0}^{n}(-1)^{m} h_{S}^{m} v_{S}^{n-m} h_{I}^{n-m} v_{I}^{m} \tag{4.4}
\end{equation*}
$$

The parameter $\lambda$ of the down-conversion depends on the intensity of the incident laser but usually is very small, thus the lower order terms have the most contribution. In particular, when only the first and second order terms are present the state generated is

$$
\begin{equation*}
S(\lambda)|0\rangle \simeq \sqrt{1-\lambda^{2}}|0\rangle+\frac{\lambda}{2}\left(h_{I} v_{S}+v_{I} h_{S}\right)=\left|\psi^{+}\right\rangle_{I, S} \tag{4.5}
\end{equation*}
$$

which is a superposition of vacuum and a maximally entangled state. One of the most common uses of this type of sources is to produce heralded single photons, as putting a photon detector on the signal mode will herald the presence of a single photon on the idler mode. Bell states can also be heralded if higher order terms of the expansion are used [151]. This is done by combining two beam-splitters with a two-fold detection of the third order term $\left(O\left(\lambda^{3}\right)\right)$.

In this brief introduction we have aimed to summarise the key concepts which are required to understand the content in upcoming sections. A detailed explanation of the non-linear physical processes in SPDC sources can be found in [150].

### 4.3.2 Bell measurements in Linear Optics

A Bell state measurement $(\overline{\mathrm{BSM}})$ is the projection of two qubits onto maximally entangled states (Bell states). It is a crucial feature of many quantum protocols such as quantum computation [32], quantum teleportation [35] and quantum communication [152]. However, as we have seen in chapter 2, it is not possible to perform a deterministic two-qubit entangling gate in linear optics and hence a deterministic BSM is not possible either. In this section we focus on how probabilistic BSM can be performed and what success probability can be attained.

## Optical Bell state measurement

Braunstein and Mann first proposed [153] a scheme to measure the optical version of the Bell operator by generalising the HOM interferometer [69] to allow for states with arbitrary polarisations. The set up requires a beam-splitter that implements the mode transformations:

$$
\begin{align*}
h_{1} & \rightarrow \frac{1}{\sqrt{2}}\left(h_{1}+i h_{2}\right), & v_{1} & \rightarrow \frac{1}{\sqrt{2}}\left(v_{1}+i v_{2}\right)  \tag{4.6}\\
h_{2} & \rightarrow \frac{1}{\sqrt{2}}\left(h_{2}+i h_{1}\right), & v_{2} & \rightarrow \frac{1}{\sqrt{2}}\left(v_{2}+i v_{1}\right) \tag{4.7}
\end{align*}
$$

and two detectors that distinguish polarisation and photon number, see figure 4.2. This linear optical device allows to unambiguously distinguish two of the four Bell states. To understand why this is the case, we look at how the four Bell states transform under the action of the
beam-splitter:

$$
\begin{align*}
\left|\psi^{+}\right\rangle & =\frac{1}{\sqrt{2}}\left(h_{1} v_{2}+v_{1} h_{2}\right) \xrightarrow{B S} \frac{i}{\sqrt{2}}\left(h_{1} v_{1}+h_{2} v_{2}\right)  \tag{4.8}\\
\left|\psi^{-}\right\rangle & =\frac{1}{\sqrt{2}}\left(h_{1} v_{2}-v_{1} h_{2}\right) \xrightarrow{B S} \frac{1}{\sqrt{2}}\left(h_{1} v_{2}-h_{2} v_{1}\right)  \tag{4.9}\\
\left|\phi^{ \pm}\right\rangle & =\frac{1}{\sqrt{2}}\left(h_{1} h_{2} \pm v_{1} v_{2}\right) \xrightarrow{B S} \frac{1}{\sqrt{2}}\left(h_{1}^{2}+h_{2}^{2} \pm v_{1}^{2} \pm v_{2}^{2}\right) \tag{4.10}
\end{align*}
$$



Figure 4.2: Optical scheme to measure in the Bell basis. Two of the four Bell states can be unambiguously discriminated using this setup.

We can immediately see why only two states are distinguishable. The state $\left|\psi^{-}\right\rangle$is invariant under the action of the beam-splitter and retains one photon in each spatial mode, being the only one of the four Bell states which does so. The beam-splitter transformation on the states $\left|\psi^{+}\right\rangle,\left|\phi^{ \pm}\right\rangle$bunches both photons in the same spatial mode, however in the case of $\left|\psi^{+}\right\rangle$the photons have different polarisations while in the case of $\left|\phi^{ \pm}\right\rangle$they have the same polarisation. Hence, when two photons of the same polarisation are detected in the same spatial mode, it is not possible to determine which of the two $\left|\phi^{ \pm}\right\rangle$was in the input.

It is possible to tailor which two of the four Bell pairs are distinguishable, as linear optical operations allow the transformation of every Bell state into every other. Therefore, any two of the four Bell states can be unambiguously discriminated using a beam-splitter, but only two of them. Considering equiprobable Bell states, this means that the success probability of the BSM is $50 \%$.

A complete BSM using only linear optical elements and vacuum ancillary states has been shown impossible [114. In fact, for setups that use linear optical elements, classical feed-forward, perfect number-resolving detectors and vacuum ancillary modes, the maximum efficiency of the BSM is $50 \%$ [154. The key point to realise is that these proofs are only valid when we don't allow any ancillary states. A way to improve the success probability has already been presented in chapter 2 , the KLM scheme [2] proves that the success probability can be increased up to unity by using entangled states in ancillary modes, in combination with a rather complicated protocol. However, recently two schemes have been proposed which implement the Bell measurement operator with a probability higher than $50 \%$ using much simpler interferometers than KLM.

## Boosting success probability with ancilla states

The no-go theorem for performing BSM in linear optics with higher than $50 \%$ probability [114, 68] assumes that only vacuum ancillary modes are used. It was recently shown that introducing entangled ancilla pairs or single photos improves the success rate to $75 \%$. Moreover, the introduction of $2^{m}$ occupied ancillary modes yields a Bell-state measurement with a success rate $1-2^{-(m+1)}$. It must be noted however that this does not mean the introduction of $2^{m-1}$ entangled pairs, but the introduction of large $m$-photon entangled states.

Grice first showed [111] that using interference with ancillary photons, a Bell measurement can be boosted to be arbitrarily complete. This boosting happens in stages, starting with nonboosted BSM which succeeds with probability $50 \%$, which we will call stage $m=0$, to a series of boosted BSM with success probability $1-\frac{1}{2^{m+1}}$. The way interference improves the success probability can be understood from studying the simplest case, i.e. interference with a Bell pair, which is shown in figure 4.3.


Figure 4.3: Improved scheme to measure in the Bell basis, using a Bell pair ancilla (photons 3 and 4). Two Bell states can be unambiguously discriminated with $100 \%$ success probability, and the two other with $50 \%$ success probability, yielding a scheme with overall success probability of $75 \%$, when considering equiprobable Bell states. Figure adapted from [111], copyright (2011) by the APS.

In the case of the BSM boosted with a Bell pair in figure 4.3 , the degeneracy of the detection pattern for $\left|\phi^{ \pm}\right\rangle_{1,2}$ is reduced due to the interference with a Bell pair $\left|\phi^{+}\right\rangle_{3,4}$ (using $\left|\phi^{-}\right\rangle_{3,4}$ would yield similar results). We define $n_{H}$ and $n_{V}$ as the total number of photons with horizontal and vertical polarisation respectively and $n_{i}$ as the number of photons in spatial mode $i$. The
detection patterns that yield distinguishable states are:

$$
\begin{array}{r}
n_{H} \& n_{V} \text { odd, } n_{1}+n_{3} \text { even } \rightarrow\left|\psi^{+}\right\rangle_{1,2}\left|\phi^{+}\right\rangle_{3,4} \\
n_{H} \& n_{V} \text { odd, } n_{1}+n_{3} \text { odd } \rightarrow\left|\psi^{-}\right\rangle_{1,2}\left|\phi^{+}\right\rangle_{3,4} \\
n_{H} \& n_{V} \text { even, } n_{H}=2 \& n_{1}+n_{2} \text { even } \rightarrow\left|\phi^{+}\right\rangle_{1,2}\left|\phi^{+}\right\rangle_{3,4} \\
n_{H} \& n_{V} \text { even, } n_{H}=2 \& n_{1}+n_{2} \text { odd } \rightarrow\left|\phi^{-}\right\rangle_{1,2}\left|\phi^{+}\right\rangle_{3,4} \tag{4.14}
\end{array}
$$

Due to the interference with the Bell pair in modes 3 and 4, the measurement outcomes for $\left|\phi^{ \pm}\right\rangle_{1,2}$ are of two kinds: either all photons have the same polarisation, i.e. $n_{H}=4$ or $n_{V}=4$, or half the photons are horizontally polarised and half vertically polarised, i.e. $n_{H}=n_{V}=2$. In this latter case, $n_{1}+n_{2}$ is even for $\left|\phi^{+}\right\rangle_{1,2}$ and odd for $\left|\phi^{-}\right\rangle_{1,2}$. As the probability of obtaining a detection pattern with $n_{H}=2$ for $\left|\phi^{ \pm}\right\rangle_{1,2}$ is $50 \%$, it follows that $\left|\phi^{ \pm}\right\rangle_{1,2}$ can be unambiguously distinguished with $50 \%$ probability. Thus, the success rate in distinguishing equiprobable Bell states goes from $50 \%$ to $75 \%$.

This process can be repeated in stages using increasingly complicated interferometers. Each stage also requires an increasing number of resources, where the resources are increasingly bigger GHZ states, for boosting to a probability $1-\frac{1}{2^{m+1}}$ we need resources

$$
\begin{equation*}
\left\{2^{m-1} \times \frac{|0\rangle^{\otimes 2}+|1\rangle^{\otimes 2}}{\sqrt{2}}, 2^{m-2} \times \frac{|0\rangle^{\otimes 4}+|1\rangle^{\otimes 4}}{\sqrt{2}}, \ldots, \frac{|0\rangle^{\otimes 2^{m}}+|1\rangle^{\otimes 2^{m}}}{\sqrt{2}}\right\} \tag{4.15}
\end{equation*}
$$

As was shown in [111, this process can be iterated, with each iteration making half of the remaining indistinguishable initial terms distinguishable, hence the probability is increased by $\frac{1}{2^{m}}$ in the $m^{t h}$ iteration ${ }^{5}$. It can be noted that the size of the resources increases exponentially, and it must also be noted that the resources required to prepare these ancilla states also increase exponentially (this will be shown later in the chapter). For example, to achieve a success probability of $\sim 97 \%$, the scheme would require the use of 30 entangled photons, making the scheme highly impractical. However, the first stage of this improvement process, which only requires a Bell pair, has been shown to be very useful (see chapter 5).

It was realised by Ewert and van Loock [115] that in fact, at least for the first stage of the boosting process, it is not necessary to require a Bell pair, and single photons are enough to boost the success probability. In this case, instead of inputting one photon per mode however, there are two photons, one in vertical and one in horizontal polarisations, in modes 3 and 4. This BSM scheme can be seen in figure 4.4. As there are more photons, the measurement patterns are slightly different, but they are in the same spirit as Grice's: at each stage the indistinguishability of $\left|\phi^{ \pm}\right\rangle$is reduced by half. Just as in Grice's scheme, more complex interferometers and larger entangled states ${ }^{6}$ are required to push the success probability closer to unity. Although this improved BSM achieves $75 \%$ success probability in the first stage, it was shown [115] that using only single photons the success probability could be further boosted to $78.125 \%$ by using the

[^25]single photons in the interferometer for the $m=2$ boosting stage. This was found by numerical simulation and is not an extension of the analytical proof, hinting that although these schemes improve BSM, they are not optimal strategies.


Figure 4.4: Improved scheme to measure in the Bell basis, using 4 single ancillary photons. Two Bell states can be unambiguously discriminated with $100 \%$ success probability, and the two other with $50 \%$ success probability, yielding a scheme with overall success probability of $75 \%$ when considering equiprobable Bell states.

The proof of scaling in this new strategy [115] follows the same steps as [111] so it can be easily understood that these two proposals are intimately related. What is not so obvious is that both schemes are performing the same unitary operation on the input state, and they only differ in the ancilla state used. On first inspection, the interferometers are obviously different. Grice's scheme for the stage $m=1$ implements the series of linear optical operations: $B S_{1,3} \rightarrow B S_{2,4} \rightarrow B S_{1,2} \rightarrow B S_{3,4}$ where $B S_{i, j}$ indicates a beam-splitter operation in modes $i, j$ and the arrows show the order of the operations. It can be checked that the operation performed on the optical modes is equivalent to doing the same beam-splitter operations in a different order, i.e. $B S_{3,4} \rightarrow B S_{1,2} \rightarrow B S_{1,3} \rightarrow B S_{2,4}$. Looking at the operations in this order, we can see that $B S_{3,4}$ acts on the ancilla modes before any interference takes place with photons $1 \& 2$, and can therefore be absorbed in the preparation of the ancilla state. The other three beam-splitters now implement exactly the operation of Ewert and van Loock's interferometer.

The fact that both these schemes are actually the same but using different ancilla states seems to hint that there is an equivalence between these states. We have found a task for which one Bell pair and 4 single photons are equivalent resources. Understanding this equivalence better could lead to the design of even more efficient BSM schemes which would benefit LOQC enormously.

### 4.3.3 Fusion gates

In chapter 2 we introduced the fusion gates [90], which are crucial to the resource efficiency improvement of the Browne-Rudolph protocol for LOQC. We also explained their action on the formation of linear and two-dimensional cluster states. In this section, we review these gates in more detail, focusing on the mode transformation they implement on input photons. In particular, we justify the mapping of the different detection patterns to the projections on
the qubit subspace. This mapping was briefly provided in [90], we reproduce it here in detail to prove the validity of the procedure used to determine the mapping. This same procedure is used later in the chapter to determine the mapping of rotated and boosted fusion gates. In figure 4.5 we reproduce the fusion gates as linear optical circuits in the polarisation basis.


Figure 4.5: Type-I and Type-II fusion gates in polarisation basis. Figure adapted from [90], copyright (2005) by the APS.

The Type-II fusion gate 90 performs a successful fusion when one only one photon is measured at each detector and fails when both photons are detected in the same mode. A successful fusion on two modes, 1 and 2 , is equivalent to a projection of the measured photons in the subspace:
and the exact state in the subspace can be known from the measurement outcomes:

$$
\begin{align*}
& h_{1} h_{2} \text { and } v_{1} v_{2} \rightarrow \frac{|++\rangle+|--\rangle}{\sqrt{2}},  \tag{4.17}\\
& h_{1} v_{2} \text { and } v_{1} h_{2} \rightarrow \frac{|++\rangle-|--\rangle}{\sqrt{2}} . \tag{4.18}
\end{align*}
$$

A failed fusion is equivalent to a projection of the measured qubits on the subspace:
with

$$
\begin{array}{ll}
h_{1}^{2} \text { and } v_{1}^{2} & \rightarrow|+-\rangle, \\
h_{2}^{2} \text { and } v_{2}^{2} & \rightarrow \quad|-+\rangle . \tag{4.21}
\end{array}
$$

We can justify these mappings by studying the evolution of the detected outcomes (final terms) through the Type-II fusion gate "in reverse", i.e. using the detected outcomes as inputs on the time-reversed Type-II fusion gate to see what are the initial terms that have generated
them:

$$
\begin{align*}
& h_{1} h_{2} \rightarrow \frac{1}{2}\left(p_{1} p_{2}+m_{2} p_{2}+m_{1} p_{1}+m_{1} m_{2}\right), h_{1}^{2} \rightarrow \frac{p_{1}^{2}}{2}+m_{2} p_{1}+\frac{m_{2}^{2}}{2}  \tag{4.22}\\
& h_{1} v_{2} \rightarrow \frac{1}{2}\left(p_{1} p_{2}+m_{2} p_{2}+m_{1} p_{1}+m_{1} m_{2}\right),  \tag{4.23}\\
& h_{2}^{2} \rightarrow \frac{p_{2}^{2}}{2}+m_{1} p_{2}+\frac{m_{1}^{2}}{2}  \tag{4.24}\\
& v_{1} h_{2} \rightarrow \frac{1}{2}\left(p_{1} p_{2}-m_{1} p_{1}+m_{2} p_{2}-m_{1} m_{2}\right), v_{1}^{2} \rightarrow \frac{p_{1}^{2}}{2}-m_{2} p_{1}+\frac{m_{2}^{2}}{2}  \tag{4.25}\\
& v_{1} v_{2} \rightarrow \frac{1}{2}\left(p_{1} p_{2}+m_{1} p_{1}-m_{2} p_{2}-m_{1} m_{2}\right),
\end{align*} v_{2}^{2} \rightarrow \frac{p_{2}^{2}}{2}-m_{1} p_{2}+\frac{m_{1}^{2}}{2} .
$$

Whenever we apply a fusion gate to a pair of photons it is assumed that there is only one photon per mode, thus the terms that have more than one photon in any input mode (such as $p_{a} m_{a}$ ) cannot possibly have triggered the detectors, therefore we have:

$$
\begin{align*}
h_{1} h_{2} & \rightarrow \frac{1}{2}\left(p_{1} p_{2}+m_{1} m_{2}\right), & h_{1}^{2} & \rightarrow m_{2} p_{1}  \tag{4.26}\\
h_{1} v_{2} & \rightarrow \frac{1}{2}\left(p_{1} p_{2}+m_{1} m_{2}\right), & h_{2}^{2} & \rightarrow m_{1} p_{2}  \tag{4.27}\\
v_{1} h_{2} & \rightarrow \frac{1}{2}\left(p_{1} p_{2}-m_{1} m_{2}\right), & v_{1}^{2} & \rightarrow-m_{2} p_{1}  \tag{4.28}\\
v_{1} v_{2} & \rightarrow \frac{1}{2}\left(p_{1} p_{2}-m_{1} m_{2}\right), & v_{2}^{2} & \rightarrow-m_{1} p_{2} \tag{4.29}
\end{align*}
$$

which shows the correspondence shown previously.

To do a similar procedure for the Type-I gate we have to consider the final terms including the mode that is not measured (mode 2 in this calculation). This gate succeeds when one and only one photon is detected in mode 1 and fails when two photons are detected.

$$
\begin{align*}
h_{1} & \rightarrow|0\rangle\langle 00|+|1\rangle\langle 11|,  \tag{4.30}\\
v_{1} & \rightarrow|0\rangle\langle 00|-|1\rangle\langle 11|  \tag{4.31}\\
h_{1}^{2} & \rightarrow|01\rangle  \tag{4.32}\\
v_{1}^{2} & \rightarrow-|01\rangle . \tag{4.33}
\end{align*}
$$

We follow the same procedure as before to justify this mapping. We first input the final terms into the reversed Type-I gate:

$$
\begin{align*}
& h_{1} h_{2} \rightarrow \frac{1}{\sqrt{2}}\left(h_{1} h_{2}+h_{2} v_{2}\right),  \tag{4.34}\\
& h_{1}^{2} \rightarrow h_{1} v_{2}+\frac{h_{1}^{2}}{2}+\frac{v_{2}^{2}}{2}  \tag{4.35}\\
& h_{1} v_{2} \rightarrow \frac{1}{\sqrt{2}}\left(v_{1} v_{2}+h_{1} v_{1}\right),  \tag{4.36}\\
& h_{2}^{2} \rightarrow h_{2}^{2}  \tag{4.37}\\
& v_{1} h_{2} \rightarrow \frac{1}{\sqrt{2}}\left(h_{1} h_{2}-h_{2} v_{2}\right), \\
& v_{1}^{2} \rightarrow-h_{1} v_{2}+\frac{h_{1}^{2}}{2}+\frac{v_{2}^{2}}{2} \\
& v_{1} v_{2} \rightarrow \frac{1}{\sqrt{2}}\left(h_{1} v_{1}-v_{1} v_{2}\right),
\end{align*} v_{2}^{2} \rightarrow v_{1}^{2} .
$$

Restricting the initial terms to those that only have one photon per mode we have:

$$
\begin{align*}
& h_{1} h_{2} \rightarrow \frac{h_{1} h_{2}}{\sqrt{2}}, \quad h_{1}^{2} \rightarrow h_{1} v_{2},  \tag{4.38}\\
& h_{1} v_{2} \rightarrow \frac{v_{1} v_{2}}{\sqrt{2}}, \quad h_{2}^{2} \rightarrow 0,  \tag{4.39}\\
& v_{1} h_{2} \rightarrow \frac{h_{1} h_{2}}{\sqrt{2}}, \quad v_{1}^{2} \rightarrow-h_{1} v_{2},  \tag{4.40}\\
& v_{1} v_{2} \rightarrow \frac{-v_{2} v_{2}}{\sqrt{2}}, \quad v_{2}^{2} \rightarrow 0 . \tag{4.41}
\end{align*}
$$

We can see that detecting $h_{1}$ heralds the projection $h_{1} h_{2}+v_{1} v_{2}$ and detecting $v_{1}$ heralds $h_{1} h_{2}-v_{1} v_{2}$. Therefore, the successful detection of one photon in mode 1 implements the Kraus operators $|0\rangle\langle 00| \pm|1\rangle\langle 11|$, where the sign is determined by the polarisation of the mode detected. When two photons are detected in mode 1, this is equivalent to a measurement in the computational basis of the input modes.

The fusion gates perform an entangling operation with $50 \%$ probability, and when they fail they measure the qubits involved in the $X$ (Type-II) or $Z$ (Type-I) bases. The success probability of these gates can be improved by using the boosted BSM schemes presented earlier, we present new boosted fusion gates in the following section. Moreover, the measurement basis in which photons are measured in the success and failure cases can be modified to adapt it for different scenarios where the original gates might not be performing the optimal entangling gate. An example is the generation of a large cluster state from micro-clusters, as proposed in Kieling et al's LOQC protocol. Their scheme suggests using Type-I fusion gates, which are not loss tolerant, however Type-II does not perform the required entangling operation. Variations on the Type-II gate are studied in section 4.6.

## Boosted Fusion gates

We have presented results which have shown how the probability of successfully implementing BSM; in linear optics can be improved to different extents by using resources such as Bell pairs [111] or single photons [115]. As the Type-II fusion gate is in essence a rotated BSM, they too can be improved. We present two boosted fusion gates that perform the exact same projection as the original fusion gates presented in the previous section, but with a boosted success probability of $75 \%$. These gates can be seen in figure 4.6.

In figure 4.6 we present two versions of the Type-II boosted gate. These proposals are based on [111, 115] and therefore require one Bell pair and four single photons respectively to boost the success probability to $75 \%$. All the photons are measured (the two input photons and the ancillary Bell state) hence the boosted gate is loss tolerant in the same was as the original Type-II, and the success or failure of the gate is given by the detection pattern. These detection patterns for the boosted version are the same as the ones in the BSM schemes they are based on and we will omit them here. It is worth mentioning that both these proposals inherit the loss-tolerance of the original Type-II fusion gate.

We have mentioned boosting the Type-II fusion gate but not Type-I. Type-I is not a full BSM as not all photons that enter the gate are measured, therefore it is not possible to use the
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Figure 4.6: Boosted Type-II fusion gate. Photons 1 and 2 represent the photons on which the gate is applied, while photons 3 and 4 are the ancillary states. As they are adaptations of the boosted BSM schemes by Grice and Ewert-van Loock, they use a Bell pair and 4 single photons as resource states. Both these gates have the exact same success and failure outcomes as the original Type-II fusion gate and only their success probabilities differ. Here and in future figures, the navy octagon represents the boosted Type-II fusion gate.
same boosting technique as in Type-II. It is possible that improvements can also be made to improve the success probability of the Type-I fusion gate, but they have not been found yet.

### 4.4 Ballistic circuits for generation of small entangled states

In this section we present a series of linear optical circuits that project an initial state into a GHZ state by using a series of Type-I and Type-II gates. The original results in this section are based on the Bell pair generator and 3-GHZ generator proposed in [92, 93, 147. We propose generalised circuits to generate $n-\mathrm{GHZ}$ states and improve their success probability by using the boosted fusion gates introduced in the previous section.

### 4.4.1 Bell pair generation from single photons

The scheme for generating "event-ready" entangled pairs was first proposed by Zhang et al. [147]. The scheme, shown in figure 4.7 (a), produced Bell pairs with probability $p_{s}=3 / 16$ upon detection of two photons in different modes (this includes spatial and polarisation modes). The
detection patterns that herald a Bell pair in this circuit are:

$$
\begin{aligned}
\text { Measuring } h_{1} h_{3} \text { heralds } \frac{h_{2} h_{4}+v_{2} v_{4}}{8}, & h_{1} v_{3} \text { heralds } \frac{v_{2} h_{4}+h_{2} v_{4}}{8}, \\
& v_{1} h_{3} \text { heralds } \frac{v_{2} h_{4}+h_{2} v_{4}}{8},
\end{aligned} \quad v_{1} v_{3} \text { heralds } \frac{h_{2} h_{4}+v_{2} v_{4}}{8}, ~ 子 \quad h_{3} v_{3} \text { heralds } \frac{h_{2} v_{2}+h_{4} v_{4}}{8} .
$$

The probability of obtaining a Bell pairs is therefore 6 "success" detection outcomes ${ }^{7}$ times the probability of each of those outcomes, i.e. $1 / 32$. Therefore the probability of producing an "event-ready" Bell pair is $p_{s}=3 / 16$.


Figure 4.7: Scheme for generating a Bell pair from single horizontally polarised photons. (a) Main linear optical circuit. Four single photons prepared in the horizontal polarisation are put through the circuit. Upon measurement of two photons in different modes, a Bell pair in modes 2 and 4 is heralded, which occurs with probability $3 / 16$. (b) Correction circuit. A "failure" case where two photons of the same polarisation have been measured in the same detector can be turned into a correctly formed GHZ state by applying the correction circuit. Upon measurement of vacuum in detector $D_{2}^{\prime}$, the outcome of the circuit will be a Bell pair, which brings the success probability up to $1 / 4$. Note however that a switch is required to apply the correction circuit. Figure adapted from 92, copyright (2007) by the APS.

This Bell pair generation scheme was improved to have a success probability of $p_{s}=1 / 4$ by Joo et al. [92], who showed that when adding an extra correction circuit, some failure outcomes could be transformed into a Bell pair. This correction circuit is shown in figure 4.7 (b). Previously considered "failure" detection patterns such as having two photons in the same mode (e.g. $h_{2}^{2}$ ) produced an unbalanced entangled state, in which the coefficients of the terms in the superposition were not equal. The correction circuit executes procrustean distillation [132] upon the detection of vacuum on mode $2^{\prime}$. This circuit therefore probabilistically balances the terms in the superposition, generating a Bell pair with probability $1 / 16$, and therefore making the final success probability for generating a Bell pair from single photons equal to $p_{s}=25 \%$.
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## 4. GENERATING PHOTONIC STATES

A key intuition that can be drawn from this scheme to generate Bell pairs (and helps understand how upcoming schemes work) is that the rotated PBS is turning the single photons into probabilistic Bell pairs. These probabilistic Bell pairs can be fused in different configurations to generate larger post-selected entangled states. It is assumed that the single photons are all horizontally polarised, and therefore the action of the rotated PBS is given by

$$
\begin{equation*}
h_{1} h_{2} \xrightarrow{\mathrm{rPBS}_{1,2}} \frac{1}{2}\left(h_{1} h_{2}+v_{1} v_{2}\right)+\frac{1}{4}\left(h_{1}^{2}-v_{1}^{2}+h_{2}^{2}-v_{2}^{2}\right) . \tag{4.42}
\end{equation*}
$$

This state is a mixture of a Bell pair with a state that has two photons on the same spatial mode. The terms from this latter part will always be measured at the same detector, therefore triggering an erroneous outcome. Measuring always $n$ out of the $2 n$ modes ensures the presence of the correct number of photons in the output modes.

### 4.4.2 $3-\mathrm{GHZ}$ states from single photons

In [93], Varnava et al. propose a linear-optical circuit to generate 3-GHZ states from single photons. Its design serves as a basis for the $n$ GHZ generators presented in the following sections. In this generation scheme, six single horizontally polarised photons are introduced in the linear optical circuit and whenever three photons are detected at any three detectors, the remaining three photons are projected onto a $3-G H Z$ state. This scheme is different from the Bell pair state generation circuit presented earlier, as in this case two photons in the same spatial mode but different polarisation never constitute a valid detection pattern, whereas this was in the case of the Bell pair generator. The single photons are considered deterministic, and it was shown in 93 ] that this protocol is robust to loss. Not only photons lost in the circuit would herald an incorrect detection pattern, but it was found that in this circuit, loss at the input could be understood as independent and identically distributed (iid) loss on the final state.


Figure 4.8: Linear optical circuit that generates a 3-GHZ state from single horizontally polarised photons with $1 / 32$ success probability. The successful generation is heralded by one (and only one) photon being detected in each detector. Figure adapted from 93], copyright (2008) by the APS.

The photons are first put in pairs through rotated PBSs. After the interference at the rotated PBS , half the modes (even-labelled) enter a Type-I and Type-II gates, while the other half of the modes (odd-labelled), which are considered the output modes, support the photons into which the GHZ state will be projected. The detection of three photons in the even-labelled modes, one in each spatial mode, heralds the successful generation of a 3-photon GHZ state.

To calculate the probability of outputting the right state, we can simulate the evolution of the initial terms through the optical elements and then calculate the probability of the final terms that generate a GHZ state. This is the same technique that is used in 93, but it is cumbersome and lengthy, particularly in the case of the generation of $n$-GHZ states. We can shorten this calculation by realising that at each PBS, a similar effect to the one shown in equation 4.42 occurs: the state becomes a 50:50 mixture of terms that have one photon per spatial mode and terms that have more than one photon per spatial mode. As the successful GHZ generations are contingent on the detection of one and only one photon per spatial mode, only half of the terms in the state will lead to a successful detection. Therefore, the success probability of a GHZ generating scheme can be estimated by counting the number of PBS involved. If a scheme has $n$ (rotated or not rotated) PBSs, the success probability is

$$
\begin{equation*}
p_{s}=\frac{1}{2^{n}} \tag{4.43}
\end{equation*}
$$

The probability of the GHZ generating protocols presented in following section can be calculated in this way ${ }^{8}$. However, whenever a PBS is involved in a boosted fusion, the entire boosted fusion will count as a $\left(\frac{3}{4}\right)$ factor.

### 4.4.3 Generation of larger GHZ states from single photons

The $3-\mathrm{GHZ}$ generation scheme can be extended to a $4-\mathrm{GHZ}$ generation scheme (presented in figure 4.9 in an obvious manner, this new circuit projected 8 pairs of photons into a 4 GHZ state with probability $p_{s}=\frac{1}{128}$. After pairs of single photons first pass through rotated beamsplitters, the interferometer can be considered as divided in two branches, photons 2 and 4 interfere at a central beam-splitter before interfering along each branch with other photons (2 with 6 and 4 with 8). Upon a successful detection of one and only one photon per mode, a 4-photon GHZ state is heralded on the odd-labelled modes.

Considering the interferometer as divided in two branches allows to easily generalise it for bigger GHZ states. More photons can be added to the two branches by adding extra Type-I gates along each branch. As it was the case before, only half of the photons interfere in the Type-I and Type-II gates, and they do so after interfering in pairs with the photons that will support the GHZ in rotated PBSs. The generalised $n$-photon GHZ state generator can be seen in figure 4.10 .

Assuming deterministic single photons sources, the success probability of these scheme is given by

$$
\begin{equation*}
p_{\text {succ }}=\frac{1}{2^{n-1}} \tag{4.44}
\end{equation*}
$$
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Figure 4.9: Linear optical circuit for the generation of a $4-\mathrm{GHZ}$ state from single photons with $1 / 128$ success probability. The successful generation is heralded by one (and only one) photons measured at each detector.


Figure 4.10: Linear optical circuit to generate an $n-$ GHZ from single photons. All input photons are assumed to be horizontally polarised. The success probability of this procedure is $p_{\text {succ }}=$ $\frac{1}{2^{n-1}}$.
which can be easily verified using the strategy explained in section 4.4.2. It is worth noting that these circuits benefit from the same kind of loss tolerance as the $3-\mathrm{GHZ}$ generation scheme, as can be shown using the techniques in 93].

Even though the circuits presented in this section involve Type-II fusion gates, there is no advantage in boosting these. The boosted fusion gates don't require the successful detection of one photon per mode and rather they require that the detected patterns satisfy some statistical requirements (number of horizontally polarised photons, number of photons between two spatial modes, etc). Due to the effect of the rotated PBS\$, it is possible for the correct statistics in the detection patterns to be achieved when there is the wrong number of photons in the output modes, and therefore the circuit does not herald the correct output state.

### 4.4.4 Adaptation to use Bell pairs

The linear optical circuit presented in previous sections can be easily adapted to use Bell pairs instead of single photons, as the purpose of rotated PBS is to create a probabilistic Bell pair from the input single photons. Removing these rotated PBS and inputting one photon out of each Bell pair increases the probability of generation of a $n-\mathrm{GHZ}$ state by $2^{n}$.

The two-branch structure of the generating scheme proposed has two disadvantages. On one hand, the number of linear optical elements the photons go through is not balanced: out of the $n / 2$ photons that interfere in the branches, two photons pass through $\frac{n}{2}+2$ beam-splitters while the rest only pass through 2 beam-splitters. Therefore there are two photons with a radically increased loss rate due to the number of linear optical elements they encounter in their path. On the other hand, the scheme uses predominantly Type-I fusion gates and only two Type-II gates. This is not ideal as it is only known how to boost Type-II fusion gates.

The $n$-GHZ generator can be restructured to solve both these issues: the photons that interfere at fusion gates will do so predominantly at Type-II fusion gates, in such a way that each photon only ever goes through a maximum of two beam-splitters (three if we want to implement this scheme with single photons). In this design the majority of measurements (all in case of even $n$ and all-but-one in case of odd $n$ ) are part of a Type-II fusion gate, which can be boosted using the schemes presented earlier.

In this configuration 4.11, each photon interacts only with two PBS $\beta$ and one polarisation rotator. Also, out of $(n-1)$ PBS,$\left\lfloor\frac{n-1}{2}\right\rfloor$ are involved in a Type-II gate (and the rest are not involved in measurements) so now we are boosting much more efficiently. The number of Bell pairs that we need to generate and $n-\mathrm{GHZ}$ state using this configuration is $n+\left\lfloor\frac{n-1}{2}\right\rfloor, n$ to create the state and $\left\lfloor\frac{n-1}{2}\right\rfloor$ to boost the fusion gates. The use of boosted fusion gates further increases the success probability to

$$
\begin{equation*}
p_{s}=\left(\frac{1}{2}\right)^{\left\lceil\frac{n-1}{2}\right\rceil}\left(\frac{3}{4}\right)^{\left\lfloor\frac{n-1}{2}\right\rfloor} \tag{4.45}
\end{equation*}
$$



Figure 4.11: Optimised scheme for the generation of $n$-photon GHZ states from Bell pairs. All the measurements are part of Type-II fusion and therefore we can substitute the original Type-II fusion in this scheme for one of the boosted Type-II gates. Note that this circuit can also be used to produce GHZ states from single photons if each input Bell pair is substituted by a pair of single photons after they have passed a rotated PBS. The success probability when using Bell pairs as inputs and boosted Type-II fusion gates is $p_{s}=\left(\frac{1}{2}\right)^{\left\lceil\frac{n-1}{2}\right\rceil}\left(\frac{3}{4}\right)^{\left\lfloor\frac{n-1}{2}\right\rfloor}$.

Introducing the boosted fusion gates in the GHZ generation makes the detection patterns that herald the GHZ state quite complicated. It is also worth noting that when using these gates, some of the heralded outcomes are GHZ states with some rotations. In appendix F we have explained in detail what detection patterns herald the correct outcome in the case of 3 -photon and 4-photon GHZ states.

### 4.4.5 Giving up loss tolerance for higher success probability

Linear optical circuits for the generation of GHZ states with a higher success probability can be obtained at the cost of losing some of the in-built loss tolerance. This improvement comes from an observation on cluster state construction as described in the Browne-Rudolph protocol [90]. In all the circuits proposed so far, we always have $2 n$ photons (single or in Bell pairs), out of which $n$ are measured to herald the $n-\mathrm{GHZ}$ state on the remaining $n$ photons. This is necessary when generating states from single photons, due to the effect of the rotated PBS.

However, when using Bell pairs as the starting point, we don't need to measure $n$ qubits necessarily. Browne and Rudolph [90] show how linear clusters can be grown from Bell pairs by using the Type-I gate. Linear clusters and GHZ states are different, except in the case when $n=3$, in this case they are LC equivalent, i.e. equivalent under some local rotations. Therefore, if a three qubit linear cluster can be built from two Bell pairs using a Type-I gate, so can a 3-photon GHZ state. This observation is also applicable to larger GHZ states, each $n-$ GHZ state can be created using $n-1$ Bell pairs as resources instead of $n$ as before, and only $n-1$ photons are measured. In figure 4.12 we present the linear optical circuit corresponding to $4-\mathrm{GHZ}$ state and the generalised circuit.


Figure 4.12: Higher success probability schemes for the generation of GHZ states from Bell pairs. (a) Generation of a $4-\mathrm{GHZ}$ state from 4 Bell pairs, with $28.125 \%$ success probability. (b) Generalisation to an $n$ GHZ generator which consumes $(n-1)+\left\lfloor\frac{n-1}{2}\right\rfloor$ Bell pairs and has a success probability of $\left(\frac{1}{2}\right)^{\left\lfloor\frac{n-1}{2}\right\rfloor}\left(\frac{3}{4}\right)^{\left\lfloor\frac{n}{2}-1\right\rfloor}$. Note that this generation schemes are not loss tolerant, in the sense that a failure outcome combined with a loss can be heralded as a successful outcome.

This higher success probability comes at a cost, however. All the circuits presented in previous sections are loss tolerant, in the sense that if the correct number of photons are detected in the appropriate modes we can be sure that the output state is a GHZ Therefore, there is no chance of confusing an unsuccessful generation in conjunction with loss with a successful generation.

In these new circuits with higher success probability, it is possible that a failure outcome combined with the loss of a photon is mistaken for a successful generation. As an example, let's

[^28]examine the 4 GHZ generation circuit in figure 4.12 (a). Photons $1,3,5,7$ and 8 interfere in the circuit but only photons $1,5,7$ and 8 are measured. It can be the case that either photon 1 or photon 3 are lost (or in fact never enter the interferometer), but that the detector in mode 1 still measures one photon. This would herald the successful generation of a $4-\mathrm{GHZ}$ state, whereas there will be no entanglement formed between photons 2 (or 4 ) and 6 . This circuit is not loss tolerant in the same way as the Type-I gate is not loss tolerant.

This trick to enhance success probability cannot be used in the case of optical circuits in which we input single photons for the same reason we couldn't use boosted gates with single photons. In the case of single photons, any interference between photons from different pairs is preceded by the action of the rotated PBS; on the single photon pairs. As explained previously, the action of this linear optical element created a Bell pair when the state is post-selected to have one photon in each mode. However, we don't post-select until the very end and therefore we need $n$ detectors in order to ensure that the correct number of photons are on the output modes.

### 4.5 Removing stochasticity by multiplexing

Stochasticity is fundamentally present in any linear optical setup. There are two main sources of this stochasticity: on one hand, no on-demand deterministic sources of photons currently exist 10 and therefore state preparation is probabilistic; on the other hand, deterministic entangling gates are fundamentally impossible unless infinite resources are consumed. In this section, we review the idea of multiplexing MUX, which is has been proposed as a way to remove stochasticity from linear optical experiments. In particular, we want to use multiplexing to be able to produce on-demand $n$-GHZ states.

A commonly used approach for the generation of single photons is the use of non-deterministic heralded single-photon sources such as the SPDC sources introduced earlier in the chapter. Such probabilistic sources cannot on their own be a basis for quantum technologies, as the probability of generating $p$ indistinguishable photons decreases exponentially with $p$. A way of overcoming the scalability problem of these sources is to use a multiplexed layout of non-deterministic sources [155, 156, 157, 158, 159, 160], i.e. repeat them in parallel (either spatially or temporally) and integrate all the outcomes via a switching network. Using a switching network and a high enough number of repetitions, the successful event can be located at a spatiotemporal bin of choice making the emission asymptotically deterministic. In figure 4.13 we can see examples of spatial and temporal multiplexed sources. The successful event is heralded, which prompts a reconfiguration of the spatial switch or the length of the delay line, to locate the photon in the desired spatiotemporal bin $-m_{0} t_{0}$ in the case presented in figure 4.13.

When creating a deterministic on-demand source using a multiplexing scheme, by deterministic we really mean with a probability of emission higher than some desired threshold, $p_{s}$. The number of repetitions, $k$, needed in the multiplexing scheme is determined by the probability of emission of the source, $p_{\eta}$ and the desired probability of emission, $p_{s}$. We calculate the number

[^29]

Figure 4.13: Schematic layout for spatial and temporal multiplexing. Note that the axes for space and time have been interchanged in the figures in order to highlight the equivalence of both methods. Both devices emit one photon in the spatiotemporal mode $m_{0} t_{0}$, in spatial MUX an $N \times 1$ switch (realised with a MZI) located the emitted photon in mode $m_{0}$, while in temporal MUX a delay line is used to change the temporal mode of the photon.
of repetitions by solving the equation

$$
\begin{equation*}
1-\left(1-p_{\eta}\right)^{k} \geq p_{s} \tag{4.46}
\end{equation*}
$$

which gives the minimum number of repetitions needed so that the probability of at least one successful event is higher than $p_{s}$. Of course on average many more successful events will have been generated.

This estimation of the number of multiplexing stages needed is a simplified version, as it doesn't take into account the effect of loss. A full analysis of the effect of loss on multiplexed single-photon sources can be found in [161].

### 4.5.1 Log-tree scheme

Once all the probabilistic events have been generated in the multiplexed source, we require a way of placing one of the successful events in the spatiotemporal bin of choice. Switching networks allow for this re-routing of photons. We require a reconfigurable switch of $N \times 1$ modes, where $N$ is the number of multiplexed events. One way to construct such a switch is to decompose it in a logarithmic tree of $2 \times 2$ switches. This yields a required depth of $\log _{2} N+1$ switches. The heralded photons are stored in delay lines while a classical control determines the configuration of the switch and sets it in place.

As the number of switches required scales as the logarithm of the number of multiplexed events, we can optimise the use of switches by having a number of multiplexed events that is

$$
\begin{equation*}
N=2^{\left\lceil\log _{2} k+1\right\rceil}, \tag{4.47}
\end{equation*}
$$

where $k$ is given by the relation (4.46).

## Spatial log-tree scheme

In a spatial multiplexing scheme we have $N$ photon sources which are pumped simultaneously to produce $N$ probabilistic single photons, all in the same time bin and different spatial modes. From the successful photon generations, one is chosen to be placed in the output mode. The switch configuration is set for this event to happen while the photons are stored in delay lines. The chosen single photon is then located through the output port while the rest of optical modes are re-routed to a detector. Figure 4.13 shows an example of the spatial log-tree arrangement of switches for $N=4$ multiplexed events, which places the red qubit in the output port while the remaining modes are routed to a detector or beam dump. The $2 \times 2$ switches can be implemented by using a MZI with a variable phase-shifter.

## Temporal log-tree scheme

In a temporal multiplexing scheme we have a probabilistic source which is pumped $N$ times to generate a series of photonic events in different time bins and the same spatial mode. Differently to what happens in the spatial case, the switches will have to change their configuration for the different time-bins in order to re-route the chosen photon to the output port while the rest of successful events are measured ${ }^{[1]}$. This fast reconfigurability imposes technological restrictions on the switches. Figure 4.13 shows an example of the temporal log-tree scheme, for $N=4$ multiplexed events. The reconfigurable switches change the length of the delay we subject the photons to, in order for the chosen photon to come out of the output port in the required time bin.

### 4.5.2 Cost of near-deterministic generation of GHZ states using a multiplexed scheme

The advantages of using GHZ generating schemes that have higher success probabilities becomes more apparent when we consider the multiplexing of such schemes in order to produce deterministic GHZ states. Current technologies have not yet produced deterministic sources of entangled states $\underline{ } 12_{12}^{2}$, which are crucial for LOQC protocols such as Kieling et al.'s percolation scheme and a novel scheme we will present in chapter 5 of this thesis. In figure 4.14 we compare the Bell pair consumption of both schemes when multiplexed to form a near-deterministic GHZ source.

It is clear that generating GHZ state from Bell pairs has a much higher success probability $\left(\left(\frac{1}{2}\right)^{\left\lceil\frac{n-1}{2}\right\rceil}\left(\frac{3}{4}\right)^{\left\lfloor\frac{n-1}{2}\right\rfloor}\right.$ compared with $\left.\frac{1}{2^{n-1}}\right)$ and is therefore preferable. However, when we don't have access to Bell pairs on-demand, the question remains whether it is better to use a ballistic circuit to generate GHZ states directly from single photons, or whether it would be more resource efficient to first generate Bell pairs from the single photons and then use the optimised
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Figure 4.14: Comparison of proposed $n-\mathrm{GHZ}$ generation schemes. We calculate the number of Bell pairs consumed when multiplexing the GHZ generation in order to have a near-deterministic GHZ source that emits a GHZ state with probability $p$. The two-branch scheme consumed more Bell pairs as it produces a GHZ states with lower probability. The difference in Bell pair consumption increases exponentially as the probability of the near-deterministic source approaches unity.

GHZ generating scheme that uses Bell pairs. To assess which strategy is best, we calculate the number of multiplexed photons required to produce a 3 GHZ. We plot the results in figure 4.15 .

For the strategy that uses the ballistic $3-\mathrm{GHZ}$ generator from single photons, we first multiplex single photons sources of efficiency $\eta$ and then multiplex the ballistic 3-GHZ generator. The number of photons consumed is $6 \cdot k_{1} \cdot k_{2}$ where $k_{1}$ is the number of multiplexed events required to produce a single photons with probability $p_{1}$ and $k_{2}$ is the number of multiplexed events required to produce a $3-\mathrm{GHZ}$ state from deterministic photons, the factor 6 portrays that each ballistic $3-$ GHZ generator requires 6 photons. The probability of generating a $3-\mathrm{GHZ}$ state using this procedure is $p_{1}^{6} \cdot p_{2}$.

For the strategy that has the intermediate step of generating Bell pairs, there are three stages of multiplexing. First, we multiplex $k_{1}$ single photon sources to produce a single photon with probability $p_{1}$. Then we multiplex $k_{2}$ Bell pair generators, each using 4 single photons as input, to produce a single Bell pair with probability $p_{2}$. Finally we multiplex $k_{3} 3-\mathrm{GHZ}$ generators, each consuming 4 Bell pairs, to produce a single 3 GHZ with probability $p_{3}$. As in each multiplexing state, the input states are assumed deterministic, the final probability of emission is given by $p_{1}^{4} \cdot p_{2}^{4} \cdot p_{3}$ and the number of single photons consumed is $16 \cdot k_{1} \cdot k_{2} \cdot k_{3}$. Note that we are using the loss-tolerant $3-\mathrm{GHZ}$ generator from Bell pairs that has $37.5 \%$ of success. In order for this to be a fair comparison, we use the circuits that have the same loss tolerance. As different values for $p_{1}$ and $p_{2}$ can give the same final probability we optimise the results to minimise the number of probabilistic source emissions.

In figure 4.15 we present the comparison of the number of bins necessary to produce a 3 GHZ state using each strategy. By "bins" we mean the number of times that a heralded probabilistic single-photon source has to be pumped to produce a single photon. As we can see from figure
4.15, the optimal strategy depends on the source efficiency. For high efficiency sources, the strategy that generates 3 -GHZ states directly from single photons is optimal, while for very low efficiency sources, it is better to add an intermediate stage of Bell pair generation in the process.


Figure 4.15: Comparison of strategies for the generation of 3 GHZ states, where the ballistic strategy that generates the GHZ state directly from single photons is marked in blue and the strategy that has an intermediate stage where Bell pairs are produced is marked in yellow. (a) Comparison of strategies when using a high efficiency source $\eta=10 \%$. In this case (and for efficiencies higher than this) the ballistic generation is more resource efficient. (b) Comparison of strategies when using a low efficiency source $\eta=1 \%$. In this case (and for efficiencies lower than this) the generation with an intermediate stage is more resource efficient.

### 4.5.3 Using probabilistic Bell pairs to generate GHZ states

In the calculations we have presented so far referring to the generation of GHZ states, we have always assumed that we multiplex heralded single photon sources. However, the "heralded" property of the source comes from the fact that the output of the source is a Bell pair and we measure one mode in order to herald the presence of a single photon in the other mode. This strategy is extremely expensive, and it seems a waste to use these probabilistic Bell pairs to only herald single photons.

The key realisation is that in order to herald $n$ single photons from probabilistic sources we measure $n$ modes in a system with $2 n$ modes. This is very similar to some of the circuits we have presented so far, where $2 n$ photons are used to create $n-\mathrm{GHZ}$ states. These measurements not only herald the correct state, but also herald the presence of photon pairs in the correct modes. Therefore we can remove the multiplexing stage of single photons and directly input the probabilistic pairs into the GHZ generator. It must be noted that in this case, the measurement of $n$ photons is necessary as we need to herald the sources, and therefore the schemes presented in section 4.4.5 cannot be used.

In figure 4.16 we present the generation of a $3-\mathrm{GHZ}$ state from probabilistic SPDC sources. This circuit has a success probability of $25 \%$ when it has deterministic Bell pairs fed into it, and success probability $\eta^{3} / 4$ when the Bell pairs are probabilistic, where $\eta$ is the efficiency of


Figure 4.16: 3-GHZ generation using Bell pairs from probabilistic SPDC sources. The success probability of this circuit is $\eta^{3} / 4$ where $\eta$ is the efficiency of the sources.
the source ${ }^{13}$. In order to compare the efficiency of this approach with generating a $3-\mathrm{GHZ}$ with deterministic single photons (after they have been multiplexed from the source) we will count the number of bins necessary in each case to produce a near-deterministic GHZ state.


Figure 4.17: Comparison of $3-\mathrm{GHZ}$ multiplexing generation schemes. For three different source efficiencies, we plot the number of probabilistic source emissions as a function of the probability of generating a GHZ state. In green we represent the results for the scheme where we herald single photons from the SPDC sources and multiplex them in order to use them as deterministic in the " 3 -GHZ from single photons" scheme. In yellow, we represent the results of using the scheme presented in figure 4.16, where the output of SPDC sources is fed directly into a 3 -GHZ generator. We can see that the optimality of the strategy depends on the source efficiency, with the ballistic approach (where we don't multiplex single photons) being more beneficial for higher source emission rates.

In figure 4.17 we present the comparison of both strategies for three different source efficiencies. In the case with the single photon multiplexing stage, as it was explained earlier, we require $6 \cdot k_{1} \cdot k_{2}$ bins and the probability of generating the $3-\mathrm{GHZ}$ is $p_{1}^{6} \cdot p_{2}$. For the case that simulates the circuit presented in figure 4.16, we only have one stage of multiplexing. The optimality of these strategies depends on the efficiency of the source (in a similar way as we saw in the previous section). For low source efficiency $\eta<10 \%$, it is more favourable to add a

[^31]multiplexing stage at the level of single photons, while for high source efficiency $\eta>10 \%$ it is better to use the probabilistic Bell pairs directly from the source.

This strategy that uses directly the probabilistic Bell pairs emitted by the sources has one further good quality. So far we have been assuming that in the case when one of the sources doesn't fire, we discard the event as a failure. However, certain detection patterns with a lower than expected number of measured photos can herald smaller entangled states. For example, in the case of the 3 -GHZ generation circuit presented in figure 4.17, studying the possible measurement outcomes when only two photons are detected (hence implying one of the sources has not fired) we realise that if source $S_{3}$ doesn't emit a photon pair, the circuit generates a heralded Bell pair. From the three detectors in the circuit we cannot tell which source did not produce a Bell pair (and it is necessary to know in which mode the generated Bell pair is in order to consider it heralded), but adding an extra detector in mode 6 allows us to determine if it was source 3 that did not produce a Bell pair. In the case where only two photons are detected (and the measurement pattern corresponds to one that we would consider successful), detecting vacuum on mode 6 heralds a Bell pair in modes 2 and 4. A full analysis of the output states showing that this is true can be found in appendix F.

### 4.6 Rotated Type-II

As we have seen previously, it is helpful to view the fusion gates as two effective projections to understand their effect on the cluster states defined on the photons. The fusion gates presented so far always perform the BSM in the same basis, meaning that the effective projective measurement on the qubits is also in the same basis. By changing the basis of the BSM; we change the effective projections and can therefore achieve different cluster operations. In this section we will illustrate how a fusion measurement affects the structure of a graph state. We will give the results of other possible rotated fusion gates condensed in figure 4.18. As we will see in this figure, the graph state changes significantly after a success or failure outcome, with differences not only in the graph structure but also in the amount of entanglement in the unmeasured qubits. The ability to choose the success and failure outcomes appropriately will be very useful to optimise the construction of a big cluster state from small entangled states, which we do in chapter 5 .

The procedure for obtaining the effective projections is the same as was used to justify the projective measurements in the case of the fusion gates and will therefore be omitted here. The different effective projections of rotated fusion gates can be seen in figure 4.18 ,

We now show how two star graph cluster states (LC equivalent to a GHZ) can be fused together using the Type-II fusion gate. Expressed in Dirac notation, these states are:

$$
\begin{equation*}
\left|G H Z_{4}\right\rangle\left|G H Z_{4}\right\rangle=\frac{1}{2}(|0+++\rangle+|1---\rangle)(|0+++\rangle+|1---\rangle) . \tag{4.48}
\end{equation*}
$$

A successful Type-II fusion would yield

$$
\begin{equation*}
\left(\frac{\langle++|+\langle--|}{\sqrt{2}}\right)_{2,6}\left|G H Z_{4}\right\rangle\left|G H Z_{4}\right\rangle=\frac{1}{\sqrt{2}}(|0++0++\rangle+|1--1--\rangle)_{1,3,4,5,7,8}, \tag{4.49}
\end{equation*}
$$

## 4. GENERATING PHOTONIC STATES

which is a star graph with the middle qubit redundantly encoded, while the failure of the fusion gate would yield

$$
\begin{equation*}
(\langle++|)_{2,6}\left|G H Z_{4}\right\rangle\left|G H Z_{4}\right\rangle=(|0++0++\rangle)_{1,3,4,5,7,8} \tag{4.50}
\end{equation*}
$$

which is a disconnected graph.
Note that doing the projection on the other state of each subspace would just introduce a $Z$ rotation on half of the state. Changing the polarisation rotation of the photons before they interfere at the PBS yields different subspaces onto which the state of the photons is effectively projected to, resulting in different fusion operations on the cluster states. Doing a similar analysis for the different rotated fusion gates, we obtain the results presented in figure 4.18. In this figure, some of the graph states have two qubits without a bond between them, we use this notation to denote redundantly encoded qubits.

|  | SUCCESS |  | FAILURE |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Effective projection | Outcome | Effective projection | Outcome |
|  |  | $\frac{\|0++0++\rangle+\|1--1--\rangle}{\sqrt{2}}$ |  | $\begin{aligned} & \|0++0++\rangle \\ & \circ \\ & \circ \end{aligned}$ |
|  | $\frac{\|00\rangle \pm\|11\rangle}{\sqrt{2}}_{2,6}$ | $\frac{\frac{\|0++0++\rangle+\|1--1--\rangle}{\sqrt{2}}}{000}$ | $\begin{gathered} \|01\rangle_{2,6} \\ \text { or } \\ \|10\rangle_{2,6} \end{gathered}$ | $\begin{gathered} (\|0++\rangle+\|1--\rangle) \\ \times(\|0++\rangle+\|1--\rangle) \end{gathered}$ |
|  | $\frac{\|+0\rangle \pm\|1-\rangle}{\sqrt{2}}_{2,6}$ | $\begin{aligned} & \|0++\rangle \frac{\|0++0++\rangle+\|1--1--\rangle}{2}+ \\ & +\|1--\rangle \frac{\|0++0++\rangle-\|1--1--\rangle}{2} \end{aligned}$ | $\begin{gathered} \|+1\rangle_{2,6} \\ \text { or } \\ \|-0\rangle_{2,6} \end{gathered}$ | $\begin{aligned} & \begin{array}{l} \|0++\rangle \\ \times(\|0++\rangle+\|1--\rangle) \end{array} \\ & 0 \text { O O-O } \end{aligned}$ |
| $\underbrace{20^{2}}_{0=\frac{x-Y}{\sqrt{2}}}$ | $\frac{\|0(+i)\rangle \pm\|1(-i)\rangle}{\sqrt{2}}_{2,6}$ | (i0++) | $\begin{gathered} \|0(-i)\rangle_{2,6} \\ \text { or } \\ \|1(+i)\rangle_{2,6} \end{gathered}$ | $\begin{array}{r} (\|0++\rangle+\|1--\rangle) \\ \times(\|0++\rangle+i\|1--\rangle) \end{array}$ |

Figure 4.18: The different rotated versions of the Type-II gate can be seen in this figure, where the effective projection on the qubits and the final state of the rest of the photons is given, in Dirac notation and as a graph.

We have presented the action of the rotated fusion gates on two star graph states as this operation is crucial for percolation-based LOQC protocols. We can see how the rotated gate at the bottom of figure 4.18 has the optimal success and failure outcomes for the task of generating large clusters from small GHZ states: when it succeeds the two central sites of the star graph are linked by a cluster edge, while when the gate fails, the two measured photons are removed
from the cluster but no more entanglement is destroyed ${ }^{14}$. However the optimality of one gate or another is highly dependent on the input states and the intended final graph structure, other protocols with different input states might benefit more from using one of the other rotated fusion gates.

### 4.7 Discussion and outlook

In this chapter we have provided varied optical circuits that produce GHZ states from different resources and with different probabilities of success. In figures 4.20 and 4.21 we present summaries of these linear optical circuits. Figure 4.20 shows the generation of Bell pairs, 3photon, 4 -photon and $n$-photon GHZ states from single photons with the correspondent success probabilities and the resources needed for each circuit. Equally, figure 4.21 shows the generation of 4-photon and $n$-photon GHZ states from Bell pairs with resources required and success probabilities.

It must be noted that the optimal strategy for building GHZ states is not known. The results presented in this chapter improve the efficiency of the generation but they are not proven, or in fact thought of, to be optimal. In figure 4.19 we plot the number of deterministic Bell pairs consumed when generating GHZ states. As we can see the consumption of resources grows exponentially. The new generation schemes proposed have been obtained mainly by generalising previous results and exploiting the intuition gained from considering the fusion gates as cluster building operations. New methodologies are necessary in the search for an optimal GHZ generation circuit.


Figure 4.19: Deterministic Bell pairs consumed when multiplexing the GHZ generation scheme in figure4.11. The number of resources needed grows exponentially with the size of the generated GHZ state.

All these schemes have been designed using fusion gates. What is really significant about the original 90 and modified (boosted and rotated) fusion gates is that their success and failure outcomes can be mapped to projective measurements in the qubit basis. Therefore they can be used to construct other photonic states (in particular those that can be described as graph states) by just considering them as cluster state operations. The use of these gates in

[^32]combination with cluster state simulators, such as the one described in chapter 3, provides a novel way to design new photonic generation circuits.

The boosted fusion schemes provide the advantage of increased success probability when performing BSMs, but have not been proven optimal. In fact, numerical results from [115] suggest they are indeed not so. The fact that the Grice and Ewert-van Loock BSMs can be written as the same unitary operation and they only differ in the ancillary states used (Grice using Bell pairs while Ewert-van Loock uses single photons) suggests an equivalence between these resources which appear so different. Investigating this equivalence and formalising the resource which boosts the success probability of BSM is an interesting future line of research.

In order to compare the efficiency of all the schemes presented we have performed multiplexing calculations, to associate a cost in terms of photonic states to the success probability given for each of these schemes. One striking trend that can be observed is that lower source efficiencies favour generation schemes with more intermediate multiplexing stages. As the efficiency of photon sources improves, the most efficient generation schemes will be those with few or no multiplexing stages, which will benefit any LOQC proposal and will reduce the loss rate introduced by active switching.

Throughout this chapter we have provided estimates for the number of resources needed for the different schemes. The numbers are very large and might look discouraging. However, given some reasonable assumptions about future technologies (clock rate $\sim 1 \mathrm{GHz}, 1$ micron distance between waveguides in the wafer and 1 foot of propagation distance per ns time bin), it is possible to show that a common-sized silicon wafer such as $12^{\prime \prime} \times 12^{\prime \prime}$ can store up to $3.1 \cdot 10^{6}$ time bins. Therefore any of the multiplexing schemes we have presented can be comfortably stored in these wafers. We reiterate that the schemes presented in this chapter are the best we know of, but have not been proven optimal. Devising a systematic approach to find the optimal schemes is the next natural step to improve efficiency and reduce the number of resources consumed.

## Single photons



Success probability: $\frac{1}{2^{5}}=3.125 \%$
Resources: 6 single photons
Output: 3-photon GHZ
Success probability: $\frac{1}{2^{7}} \simeq 0.78 \%$
Resources: 8 single photons
Output: 4-photon GHZ
Success probability: $\frac{1}{2^{2 n-1}}$
Resources: $2 n$ single photons
Output: n-photon GHZ

Figure 4.20: Summary of entangled states generation from single photons.

## Bell Pairs



Loss tolerant
Success probability: $\frac{3^{2}}{2^{5}}=28.125 \%$


Resources: 6 Bell Pairs

Output: 4-photon GHZ


Success probability: $\left(\frac{1}{2}\right)^{\left\lfloor\frac{n-1}{2}\right\rfloor}\left(\frac{3}{4}\right)^{\left\lfloor\frac{n}{2}-1\right\rfloor}$
Output: n-photon GHZ
Resources: $(n-1)+\left\lfloor\frac{n-1}{2}\right\rfloor$ Bell pairs

Figure 4.21: Summary of entangled states generation from Bell Pairs

## CHAPTER 5

## A PERCOLATION-BASED SCHEME FOR LINEAR OPTICAL QUANTUM COMPUTING

### 5.1 Introduction

In the literature review presented in chapter 2, we presented the most significant proposals for LOQC since KLM] [2] first proof of principle. Recent demonstrations [58, 56, 43, 59, 60] have made significant progress towards fulfilling the experimental requirements needed in those proposals. In particular, the use of integrated photonics to implement large-scale, complex interferometers on a chip shows great promise. However, active feed-forward remains challenging, it requires fast switching which is a dominant source of photon loss and has not yet been experimentally demonstrated in an integrated device. Fast (GHz) switching, required for optical feed-forward, is expected to be the leading source of heat and power consumption in a large-scale device. It is therefore desirable to avoid fast switching and feed-forward where possible.

Of previous approaches to linear optical quantum computing, only Kieling et al's proposal [99] is ballistic - meaning that active switching is not required for the process of cluster state generation from the small resource states. It is thus the most suitable previous approach to LOQC in an integrated setting. It has a number of shortcomings, however. Firstly, it requires 4 or 5-photon entangled states as input, which are costly and difficult to generate in a (near)-deterministic manner. Secondly, it is not constructed from loss-tolerant components, and therefore photon loss during the process will lead to the generation of an undesired state. In the scheme presented in this chapter, we adapt advances in Bell state measurement [111, 115] to the ballistic cluster state generation scheme, to provide a new approach to scalable ballistic LOQC with significant advances on Kieling et al's approach. Off-line resources are reduced to 3 -photon entangled states (local-Clifford equivalent to GHZ states), while all gates are loss-detecting. The scheme has an in-built robustness to loss and will succeed, without additional loss-encoding, even if $\sim 1 \%$ of the photons entering the gates are lost. As seen in chapter 4, deterministic $n$-qubit entangled state generation becomes experimentally more challenging with increasing $n$, and the reduction to resource states to only 3 photons is thus a significant improvement. A full resource comparison, demonstrating at least an order of magnitude reduction in resources compared with earlier schemes, is also presented.

It must be noted that the scheme presented here and Kieling et al.'s are very different from other LOQC schemes, as in these schemes, once the resource state enters the cluster generation
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stage, any photon will only ever interfere with one and only one other photor ${ }^{1}$.

### 5.2 Boosted fusion mechanisms in the context of percolation

Browne and Rudolph proposed [90] two different fusion gates, Type-II and Type-I for combining cluster states, as introduced in earlier chapters. Previous percolation schemes for LOQC 99 have made use of both these gates. Type-I performs a logical fusion operation in the computational basis, as presented in chapter 2, and only consumes one photon. However it is not robust to loss, and lost photons can be translated to logical errors 93]. A success event is heralded by the detection of a single photon, while detection of two photon or the vacuum indicates failure. However, when combined with loss these distinct events can become mixed. A failure that would have been heralded by detection of two photons, when one of the photons is lost, becomes a heralded success, hence the introduction of logical errors in the lattice. In contrast, Type-II fusion detects incident photons separately, and all photons entering the gate are measured. Any loss events can be identified, as the total number of detected photons will be measurably reduced by loss. The generalised Type-II gates, presented in chapter 4. share this loss detecting property. All photons must reach the detectors for the gate to succeed.


Figure 5.1: Boosted Type-II fusion gate, marked here onwards as an hexagon labelled "F". Photons 1 and 2 represent the photons on which the gate is applied, the rest are ancillary photons. The implementation based on 111 requires a pair of maximally entangled photons, while the implementation based on [115] requires 4 single photons. The boosted gates have the exact same success and failure outcomes as the original Type-II but with a higher success probability. Note that all photons are measured.

The basic building block of our scheme is Browne and Rudolph's Type-II fusion gate, which can be used to connect small cluster state fragments into a large cluster state for MBQC. This gate is equivalent to a Bell state measurement in a rotated basis. We use the boosted versions of the Type-II gate as proposed in chapter 4. The advantage of using Type-II fusion instead of

[^33]Type-I as previous proposals [99], is that this gate detects lost photons and therefore does not introduce logical errors [93]. This enables us to develop a ballistic scheme with a lattice which a $50 \%$ Type-II gate would leave below the percolation threshold, but which $75 \%$ probability Type-II gates percolate to a universal resource.

### 5.3 Building the percolated lattice

The phenomenon of percolation has been long studied [109] in classical statistical mechanics as a prototype phase transition on graphs that have lost some of their bonds and/or sites due to a randomised process. As discussed in chapter 2, a ballistic strategy for LOQC can be implemented, where small photonic clusters are probabilistically fused together forming a percolated graph. This graph will define a cluster state, whose bonds/sites are effectively removed due to failure of probabilistic entangling gates together with photon loss. The percolation threshold marks a phase transition in the computational power of the resource state generated [104], which distinguishes the states that can be used for universal quantum computation from those which cannot. Having a universal resource is equivalent to saying that most of the bonds of the lattice are present.

Thus, our aim is to build a cluster state with gates that succeed with a probability higher than the percolation threshold. We want the cluster to be regular mainly because that implies that it can be built with a static linear optical scheme, which makes it simpler to realise experimentally. The resource state used to build the cluster would then be fed into a static linear optical network. The cluster construction is completely ballistic, all operations are independent and can be performed systematically on the input states as they enter the static network. The fusion gates needed to build first the micro-clusters that will go in each site of the lattice, and then the final cluster state, are performed independently of the success or failure of other fusions. In fact, all fusions could be performed in the same time step. In practice however, at any given point of the computation, only part of the cluster state will be formed (see section 5.9.2 for more details); this will reduce the amount of loss and error introduced by delays and/or photon memories. The advantage of this scheme is that it doesn't require multiplexing or feedforward, which speeds up the construction process and lowers the loss rate of each photon.

To be able to successfully perform UQC, only a 2 -dimensional cluster state is required, even when using percolation [105]. However, the percolation thresholds for 2D lattices are comparatively high, and given that we have to account for the effect of probabilistic entangling gates and loss of qubits, 2D graphs become quite impractical and 3D lattices show much better prospects. It must be noted that the coordination number of each site in a 3D lattice is on average bigger than on a 2D lattice, and therefore the construction of 3D lattices is more expensive in terms of the number of entangling operations needed per site. As mention in chapter 2, the most favourable lattice to implement in a percolated scheme is the diamond lattice, as it is the 3D lattice with the lowest coordination number, namely 4, and yet it shows a low percolation threshold (in fact much lower than the 2D square lattice, which has the same coordination number per site in the lattice [108]).

In this work, we represent the internal structure of a diamond lattice as brickwork in 3
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dimensions (Fig. 5.2). If one takes the diamond lattice and rearranges the directions of the bonds so that they all make right angles with each other, we find that the diamond lattice is isomorphic to brickwork in 3 dimensions, and indeed this description is very useful when arranging the micro-clusters to be fused (both in the computational simulation and the experiment). The diamond lattice is formally isotropic, however its depiction as brickwork is not. It is as if we had stretched the diamond lattice in one direction but not in the others. This does not change the connectivity, but it does change the average number of connections that a site has in each direction. There is a greater average connectivity in the $\vec{x}$ direction and thus a preferred direction for percolation. As will be shown later, we have also optimised the process by which the lattice is generated to take advantage of this anisotropy.

In figure 5.2 we can see how the GHZ states are arranged to create the brickwork structure. For each site in the final lattice, we use three 3 -GHZ states to create a five-qubit micro-cluster. Each micro-cluster is created by performing two rotated Type-II fusion gates 90], as described in figure 5.3. The 5 -star micro-cluster will be created when both fusions succeed, however in the case of failure the outcomes will still create connectivity in the lattice, contributing still to the percolation of the whole lattice. In the case where we have formed a five qubit star graph state, all the qubits in the exterior are equivalent, however in the cases where failures have happened the way in which we arrange those external qubits affects the connectivity of the lattice. We have shown in figure 5.3 the arrangement that is most suitable for our scheme and that allows us to obtain the lowest percolation threshold.


Figure 5.2: Full layout of a layer of the diamond graph using 3-photon GHZ states as input. The legend at the bottom of the figure shows the role of each photon. There are two types of rotated fusion Type-II gate used (marked by orange and blue open circles), their effect on the GHZ states is described in figures 5.3 and 5.4 .

It is worth noting that in the case of failure of some of the fusion gates, the cluster will lose


Figure 5.3: Probabilistic creation of star micro-clusters. The four outcomes correspond to both fusions succeeding (with probability $P_{S S}$ ), one failing and one succeeding (with probabilities $P_{S F}$ and $P_{F S}$ ) and both fusions failing (with probability $P_{F F}$ ). The structure of the photonic states in each of these instances is also given.
bonds belonging to the lattice but it will also gain bonds that do not belong to the internal structure of the lattice. Figure 5.6 shows an instance of the percolated lattice, where the diagonal bonds give away the fact that the generated lattice is not a strict subgraph of the brickwork lattice. This occurrence cannot be accounted for in a simple percolation model, however it is beneficial for our scheme as we are mainly interested in increasing the connectivity of the lattice. It has an impact on how the percolation threshold is calculated, which we will address later on.

When attempting to fuse three $3-\mathrm{GHZ}$ states in order to obtain a micro-cluster, there is only one valid success outcome. However, the failure outcomes (when both or either of the gates fail) can contribute to create entanglement across the lattice and the way these failure outcomes are connected can greatly enhance the percolation probability. In figure 5.5 we show two different schemes for micro-cluster formation, which differ in the failure outcomes. It can be seen that scheme B has optimised connectivity along the $\vec{x}$ direction of the cluster. This micro-cluster will connect along the $\vec{x}$ direction to other micro-clusters through qubits $1 \& 2$, along the $\vec{y}$ direction through qubit 3 and along the $\vec{z}$ direction through qubit 4 . In scheme $B$, there always exists a path from qubit 1 to qubit 2 , whereas that is not the case in scheme $A$ or other similarly connected schemes, hence the optimisation. We can check this optimisation numerically and show that the brickwork lattice has a percolation threshold along the length $p_{c} \sim 63.8 \%$ with scheme A and $p_{c} \sim 62.5 \%$ with scheme B. Scheme A and B differ only in the organisation of the


Figure 5.4: Fusion of 5-qubit micro-cluster to form the final lattice. We show the two possible outcomes of the attempted fusion of two 5 -qubit micro-clusters, where $p$ is the fusion success probability.
photons in the case of fusion failure. As can be seen from figure 5.3, we are not using Type-II fusion directly, but we are applying a certain $S U(2)$ prior to it. These rotations have the effect of preserving more entanglement in the failure outcomes than the regular Type-II gate (see chapter 4 for a full description of all possible rotations and outcomes). Up to a point, we can adapt Type-II fusion to have the success and failure outcomes most convenient for our scheme. Using Type-II (or a BSM) directly with no adaptation would lead to an overall less connected lattice (such as presented in an alternative scheme [163]), with a higher percolation threshold of $\sim 70 \%$. Having a lower percolation threshold is important, not only because it allows for a higher tolerance for loss, but also because the expected size of the final perfect lattice (after the percolated lattice has been renormalised) depends on how far above the percolation threshold $p$ is (105). The overhead in resources increases as $p \rightarrow p_{c}$.

### 5.4 Percolation properties

To assess the percolation properties of the lattice, we use a Monte-Carlo simulation in which we produce many random instances of the lattice and find whether a percolating cluster exists for each instance. In each independent run, our simulation builds the lattice sequentially, modeling the action of the success and failure of the fusion gates and attempts to find a percolation path. In doing so, we achieve a more realistic picture compared to the simpler alternative of deleting nodes from a perfectly formed lattice. This approach also allows us to collect the information which will ultimately be fed to a classical percolation algorithm. For each set of parameters, the simulation is run $10^{4}$ times to ensure that statistical error in the data is $\lesssim 1 \%$.

In figure 5.6 we present an instance of the lattice, where we can see why this lattice is not the typical percolated diamond lattice (even when expressed as brickwork). As mentioned


Figure 5.5: Here we present two different ways in which the connectivity of the micro-clusters can vary when the fusions fail. Scheme B has optimised connectivity along the $\vec{x}$ direction, there always exists a path from qubit 1 to qubit 2 , which are the qubits that connect to the other micro-clusters along the $\vec{x}$ direction.
earlier, the failures of some of the fusion gates produce correlated bond losses together with the appearance of new diagonal bonds that can be seen in the figure. It must be noted that the presence or absence of the bonds will be known from the pattern of successes and failures of the fusion gates. Thus in any experimental set up, the structure of the percolated lattice could be inferred by a simple classical algorithm.

### 5.4.1 Calculating the percolation threshold

In percolation theory, percolation properties are defined for infinite dimensional clusters. It is in that limit where plotting the probability of percolation versus the probability of occupancy (in site, bond or mixed site-bond models) yields a step Heaviside function. However, for computational results, simulating an infinite lattice is impossible and we extract results from the analysis of smaller lattices. In fact in most models, Bose-Einstein statistics are assumed as the best approximation for the step function in the finite lattice case. However, this presumes knowledge about the model, in particular about the linearity of the dependence between our figure of merit (i.e. the occupancy) and the connectivity of the lattice. This is a justified assumption in most models, however in the model we are considering, the dependence is not as simple. Consider a single bond between micro-clusters, for example the bond between qubits $1 \& 2$ in figure 5.7 . For that bond to exist, we require three separate fusion events to succeed, however if one of them fails, as is the case for the fusions between qubits $2 \& 3$ in the same figure, we can end up creating an extra bond, which is not in the regular lattice structure we have been considering.


Figure 5.6: Instance of the percolated cluster $(10 \times 3 \times 3)$, highlighted in blue is the spanning cluster. In addition to the orthogonal bonds which are expected in the canonical brickwork lattice, we see some diagonal bonds these are the result of failed fusions during the creation of microclusters.

It is obvious then, that we cannot assume a linear dependence between the lattice connectivity and the fusion probability. But we can still find the percolation threshold without making such assumptions.


Figure 5.7: Pattern of fusions success and failure. Bonds between qubits only exist if all the fusions between the qubits have succeded, as it is the case between qubits $1 \& 2$. If some fusions fail, we may end with no bond at all (as it is the case for qubits $4 \& 5$, or with correlated bond losses together with extra bonds outside the internal lattice structure, as it is the case for qubits $2,3 \& 6$.

Let us define $\Pi(p, L)$ as the probability that a lattice of linear dimension $L$ percolates when built with fusion gates that succeed with probability $p$. In the case of the infinite lattice we would have that $\Pi=0$ if $p<p_{c}$ and $\Pi=1$ if $p>p_{c}$, however in the case of a finite lattice $\Pi(p)$ for a set $L$, it will be a smooth function instead of the Heaviside step function due to finite-size corrections. To find the percolation threshold without making any assumptions
about the functional form of $\Pi(p, L)$ we use known results about the critical point in the context of renormalisation. The basic idea of renormalisation is the self-similarity of the lattice at the critical point (percolation threshold) [109]. The correlation length, $\xi$, can be defined as the typical cluster diameter, it diverges at the percolation threshold as that is the point where the infinite cluster first appears 103 and it grows monotonically with the occupancy $p$. What this means is that the size of any cluster at the percolation threshold is much smaller than the correlation length at the percolation threshold (which is infinite) and therefore all the clusters are similar to each other in an average sense.

When performing renormalisation on a lattice, we replace a cell of the lattice (that comprises many sites) by a supersite, provided that the linear dimension of the cell $b$ is much smaller than the correlation length of the lattice $\xi$. At the percolation threshold, because of the self-similarity of large lattices, the properties of a renormalised lattice will be the same as the original lattice and therefore we will have $\Pi\left(p_{c}, L\right)=\Pi\left(p_{c}, L / b\right)$. That is to say that the value of $\Pi\left(p_{c}, L\right)$ does not depend on the renormalisation parameter and must therefore have the same value for all lattices of different size but with the same shape and dimension. We can thus conclude that to calculate the percolation threshold when we only have access to data in finite lattices, we should obtain values of $\Pi(p, L)$ for different $p$ and $L_{i}$ and we find the threshold by estimating were the functions of $\Pi\left(p, L_{i}\right)$ intersect.


Figure 5.8: Results for simulations on a bulk of cluster of $\mathrm{L}=15,20,25$. Each cluster contain $L^{3}$ sites and has been generated from $3 \cdot L^{3} \mathrm{GHZ}$ states.

We perform the simulation by generating instances of the lattice with fusion success probability $p$. In figure 5.8 we have represented the results for lattices of different linear dimension and found the value for the percolation threshold, which is estimated to be $p_{c} \simeq 0.625$. We conclude that lattices built according to our scheme, using boosted fusion gates with success probability of $75 \%$, are well above the percolation threshold, and are therefore universal for quantum computing.

It must be noted that the boosted gates we have presented cannot achieve the entire range of success probabilities (see chapter (4) that we consider in our numerical simulations. But the
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exercise of analysing all the values for $p$ gives us insight into the behaviour of the model and allows us to find the percolation threshold for this scheme. The approach we have taken in this work has the intention of solving a difficulty in the generation of a cluster state in LOQC, but this model could be applied to any other physical system with probabilistic gates.

### 5.5 A single qubit channel

In traditional MBQC, a single qubit is replaced by a linear cluster (figure 1.2). When twoqubit operations are required, a bond (gate) is created between two linear clusters (qubits). In a paradigm where the creation of entanglement between qubits is probabilistic (such as in MBQC, a three-dimensional piece of cluster state can be used to implement a single functional qubit. If there exists a spanning path through the cluster, information can flow through the channel, allowing the computation to progress. We can then calculate how many operations we can perform on this single qubit.

The cluster channel is parametrised by a fixed cross section (width and height) and variable length, which corresponds to the computational depth. The cross section of this cluster is directly related to its percolation properties: a larger cross section gives a higher percolation probability. Given a desired length, we must choose a cross section in order to have a percolation probability higher than some desired probability of success. In figure 5.9 we show the percolation probability for different cross sections, as a function of the length. We have chosen square cross sections because the brickwork lattice's percolation properties are isotropic in the cross section plane. It was confirmed in preliminary simulations that this geometry performs better than rectangular shaped cross sections.


Figure 5.9: Percolation probabilities as a function of the length, for lattices of square cross section $L^{2}$. The length of the cluster correlates to the computational depth of the lattice. The exponential decay shown has a decay constant $\gamma$ which depends on $L$, the best fit we have found is $\gamma=e^{e^{0.413 L}}$.

As we can see from figure 5.9, for a cross section of $6 \times 6$ qubits, we can make the cluster very long. Because of computational constraints, simulating large clusters is very challenging. We fit an exponential decay function to the data, obtaining an estimated variance of $10^{-7}$.

From this fit we extrapolate that for $L=6$, a cluster of length 9000 would be obtained with probability greater than $1-10^{-3}$.

### 5.6 Loss tolerance

A question that naturally arises in large-scale schemes for LOQC is tolerance to photon loss. This scheme has been designed with loss robustness from the outset. The Type-II boosted fusion gates can detect all losses that happen in the photons incident in the fusion gates. Our scheme is operating well above the percolation threshold for the lattice, and this headroom leads to a natural loss tolerance. The incoherence induced in the state by a loss error can be fixed by measuring neighbours of lost qubits in the $Z$ basis ${ }^{2}$, thus cutting all bonds from the lost qubit to the cluster state. We have simulated the building of the lattice where each photon has probability $p_{l}$ of being lost, and when a loss is detected, we measure all neighbours of the lost qubits in the Z basis to cut it out. In figure 5.10, we can see the loss tolerance of a cubic lattice of $L=25$ in blue, in orange we have highlighted the constant success probability of $90 \%$ for comparison. The success probability of the fusion gates used has been taken to be $75 \%$. As we can see, the probability of having a spanning path is larger than $90 \%$ for loss rates of up to $1.6 \%$.


Figure 5.10: Loss tolerance (blue) for a cubic lattice of linear dimension $L=25$. The individual photon loss is used as a single parameter that encompasses loss errors from the sources, waveguide photon absorption and detector inefficiencies.

We want to stress that this is a natural loss tolerance of the system. Previous proposals [99] have given thresholds for heralded loss, where the location of all loss errors in the final lattice is known. Heralded loss is not experimentally justified in LOQC and only serves as an upper bound for loss tolerance. In order to compare our scheme with previous work we have performed the same kind of heralded loss simulations (shown in figure 5.11) and found that in

[^34]
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this scenario we could tolerate loss rates up to $15 \%$, which is an improvement of $5 \%$ on the numerical results reported in 99].

## Heralded loss tolerance



Figure 5.11: Heralded loss tolerance (blue) for a cubic lattice of linear dimension $L=25$.

### 5.7 Scaling of resources

In this section we will explain the renormalisation of the lattice (following the procedure introduce by [99]) and assess the scaling, assuming that we have GHZ and Bell pairs on demand ${ }^{3}$ (for this account of resources we will be using Grice's version of boosted fusion). In figure 5.12 we show the procedure of renormalising the lattice: we take cubic pieces of the lattice and treat each of them as a renormalised qubit. When fusing the qubits that lie on the sides of these cubes we are applying CZ gates in the renormalised lattice. It must be noted that the entire cluster would be created as one big piece in the experiment, as opposed to first building renormalised qubits and then making a cluster out of these qubits.

In figure 5.12 we can see a realistic example of the renormalisation procedure, in which cubic pieces of the lattice become the new renormalised qubits. Within these renormalised qubits the part of the lattice highlighted in blue shows the spanning cluster while the orange highlights the disconnected parts of the cluster. As mentioned in previous sections, the lattice percolates better along the length in comparison with the other directions, which means that sometimes the renormalised qubit will be able to connect to other renormalised qubits along the length but not in other directions. When this is the case we won't be able to perform a CZ gate between the renormalised qubits (shown in figure 5.12 in red). These CZ gates that connect qubits across the width correspond to gates between logical qubits, which are more flexible as we can delay them or reconfigure the circuit slightly, therefore not posing a significant problem for the scheme.

Let's assume that our renormalised qubit is a cubic section of the lattice containing $L^{3}$ physical qubits. We renormalise figure 5.9 to show what is the probability of percolation when
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Figure 5.12: View of the lattice in terms of the renormalised qubits, which are cubic pieces of the lattice.
we fuse a certain number of these renormalised qubits, see figure 5.13. When we extrapolate the results for $L=6$ to see how many we can fuse before the probability drops below $90 \%$, we find that we can have a computational depth of 1500 before this occurs. For $L>6$ the computational depth that can be achieved will be much higher.

We want a code with computational depth of $k$ (by which we mean the number of measurements we will want to perform in each logical qubit; in the MBQC model, this corresponds to the number of qubits on one line of code). We also want to have $n$ logical qubits (see figure 1.2 in chapter 1 where notation is more clearly indicated). For these variables, the values of the quantities involved and resources needed is:

- Number of renormalised qubits: $(n \cdot k)$.
- Total number of lattice sites: $(n \cdot k) L^{3}$.
- Number of 3 -photon GHZs needed: $3(n \cdot k) L^{3}$.
- Number of fusions: $4(n \cdot k) L^{3}$.
- Number of optical elements needed per fusion (success rate of $75 \%$ ): 15 polarisation rotators and 4 PBS5.

The variables that correlate with the size of the computer/computation are $n$ and $k$ as we don't expect to change the encoding $(L)$. It might be the case that for some small computations we choose a smaller renormalised qubit to save resources, but for big computations, choosing a


Figure 5.13: Probability of having a percolating path and therefore information flow, after fusing a number of renormalised qubits in line. The probability shows an exponential decay with the number of qubits fused, however for $L \geq 6$ the decay seems negligible when fusing $O\left(10^{2}\right)$ renormalised qubits.
renormalised qubit of $L=6,7,8$ should be good enough for all, and therefore $L^{3}$ can be taken as a constant. Lower $k$ values could be used if a loss tolerant code was used for the logical qubits, in which a failed percolation would be treated as a qubit loss. Therefore as the size of the computation only affects variable $n$ and $k$, we can take it as if $(n \cdot k)$ was the size of the computation and the dependence of the resources on this variable is linear: given on demand 3 -photon GHZ and Bell pairs, the scaling is linear on the size of the computer.

### 5.8 Comparison with previous percolation schemes

When designing a feasible architecture for quantum computing, the size of the machine (in terms of number of components and resources required) is one of the biggest concerns. The following comparison shows that our design utilises at least an order of magnitude fewer resources than the design of Kieling et al. [99. To show this we extract data presented in their paper and compared it with ours under the same conditions.

In figure 4 of their paper [99], the authors show the dependence of the diamond lattice block size $k^{3}$ on the size $L$ of the renormalised square lattice for three different sets of site bond probabilities $\left(p_{\text {site }}, p_{\text {bond }}\right)$. The overall success probability threshold $P(L)$ was chosen to be $\frac{1}{2}$. In our work, we have performed all the simulations, assuming the GHZ states are provided deterministically. For the scheme comparison to be fair, we choose to compare with the data points that correspond with the data set $(1.00,0.5)$. From the data used to produce figure 5.9 in our paper, we extract for different $k \mathrm{~s}$, what is the maximum value of $L$ we can reach with $\Pi(L) \geq \frac{1}{2}$.

For a cluster size $O\left(10^{2}\right)$, Kieling et al.'s scheme requires a renormalised qubit of size $k=7$
whereas our schem ${ }^{4}$ can do with a renormalised qubits of size $k=3$. This is already a significant improvement. But the difference becomes much greater once we consider the number of Bell pairs that are needed to build each renormalised qubit and the entire cluster.

To obtain this comparison, we will first calculate how many Bell pairs are needed to obtain a GHZ with probability greater than $99.9999 \%$.

- The data in [99] is obtained for 4-photon GHZ states. For each 4-photon GHZ state we need 3 Bell pairs and the Linear Optical Network LON works with probability $\frac{1}{4}$. In order to have a deterministic 4 -photon GHZ we must repeat the generation procedure $t$ times, where $t$ is such that $\left.1-\left(1-\frac{1}{4}\right)\right)^{t} \geq 1 \Rightarrow t=51$. In total we consume $3 \times 51=153$ Bell pairs in the generation of a deterministic 4-photon GHZ state.
- For this proposal we require deterministic 3-photon GHZ states. For each attempt at generating one, we need 2 Bell pairs and the LON works with probability of success $\frac{1}{2}$. In order to have a deterministic 3 -photon GHZ we must repeat the generation procedure $t$ times, where $t$ is such that $\left.1-\left(1-\frac{1}{2}\right)\right)^{t} \geq 1 \Rightarrow t=21$. In total we consumer $2 \times 21=42$ Bell pairs in the generation of a deterministic 3-photon GHZ state.

With these numbers, we can transform the data of the size of the renormalised qubit for different cluster sizes into the number of consumable resources used. In figure 5.14 we can see the number of Bell pairs required to build an $L \times L$ lattice of renormalised qubits. We can clearly see that the resources required to build a renormalised cluster state are an order of magnitude smaller in our proposal in comparison with the scheme presented in [99]. It must be noted that we do not expect this block renormalisation strategy to be the best use of the percolated lattice. In [99] it is used to obtain an analytic proof of the scaling, and we use it preliminarily to be able to compare this proposal to [99. In chapter 7 we will consider this approach among others in order to implement fault-tolerant LOQC.

To provide a quantitative resource comparison of the data presented in figure 5.14, we calculate the ratio between the number of Bell pairs needed to build a cluster state of a similar size for both schemes. Comparing points with L of the same order of magnitude, we find that [99] uses at least $14 \%$ more Bell pairs than our scheme to build the cluster state. We want to emphasise that our scheme offers further benefits in addition to this reduction in resources. The main differences between this proposal and [99] are the size of the resource states used to build the cluster state and the type of gate that is applied to these resource states in order to built the cluster state. In terms of resources, it is clear from the results presented here that building the cluster out of smaller GHZ states consumes less resources overall, the number of Bell pairs needed to probabilistically create the GHZ is lower and the probability of success is higher. It is also important to note that generation of smaller GHZ states implies a LON with fewer switches and fewer optical components, which reduces the overall loss rate of the photons. In the following section we will give more details about the experimental implementation of this proposal.

The type of gate used in 99, is the Type-I gate introduced in 90, this gate only measures one photon out of the two photons that go into the gate. A failure of the gate combined with
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Figure 5.14: Comparison of the number of Bell pairs consumed to build the entire $L \times L$ cluster for different cluster sizes ( $L$ )
the loss of a photon would produce a false positive, inducing a logical error on the cluster 93]. In our proposal we only use the Type-II boosted gate which was introduced in chapter 4. This is a loss tolerant gate as it measures all the photons involved, and as such it can never be the case that a loss of a photon transforms into a logical error. Therefore, the improvements of our scheme over the scheme presented by Kieling et al. [99] are not only the reduction of the amount of resources needed, but also on the overall robustness of the construction, which is indicated by the $5 \%$ improvement on the heralded loss tolerance.

### 5.9 QNIX: a blueprint for linear optical quantum computing

In previous sections we have proposed a protocol for LOQC that is at least one order of magnitude more efficient than any protocol proposed before. However, when designing quantum computing architectures, not only resource scaling but also experimental feasibility must be addressed. In this section, we present a schematic view of QNIX, an experimental implementation of LOQC. We show all the necessary steps required to achieve UQC, from the generation of the necessary resource states to the kind of feedback control needed to perform MBQC. Current state-of-the-art experimental implementations are still not efficient enough to build such a universal quantum computer, however our architectural proposal only requires moderate improvements on the component specifications and not a completely different technology in order to successfully build a full-scale universal quantum computer.

One of the main advantages of percolation schemes for LOQC is that they yield an architecture with fixed computational depth. The number of optical elements in the photon path is fixed and reconfigurability only required for the basis of the final measurement of the qubit.

The architectural design we present in this chapter is dynamical, meaning that the cluster state will be built sequentially and there will be a classical control unit that will determine the measurement basis of the qubits based on continuous feedback from the fusion outcomes in the cluster-building layer, and the measurement outcome of previously measured qubits. This process will be repeated for every layer of the cluster state until the computation is finished.

This LOQC proposal is aimed at an implementation in integrated optics, in which miniaturised semiconductor chips are used to manipulate light. The ability to condense the linear optical operations in chips that can be easily integrated together yields a modular and monolithic architecture, with the advantage that chip integration in wafers (thin layers of silicon) provides intrinsic stability of optical phase and mode-matching. A number of experiments in quantum chemistry [164], quantum computing [72] and quantum metrology [165] have been recently successfully performed in this setup, and the ability to "fabricate entire 200 mm wafers populated with hundreds of thousands of working devices" 61 has also been demonstrated, making integrated optics a leading physical system for quantum computing. Multi-purpose reconfigurable chips have also been demonstrated 43, with a wide range of experiments exemplified on the same chip. This reconfigurability at the single chip level means that any large-scale architecture built from these elementary units can be fine-tuned and made multi-purpose.

The material in this section is the result of collaborative work with Pete Shadbolt, Dan Browne, Terry Rudolph and numerous members of the Centre for Quantum Photonics at the University of Bristol, in particular Jeremy O’Brien, Gabriel Mendoza, Jacques Carolan, Nick Russell and Josh Silverstone. The design of the deterministic 3-GHZ generator with minimised switching and the adaptation of the theoretical framework to the physical implementation are my main contributions.

### 5.9.1 Active switching only in state preparation

Active switching has the highest effect on the photon loss rate, not only because currently available state-of-the-art switches introduce at least one order of magnitude more loss per component than any other linear optical element [96, 97, 98], but also because theoretical simulations have shown that the performance of switches has the highest effect on loss thresholds [62]. It is therefore desirable to reduce the number of active switches to a minimum in the QNIX architecture. A key feature of the percolation scheme presented in this chapter is that it is ballistic, meaning that there is no active switching in the protocol, with the exception of the last reconfigurable measurement which cannot be avoided, as it is required by the MBQC and future QEC protocols that may be implemented. However, the protocol assumes that we have access to on-demand $3-\mathrm{GHZ}$ states and ancilla states to boost the fusion gates. This is not a realistic assumption as even the production of deterministic single photons has not yet been achieved experimentally [65]. Nonetheless, adding a single layer of switching for the state generation allows us to use non-deterministic single photon sources to implement this protocol.

In order to be able to produce on-demand $3-\mathrm{GHZ}$ states from non-deterministic singlephoton sources, we require a nested multiplexing scheme 5 . In this scheme, on-demand single
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Figure 5.15: Schematic arrangement of probabilistic sources and switching networks that allow the construction of a deterministic $3-$ GHZ generator. In the outer-most layer, we have probabilistic single photon sources that generate photons in a multiplexed scheme. Photons (marked in red and grey) are generated, but only the events marked in red will proceed through the switching network to the next layer. Once these photons pass the switching network they are considered deterministic as they are located in the appropriate bins to enter the probabilistic $3-\mathrm{GHZ}$ generators. Again, the successful outputs of the 3 GHZgenerators are marked in red and grey, but only the red one will proceed through the switching network to become the deterministic $3-\mathrm{GHZ}$ produced by this generator. Dashed grey lines indicate the spatial-temporal bins in which photonic events are produced, and the orange and white partitions allow to identify the multiplexing events corresponding to each probabilistic $3-G H Z$ generation. Note that this is a simplified version of the design, as due to its complexity, it would be difficult to condense in one informative figure: the number of spatial and temporal multiplexing layers, as well as the number of photons needed for each stage is reduced from what is actually needed.
photons are first produced from probabilistic single photon sources, and then used to generate $3-\mathrm{GHZ}$ states. These in turn are also multiplexed in order to produce on-demand 3-GHZ states to feed the percolated lattice generator. A schematic view of this nested multiplexing scheme can be seen in figure 5.15. The purpose of this figure is to give an idea of the general layout of the deterministic generator. It must be noted that this figure is not accurate in the number of multiplexed spatiotemporal bins required, or the number of photons required for the $3-\mathrm{GHZ}$ generators. An accurate figure of the deterministic $3-\mathrm{GHZ}$ generation would be too complex to be informative. Accurate calculations of the number of multiplexing stages required to build
$3-\mathrm{GHZ}$ states from single photons are given in chapter 6 .
Probabilistic single photon sources are multiplexed both spatially and temporally. The successful production of single photons is known, as heralded single-photon sources are used, and therefore we know the spatiotemporal bins where the photons are located and can reconfigure a switching network in order to put forward the chosen single photons. After these switching networks, the single photons that come out of the output ports can be considered deterministic, and therefore the probabilistic $3-\mathrm{GHZ}$ generators are fed on-demand single photons as required. The probabilistic 3 GHZ generators, which use the design first proposed in 93 , require 6 deterministic single photons (not only three as shown in figure 5.15 ) and produce one $3-\mathrm{GHZ}$ state with probability $1 / 32$. The success or failure of the 3 GHZ generation is also heralded by the measurement pattern of the detections. This particular generation circuit has been chosen as we showed (see appendix G) that it required less multiplexing stages and could tolerate higher loss rates per active component in the switching network.


Figure 5.16: (a) All 3-GHZ states that are used to build the diamond percolated lattice can be classified in six types according to the fusion operations they undergo. The enclosed 6 states can be generated by the elementary unit of the wafer, shown in (b). (b) Modular cell which generates the enclosed 6 GHZ states of (a). Note that they have connections to the surrounding cells to created an interconnected cluster. Each of the coloured boxes represents a deterministic 3 GHZ generator, shown in (d) and figure 5.15. (c) Wafer (flat sheet of silicon) onto which modular cells (b) are etched. They interconnect in order to produced the percolated cluster as shown. (d) Deterministic 3-GHZ generator, shown in detail in figure 5.15 .

In figure 5.16 we show how the deterministic 3 GHZ generator is integrated in the percolated cluster state generator. The deterministic $3-\mathrm{GHZ}$ states that are used to build the percolated cluster can be classified in 6 classes depending on the fusion operations they undergo. Therefore,
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the elementary unit of the wafer deterministically generates one of each of the 6 classes, this unit is repeatedly etched on a wafer a number of times, corresponding to the cluster size required. There are 6 deterministic 3 GHZ generators per elementary unit, these can be directly located on the wafer where the fusions happen, or can be located in a different wafer and the deterministic $3-\mathrm{GHZ}$ states are forwarded to the fusion wafer. The ancilla states required for the fusions can be generated in a similar way to the $3-\mathrm{GHZ}$ states in the state generation layer, we have not included them in the schematic view of the architecture to simplify the structure while keeping the key stages.

### 5.9.2 A dynamical architecture with fixed physical depth

The QNIX architecture is dynamical. In standard MBQC the cluster state is assumed to be generated in advance and only after the building process is finished, all the measurements are performed. However, storing a photonic cluster state for as long as the computation needs to run would be catastrophic, as the loss rate would increase dramatically due to the long delays. To avoid this situation, we propose to build the cluster state dynamically, so at any given point of the computation, only part of the cluster is created. The part where the earlier operations were performed is already measured and the part where future operations will take place has not been generated yet. The size of the percolated cluster that needs to be stored in the delay lines (which we refer to as "stored cluster") at any point mainly depends on the speed of the classical control in calculating the basis of the last reconfigurable measurement. MBQC only imposes the constraint that all the correlations of a qubit must already have been formed before any measurement takes place. However, the success of local percolation algorithms should be taken into account, since if the stored cluster is made too small, the path-finding algorithm might fail even when we are in the super-critical percolation regim $6^{6}$

In figure 5.17 we present a schematic view of the full QNIX architecture. Active switching is only present in the $3-\mathrm{GHZ}$ generation layer and in the unavoidable reconfigurable measurement at the end of the computation. The fixed physical depth can be appreciated as the number of layers each photon goes through is fixed. For the qubits that are used to build the correlations of the cluster there are only two steps, generation of entangled state (which can be estimated to $O(10)$ optical elements) and fusion. For the qubits which are part of the percolated cluster there are three steps: generation of the entangled state, long delay and reconfigurable measurement. The size of the computation only affects the width of the wafers and the running time, as a bigger cluster will need to be produced, but it doesn't affect the number of operations performed on a single qubit. The fusion operations that create the cluster are set in a static network that generates time layers of the percolated lattice, which in figure 5.17 are represented by the planes perpendicular to the time direction. The fusion outcomes allow us to visualise the inner structure of the percolated cluster and it's therefore used by the classical control unit to calculate the final measurement basis of the qubits, which is sent to the measurement layer. The

[^38]outcomes of the final reconfigurable measurement are sent back to the classical control unit in order to reconfigure future measurements to account for the negative outcomes in MBQC, loss and errors. The time that the classical control unit needs to calculate the measurement basis of the qubits is the time that we require the cluster to be stored in long delays. Therefore, not only improvements on the quantum computing protocols and experimental implementations are needed, but also fast algorithms for the classical computation are needed to reduce loss error rates and improve overall efficiency.


Figure 5.17: Schematic view of the dynamical QNIX architecture. It has only one layer of active switching in the generation of $3-\mathrm{GHZ}$ states, in which waves of deterministic $3-\mathrm{GHZ}$ states are produced. These deterministic GHZ are fused in an array of fusion operations that is static and requires no reconfiguration. The percolated cluster is generated and its exact internal structure can be inferred from the fusion operations outcomes. These outcomes are sent to a classical control processing unit while the percolated cluster is stored in long delay lines. The classical control unit performs path-finding algorithms on the cluster and, combining this information with the measurements necessary to perform MBQC and QEC, decides the measurement basis of the final reconfigurable measurement, which is then instructed and sent to the final layer of detectors. The outcome of these final measurements is fed back to the classical control to perform adjustments in the measurement basis of future layers. The fixed physical depth of this architecture is easily perceived in the figure as the number of computational layers applied to single photons.
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### 5.10 Discussion and outlook

We have presented a ballistic scheme for the construction of a linear optical cluster state that is universal for MBQC. While we have not explicitly included error-correcting codes to provide robustness to loss and errors in the final photonic computational cluster state, the universality of the cluster state implies a number of ways forward, incorporating tree-clusters [113] or the surface code [166, 54] as loss-error and general-error correcting codes. Raussendorf's 3D cluster encoded surface code [55], in particular, seems well suited to ballistic generation. There are a number of approaches which can be followed, which are discussed further in chapter 7 .

To implement this scheme with only 3-photon GHZ as resources we have proposed a boosted fusion mechanism based on [111] and [115] that works with $75 \%$ probability, which is well above the percolation threshold ( $p_{c}=62.5 \%$ ) of this lattice. We have shown the robustness of the scheme in the presence of small amounts of photon loss (up to $1.6 \%$ ) and its favourable resource scaling. Even though this scheme was devised with linear optics in mind, it applies for any physical system with probabilistic gates, and if that probability is higher than $75 \%$ it is conceivable that the resources needed could be reduced much further.

For this scheme to be implemented experimentally, it would need a near-deterministic 3photon GHZ source. It is not yet known what is the optimal way of producing these photonic states, options range from multiplexing a linear optical circuit such as that proposed in [93, using a similar scheme to the multiplexed single photon source such as [161, to producing a 3 -photon linear cluster (local Clifford equivalent to a GHZ) with a quantum dot [162]. As any linear optical fully loss detecting gate must necessarily measure all photons incident on it, the 3 -photon GHZ is the minimal resource for a loss-detecting BSM-based ballistic scheme. A ballistic LOQC scheme based solely on single-qubit or 2-qubit resources remains desirable, but this would require an approach other than the Bell-state-measurement-based scheme proposed here.

We have explored one way of producing $3-\mathrm{GHZ}$ states and integrated it into a full architectural blueprint of the percolation-based LOQC protocol, where we have used current technologies, such as log-tree switching networks and non-deterministic single photon sources, showing that they can in principle be used to build a photonic quantum computer. Having this architectural view allows a more detailed discussion of technological considerations and brings the theoretical proposal closer to a experimental realisation. Improvements on the architecture can be made by studying it from both the theoretical and experimental point of view. In chapter 6 we will present a new type of multiplexing scheme based on a technological consideration which improves resource efficiency significantly.

Ballistic generation of cluster states for MBQC remains the most attractive approach to scalable linear optical quantum computing. By developing a loss-tolerant and significantly more resource efficient scheme, we have shown that new theoretical ideas continue to ameliorate the technical challenges of building a scalable linear optical quantum computer.

## CHAPTER 6

## IMPROVING RESOURCE EFFICIENCY

### 6.1 Introduction

In chapter 5, we showed that an adaptation of recent improvements on Bell-state measurements [111, 115] to the percolation cluster state generation scheme [99] allows for a new approach to ballistic LOQC with significant reductions in resource consumption. Furthermore, we presented a technological blueprint for the implementation of this scheme, considering all the necessary steps to achieve the required states and probabilities.

In this chapter, we present a collection of results that are related to the resource efficiency of the proposed linear optical architecture in chapter [5. Efficiency considerations made in the abstract theoretical model must be tailored to the intended experimental setup, so that adjustments and improvements can be made. In this chapter we show preliminary results on a new type of multiplexing scheme, Relative Multiplexing RMUX, and its effects when applied at a single level of the architecture. RMUX is an example of an observation inspired by technological considerations that has drastic implications on both the theoretical efficiency of the scheme and the experimental requirements for optical components. We also show how wasteful current state generation is and how improvements can be made by applying RMUX at all levels of the architecture.

These results have been obtained in collaboration with Gabriel Mendoza, Pete Shadbolt, Josh Silverstone and Terry Rudolph. In particular, it was Gabriel Mendoza who came up with the original idea of relative multiplexing, and Terry Rudolph who suggested reusing the redundant states created in the multiplexing process to boost the success probability of the percolated lattice. The calculation and simulation results are my own work.

### 6.2 Relative Multiplexing

When considering multiplexing of probabilistic operations (as explained in chapter 4), there exists the underlying assumption that the flagged successful event will be always relocated to the same spatial mode or temporal bin. That is, out of all the events that have succeeded, one is chosen and pushed forward in the architecture, using an array of switches to locate it in a predetermined optical mode. This type of multiplexing scheme will be referred to as "Homogeneous MUX'. If we only required the generation of a successful event in any bin, we wouldn't need to use switches at all (thus reducing the loss rate of the photonic state), we
would only need to have the knowledge of the mode in which that photon is located. The only reason we might want to change the optical mode of a photon is because we want to have it synchronised with other events. For the purposes of the architecture presented in chapter 5 , the fusion operations where HOM interference takes place require photons to be synchronised. However, there isn't any reason to move the mode of both photons that are going to be involved in the fusion, we only require them to be in the same mode (whichever that is), and moving only one of them would achieve the same purpose. This relative synchronisation of events is the heart of RMUX.


Figure 6.1: Comparison of relative MUX with homogeneous MUX in the task of synchronising two photons for a fusion operation. (a) Temporal homogeneous MUX two photons are synchronised by delaying both to the same time bin. (b) Temporal relative MUX two photons are synchronised by delaying the photon ahead in time to the time bin of the second photon. (c) Spatial homogeneous MUX: two photons are synchronised by re-routing both photons, each through an $N \times 1$ switch, to the same spatial mode. (d) Spatial relative MUX; two photons are synchronised by using an $N \times N$ switch on one photon to locate it in the same spatial mode as the second photon. Figure courtesy of Pete Shadbolt.

Using RMUX, events don't have to be synchronised to an overall clock cycle, but instead they are only synchronised with respect to other events. The LOQC framework becomes asynchronous as a whole and only photons that need to interfere at beam-splitters are lined up by changing the relative delay between them. This new asynchronised paradigm allows for a better usage of resources and less stringent requirements on optical components, as we will ilustrate in following sections. The simplest version of RMUX can be seen in 6.1, where we show the
synchronisation of two photons using homogeneous and RMUX,
As an example, let's look at how temporal synchronisation of two photons in RMUX, where only one of them passes through a switch, can be performed. Each clock cycle, is $2 N$ time bins long and photons are probabilistically generated in the first or last $N$ time bins. Out of the two photons involved in a fusion, the one that will go through the switches (referred hereafter as photon 1 ) is always temporally ahead of the other photon (photon 2 ), as we can always delay photons but not promote them ahead in time. Once both photons are generated and the delay between them is calculated, photon 1 passes through a switching network with delay loops in a binary division configuration (from 0 to $2 N-1$ ), which locates photon 1 in the same time bin as photon 2 .

In this chapter we present results for a basic implementation of RMUX at only one level: half the photons involved in fusion are assumed to not pass through any switches. However it is not known if this is the optimal way of implementing RMUX, or an implementation with variable delays on all photons would have better performance ${ }^{1}$. Even so, the results of the simulations show the potential of this new multiplexing scheme.

### 6.2.1 RMUX in a percolated lattice

Recall the arrangement of fusions to build the 3 -dimensional lattice proposed in chapter 5. The GHZ states used to build the percolated lattice can be classified in 6 types according to the fusions they undergo. In figure 6.2 we can see a portion of the lattice, with the different types of GHZ states marked, as well as the fusions that the photons undergo. In figure 6.3 we can see an arrangement of the generation of the GHZ states and the corresponding delays and fusions to implement relative time multiplexing.


Figure 6.2: Portion of the photonic lattice, in which we indicate the different GHZ states by different colours and the label $G_{i}$. The fusions between them are also labelled $F_{X}$. This notation allows for a better understanding of figure 6.3, which shows the arrangement on chip of the GHZ generation and the relative multiplexing of the fusion operations.
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Figure 6.3: Arrangement of the GHZ state generators and fusion operations on chip. It must be noted that this is just a concept figure, and the length of the waveguides has not been arranged appropriately for timings. The notation of this figure follows that of figure 6.2, The arrangements presented here will be repeated in a wafer (such as the concept figure 5.16) where the different chips interconnect as shown. Short delays of one clock cycle in order to synchronise fusions are marked with the letter $T$, while the switching networks required for the relative multiplexing are marked with SN. The dashed lines represent elements from nearby 6 -generator structures. The qubits which undergo the long delays are the data qubits and are only subject of one active element, the final measurement must be reconfigurable as required for the MBQC protocol.

The arrangement in figure 6.3 has been chosen for several reasons. First, it implements relative time multiplexing for every fusion, and we multiplex the same number of photons per GHZ state. For the purposes of the numerical simulation, where micro-clusters are generated with the different configurations (see figure 5.3) directly, we required that the photons that were multiplexed in both micro-clusters, formed by GHZ states $\left\{G_{1}, G_{2}, G_{3}\right\}$ and $\left\{G_{4}, G_{5}, G_{6}\right\}$ respectively, had the same delays. From figure 6.3, it can be noted that the operations and delays of photons in GHZ states $G_{1}, G_{2}$ and $G_{3}$ are the same as the operations and delays on states $G_{4}, G_{5}$ and $G_{6}$ respectively.

## Loss from active elements:

We can classify the photons from the GHZ states in 3 classes, depending on the operation performed on them, we will label them Types A, B and C. We consider only loss from active elements and therefore delays and passive elements are considered lossless. This reflects the
$\sim O(10)$ difference in loss between active and passive components, as highlighted in chapter 2 .
Type A photons will be part of the final cluster, i.e. the data qubits. To this type belong photons labelled as $G_{2}(b)$ and $G_{5}(b)$. We want to minimise the number of active elements they are subject to, and therefore we don't put them through any multiplexing stage, they only have one reconfigurable measurement (which cannot be avoided as it is part of the MBQC scheme). Therefore the loss rate due to the switches for this type of photos is $\gamma_{s w}$. Note, that this type of photon will have to go through a long delay line to allow time for the classical processing (percolation, MBQC and QEC) to find the right measurement setting.

Type B photons will be measured in the fusion operations, but will not be actively delayed. To this class belong photons $G_{1}(c), G_{2}(a), G_{2}(c), G_{3}(c), G_{4}(c), G_{5}(a), G_{5}(c)$ and $G_{6}(c)$. They go through no active elements and therefore they have no loss due to switches.

Type C photons will be measured in the fusion operations, they are multiplexed in order to put them in the right time bin. To this class belong photons $G_{1}(a), G_{1}(b), G_{3}(a), G_{3}(b), G_{4}(a)$, $G_{4}(b), G_{6}(a)$ and $G_{6}(b)$. They go through one stage of active switching, the switch has a log tree depth $j$ (which for this scheme we estimate to be $\sim 7-9$ ). Therefore the loss for this type of photon is given by $1-\left(1-\gamma_{s w}\right)^{j}$.

In figure 6.4 we show the "world lines" of the different types of photons, i.e. the linear optical elements they encounter from the $3-\mathrm{GHZ}$ source to the detectors.


Figure 6.4: World lines of the three types of photons according to this scheme. In this figure we represent a schematic figure of the operations that each type of photon will go through in the architecture and how they relate to the rest of the architecture. We can see that the outcome of the fusion operations is fed as classical information to the path-finding algorithm, which uses the information to decide the basis of the final reconfigurable measurement applied to the data qubits.

### 6.2.2 Results

The loss tolerance results reported in chapter 5 assumed that all photons involved in a single fusion operation had the same amount of loss. This included both photons being fused, and the ancilla photons used to boost the success probability of fusion. By using the relative time multiplexing scheme presented in this chapter, we can distinguish between photons that go through no switches (or just a reconfigurable measurement), photons that go through a switching network, and ancilla photons. We want to make this distinction as the ancilla photons used to boost fusion will be generated in a different manner and therefore, it is expected that they will have a different associated loss rate. We have previously presented in chapter 4 two boosted fusion mechanisms. One used Bell pairs as ancillas and the other used 4 single photons. To account for loss in this scheme, we apply a simple model: if the number of photons detected is less than the number expected, we count that fusion as failed due to loss. This is the simplest scheme, as it doesn't consider differences in loss tolerance between the two boosted fusion gates or events that can be considered successful despite the loss of a photor ${ }^{2}$, extending our loss model to account for these finer points is ongoing work. When using this model and trying to design a scheme that minimises loss it is more convenient to work with the boosted fusion gate that uses a Bell pair as resource, as the fewer photons that are involved in the fusion gate, the lower the chance of failure due to loss.

In a first instance we will assume that ancilla photons are lossless and compare both the homogeneous and relative time multiplexing to explore the advantages brought in by the latter. The results can be seen in figure 6.5. It can be noticed that for a percolation probability $\geq 90 \%$, the relative time MUX scheme can tolerate up to $7 \%$ photon loss, while the original homogeneous MUX scheme could only tolerate $2.9 \%$. Note that this result is compatible with the $1.6 \%$ tolerable loss rate reported in chapter 5 for this same scheme, as there the loss rate of all photons was considered the same and here we consider lossless ancilla photons.

In order to translate these theoretical loss rates into loss per component, we make the assumption (justified in chapter 2) that loss is only present in the active components of the scheme i.e. switches and reconfigurable measurements. This assumption can be relaxed later on. We assume deterministic on-demand single photon sources and a log tree switching scheme, as detailed in chapter 4.

From the percolation scheme, we can tolerate loss in the individual photons of the 3 -GHZ state up to a tolerable loss rate $p_{l}$, which is $\sim 2.9 \%$ in the case of homogeneous MUX and $\sim 7 \%$ in the case of RMUX. From the multiplexing stage we can accept all states that have at least one photon i.e. they are not the vacuum. That means that if the loss rate per switch is $\gamma_{s w}$, and the photon goes through $m$ switches, the probability of not having been lost in the switching process is $\left(1-\gamma_{s w}\right)^{m}$. The probability of having been lost at any stage of the switching process is $1-\left(1-\gamma_{s w}\right)^{m}$ and we want this number to be smaller than the total loss per photon that we can tolerate, $p_{l} \leq 1-\left(1-\gamma_{s w}\right)^{m}$. Note that, as in the percolation scheme, the loss is calculated per photon and not per GHZ state; that is the same calculation we do here, we do not require the GHZ state to have a certain loss probability but rather the individual photons. As mentioned above, we only have one stage of multiplexing after the 3 -GHZ interferometer.
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Figure 6.5: Comparison of tolerable loss in the presence of no ancilla loss. The use of the RMUX scheme boosts the tolerable loss to more than twice what could be tolerated with the homogeneous multiplexing scheme.

Single photons (for the purposes of this calculation) are assumed to be obtained on demand from the single photon sources and passed through the $3-\mathrm{GHZ}$ state generator, which is time multiplexed. Each $3-\mathrm{GHZ}$ state generator consumes 6 single photons and produces a $3-\mathrm{GHZ}$ state with probability $1 / 32$. We have chosen this generation procedure from an alternative procedure of a two-step generation, where we first generate Bell pairs from single photons and then generate 3-GHZ from Bell pairs. The reason for this is numerical evidence, provided in appendix $G$, that the generation of 3 -GHZ states directly from single photons is more efficient with deterministic sources. The number of time bins in each clock cycle will depend on the number of multiplexing steps needed to obtain a GHZ state with the required probability.

However, it is not realistic to assume that the ancilla photons used to boost the fusion are lossless. In fact, what we expect is that, unless we have deterministic Bell pair sources (from matter based systems such as NV centres and quantum dots [58]), we will have a combined threshold for percolation that will now depend on two variables, the loss rate of photons that are actively delayed, and the loss rate of ancilla photons. Ancilla photons can be spatially or temporally multiplexed, although spatial multiplexing will reduce the 3 GHZ chip complexity; as we can have on-demand Bell pairs produced in a different chip that an act as a deterministic Bell pair sourct ${ }^{3}$. We obtained the threshold of photon and ancilla losses by performing percolation simulations, where the probability of a fusion suffering a loss, $f_{l}$, is given as a function of the GHZ photon loss $p_{l}$ and the ancilla photon loss $a_{l}$ :

$$
\begin{equation*}
f_{l}=1-\left(1-p_{l}\right)\left(1-a_{l}\right)^{2} \tag{6.1}
\end{equation*}
$$

Our ability to perform UQC depends on the percolation properties of the lattice as explained in section 2.7. Mixed percolation thresholds can be obtained numerically to incorporate the
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Figure 6.6: Loss threshold trade-off for ancilla and photon loss. The grey shaded area highlights the area of phase space where UQC is possible. We have marked the threshold for different percolation probabilities. We have also indicated the tradeoff of ancilla and GHZ photons loss when they have been generated with a particular strategy and multiplexed using the same switches.
effect of photon loss on the percolation properties of the lattice. In figure 6.6, shaded in grey, we can see the combination of photon loss and ancilla loss that can allow us to perform UQC, We have marked three different thresholds depending on what percolation probability is desired, $90 \%, 95 \%$ or $99 \%$. It might be surprising that, given the non-linear dependence on of the fusion loss rate on $p_{l}$ and $a_{l}$, the threshold is linear. The fusion loss rate $f_{l}$ is indeed not linear with respect to the individual photon loss rates, however, for the range of photon loss we are dealing with, the leading term in the expansion is the linear term, dependent on $p_{l}+2 a_{l}$, and the rest of the terms are negligible, accounting for a maximum of $5 \%$ of the total fusion loss rate.

It is important to note that a point in the loss phase space cannot be chosen at will, it depends entirely on how the GHZ states and ancillas have been created. In figure 6.6 we have highlighted the best currently known strategy that assumes perfect photon sources. It uses ballistic generation of the Bell states used as ancillas following the strategy outlined in [92], and ballistic generation the GHZ states using the linear optical circuit outlined in [93]. If we assume these building procedures for the photonic states and the same switches, we achieve the results marked in the graph as "Ballistic strategy". We have also marked specific points with their corresponding loss rate per switch, $\gamma_{s w}$. We can see that UQC would be possible using switches of $\leq-0.01 d B$, which translates to a loss rate of $2 \cdot 10^{-3}$ per photon.

It must be noted that the log-tree switch is a conservative approach as there exist new types of switches, such as the recently proposed MEMS switches [167] in which photons only go through one active element overall. Repeating the same analysis to find how much loss per active element we can tolerate (assuming no loss contribution from the passive elements as above), we find that this type of switches gives us an order of magnitude advantage, allowing
us to be in the UQC regime with switches that have $\leq-0.1 d B$ loss per switch, or $2 \cdot 10^{-2}$ loss per photon.

### 6.3 Effective use of resources generated in multiplexing

Multiplexing, although effective, is extremely wasteful. When we calculate the number of repetitions that have to be made in order to achieve an event with probability higher than $p$, we are conservative and estimate the number of repetitions we need to get at least one successful event. However, when we look at the number of successful events on average we can see that there is a high waste of photonic states that could have been otherwise used.

### 6.3.1 Surplus of entangled states

For example, let's look at the generation of a single 3-GHZ state from an array of probabilistic single photon sources. We will assume that this single photon source has an emission rate, $\eta$, of $10 \%$. We want to multiplex these sources so that they make an "almost" deterministic photon sources, with emission probability $p_{1}=0.99$. This means that we need to have multiplex $k_{1}$ times, where $k_{1}$ is given by

$$
\begin{equation*}
1-(1-0.10)^{k_{1}} \geq p_{1} \Rightarrow k_{1}=44 . \tag{6.2}
\end{equation*}
$$

Using a log tree scheme for the switches, we have that the number of switches required for this multiplexed event is

$$
\begin{equation*}
m_{1}=\left\lceil\log _{2} k_{1}\right\rceil=6 . \tag{6.3}
\end{equation*}
$$

Therefore, the number of time bins per clock cycle are $2^{m_{2}}=64$ and the average number of single photons emitted per clock cycle is

$$
\begin{equation*}
64 \times 0.10=6.4 \text { photons } . \tag{6.4}
\end{equation*}
$$

From deterministic single photons, we consider the generation of 3 -GHZ states using the linear optics circuit (see chapter (4) that succeeds with $1 / 32$ success probability. Again, we require that this near-deterministic $3-\mathrm{GHZ}$ source succeeds with probability $p_{2}=0.99$, so we need to multiplex at least $k_{2}$ times, where $k_{2}$ is

$$
\begin{equation*}
1-\left(1-\frac{1}{32}\right)^{k_{2}} \geq p_{2} \Rightarrow k_{2}=146 \tag{6.5}
\end{equation*}
$$

The minimum number of switches in the log tree scheme is

$$
\begin{equation*}
m_{2}=\left\lceil\log _{2} j\right\rceil=8 \tag{6.6}
\end{equation*}
$$

Thus, the number of time bins per clock cycle is $2^{m_{2}}=256$ and the average number of 3 GHZ states produced per clock cycle is

$$
\begin{equation*}
\frac{1}{32} \cdot 2^{m_{2}}=8 . \tag{6.7}
\end{equation*}
$$

We require 6 single photons per attempted GHZ generation. We have calculated that we need to repeat the $3-$ GHZ generation procedure at least 256 times in parallel, therefore we need $256 \times 6=1536$ "deterministic" single photons. The concatenation of multiplexing schemes means that we need $6 \cdot 2^{m_{1}} \cdot 2^{m_{2}}=98304$ single photon time bins per GHZclock cycle. These are the necessary time bins to ensure we have a GHZ state with probability higher than $p_{1}^{6} \cdot p_{2}=0.93$. However, on average, many more events will have succeeded. Per GHZ clock cycle we will have 9830.4 single photons produced on average, which are enough to attempt the generations of a $3-\mathrm{GHZ} 9830.4 / 6=1638.4$ times. The average number of these attempts that will be successful (if attempted) is $1638.4 / 32=51.2$. So, while attempting to almost deterministically $\left(p_{s}=0.99^{7}=0.93\right)$ produce a single $3-\mathrm{GHZ}$ state, on average we have enough resources to produce 51.

The number of surplus states that is wasted using this strategy depends on the source efficiency and the required probability of success for the $3-\mathrm{GHZ}$ states. We can reproduce these calculations to obtain the number of extra resource states that could have been produced on average when attempting to produce a single $3-\mathrm{GHZ}$ with a certain probability of success $p_{s}$. Figure 6.7 shows the results of this simulation, where we present the most economical strategy: the strategy is optimised to waste the least amount of resource states per "deterministic" 3GHZ.


Figure 6.7: Number of $3-\mathrm{GHZ}$ states that could have been produced on average when using a multiplexing scheme that as a probability $p_{s}$ of at least generating one $3-\mathrm{GHZ}$. This results are calculated for three different source efficiencies, indicated by the three colours of the graph.

It is interesting to note that for the same probability of generating at least one $3-\mathrm{GHZ}$ state, in some cases a source with $10 \%$ efficiency would generate a higher number of unused resources than a source with $1 \%$ efficiency but less than the source with $0.1 \%$ efficiency (for example in the case $p_{s}=0.90$ ). This is counterintuitive because we would expect a trend, however, the average number of $3-\mathrm{GHZ}$ that could have been produced is the multiplication of the source efficiency (to the power of the number of photons used, i.e. six) times the number of time
bins due to the multiplexing. For a source with very low efficiency, the number of time bins increases dramatically. For example, for the case detailed above ( $p_{s}=0.93$ ), we have that a $\eta=0.1$ efficiency source would a time bin count of $9.8 \cdot 10^{4}$, an $\eta=0.01$ source would have $7.9 \cdot 10^{5}$ and the $\eta=0.001$ source would have $1.3 \cdot 10^{7}$ time bins, which shows an increase of two orders of magnitude of the number of time bins with respect to the $\eta=0.01$ source, but their efficiency differs only by one order of magnitude.

### 6.3.2 Impact of an efficient use of the generated resources

We have detailed above a very conservative and wasteful strategy to produce GHZ states, as on average we are creating far more resources than we are using. One key realisation is that, if we could use the resources to their full potential, we could be creating not only the states that we need but also back ups that could boost the percolation probability of the lattice. Instead on having one GHZ per clock cycle, we would have several, and therefore the strategy for creating the micro-clusters could also be repeatedly performed in parallel. Having enough perfectly formed micro-clusters in parallel, they could be considered deterministic (as it will be unlikely that none out of many will succeed), and therefore so could the nodes of the lattice. In this scenario, the percolation properties of the lattice will therefore only depend on our ability to create bonds between the micro-clusters: we have moved to a pure bond percolation rather than a mixed site-bond percolation.

The probability of obtaining a perfectly formed micro-cluster from three 3 -GHZ states is $0.75^{2}=0.5625$, we can calculate how many attempts are needed to produce a micro-cluster with a probability high enough to be considered deterministic. Figure 6.8 shows the number of attempts needed to obtain a perfectly formed micro-cluster (from deterministic $3-\mathrm{GHZ}$ states) with a certain probability. We also show for comparison, the average number of perfect microclusters obtained if all resources from multiplexing are used and $p_{s}=0.95$. As we can see in the figure, if all resources are used, the micro-clusters can be considered deterministic.

Looking at the percolation thresholds for the diamond lattice [168, 169], we find that the bond percolation threshold is 0.39 , which means that the lattice model percolates if the bond occupancy is $>0.39$. Thus, by using wisely the extra resources generated, we have shown that we can boost the percolation probability in such a way that the non-boosted version of the fusion gates is enough to achieve the supercritical regime. However using boosted fusion would allow us to have an almost deterministic lattice, which would be a great advantage when considering fault tolerant schemes, more details on this can be found in chapter 7.

To efficiently use all the resources generated in the multiplexing process, we need a very well controlled network that allows us to group successful events as needed. But first, a deeper theoretical understanding of the capabilities of RMUX and the limitations of the necessary event re-routing is required. Relative multiplexing allows for half of all switching networks to be eliminated, while re-routing requires clever algorithms (such as minimum-cost perfect matching algorithms on bipartite graphs [170]) to group events appropriately (see figure 6.1). More theoretical work studying the implementation of both these ideas is necessary to comprehend the true capabilities of the scheme.


Figure 6.8: In colour red, we have plotted the number of attempts needed to obtain a "deterministic" micro-cluster (with probability higher than $p_{m}$ ). We put as comparison, the number of micro-clusters generated on average by the multiplexing scheme. As examples we have chosen the generation of a $3-\mathrm{GHZ}$ state with probability $p_{s}=0.95$ for the three source efficiencies. We can clearly see that if all extra resources generated were used, we could consider micro-clusters to be generated deterministically.

### 6.4 Discussion and outlook

In this chapter we have presented two main concepts. The first is relative multiplexing, which expands on the insight that in order to achieve determinism in our scheme, we don't need to have all events synchronised to an overall clock cycle. Secondly we provide evidence of how wasteful an absolute-time multiplexing scheme can be.

There are very immediate extensions to the calculations shown in this chapter. We could include the effect of loss of passive elements and delays, consider the differences between boosted fusion gates and extend the loss model to include contributions from passive elements. But the main conclusion of these results is clear: applying the relative multiplexing idea at every level of the percolation scheme, and using every generated resource can significantly improve the performance of the linear optical quantum computer. We have seen the impact of relative multiplexing when applied at only one level by reducing the loss tolerance requirements of the active components by an order of magnitude. When used extensively throughout the scheme, we expect that it will have a dramatic impact in the resource consumption and efficiency, which in turn will allow us to lift restrictions at the component level. There are still challenges ahead, in particular, to harness the power of relative multiplexing we need to develop a better theoretical understanding of the algorithms required for matching photons and their efficiency bounds.

## CHAPTER 7

## TOWARDS FAULT-TOLERANCE

We cannot clone, perforce; instead, we split Coherence to protect it from that wrong That would destroy our valued quantum bit And make our computation take too long.<br>Quantum Error Correction Sonnet Daniel Gottesman

### 7.1 Introduction

The crucial requirement for a quantum computer is that the internal computation needs to be done in a "closed system". Unlike classical digital computers, quantum computers are very sensitive to noise and even the smallest amount of information leakage can cause irreversible damage to the calculation. Therefore, the quantum system needs to be isolated from the rest of the universe so that decoherence does not affect it. However, this is a difficult equilibrium to achieve, as if the system is completely closed to the environment, decoherence would not affect it, but we will not have access to the computation either. No system is truly free of decoherence, but various quantum error correction techniques can help remove some decoherence from a system.

Photonic systems are particularly resilient to the decoherence noise that affects other physical systems [18]. However, in the process of implementing a quantum computation, the control operations performed on the photons will have sometimes unwanted effects that can be characterised as noise. For example, inaccurately aligned linear optical elements, partial distinguishability, timing problems or sub-optimal experimental apparatus can all contribute to an intrinsic error rate in photonic qubits, not to mention the far more pressing problem of photon loss. Therefore, any LOQC architecture will need to implement a quantum error-correcting protocol in order to successfully implement any quantum computing protocol. The implementation of quantum error correction in linear optical systems is particularly challenging due to the lack of deterministic gates, which are the key ingredient in standard approaches to fault tolerance. Therefore, an approach different from the usual must be sought after.

In this chapter we present a brief overview of quantum error correction and topological codes. We also give a summary of the first LOQC proposal [62] that takes into account the
implementation of a fault-tolerant code in the optical lattice. This proposal is based on a repeat-until-success strategy and it is therefore not suitable for the QNIX architecture, but it becomes a benchmark for any future LOQC implementation of fault-tolerant codes. In section 7.4 we propose three different ways of implementing error-correction in the LOQC protocol presented in chapter 5 , renormalisation, concentration and percolated topological lattices. This last approach is the most promising, however the error model differs from what is usually studied in the literature and we must therefore investigate it in more detail. Preliminary results for this error model are presented in section 7.5. These results have been obtained in collaboration with James Auger (who has performed the numerical simulations in this section), Hussain Anwar, Tom Stace, Dan Browne and Terry Rudolph. My contribution has been in determining the mapping of bond loss errors in the cluster state picture to errors in the surface code and building the simulator presented in chapter 3 which has been used to determine the bond loss error mapping and to perform preliminary calculations for the three-dimensional Raussendorf lattice.

### 7.2 Quantum Error Correction and topological codes

Quantum information is very sensitive to noise, and in order to perform quantum protocols that compete with classical computation we need to be able to effectively remove the effect of the environment from the qubits used for the computation. In classical error-correction, redundancy is used to preserve information. However, the no-cloning theorem [171 forbids the copying of unknown quantum states and therefore more intricate solutions must be devised. Shor [76] proposed the first quantum error-correcting code that protected against all possible errors on a single qubit, by encoding it in 9 physical qubits. The same principle is used in other quantum error-correcting codes to store a small number of logical qubits in a large number of physical qubits. In this section we will briefly review the basic concepts of quantum error correction and will highlight a pair of codes that will be used later on in the chapter.

### 7.2.1 Foundations of the theory of quantum error correction

The theory of quantum error correction QEC) studies how quantum information can be processed reliably in the presence of noise. QEC codes are used to encode quantum states in a way that is resilient against the effect of noise, and then decode this information when we wish to recover the original state. Quantum states are encoded into a QEC code by performing unitary operations. The effect of noise on the encoded state can be assessed by performing a series of syndrome measurements to diagnose the type of error that has occurred. Once the type of error has been determined, a series of unitary operations are performed on the physical qubits, which recover the original encoded state. For an error to be correctable, it needs to fulfil a simple set of operations, known as the quantum error-correcting conditions [70].

Theorem 4. (Quantum error-correcting conditions) Let $C$ be a quantum code, and let $P$ be the projector onto $C$ that leaves the encoded state unchanged. Suppose $\mathcal{E}$ is a quantum operation with operation elements $\left\{E_{i}\right\}$. A necessary and sufficient condition for the existence
of an error-correction operation $\mathcal{R}$ correcting $\mathcal{E}$ on $C$ is that

$$
\begin{equation*}
P E_{i}^{\dagger} E_{j} P=\alpha_{i j} P \tag{7.1}
\end{equation*}
$$

for some Hermitian matrix $\alpha$ of complex numbers.
Proof. See 70 for proof.

The elements $E_{i}$ for the noise $\mathcal{E}$ are called errors and if such $\mathcal{R}$ exists, they are considered a correctable set of errors. It is usually the case that the exact type of noise affecting the system is not known, and it is therefore useful to protect against an entire class of noise. The quantum error-correcting conditions can be adapted to this scenario [70]:

Theorem 5. Suppose $C$ is a quantum code and $\mathcal{R}$ is the recovery error-correcting operation for a noise process $\mathcal{E}$ with operation elements $\left\{E_{i}\right\}$. Suppose $\mathcal{F}$ is a quantum operation with operation elements $\left\{F_{i}\right\}$ which are linear combinations of the $E_{i}$, i.e. $F_{j}=\sum_{i} m_{j i} E_{i}$ for some matrix $m_{j i}$ of complex numbers. Then the error-correction operation $\mathcal{R}$ also corrects the effects of the noise process $\mathcal{F}$ in the code $C$.

Proof. See [70] for proof.

This theorem allows us to restrict the errors our quantum code needs to correct to a discrete set, as any other error processes that can be described as combinations of this discrete set can also be corrected for using the same recovery operation. For example, for single qubit errors, as any operation elements that describe a single qubit error $\left\{E_{i}\right\}$ can be described as a linear combination of the Pauli matrices, it suffices to use an error-correcting code that protects against Pauli error in order to protect against arbitrary single qubit errors.

The pressing question is then to determine how much noise, if any, a QEC code can protect against and how many resources, i.e. physical qubits and correction operations will have to be used in order protect against such noise. In 1997, Aharonov and Ben-Or proved [53] that noise is no fundamental limit for the performance of large scale quantum computers:

Theorem 6. (Threshold theorem) Provided the noise in individual quantum gates is below a certain threshold it is possible to efficiently perform an arbitrarily large quantum computation with polylogarithmic cost in resources.

Proof. See [53] for proof.

### 7.2.2 Error model

The sources of error in a quantum system are varied, the most noteworthy are [172]:

- Coherent, systematic control errors associated with an incorrect knowledge of the dynamics of the system. This type of errors occur when the apparatus used to implement the quantum logic operations has not been characterised correctly and is implementing a different quantum operation than it was intended. This error is equivalent to the systematic application of an undesired unitary gate operation.
- Environmental decoherence. The environment can be modelled as another quantum system which is coupled to the quantum system in which the computation is taking place. This interaction with the environment (which is usually considered stronger the longer the computation) cannot be included in the computation as we don't have access to the degrees of freedom of the environment, and hence can lead to incoherent errors.
- Qubit initialisation. This type of error can be modelled as either a coherent or incoherent type of error depending on the physical system and the preparation procedure.
- Measurement errors are incoherent errors. An error on the measurement can be modelled as unitary operation acting on the qubit prior to the measurement: $\rho \rightarrow(1-p) \rho+p X \rho X$ where $p$ is the probability of a measurement error, followed by a perfect measurement on the computational basis. This leads to effective measurement operators given by $M_{0}=\sqrt{1-p}|0\rangle\langle 0|+p|1\rangle\langle 1|, \quad M_{1}=\sqrt{1-p}|1\rangle\langle 1|+p|0\rangle\langle 0|$ which implies that after the measurement the qubit will not be in a known state.
- Qubit leakage, in which the state of the qubit leaks to states outside the computational space. This is usually the case as most systems utilised for qubits have more than two levels. Recovery from leakage is possible in some cases, when it's not, it is usually considered as qubit loss, which is modelled by tracing out the qubit from the state. This means that the qubit cannot be directly measured or coupled to any other qubit. Qubit loss can also happen, as in the case of linear optics, because of absorption of the physical system by the environment, rather than the leakage of information to other levels. This error usually requires additional techniques on top of the standard QEC protocols.

The modelling of error in a quantum system depends on the physical implementation itself, however theorem 5 ensures that as long as we choose a discrete set of errors that span all possible errors, our error-correcting procedure will succeed. Even in the case of incoherent errors, they can be modelled as discrete coherent errors that occur with a certain probability. There are several assumptions that are made about the nature of noise that a QEC code protects against. In order to prove that a particular physical implementation can perform robust quantum computation, these assumptions must be satisfied. Although in some estimates of the computational threshold extra assumptions are made [54], we list here the most commonly used ones:

- Constant error rate: The error rate is independent of the size of the QEC code.
- Weakly correlated errors: Errors must not be too strongly correlated, either in space or in time.
- Parallel operation: We assume the ability to perform many gates in a unit of time, as it is needed to perform the recovery operations.
- Reusable memory: Ancilla qubits are used to store the syndrome measurement and must be replaced (or the information erased) quickly.

The depolarising channel is an important type of quantum noise, in which a qubit is replaced by the complete mixed state $(I / 2)$ with probability $p$ :

$$
\begin{equation*}
\rho \rightarrow(1-p) \rho+p \frac{I}{2} . \tag{7.2}
\end{equation*}
$$

This type of noise can be used to model most of the incoherent errors that might occur during a quantum computation. A common way of parametrising it is

$$
\begin{equation*}
\rho \rightarrow(1-p) \rho+\frac{p}{3}(X \rho X+Y \rho Y+Z \rho Z), \tag{7.3}
\end{equation*}
$$

where the state remains unchanged with probability $(1-p)$ and the operators $X, Y$ and $Z$ are applied with probability $p / 3$. The depolarising noise model, where each of the Pauli errors occurs independently is the most commonly used error model used in QEC protocols. It can now be fully understood why the stabilizer formalism is such a great tool for QEC in order to model most errors, we only need to model Pauli errors, which can be efficiently simulated on a classical computer using the stabilizer formalism.

### 7.2.3 Topological codes

In chapter 3 we introduced the stabilizer formalism and we briefly showed how it could be used for error correction. Its effectiveness lies in the fact that it can easily protect against Pauli errors, and as many errors can be written as linear combinations of Pauli errors, stabilizers is all that is needed to protect against those. Stabilizer codes are usually described as a trio of numbers: $[n, k, d]$, where

- $n$ is the number of physical qubits of the code,
- $k$ is the number of encoded qubits in the code,
- $d$ is the distance of the code, defined as the minimum distance between encoded logical states, i.e. minimum number of physical qubits on which a local error has to occur in order to become a logical error.

The error detection is performed by measuring the $n-k$ stabilizer operators that define the code.

A large class of stabilizer codes can be designed by the so-called Calderbank-Shor-Steane (CSS) code construction [127, 128]. In the CSS code construction two classical linear codes (satisfying certain conditions, omitted here) are used to built a quantum code that corrects against X and Z errors, independently. Rounds of error detection are performed sequentially (possibly with an intermediate step of applying H and CNOT gates). The main characteristic of these codes is that the stabilizer operators used to detect the errors are all products of either $X$ operators or $Z$ operators on individual qubits. A full review of this type of codes can be found in 173 .

Topological codes are a particular type of CSS code, where the quantum information is topologically protected in a global degree of freedom, while the stabilizer operators defining the code are strictly local. These codes are defined on lattices with particular topological
properties, hence their name. The syndrome measurements find defects in the lattice, which highlight the presence of errors. The process of error correction and recovery can be seen as topological operations on a surface, and topologically protected quantum computation can be performed by considering the defects as quasi-particles that implement logical gates on the encoded quantum information when braided [129]. This, however, is far beyond the scope of this thesis, a detailed review can be found in [174]. We will explain two topological codes in more detail: the two-dimensional planar code and the three-dimensional Raussendorf lattice. We will study the implementation of these two codes on a linear-optical lattice built according to the procedure proposed in chapter 5

## Two-dimensions: planar code

The planar code is a type of surface code. Surface codes are a particular class of CSS codes defined on a two-dimensional lattice. In particular, the planar code is defined on a $L \times L$ lattice, where each edge of the lattice corresponds to a qubit (notice the difference with the cluster states, where qubits correspond to the lattice nodes). The stabilizer operators that describe the planar code are check operators that contain either only $X$ operators or only $Z$ operators and they are usually referred to as star and plaquette operators respectively. There is one star operator associated to each vertex of the lattice, which is a tensor product of $X$ in all the edges that meet at the vertex; and one plaquette operator associated to every "tile" of the code, which is a tensor product of $Z$ in all edges that surround the tild. In figure 7.1 we can see an example of these check operators. All the check operators commute with each other: operators of the same kind commute trivially, while stars and plaquette operators commute as the always overlap on either zero or two qubits. In this planar topology, all check operators can be constructed with local gates. There exists a difference between check operators in the body of the planar code and those defined on the boundaries, as check operators on the boundaries have support on only 3 qubits rather than 4 (their weight has diminished). It is also important to note than in our definition of the planar code, the lattice will have two types of boundaries (this definition ensures the duality of the primal and dual lattice): a "plaquette boundary" or "rough boundary" on which the plaquette operators have weight 3, while on the "star boundary" or "smooth boundary", it is the star check operators that have reduced weight.

According to theorem 1 (chapter 3), the number of encoded logical qubits supported by the lattice is given by $k=n-s$ where $n$ is the number of qubits and $s$ is the number of independent check (stabilizer) operators. The planar code of dimension $L$ is obtained from a square lattice that has $L^{2}-(L-1)^{2}$ edges, where $L$ is the number of edges between rough boundary and rough boundary (or alternatively from smooth boundary to smooth boundary) when following the shortest path between them. There are $(L-1)^{2}$ star an $(L-1)^{2}$ plaquette operators and they are all independent. Therefore the number of logical qubits encoded in the lattice is $k=L^{2}+(L-1)^{2}-2(L-1)^{2}=1$.

The logical operators that act on this logical qubit are stabilizer operators that commute with the check operators but are not generated by the check operators. For the planar code, they
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Figure 7.1: Planar code. (a) Check operators that stabilize the code. Plaquette operators are Z operators on the qubits surrounding a tile of the lattice, while star operators are X operators on the qubits next to a vertex of the lattice. Note that on the rough boundary, plaquette operators reduce weight to a 3-body operation, while the same reduction occurs to the star operators on the smooth boundary. (b) Logical operators of the encoded qubit. The logical $Z_{L}$ operator is defined as a chain of $Z$ operators from rough to rough boundary. The logical $X_{L}$ is defined as a chain of X operators from smooth to smooth boundary. Note that they overlap on one qubit, which ensures anti-commutation.
are defined as chain operators that cross the lattice. The logical $X_{L}$ operator acts on the qubits whose edge is parallel to a chain that extends from smooth to smooth edg $\AA^{2}$, while the logical $Z_{L}$ operator acts on a chain of qubits that extends from rough to rough edge. The two logical operators overlap on one qubit, which means that they satisfy the appropriate commutation relation. An example of such logical operators can be found in figure 7.1 (b).

Because the information is topologically protected in a global degree of freedom, sparse local errors on the qubits don't corrupt the logical qubit. Single qubit errors are detected by the check operators, and many chains of errors will be too. However, chains of errors with a particular topology will not be detected by the check operators and might cause logical errors. In figure 7.2 (a) we show two examples of chains of errors that are not detected by the check operators, the reason being that any check operator overlaps with two errors and therefore commutes with the chain. There are two types of these undetectable error chains (usually called cycles): a trivial cycle, which can be expressed as the product of check operators and therefore is also a stabilizer of the computational subspace; and a non-trivial cycle, which cannot be expressed as a product of check operators and although it commutes with all the check operators, it anti-commutes with at least one logical operator and hence becomes a logical error.

The observed value of the measurement of check operators is called syndrome. When there are no errors acting in the planar code, the code subspace corresponds to the +1 eigenvalue of all check operators. Thus, errors can be detected when the measurement values turns negative (such negative measurement outcomes are usually referred to as defects). Plaquette operators will detect $X$ errors and star operators will detect $Z$ errors. As there are always two check operators of each type overlapping in any one qubit, a single error will trigger a negative
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Figure 7.2: Planar code. (a) Cycles of Z operators. The cycle marked in orange is a trivial cycle as it is closed, it is not detected by the stabilizer operators and has a trivial action on the $X_{L}$ operator. The cycle marked in red is a non-trivial cycle as it is open. It is not detected by the stabilizers and flips the value of the $X_{L}$ operator. It is therefore a logical operation on the code subspace. Similar cycles can be defined for the star operators. (b) Errors on the red qubits are detected by the stabilizer operations. The plaquette and star check operators that detect the error are highlighted in green and orange. An error detected by a plaquette is an X error and an error detected by a star operator is a Z error. To correct for these defects, single qubit operations (marked in green and orange) have to be applied in order to turn the chains of errors into trivial cycles.
outcome on two check operators. If there is only one error, the adjacent check operators will give a negative measurement outcome, however if there are chains of errors, the defects will be at the end of the chain of errors. It is important to note that it is possible also to have errors highlighted by one single check operator, as the error chains can extend to the boundary of the lattice. In particular, $X$ error chains can end at smooth boundaries and $Z$ error chains can end at rough boundaries. This means that defects can appear either in pairs or singly, and single defects should be paired to the corresponding boundary.

The error recovery consists in turning the detected chains of errors into trivial cycles so that they have no effect on the topologically protected qubit. In figure 7.2 (b) we can see an example of some errors (marked in red) as they are detected by the syndrome measurement of the plaquette and star operators, as well as successful correction that turns the errors in trivial cycles. To determine what is a successful correction, algorithms such as the MinimumWeight Perfect Matching algorithm [175] are used to pair the defects appropriately. It is usually assumed that pairs of defects (or defects and boundaries) that are close together have a higher probability of having been generated by the same error. However, errors in the recovery or errors in the syndrome measurements can lead to the transformation of these chains of errors into non-trivial cycles, which are logical errors in the code.

The planar code has been shown to have high thresholds for both Pauli errors (11\%) and loss $(50 \%)$ [176], making it an excellent choice for error correction in LOQC. However the effect of bond loss in this code has not been studied, and we do so in section 7.5 .

## Three dimensions: Raussendorf lattice

The main idea behind the Raussendorf lattice [55] is that " $a$ three-dimensional cluster state is a fault-tolerant fabric" that allows a cluster-state computation to be performed fault-tolerantly. The qubits that form this three-dimensional lattice are arranged in the faces and edges of a body-centred-cubic lattice, as shown in figure 7.3 . Topologically protected quantum computation can be performed by defining three separate cluster regions: the vacuum, where local X measurements are performed; primal defect and dual defect regions, where local Z measurements are performed; and qubit regions, where qubits are measured on a basis in the $\{X, Y\}$ plane. These regions are then braided to perform logical protected gates. It is beyond the scope of this thesis to describe the details of this procedure, they can be found in 55.


Figure 7.3: Unit cell of the Raussendorf lattice.

Each face of the unit cell of Raussendorf (figure 7.3) has a stabilizer element associated with it, with an $X$ operator acting on the face qubit (red) and $Z$ operators acting on the qubits on edges that form the face (blue). The stabilizer that measures the syndrome bit per cell of the Raussendorf lattice corresponds to a six-body stabilizer with $X$ operators in all the face qubits, which protects the face qubits from $Z$ errors. However, we don't need to perform a six-body measurement, we only need to make single $X$ measurements on the face qubits and from them infer the value of the six-body cell operator. The Raussendorf lattice is translationally invariant if we move along the diagonal of the unit cell. This translation defines a new dual lattice and each face of the primal lattice becomes and edge in the dual (and vice versa) and each site becomes a cube or unit cell (and vice versa). The edge qubits are then protected by measuring the stabilizer on the dual lattice.

The Raussendorf lattice can also be understood as a surface code evolving in time. In the surface code, we performed rounds of measurements of check operators, alternating between plaquettes and stars. This is equivalent to measuring the syndrome measurements of the Raussendorf lattice layer by layer. Errors in the Raussendorf lattice correspond to non-trivial cycles, such as compact regions of error that span a dimension of the lattice. The Raussendorf lattice has been shown [177] to have lower thresholds than the surface code for both Pauli errors $(0.6 \%)$ and loss $(25 \%)$. However, it is particularly amenable for LOQC as it doesn't require many-body measurements to measure the check operators.

### 7.3 First linear optical proposal of a fault-tolerant quantum computer

A recent proposal by Li et al. [62] puts forward the first fault-tolerant protocol for LOQC that includes every step from the initial generation of entanglement to the implementation of a fully fault-tolerant quantum computation. They consider the errors and losses that happen at each stage on the process and determine the resource requirements and per-component tolerable loss rate.

Li et al. propose a specific protocol for LOQC based on the planar code, which they simulate in time by creating a 3D lattice (each layer represents one clock cycle of the computation). Each qubit in the surface code is encoded in a snowflake graph state [178, 179], which is their building block for the 3D lattice and contains sufficient redundant encoding to create the planar code correlations despite the probabilistic nature of the BSM used. Each building block has a core qubit which will ultimately be part of the fault-tolerant code and several bridge units which are used to create entanglement between the core qubits via probabilistic entangling operations (PEO). The resources necessary to generate these complex multi-photon states are taken into account and errors are assumed to happen at each individual component (with the exception of single photon sources, which are assumed deterministic). It is also interesting to note that their simulations confirm that the switching networks have the strongest impact on the loss tolerance of the quantum computer, as we have highlighted in previous chapters.


Figure 7.4: Protocol for fault-tolerant LOQC, (a) 3D fault tolerant cluster built in a neardeterministic manner once sufficiently complex building blocks have been created. Probabilistic entangling operations are performed between several bridge units to create entanglement between the core (or data) qubits. (b) Description of the probabilistic entangling operation. Figure from [62], copyright (2015) by the APS.

The authors give an estimate of the overall scale of resources, choosing the number of detector $3^{3}$ as a metric for the device size, assuming the number of other elements will scale accordingly. The estimate that they require "upwards of $10^{5}-10^{6}$ " detectors per physically encoded qubit. Assuming that each logical qubit is encoded in a surface code consisting of $\sim 1000$ qubits [14], the total number of detectors for a $10^{3}$ fault-tolerant quantum computer is $10^{11}-10^{12}$. They also calculate that loss rates below $\sim 10^{-3}$ and error rates below $10^{-5}$ are

[^44]required.
As the authors of this proposal point out, their result "only represents an upper bound on the physical characteristics that are required of the components in an LOQC system" and further optimisations and improvements will reduce the resource costs. Given the material presented in this thesis, there are two ideas that have not been implemented in this proposal, but that have been proven to successfully reduce the number of resource costs in other protocols: time multiplexing and percolation.

The authors state that this protocol requires a number of physical components that is at least 5 orders of magnitude greater than in comparable matter-based systems. Architectural resource savings such as the ones mentioned in this thesis will reduce the difference in number of physical components required with respect to matter systems. However, it is important to bear in mind that a fault-tolerant quantum computer is expected to require require at least $\sim 10^{6}$ data qubits in order to compete with current state-of-the-art classical computers [14]. Thus, all physical implementations of a fault-tolerant quantum computer will need to demonstrate the feasibility of their schemes for $10^{9}$ qubits, counting the physical qubits needed to encode the data qubits. On-chip silicon wafers of millimetre size with hundreds of thousands of working devices have been demonstrated [61, (180] in classical linear optical experiments and therefore it is realistically possible that architectural and technological improvements will make LOQC a competitive candidate for a quantum computer.

The overall strategy used to build the topological lattice in Li et al.'s proposal is based on a repeat-until success strategy. As discussed in chapters 1 and 2, not only is this strategy very expensive in terms of resources, but the fact that it does not have a fixed physical depth makes it very unfeasible experimentally. Furthermore, the large amounts of switching required in a repeat-until-success scheme aggravates other important issues such as noise and photon loss. It is therefore necessary to investigate alternatives to this first approach. In the following sections we will focus on implementing QEC on a ballistic architecture which minimises switching and has a fixed physical depth.

### 7.4 Transforming a percolated lattice into a topological code

The main error in a linear optical system is loss. Specific loss-tolerant codes already exist [113, 181] and have been demonstrated [152], however as topological codes have been shown to have high tolerance to loss errors in addition to Pauli-error tolerance, the possibility of using those codes directly to protect against all possible errors is compelling. It is worth noting that photonic implementations of topological codes have already been proposed for schemes relying on deterministic quantum dot sources [182], although these sources are not yet within our technological capability.

We have so far presented well-known fault-tolerant schemes as well as the first LOQC proposal that considers the implementation of QEC. In this section, we will focus on the implementation of QEC in the LOQC architecture proposed in chapter 5. We propose three possible ways of doing so: renormalising the cluster state into blocks that can become renormalised qubits in the fault-tolerant lattice, concentrating the percolated lattice into the topological lat-
tice and building the topological lattice directly using the percolated scheme. Out of these three approaches, the last one seems the most promising, although extensive analysis needs to be performed to understand the effect of bond losses on the fault-tolerant properties of the code, which has not been studied before.

### 7.4.1 Renormalisation

To successfully implement UQC in a photonic lattice we need to implement error correction. The simplest way to do so, is to embed a fault-tolerant lattice in the photonic lattice, using the block renormalisation technique mentioned in chapter 5. It consists in picking regular blocks of the percolated lattice and redefining them as one qubit of the topological lattice. Inside each renormalised block, we find a crossing cluster that has the right connections to the neighbouring renormalised qubits, as can be seen in figure 7.5. We believe the Raussendorf lattice [55] is the best fault-tolerant lattice for this task, as it has very high thresholds for both logical errors and, most significantly for LOQC, loss errors [177]. This lattice also has the huge advantage of requiring only local measurements and not CNOT gates to implement error correction 4 .


Figure 7.5: Each (renormalised) qubit of the Raussendorf lattice corresponds to a block of the percolated lattice, where a crossing cluster with the necessary connections to adjacent blocks can be found. The crossing clusters in each block of the percolated lattice interconnect, creating a spanning cluster across the lattice which is topologically equivalent to the Raussendorf lattice.

[^45]It must be noted that each block is not created separately, the photonic lattice is created as a whole and it is during the classical post-processing where different photons will belong to different "renormalised" qubits, which will be defined by the blocks. The dimensions of these blocks will depend on the percolation probability that is required, and also the total photon loss present in the fusion, $f_{l}$. In the case of the diamond lattice, as it is mentioned in chapter 55 the percolation properties of the brickwork lattice are not isotropic, having one preferred percolation direction. However, if these blocks are to be used to reproduce a structure such as the one of the Raussendorf lattice, isotropic percolation probabilities are required and therefore rectangular cuboid blocks will be optimal renormalised qubits.


Figure 7.6: Number of GHZ states needed per renormalised block of the Raussendorf lattice as a function of the total loss per fusion for different percolation probability requirements. Note that the simulation results have been obtained using a fusion probability of $75 \%$.

In order to assess how many $3-\mathrm{GHZ}$ states need to be created per singular qubit (renormalised block) we run Monte-Carlo simulations to obtain the percolation threshold for different rectangular cuboids with different aspect ratios as a function of $f_{l}$. In figure 7.6 we can see what is the trade-off, where the different points in the graph represent simulations of cuboid renormalised blocks with different aspect ratios. The solid lines mark the exponential growth of the size of the renormalised block as the fusion loss probability increases.

As we can see from figure 7.6, the scaling of this approach is very expensive. The simulation results have been obtained in the case where every renormalised block has the same dimensions. If this restriction is lifted and the block size is variable (determined only by the existence of crossing clusters within a specific region) it is expected that the resource requirements would be lower. However, even with variable block sizes, this strategy would still be making very poor use of the cluster correlations already created, hence other strategies must be sought after. The renormalisation strategy serves as a benchmark for any other strategy.

### 7.4.2 Concentrating a universal lattice

A different way of using the percolated cluster is transforming the lattice to concentrate a universal cluster state from the qubits in the percolated lattice. The faulty cluster can be transformed into a universal resource for one-way quantum computation by using an algorithm such as the one presented in [105], which transforms an $L \times L$ percolated lattice into an $O(L) \times$ $O(L)$ universal resource for MBQC, which in [105] is an hexagonal lattice. This approach scales optimally, i.e. linearly, in the size of the original lattice. The algorithm that is proposed in [105] can be summarised as follows: First a classical stage in which subsets of qubits with regular hexagonal lattice as a topological minor ${ }^{[5}$ are identified. The classical steps are:

- Identify $O(L)$ disjoint paths that percolate though the lattice vertically and horizontally.
- Find "bridges" between horizontal paths, which are pieces of vertical paths that only enter the vicinity of the horizontal path at one point. Discard every other bridge between two horizontal lines to ensure that the global topology is that of an hexagonal lattice.
- Correct local errors by eliminating the superfluous edges in any intersection. Do so by keeping only the shortest horizontal path through an intersection area.

After the subsets of qubits have been identified, the quantum stage of the algorithm applies a series of $Z$ and $Y$ measurements to concentrate an hexagonal lattice from the qubits in the identified subset. The quantum steps of the algorithm are:

- Measure in $Z$ all qubits outside the subset identified by the classical algorithm. This has the effect of disconnecting any measured qubits from the lattice.
- Topologically contract the graph into an hexagonal lattice by measuring $Y$ on all vertices with coordination number 2. A $Y$ measurement on a qubit ( $j$ ) with coordination number 2 can be described as a graph transformation by connecting the neighbours of qubit $j$ by an edge before disconnecting the vertex $j$ from the lattice. This measurement thus contracts the line and leaves the topology of the subgraph unchanged.

As can be observed in figure 7.7 the only qubits remaining in the lattice have all coordination number 3 and they form a lattice topologically equivalent to a hexagonal lattice.

For the embedding of a fault-tolerant lattice onto the percolated lattice generated by the proposed LOQC scheme, we would require a similar algorithm to find a 3D universal lattice within the percolated photonic lattice. However, as the authors of [105] point out, an extension of their algorithm to three dimensions would require a new approach. The proof of the validity of their algorithm heavily relies on the planarity of the original lattice, which makes the argument not applicable in 3D. There is ongoing work [183] trying to achieve an efficient ${ }^{6}$ algorithm for this problem.

It is clear the improvement on resource efficiency that would be provided by an efficient algorithm of this type. A block $k^{3}$ of percolated lattice could be turn into an $O(k)^{3}$ sized
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Figure 7.7: Transformation of an $L \times L$ percolated lattice into an $O(L) \times O(L)$ universal lattice for MBQC. Image adapted from [105].
universal lattice, whereas the renormalisation algorithm would use such a $k^{3}$ to define a single renormalised qubit in the universal lattice.

### 7.4.3 Percolated Raussendorf lattice

The Raussendorf lattice is a 3 -dimensional lattice with coordination number 4, the exact same characteristics that made the diamond lattice the best choice for percolation. In this section we will focus on the percolation properties of Raussendorf lattice and the possibility of using a percolated Raussendorf lattice directly to perform QEC.

## Mixed site bond percolation threshold

As the Raussendorf lattice is not a commonly used lattice in condensed matter systems, to our knowledge no numerical or analytical investigations of its percolation threshold exists in the literature. To obtain the mixed percolation threshold, we performed Monte-Carlo simulations in which we built a perfectly formed Raussendorf lattice and removed sites and bonds with probability $1-p_{s}$ and $1-p_{b}$ respectively, where $p_{s}$ and $p_{b}$ are the probability of occupancy of sites and bonds. We obtained the probability of percolation for different lattice sizes, $p_{s}$ and $p_{b}$ and found the threshold following the procedure detailed in section 5.4.1. The resulting numerical threshold is shown in figure 7.8, together with the mixed percolation thresholds of other lattices, obtained from [108]. The data points for the Raussendorf lattice and the diamond lattice are remarkably close, confirming their similar percolation behaviour, as expected given their dimensionality and coordination number.

The mixed site-bond percolation threshold gives valuable information about the lattice and can be used as a guide for designing percolation schemes. For the diamond lattice, we can easily check that the percolation scheme works (before any optimisations) by calculating the effective $p_{s}=0.75^{2}=0.5625$ and $p_{b}=0.75$ and confirming that they are (just) above the percolation threshold. The fact that both thresholds are so similar means that a small variation of layout

## Mixed site-bond threshold



Figure 7.8: Mixed site-bond percolation threshold for various lattices in 3D. The data points of the Raussendorf lattice were obtained by numerical simulations while the data points for the other lattices have been obtained from [108].
on the percolation scheme proposed in chapter 5 will produce percolated Raussendorf lattice instead of percolated diamond.

## Using a percolated Raussendorf lattice

In the percolation scheme for the diamond lattice, we were able to lower the percolation threshold by applying rotations prior to the fusion gates. The percolated lattice obtained was not a strict sub-lattice of the diamond, but the extra connectivity was beneficial. The case of the Raussendorf lattice is different, as we are interested in both the percolation and error-correcting properties of the lattice. The correlations created by the connectivity of the lattice is what makes this lattice so useful to protect against errors and loss and thus, extra edges will be detrimental to those correlations. Using the optimisation techniques we used for the diamond lattice would imply that there would be cluster edges between primal and dual qubits of the Raussendorf lattice, which would produce errors in the stabilizer measurements and the error correction. Therefore, for the generation of the Raussendorf lattice we will use a differently rotated Type-II boosted fusion that preserves the geometry of the Raussendorf lattic $\mathcal{F}^{7}$

Having this considerations, we build the Raussendorf lattice using an optical scheme similar to the one presented in chapter 5. We run Monte-Carlo simulations to obtain the percolation threshold as a function of the fusion gate success probability, which can be seen in figure 7.9 . The data presented in 7.9 has been calculated from performing $10^{4}$ repetitions of each data point.

Figure 7.9 shows that the percolation threshold can be estimated to be $69.8 \%$. This threshold, while higher than the threshold for diamond, is still lower than the fusion probability we can achieve with the proposed boosted fusion gates ( $p_{s}=75 \%$ ), proving that when building
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Figure 7.9: Percolation threshold for a Raussendorf lattice built with a similar scheme as the one presented in chapter 5. Note that the value of the percolation threshold, $69.8 \%$, is higher than it was for the diamond lattice. The reason for this is that we are using rotated type-II gates that preserve less entanglement upon failure. These gates are beneficial, however, as they preserve the internal structure of the Raussendorf lattice (hence the percolated lattice is a strict sub-lattice of the Raussendorf lattice) which is required to take advantage of its QEC properties.
the cluster with our scheme, we are in the super-critical percolation regime. However, now we are concerned with using not only the percolation but also the fault-tolerant properties of this lattice. This lattice has very favourable properties for QEC codes, but its performance has only been tested when Pauli errors or loss errors affect it [177]. We need to understand how the fault-tolerant properties of the lattice behave when some of the correlations needed for its functioning are never built in.

It is expected that this error model will have a threshold, a bond loss rate above which the error correction fails. To be able to decide whether the lattice built with the linear optical scheme is above or below that threshold we will need to refer to the tradeoff between the fusion success probability and the bond loss rate. This tradeoff is provided in figure 7.10 .

### 7.5 Topological codes under a bond loss error model

Bond loss is not a very well studied error model on topological codes. It can be hardly justified for other physical systems, as in most implementations the many-body stabilizer operators are measured by applying a series of two-qubit gates between the data qubits and some ancilla qubits. Given this implied ability to perform two-qubit operations deterministically, a situation where a missing cluster state bond cannot be replaced is hard to imagine. It is however a situation that easily arises in LOQC as we have shown in the previous section, and we therefore need to understand the effects of this type of error better. No definite results have yet been achieved, with the exception of the incompatibility of a surface code for our LOQC construction, which can be in any case argued unsuitable for other reasons as detailed later. In this section


Figure 7.10: Bond loss rate in the Raussendorf lattice created by failed fusion gates. We can see that for $75 \%$ fusion probability we have a high bond loss rate of $58 \%$.
we present preliminary results obtained in the study of this error model.

### 7.5.1 Surface code

The error correcting properties of any topological lattice depend on the correlations between qubits which are generated by the stabilizer operators. When an element of the lattice is missing, the natural error correction of the lattice is therefore impaired. The planar code has been shown to have good tolerance for qubit loss [176], QEC is still possible when the lattice has lost up to $50 \%$ of its qubits. The key factor behind this tolerance is the fact that there are always two stabilizers of each kind (plaquettes and stars) overlapping on any qubit. When losing a particular qubit, both operators are affected. However, due to their overlap, we can define a super-operator formed by the two original stabilizers multiplied together, and this allows the code to retain its error-correcting properties.

We analyse the complementary case: the loss of bonds in the planar code lattice. The planar code lattice can be built from a cluster state by performing regular $Z$ and $X$ measurements, or alternatively, it can be built from one layer of the Raussendorf lattice. This last case is the most appropriate in the context of this thesis, as we have shown how to build a Raussendorf lattice using a linear optical scheme in previous sections. Nonetheless, the effect of bond losses is the same in both cases, as the loss of a bond attached to a qubit that is measured in the $Z$ basis has no effect (that bond is always removed from the lattice by the $Z$ measurement). In figure 7.11 we can see a layer of Raussendorf lattice, where the qubits in green are measured in $X$ to build the planar code onto the blue qubits.

The bond loss model is very different to the qubit loss model for the surface code. While two stabilizer operators of the same kind always overlap on a qubit, they never overlap on a bond


Figure 7.11: Planar code with a bond loss. Note that here the planar code is represented in cluster state form as a layer of Raussendorf lattice: the qubits represented in blue can be recognised as the planar code qubits from figure 7.1 while the green qubits are measured in the $X$ basis in order to form the correlations of the planar code on the blue qubits. The plaquette operator marked in orange is broken, and the error chain marked in red will not be detected by the code stabilizers.
and thus, we cannot redefine a super-plaquett $\int^{8}$ to avoid the effect of the loss. What is more, missing bonds in the lattice generates internal boundaries in the lattice, error chains between qubits that have lost a bond, or between such qubits and the lattice boundary, commute with all the stabilizers of the broken lattice and are therefore undetectable. One of such error chains can be seen in figure 7.11 marked in red. If the lattice was perfect, that chain would be detected by the plaquette operator marked in orange, but due to the bond loss it goes undetected.

The existence of these undetected error chains effectively reduces the code distance, as they anti-commute with the logical operator of the code (in the case presented in figure 7.11, the code distance has been reduced from 4 to 3 ). The code distance will therefore be determined by smallest distance between lost bonds. If we have a bond loss rate given by $p$, the average distance between bonds $\delta$ will scale as $\frac{1}{\sqrt{p}}$. As the code distance will be limited by $\delta$, when $\delta<L$, where $L$ is the dimension of the lattice, increasing the size of the lattice will no longer reduce the logical errors. We therefore expect to observe a pseudo-threshold: smaller codes will show the presence of a threshold, which will vanish for lattices with $L>\delta$.

The presence of the lost bonds in the code also breaks the degeneracy of the logical operators. Usually we have a choice on the qubit support of the logical operator and all possibilities are equally reliable to encode the logical qubit. However, if the logical operator is defined crossing a path between two of these bond losses, it will have a much higher probability of being corrupted than if it was defined far from these defects. Therefore, to improve performance when performing

[^48]QEC simulations on a lattice with missing bonds, the first step will be to determine the optimal logical operator given the configuration of bond losses present. In figure 7.12 we present the results of a QEC simulation for bond loss rate $p=0.007$, where first the optimal logical operator is chosen by analysing the distances from each possible logical operator to the nearest lost bonds, and then a usual QEC round of inputing Pauli noise and decoding the errors is performed. We can clearly see how there is a threshold for small lattices, but it disappears as the code size increases beyond $\delta$.

Bond loss rate $p=0.007 \Rightarrow \delta \sim 12$


Figure 7.12: Probability of successful correction as a function of the computational error rate in the presence of lost bonds. The results on the left are for lattices with $L<\delta$, where the threshold can be clearly seen. For lattices $L>\delta$, the threshold disappears as we can see on the figure on the right. Simulation results courtesy of James Auger.

In figure 7.10 we provided the bond loss rate of the Raussendorf lattice when built using probabilistic fusion gates. For the fusion success probability of $75 \%$, the bond loss rate was $58 \%$. This would give an average separation between bond losses of $\delta \sim 1.3$, which clearly makes this QEC code unsuitable for our optical scheme. It should be also noted that given the destructive nature of measurements in optics, only one round of error correction would be possible using a surface code, which also makes the use of any surface code hard to justify for a linear optical implementation.

## Cluster bond loss as a logical error on the planar code subspace

To understand better the effect of the bond loss on the stabilizers of the planar code, we map its effect to a logical operation on the qubits of the planar code. In figure 7.13 we show the cluster state graph with a bond missing. We consider this bond loss prior to the $X$ measurements that would transform this cluster state into the planar code. The main consequence of losing a bond is that we reduce the weight of one of the plaquette operators. The qubit that has lost a bond
(marked in orange in figure 7.13 ) does not have the appropriate correlation to the qubits in one of the plaquette operators that have support on that qubit. This broken plaquette no longer commutes with the chain logical operator that crossed the lattice from rough edge to rough edge (top to bottom in figure 7.13), and this chain logical operator is reduced to a chain that ends at the broken plaquette. In order to restore the logical operator to its full length, a series of two-qubit operations is needed.


Figure 7.13: Planar code with a bond loss. The plaquette operator marked in orange is broken, the correction operation on the qubits of the planar code is a chain of CNOT operations. In the figure, two chains are marked, one in black, one in purple.

By analysing the transformation of the stabilizers ${ }^{9}$ that change when the bond loss happens (the reduced weight plaquette operator and the logical chain operator) we realise that the transformation is equivalent to a chain of CNOT gates applied with control on the qubit with the lost bond (highlighted in orange) and target on a chain of qubits that go from the broken plaquette to the nearest smooth edge. Two examples of such chains of non-local CNOT gates can be seen in figure 7.13 . As the CNOT gates are self-inverse, the correction chains can also be used to simulate the occurrence of this type of error on the planar code. It is an unnatural error to happen if the planar code is built directly and not from a cluster state, as non-local correlated errors are unlikely in most physical settings.

In the case of having many lost bonds, this correction (or error) chains can overlap (in figure 7.13 this would mean that one qubit would belong to both correction chains and belong to the sets of black and purple qubits) and therefore more than one CNOT, each corresponding to different bond losses, might be applied to the same qubits.

[^49]
### 7.5.2 Raussendorf lattice

We have shown that the bond loss errors on the planar code can only be corrected by performing a series of two-qubit gates. However, that is not possible for the LOQC percolation scheme, as we cannot perform deterministic two-qubit gates. In three dimensions however, the effect of a lost edge in the lattice is not as detrimental. The stabilizer operators in the (3D) Raussendorf lattice are cubic operators that overlap on the faces. As any lost edge will always be located in a face of the cube, the argument of [176] does apply here: by multiplying together the operators that overlap on the face that contains the lost edge to form a new super-operator, the QEC properties of the lattice should be preserved (at least for bond loss rates lower than some threshold that needs to be determined). In figure 7.14 we show an example of a missing bond, whose effect can be cancelled by multiplying together the logical operators (defined on the red qubits) of the two adjacent qubits.


Figure 7.14: A bond is missing in the overlapping face of the two cubes. The damaging effects of the missing edge can be cancelled by multiplying together the two adjacent cubes to form a super-cuboid.

Preliminary results suggest that the tolerance to bond loss of the Raussendorf lattice is much higher than the tolerance of the planar code. However, many more simulations and studies need to be performed in order to determine if using percolated Raussendorf lattice is a viable option for LOQC.

### 7.6 Discussion and outlook

In this chapter we have presented a number of approaches to integrate error-correcting codes in a linear optical architecture. We have focused on topological codes, as they have been shown [176, 177] to have high thresholds for both Pauli errors and loss, which makes them highly
appropriate for linear optics. We have presented three main approaches for the implementation of QEC renormalisation, in which blocks of percolated lattice form renormalised qubits of the topological lattice; concentration, in which groups of qubits that are topologically equivalent to the error-correcting lattice are selected and concentrated to form the topological lattice; and finally the possibility of building a percolated topological lattice directly. This last possibility is the most promising as it seems to be the most resource efficient implementation among the rest, however, only preliminary studies have been performed.

Future work will include a topological analysis comparing the differences of 2D and 3D lattices under such bond loss model. It is quite striking that increasing the number of dimensions makes such a difference in the error correcting properties, and although the difference between these codes can be understood from the arguments we have presented, a full mathematical proof of the error-correcting properties of both codes is required. It will also be very interesting to study other types of topological codes such as colour codes [184, 185] and the recently proposed doubled colour codes [186, 187], under qubit loss and bond loss and their implementation on a linear-optical setup.

A pending matter for LOQC is the full characterisation of errors, mapping photon errors such as multi-photon contamination and mode-mismatch to Pauli error rates and loss. Only fully understanding how these physical errors affect the encoded quantum information, we will be able to devise schemes and implement codes that allow us to perform a full fault-tolerant quantum computation.

## CHAPTER 8

## CONCLUSION

Quantum computers promise computational capabilities far beyond what can be achieved with classical computers, however they have not been built yet. A number of candidate systems have proposed architectures to do so, and in this thesis we explored the suitability of linear optical systems. After reviewing the advantages and challenges of this physical platform, as well as the most important protocols for linear optical quantum computing proposed so far [2, 88, 89, 94, 95, 90, 99], we presented investigations into all the different theoretical stages of the construction of such a quantum computer.

Due to the linearity of the mode transformations in linear optics, entangling two-qubit operations cannot be achieved deterministically [114]. However, entangling operations and entangled states are necessary for quantum computing [70]. In chapter 4 we reviewed schemes for the optical implementation of Bell-state measurement, including some recent results [111, 115] that show how the probability of successfully generating entanglement can be improved when using ancillary photonic states. Using these results we boosted the success probability of Type-II fusion gate 90 , which is predominantly used when generating small entangled states, and proposed a series of schemes for generating $n-$ GHZ states. We studied the resource consumption of all these schemes in near-deterministic nested multiplexed setups with probabilistic sources, where the probabilistic generation is repeated multiple times in order to ensure the successful generation of at least one entangled state. An interesting conclusion of the results presented is that setups with higher source efficiency are more resource efficient when using fewer multiplexing steps. This is a promising result for linear optics, because it is expected that the efficiency of single-photon sources [58 will increase as the technology improves, and fewer multiplexing stages means less loss due to active switching in the overall scheme. The results proposed in this chapter are a step forwards, but are by no means optimal. New techniques need to be developed to find optimal circuits in a more efficient manner and a better understanding of some of the processes used is required. In particular, an analysis of the two proposed boosted Bell-state measurements [111, 115] shows that they are not optimal and further research is needed to improve their efficiency.

In chapter 5 we presented a ballistic scheme for the construction of a linear optical cluster state that is universal for MBQC. Only $3-\mathrm{GHZ}$ states and Bell pairs are necessary as resource states, which implies that our schemes consumes one order of magnitude fewer resources that other ballistic schemes proposed. Not only is our scheme more resource efficient but it has a natural loss tolerance which allows to tolerate up to $\sim 1.6 \%$ photon loss without the use of
specific loss tolerant codes. We not only proposed a theoretical scheme, but also integrated this scheme into a full architectural blueprint, which has an important quality: it has fixed physical depth, meaning the number of operations each photon is subject to is fixed. We have used current technologies, such as probabilistic single-photon sources and log-tree switching networks and showed that they are in principle sufficient to build a photonic quantum computer. In chapter 6 we studied in detail the resource efficiency of the scheme proposed and introduce a new multiplexing scheme that aims to optimise the use of resources. Instead of having a quantum computer with a set clock-cycle, we proposed an asynchronous architecture in which events are not synched to an overall clock cycle but only synchronised with other events when interference needs to take place. We have presented the application of this idea on one level of the architecture and showed the resulting resource savings. Understanding better the theoretical aspects of this asynchronous scheme is a future line of research.

The integration of quantum error-correcting codes is fundamental in any quantum computing architecture [70, 47]. In chapter 7 we presented a number of approaches for the integration of fault-tolerant techniques in the linear optical architecture proposed in chapter 5. One of these approaches seems particularly promising, which is the probabilistic construction of a faulttolerant lattice using the same techniques that were used to build the photonic cluster state in chapter 5. However, the errors caused by the non-deterministic gates used to build the cluster cannot be described by the type of error models commonly used in quantum error correction. This new type of error model is analysed for the two-dimensional case using the stabilizer simulator described in appendix $D$, but the analysis of a three-dimensional lattice under this error model is ongoing work. Other errors in the linear optical architecture need to be understood better, a full characterisation of physical errors and their mapping to computational errors and loss is an important open question for this architecture.

In this thesis, we have aimed to fully understand the challenges of building a linear optical quantum computer. We looked at every stage of the computation process, from the generation of entangled states to the implementation of error-correction. We proposed schemes that ameliorate the challenges faced, but there's still a long road ahead before the first linear optical quantum computers can be built. However, recent experimental advances [58, 56, 43, 59, 60], in particular the ability to nano-fabricate integrated devices with $O\left(10^{6}\right)$ linear optical elements on a single chip [61], reinforce the suitability of linear optics for quantum computing. The results of this thesis, together with these experimental advances demonstrate that building a linear-optical quantum computer is less challenging than previously thought.

## APPENDIX A

## COMPLEXITY

This appendix contains a collection of complexity theory results that are mentioned throughout the thesis and are relevant to the topic of this thesis.

## A. 1 Turing machine

A Turing machine is a device containing three main elements: an infinite tape, a read/write head and a control device [188]. The infinite tape is divided into cells, these cells contain a (possibly infinite) sequence of symbols from a finite set called the alphabet. The read/write head moves along the tape and changes the symbols according to the instructions given by a control device, which is a finite-state automaton. At each step of the computation, the control device is in a particular state. The state of the control device and the symbol under the head determine the action performed by the Turing machine: the value of the transition contains the new state of the control device, the new symbol for the cell in the tape and the shift of the read/write head.

## A. 2 Extended Church-Turing thesis

The Church-Turing thesis, named after Alan Turing [23] and his adviser Alonzo Church [24] states that any function "naturally to be regarded as computable" is computable by a Turing machine, i.e. any natural model of computation will give you the same set of computable functions as a Turing machine (or else a subset of them) [28]. The extended version of the Church-Turing thesis states that any function naturally to be regarded as "efficiently" computable is "efficiently" computable by a Turing machine.

The significance of the Church-Turing thesis is the statement that the limitations on what can be computed are not imposed by our ingenuity in designing and constructing models of computation or the technology that is used to do so, but the limitations are universal and set by Nature.

## A. 3 Complexity classes

Problems in complexity theory are generally set as decision problems, with yes and no answers or as counting problems, in which the answer is the number of solutions to said problem. In
this appendix we list a few complexity classes that we mention throughout the thesis.

## P: Polynomial-time

Class of decision problems solvable in polynomial time by a Turing machine.
Examples: Multiplication, primality testing.

## NP: Nondeterministic polynomial-time

Class of decision problems such that, if the answer is yes, there exists a witness which is polynomial in the size of the input and can be verified in polynomial time. If the answer is no, there exists no witness that will fool a verifier that the answer is yes.

Examples: Factoring, graph isomorphism.

## Co-NP: Complement of NP

Class of decision problems such that, if the answer is no, there exists a witness which is polynomial in the size of the input and can be verified in polynomial time.

Examples: PRIME

## NPH: NP-Hard

Class of decision problems such that any $N P$ problem can be efficiently (Turing) reduced to it (see notions of reducibility in the following section). They are as hard as any problem in NP.

Examples: Circuit satisfiability.

## NPC: NP-Complete

Class of decision problems such that they are in NP and every problem in NP is reducible to them. They are in both the complexity classes $N P \& N P$ - Hard.

Examples: 3-SAT, subset-sum.

## BPP: Bounded-error Probabilistic Polynomial-time

Class of decision problems solvable by an NP machine such that:

- If the answer is yes, accept with probability $\frac{2}{3}$.
- If the answer is no, accept with probability $\frac{1}{3}$

This is the class of feasible problems for a classical computer with access to a genuine randomnumber generator.

Examples: Monte Carlo simulation of fermionic many-body systems.

## PH: Polynomial-Hierarchy

Class of decision problems solvable in polynomial time by a Turing machine with access to infinite number of oracles of the preceding level in the hierarchy. An oracle (also usually called "black box") is an imaginary device that solves some computational problem immediately. $A^{B}$ is the set of decision problems solvable by a Turing machine in class $A$ augmented by an oracle for some complete problem in class $B$. Define $\Delta_{0}^{P}=\Sigma_{0}^{P}=\Pi_{0}^{P}=P$. For $i \geq 0$, define: $\Delta_{i+1}^{P}=P^{\Sigma_{i}^{P}}, \quad \Sigma_{i+1}^{P}=N P^{\Sigma_{i}^{P}}, \quad \Pi_{i+1}^{P}=\operatorname{CoN} P^{\Sigma_{i}^{P}}$.

For example, $\Sigma_{1}^{P}=N P, \quad \Pi_{1}^{P}=\operatorname{coN} P, \quad \Sigma_{2}^{P}=P^{N P}$ is the class of problems solvable in polynomial time with an oracle for some NP-complete problem.

## \#-P: Sharp-P

Class of all problems that can be phrased as counting the number of solutions to an NP problem. As this is a counting class and not a decision class, it is difficult to compare it with the other decision classes. A simple solution is to consider the class $P^{\# P}$, which contains all problems decidable by a P machine with access to a $\# P$ oracle. Toda's theorem [28] says that $P P^{\# P}$ contains the entire polynomial hierarchy PH , implying that this counting class is more powerful than the entire PH.

Examples: Calculating the permanent of a matrix.

## BQP: Bounded-error Quantum Polynomial-time

Class of decision problems solvable by a quantum Turing machine such that:

- If the answer is yes, accept with probability $\frac{2}{3}$.
- If the answer is no, accept with probability $\frac{1}{3}$

One of the biggest open problem in complexity theory is the relationship between BQP and the polynomial hierarchy. The intuition is that it is unlikely that $B Q P \subset P H$, however an oracle relative to which $B Q P \not \subset P H$ has not yet been found. It was shown by Bernstein and Vazirani [189] that $B P P \subseteq B Q P \subseteq P^{\# P}$. This result implies that quantum computers are at least as powerful as classical probabilistic computers and no more than exponentially faster.

Examples: Factoring, discrete logarithm.

## A. 4 Notions of reducibility

In computational complexity theory, a polynomial-time reduction is an algorithm for transforming one problem into another problem, which is computable by a deterministic Turing machine in polynomial time.

## Cook reducibility

In Cook's definition of reducibility, an algorithm to solve problem $A$ with access to an oracle for problem $B$ is allowed to make multiple queries to the oracle, see figure A.1.


Figure A.1: Cook reducibility

## Karp reducibility

In Karp's notion of reducibility, the input for problem A is taken through a function $f$ which transforms instances $I$ of $A$ into instances $f(I)$ of B such that the size $f(I)$ is polynomial in the size of $I$ and $I$ is a yes instances $\Longleftrightarrow f(I)$ is a yes instance. This means that only one query is made to the oracle, see figure A.2.


Figure A.2: Karp reducibility

## A. 5 Collapse of the Polynomial Hierarchy

The Polynomial Hierarchy collapse to the $i^{t h}$ level occurs when it can be proven that $\Sigma_{i}^{P}=\Delta_{i}^{P}$. Examples of this event are the collapse to the $0^{t h}$ level, occurring if it can be proven that $P=$ $N P$, and the collapse to the first level, occurring if $N P=c o N P$. In complexity theory, many results (such as the afore mentioned computational complexity of linear optics [30]) have the conclusion that if a polynomial-time solution can be found on a Turing machine to a particular problem, then the polynomial hierarchy would collapse to a certain level.

We can get an intuition to why the polynomial hierarchy should not collapse by looking at the most well known ${ }^{1}$ instance of the problem, the collapse to the $0^{\text {th }}$ level, i.e. the P vs NP question. No proof exists to determine if both complexity classes are equal or not, however, it is widely believed they are not equal (and the polynomial hierarchy doesn't collapse). If NP

[^50]problems were solvable in polynomial time, then mathematical creativity could be automated [28]; checking a mathematical proof would be as hard as finding a proof. Furthermore, there exists the general belief that algorithms that solve NP problems in a way that is dramatically better than brute force search don't exist.

Collapse to the $0^{\text {th }}$ level is the most dramatic polynomial hierarchy collapse, and it may be possible that a collapse of the hierarchy to a higher level doesn't have such striking consequences. However, relying on intuition about complexity of problems is tricky, as there are algorithms that have been for decades widely believed to be efficiently intractable, such as primality testing, but have later been proven to have polynomial-time algorithms [29].

## APPENDIX B

## RESOURCE COUNTING

When considering the resources needed to build a Linear Optical Quantum Computer, one of the best ways to put all schemes on an equal footing is to compare them with respect to a consumable resource (as optical elements can be reused in different ways according to the particular scheme), i.e. photons. However, each scheme uses photonic states of different sizes. To compare them, we will calculate the number of Bell Pairs needed on average to obtain each photonic state. For this task, we will use the Linear Optical Networks (LON) for building GHZ states described in chapter 4, as they are the most efficient we know. Note that we will be using the most resource efficient networks from section 4, but these networks use gates that are not loss tolerant.

There are two types of schemes we will be considering: repeat until success schemes, which require feedforward KLM [2], Nielsen [89, Yoran-Reznik [88, parity encoding 94, 95] and Browne-Rudolph 90 ) and ballistic schemes that don't require feedforward (the percolating scheme from [99] and the one presented in chapter 5). As the ballistic schemes are based on percolation and not in the individual success of two-qubit gates, we will assess how many resources are needed to build the final cluster state. For schemes with feedforward however, we will first assess how many Bell pairs are needed per logical two-qubit gate.

## B. 1 Comparison of all proposed schemes

Both KLM and Nielsen's scheme use the $C Z_{n^{2} /(n+1)^{2}}$ gate introduced in KLM, which performs a $C Z$ with success probability $p=\frac{n^{2}}{(n+1)^{2}}$. Each attempt to implement this gate requires a $4 n$-photon entangled state.

Schemes with feedforward: we estimate average number of Bell Pairs per two-qubit gate:

- KLM scheme [2] : In their paper, they use the $C Z_{9 / 16}$ gate, which requires a 12 -photon entangled state per implementation of the gate. They estimate that per single entangling gate they need about 300 successful $C Z_{9 / 16} \Rightarrow 300 \times \frac{16}{9} \equiv 53412$-photon entangled states. To produce a 12 -photon GHZ states, we need 11 Bell pairs and obtain the desired state with probability $\left(\frac{1}{2}\right)^{10}=0.098 \%$. On average we need $11 \times 2^{10}=11264$ Bell pairs per 12 -photon GHZ state. Therefore, to implement a successful two-qubit gate in KLM, we need $534 \times 11264=\mathbf{6 . 0 1 4} \cdot \mathbf{1 0}^{\mathbf{6}}$ Bell pairs on average.
- Yoran-Reznik scheme [88]: In their paper, they use the $C Z_{9 / 16}$ and the $C Z_{4 / 9}$, which
require a 12 -photon and 8 -photon entangled states repectvely per implementation of the gate. They estimate that per single entangling gate they need about $23 C Z_{9 / 16}$ and 69 $C Z_{4 / 16}$ gates. To produce a 12 -photon GHZ states, we need 11 Bell pairs and obtained the desired state with probability $\left(\frac{1}{2}\right)^{10}=0.098 \%$. On average we need $11 \times 2^{10}=11264$ Bell pairs per 12-photon GHZ state. To produce a 8 -photon GHZ state, we need 7 Bell pairs, we obtain the desired state with probability $2^{6}=1.56 \%$. On average we need $7 \times 2^{6}=448$ Bell pairs per $8-\mathrm{GHZ}$ state. Therefore, to implement a successful two-qubit gate following the scheme of Yoran and Reznik [88, we need $23 \times 11264+69 \times 448=\mathbf{2 . 9} \cdot \mathbf{1 0}^{\mathbf{5}}$ Bell pairs on average.
- Nielsen's scheme [89: In his paper, Nielsen calculates that to implement a two-qubit logical gate he needs 24 successful $C Z_{4 / 9}$ gates. Each of these gates requires an 8 -photon entangled state, therefore we need $\Rightarrow 24 \times \frac{4}{9}=548$-photon entangled states. To produce a 8 -photon GHZ state, we need 7 Bell pairs, we obtain the desired state with probability $2^{6}=1.56 \%$. On average we need $7 \times 2^{6}=448$ Bell pairs per $8-\mathrm{GHZ}$ state. Therefore, to implement Nielsen's scheme we need $24 \times 448=\mathbf{1 . 0 7 5} \cdot \mathbf{1 0}^{\mathbf{4}}$ Bell pairs on average.
- Browne-Rudolph scheme [90]: In this scheme, to implement a two-qubit logical gate they add an L-shape to the cluster. On average they calculate that they need $\mathbf{5 2}$ Bell pairs on average to do it. This is a very low cost in comparison with the other schemes. The resource efficiency of this scheme is the result of combining the most efficient computational model, MBQC, which already reduced resources in the case of Nielsen's approach, and the use of the most resource-efficient gates, the fusion gates. Other schemes either use the MBQC model, or the fusion gates, but it's their combination what makes the resources necessary for the Browne-Rudolph scheme so low.
- Hayes-Gilchrist-Myers-Ralph scheme [94]: In this scheme, they estimate that for a $95 \%$ probability encoded CNOT, their scheme would require on average 90 physical CS and 32 elimination circuits. This translates into 1300 Bell states and 620 "elimination states", as shown in [94]. For the elimination states, the authors give a probabilistic preparation procedure were only single photon states are required. However, this elimination states are two-photon states that can be deterministically prepared from a Bell state by applying a linear optical elements. Thus we will consider them in the Bell pair count. Therefore these scheme requires $1.92 \cdot \mathbf{1 0}^{\mathbf{3}}$ Bell pairs on average per single entangling gate.
- Gilchrist-Hayes-Ralph scheme [95: To perform an entangling gate, a combination of type-I and type-II fusion gates is used. The authors numerically explore the optimal strategy, and conclude that the best way to obtain a resource of $|0\rangle^{5}$ states is to first fuse two Bell states $\left(|0\rangle^{2}\right)$ with a type-I gate, resulting in $|0\rangle^{3}$ (with an average cost of $4|0\rangle^{2}$ ) and then further fuse two $|0\rangle^{3}$ states with type-I to form $|0\rangle^{5}$. This has an average cost of $16|0\rangle^{2}$ per $|0\rangle^{5}$. Once there is a supply of $|0\rangle^{5}$, it is advantageous to proceed by using the type-II gate. The authors give a table of values of the average number of resources consumed to perform an encoded CNOT gate with different success probabilities (the success probability of the gate depends on the level of encoding used in the logical state).

Here we compare the resources consumed by the gate which succeeds with $96.4 \%$ as it is the closest to the $95 \%$ gate mentioned in the previous parity-encoded scheme. For this gate, they use logical qubits with $n=6$ levels of encoding, for which they need to prepare $115|0\rangle^{5}$ states. Therefore on average we require $115 \times 16=\mathbf{1 . 8 4} \cdot \mathbf{1 0}^{\mathbf{3}}$ Bell pairs per CNOT gate.

Schemes without feedforward: when considering the schemes that are based on percolation, we should first look at the initial micro-clusters needed for each scheme and calculate how many Bell pairs are needed on average to obtain them. In the Kieling-Rudolph-Eisert [99] proposal, they suggest percolation schemes starting with 7 -photon GHZ states, 5 -photon GHZ states and 4 -photon GHZ states. The scheme we propose in chapter 5 requires only 3 -photon GHZ states while obtaining the optimal scaling reported in 99.

- 7-photon GHZ state: To obtain a 7-photon GHZ states we need 6 Bell pairs and the LON works with probability $\left(\frac{1}{2}\right)^{5}=3.125 \%$. On average we need $6 \times 2^{5}=192$ Bell pairs to obtain a 7 -photon GHZ state.
- 5-photon GHZ state: To obtain a 5 -photon GHZ states we need 4 Bell pairs and the LON works with probability $\left(\frac{1}{2}\right)^{3}=12.5 \%$. On average we need $4 \times 2^{3}=32$ Bell pairs to obtain a 5 -photon GHZ state.
- 4-photon GHZ state: To obtain a 4-photon GHZ states we need 3 Bell pairs and the LON works with probability $\left(\frac{1}{2}\right)^{2}=25 \%$. On average we need $3 \times 2^{2}=12$ Bell pairs to obtain a 4 -photon GHZ state.
- 3-photon GHZ state: To obtain a 3-photon GHZ states we need 2 Bell pairs and the LON works with probability $\left(\frac{1}{2}\right)=50 \%$. On average we need $2 \times 2=4$ Bell pairs to obtain a 3 -photon GHZ state.

We can see that having smaller micro-clusters saves orders of magnitude in terms of the resources, even though the scaling obtained is similar (if not improved) to the one reported with bigger microclusters.

Comparison when building a cluster state of dimensions $L \times L$ :

- Nielsen [89] : To build a cluster state, this scheme would require to perform $O\left(L^{2}\right) \operatorname{logical}$ two-qubit gates, therefore the number of Bell Pairs required would be $O\left(10^{4}\right) O\left(L^{2}\right)$.
- Browne-Rudolph 90] : This scheme would require $O(10) O\left(L^{2}\right)$ Bell pairs.
- Our percolation scheme: In our scheme, to build a cluster state of renormalised qubits, we would require $k^{3} O(10) O\left(L^{2}\right)$ Bell pairs, where $k<10$.

The Browne-Rudolph proposal is more efficient in terms of the number of Bell pairs it consumes than our proposed percolation scheme. Despite this advantage in terms of resources, the percolation scheme has the advantage that it does not require active feed-forward and works on a static LON, making the experimental realisation much more feasible and the loss rate much lower.

## B. 2 Comparison of percolation schemes

In figure 4 of their paper [99], the authors show the dependance of the diamond lattice block size $k^{3}$ on the size $L$ of the renormalised square lattice for three different sets of site bond probabilities $\left(p_{\text {site }}, p_{\text {bond }}\right)$. The overall success probability threshold $P(L)$ was chosen to be $\frac{1}{2}$. In the scheme presented in chapter 5, we have performed all the simulations, assuming the GHZ states are provided deterministically. For the scheme comparison to be fair, we choose to compare with the data points that correspond with the data set $(1.00,0.5)$. From the data used to produce figure 7 in our paper, we extract for different $k \mathrm{~s}$, what is the maximum value of $L$ we can reach with $\Pi(L) \geq \frac{1}{2}$.


Figure B.1: Comparison of the size of the renormalised qubit $(k)$ for different cluster sizes $(L)$

We can see that already there is a significant improvement in our scheme, as the size of the renormalised qubit is reduced noticeably in our scheme with respect to Kieling et al.'s scheme [99]. But the improvement becomes much greater once we consider the number of Bell pairs that are needed to build each renormalised qubit and the entire cluster.

To obtain this comparison, we will first calculate how many Bell pairs are needed to obtain a GHZ with $100 \%$ probability $( \pm 0.0001 \%)$.

- The data in [99] is obtained for 4-photon GHZ states. For each 4-photon GHZ state we need 3 Bell pairs and the LON works with probability $\frac{1}{4}$. In order to have a deterministic 4 -photon GHZ $\left(p_{\text {succ }}=1 \pm 10^{-6}\right)$ we must repeat the generation procedure $t$ times, where $t$ is $\left.1-\left(1-\frac{1}{4}\right)\right)^{t} \geq 1 \Rightarrow t=51$. In total we consume $3 \times 51=153$ Bell pairs in the generation of a deterministic 4-photon GHZ state.
- In our proposal we require deterministic 3-photon GHZ states. For each attempt at generating one, we need 2 Bell pairs and the LON works with probability of success $\frac{1}{2}$. In order to have a deterministic 3 -photon GHZ $\left(p_{\text {succ }}=1 \pm 10^{-6}\right)$ we must repeat the generation procedure $t$ times, where $t$ is $\left.1-\left(1-\frac{1}{2}\right)\right)^{t} \geq 1 \Rightarrow t=21$. In total we consume $2 \times 21=42$ Bell pairs in the generation of a deterministic 3 -photon GHZ state.

With these numbers, we can transform the data in figure B. 1 into number of consumable resources used for different cluster sizes.


Figure B.2: Comparison of the number of Bell pairs consumed per renormalised qubits for different cluster sizes $(L)$.

Bell pairs consumed to build the LxL cluster


- Kieling et al.
- Our proposal

Figure B.3: Comparison of the number of Bell pairs consumed to build the entire $L \times L$ cluster for different cluster sizes $(L)$.

## APPENDIX C

## CONSTRUCTIVE PROOFS

In this appendix, we provide some formal proofs omitted in chapter 3. The steps in the visualisation algorithms presented in chapter 3 follow the steps in these constructive proofs and therefore these proofs are needed to understand the validity of the algorithms.

## C. 1 Proof of theorem 3

Theorem. Every stabilizer state is equivalent to a graph state under local Clifford operations [121].

Proof. Given an arbitrary stabilizer state $S=\left[\begin{array}{c}S_{Z} \\ S_{X}\end{array}\right]$, we want to prove the existence of a local Clifford operation such that

$$
Q \cdot S=\left[\begin{array}{c}
S_{Z}^{\prime}  \tag{C.1}\\
S_{X}^{\prime}
\end{array}\right]
$$

where $S_{X}$ is invertible, so that it can act as a basis change for the stabilizer generators. Then,

$$
S^{\prime}=Q \cdot S \cdot S_{X}^{\prime-1}=\left[\begin{array}{c}
S_{Z}^{\prime} \cdot S_{X}^{\prime-1}  \tag{C.2}\\
S_{X}^{\prime} \cdot S_{X}^{\prime-1}
\end{array}\right]=\left[\begin{array}{c}
S_{Z}^{\prime} \cdot S_{X}^{\prime-1} \\
\mathbb{1}
\end{array}\right]
$$

This new stabilizer state now corresponds to a graph state, $S_{G}$ as defined in chapter 3. The sub-matrix $S_{Z}^{\prime} \cdot S_{X}^{\prime-1}$ is symmetric from the property $S^{\prime T} \cdot \mathbb{P} \cdot S^{\prime}=0$. Not in all cases the submatrix $S_{X}$ of the stabilizer state $S$ will be invertible. An example of this is the stabilizer describing $n$ qubits in the $|0\rangle$ state, in which case the $S_{X}$ matrix corresponds to a matrix of all zeros. Therefore there must exist a local Clifford operation that transforms the matrix $X$ into an invertible block.

The first step we take is to perform a basis change (which in this particular case is equivalent to Gaussian elimination) in the original stabilizer to bring it to the form

$$
S \rightarrow\left[\begin{array}{cc}
R_{Z} & T_{Z}  \tag{C.3}\\
R_{X} & 0
\end{array}\right]
$$

where $R_{X}$ is a full rank $k \times n$ matrix.
The symplectic self-orthogonality of the stabilizer group implies that $T_{Z}^{T} R_{X}=0$. We prove
this:
$S^{T}=\left[\begin{array}{cc}R_{Z}^{T} & R_{X}^{T} \\ T_{Z}^{T} & 0\end{array}\right] \Rightarrow S^{T} \cdot \mathbb{P} \cdot S=\left[\begin{array}{cc}R_{Z}^{T} & R_{X}^{T} \\ T_{Z}^{T} & 0\end{array}\right]\left[\begin{array}{cc}R_{X} & 0 \\ R_{Z} & T_{Z}\end{array}\right]=\left[\begin{array}{cc}R_{Z}^{T} R_{X}+R_{X}^{T} R_{Z} & R_{X}^{T} T_{Z} \\ T_{Z}^{T} R_{X} & 0\end{array}\right]=\left[\begin{array}{l}0 \\ 0\end{array}\right]$,
where we have used $R_{Z}^{T} R_{X}=0$. This can be justified by observing that the sub-matrix $S_{R}=$ $\left[\begin{array}{l}R_{X} \\ R_{Z}\end{array}\right]$ is a stabilizer matrix of a bigger vector subspace (in which the stabilizer vector space described by the matrix $S$ is contained) and therefore we have that

$$
\left[\begin{array}{cc}
S_{Z}^{T} & S_{X}^{T}
\end{array}\right]\left[\begin{array}{ll}
0 & \mathbb{1}  \tag{C.5}\\
\mathbb{1} & 0
\end{array}\right]\left[\begin{array}{c}
S_{Z} \\
S_{X}
\end{array}\right]=\left[\begin{array}{c}
S_{Z}^{T} S_{X} \\
S_{X}^{T} S_{Z}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Therefore we have that for all stabilizer matrices $S_{Z}^{T} S_{X}=S_{X}^{T} S_{Z}=0$, which implies $R_{Z}^{T} R_{X}=$ 0 and that gives us the relation $T_{Z}^{T} R_{X}=R_{Z}^{T} T_{X}=0$. Because $S$ has rank $n$ (as it is a stabilizer) and by construction $R_{X}$ has rank $k$, this implies that $T_{Z}$ has full rank and it's therefore the orthogonal complement of $R_{X}$. As $R_{X}$ has rank $k$, it follows that it is an invertible $k \times k$ sub-matrix. Without loss of generality we can write

$$
R_{X}=\left[\begin{array}{c}
R_{X}^{1}  \tag{C.6}\\
R_{X}^{2}
\end{array}\right]
$$

where we assume $R_{X}^{1}$ to be invertible (note that when transforming this constructive proof into an algorithm we cannot make this assumption, see section 3.4 for more details). We can then write the full stabilizer matrix in blocks:

$$
S=\left[\begin{array}{cc}
R_{Z}^{1} & T_{Z}^{1}  \tag{C.7}\\
R_{Z}^{2} & T_{Z}^{2} \\
\underbrace{1}_{X} & 0 \\
R_{X}^{2} & 0
\end{array}\right]
$$

where we have circled the invertible sub-matrices: $R_{X}^{1}$ is invertible by construction, $T_{Z}^{2}$ is also invertible, as a consequence of $T_{Z}^{T} R_{X}=0$. We can prove this as follows:

Suppose that there exist a vector $x$ such that $\left(T_{Z}^{2}\right)^{T} x=0$. We can define the $n \times n$ vector $v=(0,0, \ldots, x)$ which would satisfy $S_{Z}^{T} v=0$ and therefore $v=R_{X} y$ for some $y \in \mathbf{Z}_{2}^{k}$ :

$$
\left[\begin{array}{c}
0  \tag{C.8}\\
x
\end{array}\right]=\left[\begin{array}{c}
R_{X}^{1} \\
R_{X}^{2}
\end{array}\right] y=\left[\begin{array}{c}
R_{X}^{1} y \\
R_{X}^{2} y
\end{array}\right]
$$

Since $R_{X}^{1}$ is invertible by construction, $R_{X}^{1} y=0$ implies $y=0 \Rightarrow x=0$, which proves the invertibility of $T_{Z}^{2}$. We want to have a lower block (the $S_{X}$ block invertible). As we can see from the structure of $S$ in equation (C.7), exchanging the lower parts of the $S_{X}$ and $S_{Z}$ blocks would accomplish that, as both $R_{X}^{1}$ and $T_{Z}^{2}$ are full rank. Logically, this exchange can be achieved simply by applying the Hadamard operation on the qubits represented by the matrix
rows of $T_{Z}^{2}$ and $R_{X}^{2}$.

## C. 2 Assessing local Clifford equivalence

Given two stabilizer states $S_{1}=\left[\begin{array}{c}S_{Z^{1}} \\ S_{X^{1}}\end{array}\right]$ and $S_{2}=\left[\begin{array}{c}S_{Z^{2}} \\ S_{X^{2}}\end{array}\right]$, they are LC-equivalent iff there exist an operator $Q$ such that $Q \cdot S_{1}=S_{2}$ up to a basis change [122]. We can use this to write an equation that will allow us to find which LC operations, if any, can be applied to transform one state into another.

The LC equivalence up to a basis change can be written as

$$
\begin{equation*}
Q \cdot S_{1} \cdot R=S_{2} \Rightarrow S_{1}^{T} \cdot Q_{T} \cdot \mathbb{P} \cdot Q \cdot S_{1} \cdot R=S_{1}^{T} \cdot Q^{T} \cdot \mathbb{P} \cdot S_{2} \Rightarrow S_{1}^{T} \cdot Q^{T} \cdot \mathbb{P} \cdot S_{2}=0 \tag{C.9}
\end{equation*}
$$

Writing this relation explicitly as a function of the matrix elements $z_{i j}^{1}, z_{i j}^{2}, x_{i j}^{1}, x_{i j}^{2}$ (which correspond to $S_{Z^{1}}, S_{Z^{2}}, S_{X^{1}}, S_{X^{2}}$ respectively) we have:

$$
\begin{equation*}
\sum z_{i j}^{1} A_{j} x_{k j}^{2}+x_{i j}^{1} B_{j} x_{k j}^{2}+z_{i j}^{1} C_{j} z_{k j}^{2}+x_{i j} D_{j} z_{k j}^{2}=0 \tag{C.10}
\end{equation*}
$$

with the constraint that $A_{i} D_{i}+B_{i} C_{i}=1$ to insure invertibility of $Q$.
In order to establish if the two stabilizer states are LC-equivalent, the system of equations is solved. If there exists a solution, we will obtain the LC operation directly in the form of the $Q$ matrix, otherwise the two states are not LC-equivalent.

## APPENDIX D

## VISUAL-CHP

The following description of the operations implemented in the Mathematica Visual-CHP code are of the form: Operation[variables ], with the same syntaxes as it should be used in the code, followed by their description.

## D. 1 Internal functions

Destabilizer[tableau, $i$ ] Extracts Destabilizer $i$ from the cluster represented by tableau.
Stabilizer[tableau, $i$ ] Extracts Stabilizer $i$ from the cluster represented by tableau.
StabilizerSupport [tableau,list ] Outputs stabilizers that have support on the set of qubits list.

RowSum[tableau, $h, i$ ] Internal function equivalent to multiplying two stabilizer (or destabilizer) generators together. Used to do measurements.

InvSubM[matrix ] Internal function to find a sub-matrix with the same rank as the full matrix. Gaussian elimination is assumed to have been applied to the full matrix.

InvSubMAll[matrix ] Internal function that finds all possible sub-matrices with the same rank as the full matrix. Gaussian elimination is assumed to have been applied to the full matrix. The output of this function is just all the possible combinations of columns that form a sub-matrix of rank $k$ together with the first $k$ rows.

## D. 2 Cluster building commands

PlusProductState[ $n$ ] Generates a product state of $n$ qubits in $|+\rangle$.
ZeroProductState[ $n$ ] Generates a product state of $n$ qubits in $|0\rangle$.
LinearC[n] Generates a linear Cluster of $n$ qubits.

ClosedC[n] Generates a linear Cluster of $n$ qubits with periodic boundary conditions .
Rectangular $\mathbf{C}[n, m$ ] Generates a rectangular Cluster of $n$ rows and $m$ columns.
TriangularC $[n, m$ ] Generates a triangular Cluster of $n$ rows and $m$ columns.

GHZ $[n]$ Creates a GHZ state of $n$ qubits .
FromAdj[matrix ] Builds a cluster state from an adjacency matrix. It eliminates self connecting nodes. If the matrix is not symmetric, it will print a warning and not build the tableau.

FromStabilizers[input ] Obtains cluster states from a list of stabilizers in the form \{"ooooo", "ooooo", etc\} where o can be x, X, y, Y, z, Z, i, I. It does not immediately write the destabilizers, first the graph should be defined using ToGraph[] or ChooseG[].

FromEditedC $[x]$ To be used straight after $x=$ PrintGraphInteractive[], the function will automatically write the cluster in tableau form from the Graph Editor data.

DrawC[ ] Opens up a graph editor that allows you to draw any cluster state you want. When the cluster is finished, close the editor and the function will automatically write the cluster in tableau form from the Graph Editor data.

## D. 3 Quantum Operations

Hadamard[tableau, $q b$ ] Applies a Hadamard gate to qubits $q b$ in cluster tableau. $q b$ can be a single qubit or a list of qubits.

Phase[tableau, $q b$ ] Applies a Phase gate to qubits $q b$ in cluster tableau. $q b$ can be a single qubit or a list of qubits.

Cnot[tableau, \{control, target $\}$ ] Applies CNOT gate to qubits control and target in cluster tableau. It also accepts a list of control-target pairs.
$\mathbf{C z}[$ tableau, $\{$ qubit1, qubit2\} ] Applies CZ gate to qubits qubit 1 and qubit2 in cluster tableau. $q b$ can be a single qubit or a list of qubits. It also accepts a list of qubit pairs.

MeasureZ[tableau, qubit ] Measures Z on qubit qubit of cluster tableau. States if all the stabilizers commute with the measurement or not (measurement is random or determinate) and gives back the measurement result in print as well as updating the state. The qubit that is measured out remains in the description of the state, there is no renaming of the qubits.

MeasureX[tableau, qubit ] Measures X on qubit qubit of cluster tableau. States if all the stabilizers commute with the measurement or not (measurement is random or determinate) and gives back the measurement result in print as well as updating the state. The qubit that is measured out remains in the description of the state, there is no renaming of the qubits.

Measure $\mathbf{Y}$ [tableau, qubit ] Measures Y on qubit qubit of cluster tableau. States if all the stabilizers commute with the measurement or not (measurement is random or determinate) and gives back the measurement result in print as well as updating the state. The qubit that is measured out remains in the description of the state, there is no renaming of the
qubits. In the case of the $Y$ measurement, the outcome is not relevant as both $Y$ and $-Y$ will give the same outcome (because in the code we can't make the operators $X$ and $Z$ anti-commute, that is taken into account in the update rules for unitary gates but not in this measurement).

BitFlip[tableau, qubit ] Implements a bit flip (X) on qubit in the cluster represented by tableau.
PhaseFlip[tableau, qubit ] Implements a phase flip (Z) on qubit in the cluster represented by tableau.

BPFlip[tableau, qubit ] Implements a bit and phase flip ( $\bar{Y}=X Z$ ) on qubit in the cluster represented by tableau.

GateQ[tableau, qubit, rules ] Implements a single qubit gate on qubit from cluster represented by tableau, given by : $\{X, Y, Z\} \rightarrow$ rules, where rules is of the form $\{" \pm o ", " \pm o ", " \pm o "\}$ where $o$ can be $x, X, y, Y, z, Z, i, I$.

GateQQ[tableau, qubit1,qubits2, rules1, rules 2 ] Implements an arbitrary two qubit gate on qubit1 and qubit2 from cluster represented by tableau, given by the rule lists: $\left\{\mathbf{1}_{i} \otimes\right.$ $\left.\sigma_{X_{j}}, \mathbf{1}_{i} \otimes \sigma_{Y_{j}}, \mathbf{1}_{i} \otimes \sigma_{Z_{j}}\right\} \rightarrow$ rules 1 and $\left\{\sigma_{X_{i}} \otimes \mathbf{1}_{j}, \sigma_{Y_{i}} \otimes \mathbf{1}_{j}, \sigma_{Z_{i}} \otimes \mathbf{1}_{j}\right\} \rightarrow$ rules 2 , where rules 1 and rules 2 are of the form $\{\{" \pm o ", " \pm o "\},\{" \pm o ", " \pm o "\},\{" \pm o ", " \pm o "\}\}$ where $o$ can be $x, X, y, Y, z, Z, i, I$.

FusionIdS[tableau, qubit1, qubit2 ] Implements the successful Fusion Gate Type-I in a deterministic way on qubits qubit 1 and qubit 2 of the cluster represented by tableau.

FusionIdF[tableau, qubit1, qubit2 ] Implements the failed Fusion Gate Type-I in a deterministic way on qubits qubit1 and qubit2 of the cluster represented by tableau.

FusionI[tableau, qubit1, qubit2 ] Implements the Fusion Gate Type-II with success probability $p$ on qubits qubit 1 and qubit 2 of the cluster represented by tableau.

FusionIIdS[tableau, qubit1, qubit2 ] Implements the successful Fusion Gate Type-II in a deterministic way on qubits qubit1 and qubit2 of the cluster represented by tableau.

FusionIIdF[tableau, qubit1, qubit2 ] Implements the failed Fusion Gate Type-II in a deterministic way on qubits qubit 1 and qubit2 of the cluster represented by tableau.

FusionII[tableau, qubit1, qubit2 ] Implements the Fusion Gate Type-II with success probability $p$ on qubits qubit1 and qubit2 of the cluster represented by tableau.

Swap[tableau, qubit1, qubit2 ] Implements a SWAP gate between the qubits qubit1 and qubit2 of the cluster described by tableau.

## D. 4 Cluster Operations

JoinC[cluster1, cluster 2 ] Joins 2 clusters (represents them as one tableau, there are no links between them, the CZ or fusion gates would have to be applied later). Naming of the qubits starts in cluster 1 and carries on in cluster 2.

EliminateQ[tableau ] Eliminates unentangled qubits from a cluster (it will only eliminate them if they are in a product state with the rest of the cluster). Useful after measurements to speed up computation.

PosG[tableau ] Shows the possible groups of qubits on which the Hadamards can be applied in order to put the cluster described by tableau in graph form. If the choice is unique, it says so in a message.

ChooseG[tableau, list ] Transforms the cluster state given by tableau to a graph state allowing to choose onto which qubits the Hadamard gates are applied. These qubit are inputed as a list of the form $\{q 1, q 2, q 3, \ldots\}$.

ToGraph[tableau ] Takes a cluster given by tableau and rewrites the stabilizers in graph state form. If the choice of graph is not unique and it matters for subsequent computations PosG[] and ChooseG[] should be used instead.

LComp[tableau, nodes ] Performs local complementation on a list of nodes nodes $=\{n 1, n 2, \ldots\}$ of cluster tableau.

## D. 5 Output

PrintStabilizers[tableau ] Obtains the stabilizers in the cluster tableau as a string of $X_{i} \mathrm{~s}$ and $Z_{j} \mathrm{~s}$.

PrintDestabilizers[tableau ] Obtains the destabilizers in the cluster tableau as a string of $X_{i} \mathrm{~S}$ and $Z_{j} \mathrm{~s}$.

GetAdj[tableau ] Obtains the adjacency matrix that describes the cluster tableau in graph form. If the cluster is not in graph form it outputs a warning and the function ToGraph[] or ChooseG[] should be used.

PrintGraph[tableau ] Plots the graph corresponding to a particular cluster state given by tableau. The cluster state should be in graph form, if not it will print a warning saying so. A warning saying that self loops are not displayed will appear if a stabilizer has the operator Y instead of X .

PrintAllGraph[tableau ] Prints all graphs that can correspond to the cluster state given by tableau, depending on which qubits are the Hadamard gates applied. A warning saying that self loops are not displayed will appear if a stabilizer has the operator Y instead of X.

PrintGraphInteractive[tableau ] Plots the graph corresponding to a particular cluster state given by tableau in an interactive editor. Nodes can be moved around, added and deleted. Edges can be added and deleted as well. If we want to use the edited graph, call FromEditedC[] straight afterwards. A warning saying that self loops are not displayed will appear if a stabilizer has the operator Y instead of X .

## APPENDIX E

## BOSONIC SIMULATOR

We briefly describe the Mathematica-based BosonicSimulator which has been used to obtain all the results in chapter 4.

- States are represented by the bosonic creation operators following the same notation as in chapter 4: $h_{i}^{n} v_{j}^{m}$.
- Linear optical elements are described by the transformation rules on the creation operators. The most commonly used are:
- Beam-splitter of transmitivity $\eta$ acting on modes $a$ and $b$ :

$$
\begin{align*}
& \mathrm{BS}[a, b, \eta]=\left\{h_{a} \rightarrow \sqrt{\eta} h_{a}+i \sqrt{1-\eta} h_{b}, h_{b} \rightarrow \sqrt{\eta} h_{a}+i \sqrt{1-\eta} h_{b},\right.  \tag{E.1}\\
& \left.v_{a} \rightarrow \sqrt{\eta} v_{a}+i \sqrt{1-\eta} v_{b}, v_{b} \rightarrow \sqrt{\eta} v_{a}+i \sqrt{1-\eta} v_{b}\right\} \tag{E.2}
\end{align*}
$$

$-45^{\circ}$ Polarisation rotator :

$$
\begin{equation*}
\operatorname{PolRot} 45[a]=\left\{h_{a} \rightarrow \frac{h_{a}+v_{a}}{\sqrt{2}}, v_{a} \rightarrow \frac{h_{a}-v_{a}}{\sqrt{2}}\right\} \tag{E.3}
\end{equation*}
$$

$-\mathrm{PBS}$

$$
\begin{equation*}
\operatorname{PBS}[a, b]=\left\{h_{a} \rightarrow h_{a}, h_{b} \rightarrow h_{b}, v_{a} \rightarrow v_{b}, v_{b} \rightarrow v_{a}\right\} \tag{E.4}
\end{equation*}
$$

- The action of a series of linear optical elements $(\{1, \ldots, n\})$ on the optical modes is simulated by applying the rules to the original state (by using Mathematica's rule transformation engine): state $\backslash . o p_{1} \backslash . o p_{2} \ldots$ etc, where $o p_{i}$ represents the transformation rules of the operator applied in $i^{t h}$ position of the series. At the end of the sequence it is usually convenient to expand all the final terms. For example, the application of two polarisation rotators and a PBS on two horizontal photons is simulated as:

$$
\begin{equation*}
h_{a} h_{b} \backslash \cdot \operatorname{PolRot} 45[a] \backslash \cdot \operatorname{PolRot} 45[b] \backslash \cdot \operatorname{PBS}[a, b] \rightarrow \frac{h_{a} h_{b}}{2}+\frac{v_{a} v_{b}}{2}+\frac{h_{a} v_{a}}{2}+\frac{h_{b} v_{b}}{2} \tag{E.5}
\end{equation*}
$$

- Several functions allow to post-select states based on variable such as number of photons on a mode, number of horizontally or vertically polarised photons in total, number of photons spread over certain modes, particular patterns, etc.
- The probability of each of the terms in the final state (or of a state after post-selection) is calculated by using a norm operation that accounts for the multiplicative factors of the creation operators, i.e. each operator $h^{i}$ has a weight of $\sqrt{i}$ !.


## APPENDIX F

## DETAILS ON 3-GHZ AND 4-GHZ STATE GENERATION

## F. 1 Boosted 3-GHZ generation from Bell pairs

We take the ballistic circuit to generate a $3-\mathrm{GHZ}$ from single photon and rewrite it so that the input are Bell pairs. This circuit has 3 Bell pairs as input and perform a Type-I fusion gate and a Type-II fusion gate on 3 of the input qubits (one from each Bell pair). This gate succeeds with $25 \%$ probability (each fusion gate works with $50 \%$ probability). We use a Grice-type scheme to boost the Type-II fusion gate which will now work with $75 \%$ probability.


Figure F.1: Optical circuit to generate a 3 qubits GHZ ballistically from Bell pairs with $37.5 \%$ probability. The dashed lines between pairs of photons indicate that they belong to the same Bell pair.

The boosted 3 -GHZ ballistic circuit is shown in figure F.1. The input for this circuit are 4 Bell pairs (the three original Bell pairs and the pair used to boost the success probability of the Type-II fusion gate). The success probability is boosted to $37.5 \%$. In the non-boosted version, the procedure succeeded when only one photon was detected in each mode. In the boosted version, the postselection patterns that indicate success are increased, but in some of the cases the output state is a GHZ state to which a Pauli rotation has been applied. However, given a particular pattern measured, we can always know which Pauli rotation has been applied to the state, and therefore it can be corrected.

In this circuit, we pair the photons in Bell pairs as $1 \& 2,3 \& 4,5 \& 6,7 \& 8$, where $7 \&$ 8 is the pair used to boost and $1,3,5,7$ and 8 are the photons measured (therefore the GHZ will be located in photons 2,4 and 6 ). The notation $n_{i}$ means the number of photons in that mode or with that polarisation (for example $n_{V}$ is the total number of photons with vertical polarisation, $n_{2}$ is the number of photons in mode 2 and $n_{h_{1}}$ is the number of photons in mode 1 that are horizontally polarised). The post-selections that indicate a successful procedure are:

- $\left(n_{1}+n_{5}\right)=2 \& n_{1}+n_{7}+n_{h_{3}}$ odd $\Rightarrow\left(h_{2} h_{4} h_{6}+v_{2} v_{4} v_{6}\right) / \sqrt{2}$ with probability $6.25 \%$
- $\left(n_{1}+n_{5}\right)=2 \& n_{1}+n_{7}+n_{h_{3}}$ even $\Rightarrow\left(h_{2} h_{4} h_{6}-v_{2} v_{4} v_{6}\right) / \sqrt{2}$ with probability $6.25 \%$
- $\left(n_{1}+n_{5}\right)$ odd $\& n_{H}$ even $\Rightarrow\left(h_{2} h_{4} v_{6}+v_{2} v_{4} h_{6}\right) / \sqrt{2}$ with probability $12.5 \%$
- $\left(n_{1}+n_{5}\right)$ odd $\& n_{H}$ odd $\Rightarrow\left(h_{2} h_{4} v_{6}-v_{2} v_{4} h_{6}\right) / \sqrt{2}$ with probability $12.5 \%$

Therefore, whenever we obtain a GHZ out of our circuit, $\frac{1}{6}$ of the time we obtain $\frac{|000\rangle+|111\rangle}{\sqrt{2}}$, $\frac{1}{6}$ of the time we obtain $\frac{|000\rangle-|111\rangle}{\sqrt{2}}, \frac{1}{3}$ of the time we obtain $\frac{|001\rangle+|110\rangle}{\sqrt{2}}$ and $\frac{1}{3}$ of the time we obtain $\frac{|001\rangle-|110\rangle}{\sqrt{2}}$.

We can compare the boosted and non-boosted versions of this circuit by comparing the number of Bell pairs needed on average to create a single $3-\mathrm{GHZ}$ state.

- Not Boosting: The overall procedure has a success probability of $25 \%$. On average we need to repeat the procedure 4 times to obtain a $3-\mathrm{GHZ}$ state. Each procedure needs 3 Bell pairs to fuse and none to boost. Therefore we need 3 Bell pairs per procedure and 12 Bell pairs in total per $3-\mathrm{GHZ}$ state.
- Boosting: The overall procedure has a success probability of $37.5 \%$. On average we need to repeat the procedure 2.66 times to obtain a $3-\mathrm{GHZ}$ state. Each procedure needs 3 Bell pairs to fuse and 1 Bell pair to boost. Therefore we need 4 Bell pairs per procedure and 10.67 Bell pairs in total per $4-\mathrm{GHZ}$ state.

We can see that the boosted version of this circuit is more resource efficient and we can say that $13-\mathrm{GHZ}$ state is equivalent to 11 Bell pairs.

## F. 2 Boosted 4-GHZ generation from Bell pairs

We take the ballistic circuit to generate a $4-\mathrm{GHZ}$ from single photons and rewrite it so that the input are Bell pairs. This circuit has 4 Bell pairs as input and performs two Type-II fusion gates on 4 of the input qubits (one from each Bell pair). This gate succeeds with $12.5 \%$ probability. We use a Grice-type scheme to boost the Type-II fusion gates which will now work with $75 \%$ probability rather than $50 \%$ as in the non-boosted version. The circuit has an extra beam-splitter that we cannot boost and that multiplies the success probability by $\frac{1}{2}$.

The boosted $4-\mathrm{GHZ}$ ballistic circuit is shown in figure F.2. The input for this circuit are 6 Bell pairs (the four original Bell pairs and the two pairs used to boost the success probability of the Type-II fusion gate). The success probability is boosted to $\sim 28 \%$. In the non-boosted version, the procedure succeeded when only one photon was detected in each mode. In the


Figure F.2: Optical circuit to generate a 4 qubits GHZ ballistically from Bell pairs with $28.125 \%$ probability.
boosted version, the post-selection patterns that indicate success are increased, but in some of the cases the output state is a GHZ state to which a Pauli rotation has been applied. However, given a particular pattern measured, we can always know which Pauli rotation has been applied to the state, and therefore it can be corrected.

In this circuit, we pair the photons in Bell pairs as $1 \& 2,3 \& 4,5 \& 6,7 \& 8,9 \& 10$, $11 \& 12$, where $9 \& 10$ and $11 \& 12$ is the pair used to boost and $1,3,5,7,9,10,11$ and 12 are the photons measured (therefore the GHZ will be located in photons 2, 46 and 8). The post-selections that indicate a successful procedure are:

- $\left(n_{1}+n_{5}\right)=2 \&\left(n_{3}+n_{7}\right)=2 \&\left(n_{1}+n_{3}+n_{9}+n_{12}\right)$ even $\Rightarrow\left(h_{2} h_{4} h_{6} h_{8}+v_{2} v_{4} v_{6} v_{8}\right) / \sqrt{2}$ with probability $1.562 \%$
- $\left(n_{1}+n_{5}\right)=2 \&\left(n_{3}+n_{7}\right)=2 \&\left(n_{1}+n_{3}+n_{9}+n_{12}\right)$ odd $\Rightarrow\left(h_{2} h_{4} h_{6} h_{8}-v_{2} v_{4} v_{6} v_{8}\right) / \sqrt{2}$ with probability $1.562 \%$
- $\left(n_{1}+n_{5}\right)$ odd $\&\left(n_{3}+n_{7}\right)$ odd $\& n_{H}$ even $\Rightarrow\left(h_{2} h_{4} v_{6} v_{8}+v_{2} v_{4} h_{6} h_{8}\right) / \sqrt{2}$ with probability $6.25 \%$
- $\left(n_{1}+n_{5}\right)$ odd $\&\left(n_{3}+n_{7}\right)$ odd $\& n_{H}$ odd $\Rightarrow\left(h_{2} h_{4} v_{6} v_{8}-v_{2} v_{4} h_{6} h_{8}\right) / \sqrt{2}$ with probability $6.25 \%$
- $\left(n_{1}+n_{5}\right)=2 \&\left(n_{3}+n_{7}\right)$ odd $\&\left(n_{1}+n_{9}+n_{h_{3}}+n_{h_{7}}+n_{h_{11}}+n_{h_{12}}\right)$ odd $\Rightarrow\left(h_{2} h_{4} h_{6} v_{8}+\right.$ $\left.v_{2} v_{4} v_{6} h_{8}\right) / \sqrt{2}$ with probability $3.125 \%$
- $\left(n_{1}+n_{5}\right)=2 \&\left(n_{3}+n_{7}\right)$ odd $\&\left(n_{1}+n_{9}+n_{h_{3}}+n_{h_{7}}+n_{h_{11}}+n_{h_{12}}\right)$ even $\Rightarrow\left(h_{2} h_{4} h_{6} v_{8}-\right.$ $\left.v_{2} v_{4} v_{6} h_{8}\right) / \sqrt{2}$ with probability $3.125 \%$
- $\left(n_{1}+n_{5}\right)$ odd $\&\left(n_{3}+n_{7}\right)=2 \&\left(n_{3}+n_{12}+n_{h_{1}}+n_{h_{5}}+n_{h_{9}}+n_{h_{10}}\right)$ odd $\Rightarrow\left(h_{2} h_{4} v_{6} h_{8}+\right.$ $\left.v_{2} v_{4} h_{6} v_{8}\right) / \sqrt{2}$ with probability $3.125 \%$
- $\left(n_{1}+n_{5}\right)$ odd $\&\left(n_{3}+n_{7}\right)=2 \&\left(n_{3}+n_{12}+n_{h_{1}}+n_{h_{5}}+n_{h_{9}}+n_{h_{10}}\right)$ even $\Rightarrow\left(h_{2} h_{4} v_{6} h_{8}-\right.$ $\left.v_{2} v_{4} h_{6} v_{8}\right) / \sqrt{2}$ with probability $3.125 \%$

Therefore, whenever we obtain a GHZ out of our circuit, $\frac{1}{18}$ of the time we obtain $\frac{|0000\rangle+|1111\rangle}{\sqrt{2}}$, $\frac{1}{18}$ of the time we obtain $\frac{|0000\rangle-|1111\rangle}{\sqrt{2}}, \frac{2}{9}$ of the time we obtain $\frac{|0011\rangle+|1100\rangle}{\sqrt{2}}, \frac{2}{9}$ of the time we obtain $\frac{|0011\rangle-|1100\rangle}{\sqrt{2}}, \frac{1}{9}$ of the time we obtain $\frac{|0001\rangle+|1110\rangle}{\sqrt{2}}, \frac{1}{9}$ of the time we obtain $\frac{|0001\rangle-|1110\rangle}{\sqrt{2}} \frac{1}{9}$ of the time we obtain $\frac{|0010\rangle+|1101\rangle}{\sqrt{2}}$ and $\frac{1}{9}$ of the time we obtain $\frac{|0010\rangle-|1101\rangle}{\sqrt{2}}$.

We can compare the boosted and non-boosted versions of this circuit by comparing the number of Bell pairs needed on average to create a single $4-\mathrm{GHZ}$ state.

- Not Boosting: The overall procedure has a success probability of $12.5 \%$. On average we need to repeat the procedure 8 times to obtain a $4-\mathrm{GHZ}$ state. Each procedure needs 4 Bell pairs to fuse and none to boost. Therefore we need 4 Bell pairs per procedure and 32 Bell pairs in total per 4-GHZ state.
- Boosting: The overall procedure has a success probability of $28.125 \%$. On average we need to repeat the procedure 3.56 times to obtain a $4-\mathrm{GHZ}$ state. Each procedure needs 4 Bell pairs to fuse and 2 Bell pairs to boost. Therefore we need 6 Bell pairs per procedure and 21.33 Bell pairs in total per 4-GHZ state.

We can see that the boosted version of this circuit is more resource efficient and we can say that 1 4-GHZ state is equivalent to 22 Bell pairs.

## F. 3 3-GHZ generation from probabilistic SPDC sources

In section 4.5.3, chapter 4 we mentioned that one of the advantages of using the probabilistic Bell pairs emitted from the SPDC sources directly to generate $3-\mathrm{GHZ}$ states is that even when some of the sources don't emit a Bell pair, some measurement outcomes yield (upon detection of vacuum on one of the output modes) a smaller entangled state. Here we show all the possible detection patterns that only measure 2 photons (instead of the three that would herald a $3-\mathrm{GHZ}$ state) for the case when one of the sources has not produced a Bell pair. In table F. 1 we show the outcome of the circuit when one of the sources didn't fire and a particular pattern was detected. We can see that in the case where source 3 does not fire, the generated state is a Bell pair for many of the detection outcomes. The crucial point is that this Bell pair is on modes 2 and 4 , whereas the output state in the cases where source 2 or 1 does not fire (which is never a Bell pair) always has support on mode 6 . Therefore, heralding vacuum on mode 6 when only 2 photons have been detected in modes 1,3 and 5 allows to herald a Bell pair in modes 2 and 4.

| Detection pattern | Source 3 | Source 2 | Source 1 |
| :---: | :---: | :---: | :---: |
| $h_{1} h_{3}$ | $\frac{1}{4 \sqrt{2}}\left(h_{2} h_{4}+v_{2} v_{4}\right)$ | $\frac{1}{4 \sqrt{2}} v_{2}\left(h_{6}+v_{6}\right)$ | $\frac{-1}{4 \sqrt{2}} h_{4}\left(h_{6}+v_{6}\right)$ |
| $h_{1} h_{5}$ | $\frac{1}{4 \sqrt{2}}\left(-h_{2} h_{4}+v_{2} v_{4}\right)$ | $\frac{1}{4 \sqrt{2}} v_{2}\left(-h_{6}+v_{6}\right)$ | $\frac{1}{4 \sqrt{2}} h_{4}\left(h_{6}-v_{6}\right)$ |
| $h_{1} v_{1}$ | 0 | 0 | 0 |
| $h_{1} v_{3}$ | $\frac{1}{4 \sqrt{2}}\left(h_{2} h_{4}+v_{2} v_{4}\right)$ | $\frac{-1}{4 \sqrt{2}} v_{2}\left(h_{6}+v_{6}\right)$ | $\frac{1}{4 \sqrt{2}} h_{4}\left(h_{6}+v_{6}\right)$ |
| $h_{1} v_{5}$ | $\frac{1}{4 \sqrt{2}}\left(h_{2} h_{4}+-v_{2} v_{4}\right)$ | $\frac{1}{4 \sqrt{2}} v_{2}\left(h_{6}+v_{6}\right)$ | $\frac{1}{4 \sqrt{2}} h_{4}\left(h_{6}-v_{6}\right)$ |
| $h_{3} h_{5}$ | 0 | $\frac{h_{2} h_{6}}{4}$ | $\frac{v_{4} v_{6}}{4}$ |
| $h_{3} v_{1}$ | $\frac{1}{4 \sqrt{2}}\left(-h_{2} h_{4}+v_{2} v_{4}\right)$ | $\frac{1}{4 \sqrt{2}} v_{2}\left(h_{6}+v_{6}\right)$ | $\frac{1}{4 \sqrt{2}} h_{4}\left(h_{6}+v_{6}\right)$ |
| $h_{3} h_{3}$ | $\frac{-h_{2} v_{4}}{4}$ | 0 | 0 |
| $h_{3} v_{5}$ | 0 | $\frac{-h_{2} v_{6}}{4}$ | $\frac{-v_{4} h_{6}}{4}$ |
| $h_{5} v_{1}$ | $\frac{1}{4 \sqrt{2}}\left(h_{2} h_{4}+v_{2} v_{4}\right)$ | $\frac{1}{4 \sqrt{2}} v_{2}\left(-h_{6}+v_{6}\right)$ | $\frac{1}{4 \sqrt{2} h_{4}\left(-h_{6}+v_{6}\right)}$ |
| $h_{5} v_{3}$ | $\frac{-h_{2} v_{6}}{4}$ | $\frac{-v_{4} h_{6}}{4}$ |  |
| $h_{5} v_{5}$ | $\frac{-h_{2} v_{4}}{4}$ | 0 | 0 |
| $v_{1} v_{3}$ | $\frac{1}{4 \sqrt{2}}\left(-h_{2} h_{4}+v_{2} v_{4}\right)$ | $\frac{-1}{4 \sqrt{2}} v_{2}\left(h_{6}+v_{6}\right)$ | $\frac{1}{4 \sqrt{2}} h_{4}\left(h_{6}+v_{6}\right)$ |
| $v_{1} v_{5}$ | $\frac{-1}{4 \sqrt{2}}\left(h_{2} h_{4}+v_{2} v_{4}\right)$ | $\frac{1}{4 \sqrt{2}} v_{2}\left(-h_{6}+v_{6}\right)$ | $\frac{1}{4 \sqrt{2} h_{4}\left(-h_{6}+v_{6}\right)}$ |
| $v_{1} v_{5}$ | 0 | $\frac{h_{2} h_{6}}{4}$ | $\frac{v_{4} v_{6}}{4}$ |

Table F.1: Output of the $3-\mathrm{GHZ}$ generation circuit portrayed in figure 4.16 when only two photons have been detected in modes 1,3 and 5 . The different outputs are classified according to the detection pattern and which was the source that did not produce a Bell pair.

## APPENDIX G

## SWITCH LOSS

## G. 1 Switch loss calculations in multiplexed GHZ generators

We calculate the amount of loss per switch that we can tolerate when generating GHZ states and multiplexing using a log-tree scheme, given the tolerable loss rate in the percolation scheme presented in chapter 5. We assume deterministic on-demand single photon sources and lossless passive elements (as justified in chapter 22). Using the percolation scheme presented in chapter 5. we can tolerate loss in the individual photons of the 3 GHZ state up to $p_{l} \sim 1.5 \%$ using homogeneous MUX and up to $p_{l} \sim 2.9 \%$ using RMUX. Using the multiplexing stage we can accept all states that have at least one photon i.e. they are not the vacuum. That means that if the loss rate per switch is $\gamma_{s w}$, and the photon goes through $m$ switches, the probability of not having been lost in the switching process is $\left(1-\gamma_{s w}\right)^{m}$. The probability of having been lost at any stage of the switching process is $1-\left(1-\gamma_{s w}\right)^{m}$ and we want this number to be smaller than the total loss per photon that we can tolerate, $p_{l} \leq 1-\left(1-\gamma_{s w}\right)^{m}$. Note that as in the percolation scheme the loss is calculated per photon and not per GHZ state, that is the same calculation we do here, we do not require the GHZ state to have a certain loss probability but rather the individual photons. The calculations on this appendix are repetitive, but they allow a better understanding of the efficiency of each scheme.

## G.1.1 Approach A: Multiplexing 3 photon GHZ generators from single photons

In this first approach there is only one stage of multiplexing after the 3 -GHZ interferometer. Single photons are obtained on demand from the single photon sources and passed through the $3-\mathrm{GHZ}$ state generator, which is time or spatially multiplexed. Each $3-\mathrm{GHZ}$ state generator consumes 6 single photons and produces a $3-\mathrm{GHZ}$ state with probability $1 / 32$.

We want to generate a $3-\mathrm{GHZ}$ state from single photons with probability for example $p_{s} \geq$ 0.95 , that means we need to multiplex $k$ times where $k$ is given by

$$
\begin{equation*}
1-\left(1-\frac{1}{32}\right)^{k} \geq 0.95 \quad \Rightarrow \quad k=95 \tag{G.1}
\end{equation*}
$$

We assume the switchboard is made out of a log-tree of $2 \times 2$ switches (such as described in chapter 4), the number of switches required for a multiplexing of $k$ events is given by $m=$
$\left\lceil\log _{2} k\right\rceil+1$. In this case

$$
\begin{equation*}
m=\left\lceil\log _{2} 95\right\rceil+1=8 \tag{G.2}
\end{equation*}
$$

As stated in the preliminaries we require that

$$
\begin{equation*}
p_{l} \leq 1-\left(1-\gamma_{s w}\right)^{m} \tag{G.3}
\end{equation*}
$$

where $p_{l_{1}}=0.015, p_{l_{2}}=0.029$ and $m=8$. Therefore

$$
\begin{array}{lll}
0.015 \leq 1-\left(1-\gamma_{s w}\right)^{8} & \Rightarrow & \gamma_{s w} \leq 0.19 \% \\
0.029 \leq 1-\left(1-\gamma_{s w}\right)^{8} & \Rightarrow & \gamma_{s w} \leq 0.37 \% \tag{G.5}
\end{array}
$$

In figure G. 1 we plot the results of this same calculation for values of $p \in(0.9,1)$.


Figure G.1: Approach A: Multiplexing steps, number of switches and loss per switch as a function of the probability of obtaining a GHZ state out of the multiplexed process. The number of multiplexing stages and number of switches is the same for both values of $p_{l}$. We can see how the RMUX scheme (yellow), which gives a tolerable loss rate of $p_{l_{2}}=0.029$ permits less stringent specifications on the individual switches.

## G.1.2 Approach B: Multiplexing 3-GHZ generators from Bell Pairs

In this approach we assume we can obtain Bell pairs on demand from post selecting higher order terms of an SPDC source or from a quantum dot source. There is only one stage of multiplexing after the $3-\mathrm{GHZ}$ interferometer. We use the boosted version of the $3-\mathrm{GHZ}$ generator, thus each $3-\mathrm{GHZ}$ state generator consumes 4 Bell pairs and produces a $3-\mathrm{GHZ}$ state with probability $37.5 \%$.

We want to generate a $3-\mathrm{GHZ}$ state from Bell Pairs with probability for example $p_{s} \geq 0.95$, that means we need to multiplex $k$ times where $k$ is given by

$$
\begin{equation*}
1-(1-0.375)^{k} \geq 0.95 \quad \Rightarrow \quad k=7 \tag{G.6}
\end{equation*}
$$

We assume the switchboard is made out of a log-tree of $2 \times 2$ switches (such as described in chapter (4), the number of switches required for a multiplexing of $k$ events is given by $m=$ $\left\lceil\log _{2} k\right\rceil+1$. In this case

$$
\begin{equation*}
m=\left\lceil\log _{2} 7\right\rceil+1=4 \tag{G.7}
\end{equation*}
$$

As stated in the preliminaries we require that

$$
\begin{equation*}
p_{l} \leq 1-\left(1-\gamma_{s w}\right)^{m} \tag{G.8}
\end{equation*}
$$

where $p_{l_{1}}=0.015, p_{l_{2}}=0.029$ and $m=4$. Therefore

$$
\begin{array}{lll}
0.015 \leq 1-\left(1-\gamma_{s w}\right)^{4} & \Rightarrow & \gamma_{s w} \leq 0.38 \% \\
0.029 \leq 1-\left(1-\gamma_{s w}\right)^{4} & \Rightarrow & \gamma_{s w} \leq 0.73 \% \tag{G.10}
\end{array}
$$

In figure G. 2 we plot the results of this same calculation for values of $p \in(0.9,1)$.


Figure G.2: Approach B: Multiplexing steps, number of switches and loss per switch as a function of the probability of obtaining a GHZ state out of the multiplexed process. The number of multiplexing stages and number of switches is the same for both values of $p_{l}$. We can see how the RMUX scheme (yellow), which gives a tolerable loss rate of $p_{l_{2}}=0.029$ permits less stringent specifications on the individual switches.

## G.1.3 Approach C: Multiplexing Bell pair generators from single photons and $3-\mathrm{GHZ}$ generators from Bell Pairs

In this approach we have two stages of multiplexing. First we generate Bell pairs from single photons, multiplex, then we use the Bell pairs to create $3-\mathrm{GHZ}$ states and multiplex before entering the percolation scheme. Single photons are obtained on demand from the single photon sources and passed through the Bell pair generator, which is time or spatially multiplexed. Each Bell pair generator consumes 4 single photons and produces a Bell pair with probability $\frac{1}{4}$ if we allow for active switching within the Bell pair generator (one switch) or with probability $\frac{1}{8}$ if we don't allow for active switching. We will treat these two strategies separately, labelling them Approach C1 and C2 respectively.

Here the probability of having a successful GHZ out of the multiplexing in the end will be the product of the probability of having successfully multiplexed a 4 Bell pairs out of the Bell Pair generation, $p_{B P}$, and the probability of having successfully multiplexed the GHZ out of the GHZ generator from Bell Pairs, $p_{G H Z}$. Thus

$$
\begin{equation*}
p=p_{B P}^{4} \cdot p_{G H Z} \tag{G.11}
\end{equation*}
$$

## Approach C1

The probability of generating a Bell Pair is $\frac{1}{4}$ and the circuit itself, before multiplexing, requires one switch. Say we want to generate a Bell Pair with probability $p_{B P} \geq 0.95$, that means we need to multiplex $k_{1}$ times where $k_{1}$ is given by

$$
\begin{equation*}
1-\left(1-\frac{1}{4}\right)^{k_{1}} \geq 0.95 \quad \Rightarrow \quad k_{1}=11 \tag{G.12}
\end{equation*}
$$

We assume the switchboard is made out of a log-tree of $2 \times 2$ switches (such as described in chapter 4), the number of switches required for a multiplexing of $k$ events is given by $m=$ $\left\lceil\log _{2} k\right\rceil+1$. In this case

$$
\begin{equation*}
m_{1}=\left\lceil\log _{2} 11\right\rceil+1=5 \tag{G.13}
\end{equation*}
$$

The next step is to create GHZ states from Bell Pairs, this step is exactly the same as the calculation in Approach B rewritten here for convenience.

We want to generate a 3 GHZ state from deterministic Bell Pairs with probability for example $p_{G H Z} \geq 0.95$, that means we need to multiplex $k_{2}$ times where $k_{2}$ is given by

$$
\begin{equation*}
1-(1-0.375)^{k_{2}} \geq 0.95 \quad \Rightarrow \quad k_{2}=7 \tag{G.14}
\end{equation*}
$$

The number of switches required for a multiplexing of $k_{2}$ events is given by $m_{2}=\left\lceil\log _{2} k_{2}\right\rceil+1$. In this case

$$
\begin{equation*}
m=\left\lceil\log _{2} 7\right\rceil+1=4 \tag{G.15}
\end{equation*}
$$

The total number of switches that a photon has to go through is $m=m_{1}+m_{2}+1$, the probability of obtaining a GHZ state at the end of the process is given by $p=p_{B P}^{4} \cdot p_{G H Z}$, which is the case of this example is 0.77 .

We require that

$$
\begin{equation*}
p_{l} \leq 1-\left(1-\gamma_{s w}\right)^{m} \tag{G.16}
\end{equation*}
$$

where $p_{l_{1}}=0.015, p_{l_{2}}=0.029$ and $m=10$. Therefore

$$
\begin{array}{lll}
0.015 \leq 1-\left(1-\gamma_{s w}\right)^{10} & \Rightarrow & \gamma_{s w} \leq 0.15 \% \\
0.029 \leq 1-\left(1-\gamma_{s w}\right)^{10} & \Rightarrow & \gamma_{s w} \leq 0.29 \% \tag{G.18}
\end{array}
$$

In figure G. 3 we plot the results of this same calculation for values of $p \in(0.8,1)$. As we can see in the figure, to obtain the same overall probability of creating a GHZ state, there are different choices of $p_{G H Z}$ and $p_{B P}$ that we can take, and it is possible to optimise the choice so as to maximize the amount of loss that we can tolerate per switch (or equivalently, minimising the number of switches that a photon has to pass through). In figure G.4 we show this optimal choice.

## Approach C2

The probability of generating a Bell Pair is $\frac{3}{16}$ and the circuit itself, before multiplexing, doesn't require any switch. Say we want to generate a Bell Pair with probability $p_{B P} \geq 0.95$, that means


Figure G.3: Approach C1: intermediate stage where Bell pairs are generated with probability $\frac{1}{4}$. Multiplexing steps, number of switches and loss per switch as a function of the probability of obtaining a GHZ state out of the multiplexed process. The number of multiplexing stages and number of switches is the same for both values of $p_{l}$. We can see how the RMUX scheme (yellow), which gives a tolerable loss rate of $p_{l_{2}}=0.029$ permits less stringent specifications on the individual switches.




Figure G.4: Approach C1 optimised: Multiplexing steps, number of switches and loss per switch as a function of the probability of obtaining a GHZ state out of the multiplexed process. Optimised to minimise the number of switches. The number of multiplexing stages and number of switches is the same for both values of $p_{l}$. We can see how the RMUX scheme (yellow), which gives a tolerable loss rate of $p_{l_{2}}=0.029$ permits less stringent specifications on the individual switches.
we need to multiplex $k_{1}$ times where $k_{1}$ is given by

$$
\begin{equation*}
1-\left(1-\frac{1}{8}\right)^{k_{1}} \geq 0.95 \quad \Rightarrow \quad k_{1}=23 \tag{G.19}
\end{equation*}
$$

We assume the switchboard is made out of a log-tree of $2 \times 2$ switches (such as described in chapter (4), the number of switches required for a multiplexing of $k$ events is given by $m=$ $\left\lceil\log _{2} k\right\rceil+1$. In this case

$$
\begin{equation*}
m_{1}=\left\lceil\log _{2} 11\right\rceil+1=6 \tag{G.20}
\end{equation*}
$$

The next step is to create GHZ states from Bell Pairs, this step is exactly the same as the calculation in Approach B rewritten here for convenience.

We want to generate a $3-\mathrm{GHZ}$ state from deterministic Bell Pairs with probability for example $p_{G H Z} \geq 0.95$, that means we need to multiplex $k_{2}$ times where $k_{2}$ is given by

$$
\begin{equation*}
1-(1-0.375)^{k_{2}} \geq 0.95 \quad \Rightarrow \quad k_{2}=7 \tag{G.21}
\end{equation*}
$$

The number of switches required for a multiplexing of $k_{2}$ events is given by $m_{2}=\left\lceil\log _{2} k_{2}\right\rceil+1$. In this case

$$
\begin{equation*}
m=\left\lceil\log _{2} 7\right\rceil=4 \tag{G.22}
\end{equation*}
$$

The total number of switches that a photon has to go through is $m=m_{1}+m_{2}$, the probability of obtaining a GHZ state at the end of the process is given by $p=p_{B P} \cdot p_{G H Z}$, which is the case of this example is 0.9 .

We require that

$$
\begin{equation*}
p_{l} \leq 1-\left(1-\gamma_{s w}\right)^{m} \tag{G.23}
\end{equation*}
$$

where $p_{l_{1}}=0.015, p_{l_{2}}=0.029$ and $m=10$. Therefore

$$
\begin{array}{lll}
0.015 \leq 1-\left(1-\gamma_{s w}\right)^{10} & \Rightarrow & \gamma_{s w} \leq 0.15 \% \\
0.029 \leq 1-\left(1-\gamma_{s w}\right)^{10} & \Rightarrow & \gamma_{s w} \leq 0.29 \% \tag{G.25}
\end{array}
$$

In figure G. 5 we plot the results of this same calculation for values of $p \in(0.8,1)$. In figure


Figure G.5: Approach C2: Multiplexing steps, number of switches and loss per switch as a function of the probability of obtaining a GHZ state out of the multiplexed process. The number of multiplexing stages and number of switches is the same for both values of $p_{l}$. We can see how the RMUX scheme (yellow), which gives a tolerable loss rate of $p_{l_{2}}=0.029$ permits less stringent specifications on the individual switches.
G. 5 we plot the results of this same calculation for values of $p \in(0.8,1)$. As in the approach C1 we can see that to obtain the same overall probability of creating a GHZ state, there are different choices of $p_{G H Z}$ and $p_{B P}$ that we can take, and it is possible to optimise the choice so as to maximise the amount of loss that we can tolerate per switch (or equivalently, minimising the number of switches that a photon has to pass through). In figure G.6 we show this optimal choice.


Figure G.6: Approach C2 optimised: Multiplexing steps, number of switches and loss per switch as a function of the probability of obtaining a GHZ state out of the multiplexed process. Optimised to minimise the number of switches. The number of multiplexing stages and number of switches is the same for both values of $p_{l}$. We can see how the RMUX scheme (yellow), which gives a tolerable loss rate of $p_{l_{2}}=0.029$ permits less stringent specifications on the individual switches.

## G.1.4 Comparison

We compare all the schemes studied so far.


Figure G.7: Comparison of all multiplexing approaches
While it is obvious that starting from Bell Pairs we need less switches and therefore we can tolerate more loss per switch, we can also see that out of the schemes that start with single photons, approach A seems optimal: it is better to multiplex just once instead of optimising at different steps. This result ties in with the results presented in chapter 4, where schemes with less multiplexing stages were more resource efficient when paired with higher efficiency sources. Approach C 2 is more efficient than approach C 1 , which can be understood from the fact that in the Bell generation, approach C1 uses one switch to improve probability from $3 / 16$ to $1 / 4$, whereas each switch effectively allows to improve probability by a factor of 2 . In other words, that extra switch is not being optimally utilised.

## G. 2 State of the art

There are different technologies that allow for the realisation of optical switches, the most common are the electro-optical switches [190], carrier-based switches [191], micro-electro-mechanical switches (MEMS) [167, 192], thermo-optical switches [193] and nonlinear optical loop mirror (NOLM) based switches [96]. It is beyond the scope of this thesis to fully explain how each of these switches works, there are many parameters (such as power consumption, heat dissipation, working temperatures, material used, size, etc) which make them suitable for different optical implementations. Here however we are mainly concerned with switching loss and speed, as those are the parameters that mostly affect the theoretical design. In table G.1 we can see a comparison of the switching loss and speed of these optical switches.

| Technology | Switching loss | Switching speed |
| :---: | :---: | :---: |
| Electro-optic effect | 3 dB | 18 GHz |
| Carrier injection | 5.5 dB | $1 \mathrm{MHz}-10 \mathrm{GHz}$ |
| MEMS | 0.77 dB | 1 MHz |
| Thermo-optic | 0.23 dB | 100 kHz |
| NOLM | 0.6 dB | 5 GHZ |

Table G.1: State of the art in switches
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[^0]:    ${ }^{1}$ In analogy with classical systems, the classical digital computer has proven to be the most capable and multi-purpose simulator of classical physics.

[^1]:    ${ }^{2}$ Universal quantum computation can be achieved with states with only real amplitudes 19.

[^2]:    ${ }^{3}$ The notions of complexity theory used in this section are explicitly defined in appendix A.
    ${ }^{4}$ Both of these problems belong to the complexity class $N P \cap \operatorname{coNP}$ and they have a similar internal structure which is referred to as the Hidden Subgroup problem 28. This has led to the insight that a promising approach for the development of other efficient quantum algorithms is to consider other instances of this problem.

[^3]:    ${ }^{5}$ The closely related problem of primality testing has been recently proven efficiently solvable by a classical Turing machine [29].

[^4]:    ${ }^{6}$ This adaptivity of the measurements means that the computation cannot be performed instantaneously. There exists a restricted class of quantum computations that is temporally unstructured and can be performed instantaneously 40, but it is not universal.

[^5]:    ${ }^{7}$ It is true that there exist large scale machines which operate at $\sim 2 K$ such as CERN, but they would not be considered efficient in the sense we describe here.
    ${ }^{8}$ A review of different technologies that are being developed for quantum computation can be found in [12].

[^6]:    ${ }^{9}$ These are considered more advantageous for the implementation of fault-tolerance 55.

[^7]:    ${ }^{1}$ There is one recent proposal [62] which we postpone until chapter 7 as unlike the proposals in this chapter, it is mainly focused on fault-tolerance rather than scalability.
    ${ }^{2}$ In chapter 6 we compare the maximum photon loss per physical component required by some specific architectures with current state of the art component specifications.

[^8]:    ${ }^{3}$ For the full derivation of the quantisation, see 63].

[^9]:    ${ }^{4}$ See appendix E for a brief description of this simulator.

[^10]:    ${ }^{5}$ The procedure to decompose a unitary matrix into two-level matrices was already well known, but not its realisation as an optical circuit.

[^11]:    ${ }^{6}$ In chapter 4 we explore how efficiently we can create entanglement using non-vacuum ancilla states.

[^12]:    ${ }^{7}$ See appendix A for a description of all complexity classes mentioned here.
    ${ }^{8}$ More details of what this would mean can be found in appendix A
    ${ }^{9}$ The solution of an NP problem is whether a solution exists, whereas the solution to a \# P problem is how many solutions exist.
    ${ }^{10}$ Although polynomial-time algorithms for certain classes of matrix exist [79], an efficient algorithm for general matrices has not been found.
    ${ }^{11}$ It should be noted that this does not imply that quantum computers built from bosonic systems have more computational power than those built from fermionic systems. The BosonSampling proposal never uses bosons as qubits, instead it exploits the coherence advantages of a bosonic non-interacting system to build a model which is very computationally expensive to simulate classically.

[^13]:    ${ }^{12}$ To estimate the Bell Pair equivalent of the multi-photon entangled states required, we have used the most efficient theoretical linear optical circuits, shown in chapter 4. Full resource calculations for all schemes in this chapter are shown in appendix $B$.

[^14]:    ${ }^{13}$ It is worth noting that this entire scheme can be equally understood in terms of path degree of freedom alone, with four possible modes per photon.

[^15]:    ${ }^{14}$ It was recently shown that the success probability can be taken to unity at the expense of consuming infinite multi-photon entangled states, see chapter 4 .

[^16]:    ${ }^{15}$ In fact this probability can be boosted to $p=\frac{1}{4}$ by using an extra switch and a correction linear optical circuit 92.

[^17]:    ${ }^{16} \mathrm{~A}$ similar effect occurs when we consider models with randomised processes for the occupancy of both sites and bonds. For example, probabilistic entangling gates in combination with photon loss.
    ${ }^{17}$ See chapter 4 for a more in depth explanation of the maximum efficiency on Bell state discrimination.

[^18]:    ${ }^{18}$ Note that a heralded loss model is not experimentally justifiable, as there is no witness of the loss of a photon until a detector fails to measure a photon.

[^19]:    ${ }^{1}$ There is a version of the stabilizer formalism that includes mixed states 120 , but we don't review it here.

[^20]:    ${ }^{2}$ When we implement these operations in the simulation described later in the chapter, we include extra binary bits to account for the phases.

[^21]:    ${ }^{3}$ Note that now the stabilizer operators are the rows of the matrices instead of the columns as in the previous sections. In each section we follow the notation of the relevant papers.

[^22]:    ${ }^{1}$ Here we are referring to schemes where each photon represents a qubit, and not experiments such as 146, where one photon can be the physical support of different qubits in its different degrees of freedom.
    ${ }^{2}$ Schemes such as proposed in [149], which use correlated parametric down-conversion processes, are not studied in this chapter. They could provide a new interesting approach and, in conjunction with some of the techniques presented in this chapter, could provide a new avenue for the generation of small entangled states.

[^23]:    ${ }^{3}$ As highlighted in chapter 2, path encoding and polarisation are equivalent representations that can be easily interconverted. Therefore, all protocols stated in this chapter are equally valid for path encoded systems. We have chosen to work with polarisation as the representation of the linear optical circuits is more compact.

[^24]:    ${ }^{4}$ A thorough review of other mechanisms to generate single photons can be found in 58.

[^25]:    ${ }^{5}$ This process of attempting to reach $100 \%$ success probability by taking smaller and smaller steps at each stage is reminiscent of Zeno's paradox of Achilles and the tortoise.
    ${ }^{6}$ To achieve the same scaling as Grice's scheme, Ewert and van Loock also require entangled states for stages with $m>1$.

[^26]:    ${ }^{7}$ Note that the outcomes heralded by detection outcomes $h_{1} v_{1}$ and $h_{3} v_{3}$ are not Bell pairs per se but can be deterministically converted into one by applying a PBS to modes 1 and 3 .

[^27]:    ${ }^{8}$ Note that this technique is not applicable to the Bell pair generation circuit as the valid detection patterns are not only those with one photon per spatial mode.

[^28]:    ${ }^{9}$ For the $3-\sqrt{\text { GHZ }}$ generation scheme, it was proven in 93 that loss of photons in the input state of these circuits can have two effects, it either affects a mode that is measured, in which case the output state is rejected, or it has the same effect as if the loss had happened after the generation procedure, i.e. on the GHZ itself. This type of iid loss has not been proven for general $n-$ GHZ generation schemes.

[^29]:    ${ }^{10}$ There have been several proposals for deterministic single-photon sources based on artificial-atom systems [58], however none of these proposals currently achieves success probabilities necessary to be considered deterministic single-photon sources.

[^30]:    ${ }^{11}$ Measuring generated photons at this stage is a waste. In chapter 6 we study the advantage of a different multiplexing scheme in order to improve resource efficiency of the LOQC architecture.
    ${ }^{12}$ Proposals for quantum dot sources 162 and multiplexed probabilistic single photon sources 155, 156, 157, [158, 159, 160 have not yet achieved a near-deterministic regime.

[^31]:    ${ }^{13}$ Note that we have not used the boosted version of this scheme. Although using the boosted version would give a success probability 1.5 times larger, the extra $\eta$ factor due to the source efficiency would effectively give a lower probability.

[^32]:    ${ }^{14}$ Note that this rotated fusion gate introduces some imaginary phases in the description of the cluster state. As these are known phases, they can be taken into account when implementing an MBQC protocol.

[^33]:    ${ }^{1}$ It follows that this proposal is different from a boson computer such as the one described in section 2.2.4, which is a non-interacting model for bosons.

[^34]:    ${ }^{2}$ Other strategies, such as measuring stabilizer operators that allow for an indirect $[113] Z$ measurement on the lost qubit, could also be used.

[^35]:    ${ }^{3}$ For linear optical circuits that generate this resources from single photons, see chapter 4

[^36]:    ${ }^{4}$ More details can be found in appendix B

[^37]:    ${ }^{5}$ Experimental source efficiency 58 is still lower than $10 \%$, therefore according to the results in figure 4.15 , a nested multiplexing scheme will be more resource efficient than using probabilistic single photons.

[^38]:    ${ }^{6}$ In the super-critical percolation regime a spanning cluster and hence a spanning path always exists. However, when the path-finding algorithm only has access to local information, it will not always choose the correct path, which will lead to diminished percolation probability. Initial simulations have shown that the performance will highly depend on the algorithm used, however the probability of percolation throughout the full lattice will be lower as we make the stored cluster smaller.

[^39]:    ${ }^{1}$ Preliminary simulations suggest that an implementation with variable delays on all photons performs better.

[^40]:    ${ }^{2}$ There can be enough information from the detected photons to consider that the gate has succeeded or failed.

[^41]:    ${ }^{3}$ Note that this simply separates the $3-\mathrm{GHZ}$ and Bell-state generation, and does not reduce the complexity of the overall scheme.

[^42]:    ${ }^{1}$ An alternative view of the dichotomy of the check operators is to define them on the dual lattice, which has a site per each bond of the lattice and vice versa. This however is outside the scope of this thesis, a detailed explanation can be found in [54].

[^43]:    ${ }^{2}$ Or equivalently a chain of qubits in the dual lattice.

[^44]:    ${ }^{3}$ As the authors do not consider temporal multiplexing, the number of detectors is twice the number of single photons used in the scheme

[^45]:    ${ }^{4}$ Other implementations of QECrequire the ability to perform CNOT gates between the data qubits and some ancilla qubits in order to measure the syndrome. The Raussendorf lattice only requires local measurements to measure the syndrome and it is therefore much more amenable for a system with non-deterministic two-qubit gates such as LOQC.

[^46]:    ${ }^{5}$ A topological minor is a graph obtained by removing the maximum subset of vertices from the original graph that leaves the graph topology unchanged.
    ${ }^{6}$ With only polynomial overhead in time and space.

[^47]:    ${ }^{7}$ See chapter 4 for a comparison of all success and failure outcomes of the original and rotated fusion gates.

[^48]:    ${ }^{8}$ Note that star operators don't suffer from this kind of errors and the duality of the planar code operators is broken by this type of errors

[^49]:    ${ }^{9}$ For this analysis, we used Visual-CHP code presented in appendix D

[^50]:    ${ }^{1}$ One of the Clay Math Institute Millennium Problems.

