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Abstract

There are a growing variety of research fields requiring non-contact micro-
manipulation. An increasing number of these fields are turning to optical
tweezers as a solution, owing to their high spatial and temporal resolution.
Optical tweezers have the ability to quantitively exert and measure forces
on the piconewton scale, a convenient force scale for soft biological mater-
ials, and are hugely versatile due to the wide assortment of beam shaping
techniques that can be employed.

The work in this thesis can be broadly divided into two main themes:
that quantifying the optical trapping forces in shaped beams; and bringing
control and simplification of complex systems to non-expert users who may
utilise optical tweezers as part of interdisciplinary collaborations.

Static beam shaping is used to generate a conically refracted optical trap
and the trapping properties are characterised. It is shown that trapping in the
lower Raman spot gives full, 3D gradient trapping, while the upper Raman
spot allows for particle guiding due to its levitation properties. Particles in
the Lloyd/Poggendorff rings experience a lower trap stiffness than particles
in the lower Raman spot but benefit from rotational control.

Dynamic beam shaping techniques are exploited for the simplification
of complex systems through the development and testing of the HoloHands
program. This software allows a holographic optical tweezers experiment to
be controlled by gestures that are detected by a Microsoft Kinect. Multiple
particle manipulation is demonstrated, as well as a calibration of the tweezers
system.

Application of trapping forces is demonstrated through an examination
of integrin – ligand bond strength. Both wild type effector T cells and those
with a kindlin-3 binding site mutation similar to that found in neutrophils
from Leukocyte Adhesion Deficiency sufferers are investigated. Through the
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use of back focal plane interferometry, a bond rupture force of (17.9± 0.6) pN
at a force loading rate of (30± 4) pN/s, was measured for single integrins
expressed on wild type cells. As expected, a significant drop in rupture
force of bonds was found for mutated cells, with a measured rupture force
of (10.1± 0.9) pN at the same pulling rate. Therefore, kindlin-3 binding
to the cytoplasmic tail of the β2-tail directly affects bond strength of single
integrin-ligand bonds. An experimental system for studying these cells under
more physiologically relevant conditions is also presented.

Additionally, a low-cost optical micromanipulation system that makes use
of simple microfabricated components coupled to a smartphone camera for
imaging is proposed and demonstrated. Through the layering of hanging
droplets of polydimethylsiloxane (PDMS) on microscope coverslips, lenses
capable of optical trapping are created. Combination of PDMS with Sudan
II dye led to the fabrication of long pass filters. An extension of this low-cost
system into the life sciences is proposed through the adaptive use of bubble
wrap, which allows for the culturing of cells in a chamber compatible with
optical trapping.



— i —

Peer-Reviewed Publications

1. C. McDonald, M. McPherson, C. McDougall and D. McGloin “Holo-
Hands: games console interface for controlling holographic optical ma-
nipulation” J. Opt. 15 (2013) 035708.

2. C. McDonald, C. McDougall, E. Rafailov and D. McGloin “Charac-
terising conical refraction optical tweezers” Opt. Lett. 39 (2014)
6691− 6694.

3. C. McDonald and D. McGloin “Low-cost optical manipulation using
hanging droplets of PDMS” RSC Adv. 5 (2015) 55561− 55565.

4. C. McDonald and D. McGloin “Bubble wrap for optical trapping and
cell culturing” Biomed. Opt. Express. 6 (2015) 3757− 3764.

Publications unrelated to this work:

1. S. Corsetti, R. E. H. Miles, C. McDonald, Y. Belotti, J. P. Reid,
J. Kiefer and D. McGloin “Probing the evaporation dynamics of eth-
anol/gasoline biofuel blends using single droplet manipulation techniques”
J. Phys. Chem. A, 119 (2015) 12797− 12804.



— ii —

Book Chapter

1. D. McGloin, C. McDonald and Y. Belotti “Colloidal interactions with
optical fields: optical tweezers” in A. Fernandez-Nieves and A. M. Pu-
ertas (eds.) Fluids, colloids and soft materials: an introduction to soft
matter physics. Hoboken, New Jersey: John Wiley & Sons, Inc., (2016)
111− 130.



— 1 —

Chapter 1

Introduction to Optical Trapping

Throughout time, man has had a constant fascination with light. Historically
shrouded in mystery and religion, most notably with the worship of “solar
deities” by the ancient Egyptians, light has since “come out of the shadows”
through the pioneering work of such people as Newton, Maxwell and Einstein.
While this work has given a rigorous, scientific description of light, it would
not be true to say that light is yet fully understood: controversies still abound
regarding the interpretation of light [1] and many surprising properties of
light are still being discovered [2].

Without this continued interest in light, many areas of research would
have become dull and stagnant. The resolution of the humble microscope,
for example, has improved from allowing us to observe the minute details
on an insect, to providing insight in to the workings of the world on the
micron-scale. This insight has led to the well known discovery, and further
explanation of, Brownian motion. However, Brownian motion presents a sig-
nificant problem in microscopy: how can one effectively study particles on a
microscale if the particle in question is moving in a random fashion? Matters
become worse still when the small depth of field and field of view of the high
magnification microscope systems required are considered. Objects under
study have a natural tendency to move, or sink or float within the sample,
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making them difficult to study even briefly, never mind over significant time
periods. With further advances in microscope resolution and the advent of
nano-scale, super resolution fluorescence microscopy [3], particle localisation
becomes much more of an issue.

Localisation allows for ease of interrogation, it enables repeatability to
become a trivial part of experimental design, and offers the ability to disturb
and probe particles in a controlled manner. Therefore, a suite of tools which
allow for localisation on a microscale have been developed. Tools such as
micromanipulators [4, 5], electrostatic traps [6, 7], dielectrophoretic traps [8,
9], microfluidic confinement [10,11], acoustic manipulation [12,13], magnetic
tweezers [14, 15] and optical tweezers [16, 17] have all been developed, each
with their own advantages and disadvantages and provide their own distinct
approach to the problem of localisation. It is the latter of these tools, optical
tweezers, which will form the focus of this thesis.

1.1 Other micromanipulation methods

Before focussing on optical tweezers, it is worth discussing some of the other
prominent techniques that have been developed for micromanipulation and
localisation, and highlighting their strengths and weaknesses when compared
to optical trapping.

1.1.1 Physical probes

It could be argued that the most straightforward and intuitive of these tech-
niques is through the use of a micromanipulator. Here, the sample in question
is physically held by, for example, a micropipette, and moved through the
use of a motorised stage, which could be performed by using stepper motors
or piezoelectrics, or even a combination of the two to provide a long-range
course adjust and a smaller range of fine positioning. In order to localise
the particle of interest with a micropipette, one simply aspirates the sample
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(a) (b)

(c)

Figure 1.1: Micropipette adhesion assay probing (a) cell - surface, (b) cell -
bead and (c) cell - cell interaction.

and holds the object of interest in the entrance to the pipette via the applied
suction force. Micropipette aspiration is a widely used, direct force probing,
technique for the measurement of the mechanical properties of single cells
and has been used to probe the adhesion strength between cells and flat sur-
faces [18–20], figure 1.1(a), cells and beads [5,21,22], figure 1.1(b), and cells
and other cells [23,24], figure 1.1(c). In the case of the cell - surface and cell
- bead interactions, the surface or bead are coated with the molecule under
investigation. The force to be quantified can then be found by increasing
the separation distance between the pipette holding the cell and adherent
object and, if need be, increasing the applied aspiration force, until the bond
breaks.

As illustrated by figure 1.1(b), when performing adhesion measurements
between a cell and a coated bead, it is often advantageous to have a probe
bead attached to the apex of an aspirated red blood cell, which acts as
a picoforce transducer, in a technique known as biomembrane force probe
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[24]. Essentially, the aspirated red blood cell is modelled as a soft spring
that is holding the coated bead, similar to optical tweezers, see section 2.3
and chapter 5. By monitoring the deformation of the red blood cell as the
pipettes are separated, one can calculate the force required to rupture the
molecular bond formed between the cell in question and the coated bead.
This technique has been used successfully to probe the energy landscape of
receptor-ligand bonds [4] and to study the induction of T cell signalling [5].
However, it has been shown that there can be a discrepancy in measured
values, especially with regards to cell elasticity, when using a micropipette
based approach. This has been attributed to modification of the membrane
associated proteins due to their inability to follow the membrane into the
aspirating pipette and, therefore, accumulate at the entrance to the pipette
[25, 26], a situation that would not occur with an optical tweezers based
approach.

An extension of micromanipulators would be atomic force microscopes
(AFM) which, although originally developed for imaging purposes, have
proven their ability as a force measuring tool, notably in the life sciences
[14, 27]. An AFM consists of a very sharp tip at the end of a cantilever, the
back of which is illuminated by a laser that reflects onto a quadrant photo-
diode, as illustrated by figure 1.2. Piezoelectric elements are used to scan
the tip in x and y with displacements of the tip in the z-axis, caused by the
surface, translated into a change in position of the laser on the photodiode.
By doing so, it is possible to acquire sub-molecular resolution images [28,29].
However, by functionalising the AFM tip and moving along the z-axis, it
is possible to probe the binding force between a surface and the funtional-
ised tip and to record force-versus-extension curves [14]. Upon forming some
form of bond between the surface and the tip, e.g. via a cell or single mo-
lecule, the AFM cantilever is moved away from the surface. Therefore, the
cantilever will begin to bend, with its deflection recorded as a deflection in
the illuminating laser, until the bond between tip and surface breaks, thus
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Figure 1.2: Illustration of an AFM system. Figure reproduced from [35].

giving a force measurement. In this way, the binding force of a single cell to
coated surfaces has been investigated, with single molecule unbinding events
measured [27,30–32]. Additionally, the unfolding of single proteins has been
investigated [33–35] by attaching one end of the protein to a surface and
“picking up” the other end with the AFM tip before moving the tip away
from the surface. The reverse of this procedure can also provide some valu-
able information: by pushing the AFM tip, often with an attached bead, into
the surface, such as the surface of a cell, elasticity can be quantified [36].

Common to micromanipulator-style methods is that they require a mech-
anical probe to physically interact with the sample, thus limiting their useful
force range to, for the AFM, greater than 10 pN, much higher than the sub-
piconewton force range accessible with optical tweezers [14]. Additionally,
AFM is limited to force measurements only along one axis, which may not
be the preferred axis to separate the objects under study. However, these
methods are not without merit as they are able to exert much higher forces
than optical tweezers, with similar spatial and temporal resolution [14].

It should be noted that while optical tweezers have the impressive ability
and dexterity to manipulate objects on the nano-scale, the physical probe
based technique Scanning Tunnelling Microscopy far outstrips them, with
its unparalleled ability to manipulate individual atoms and create structures
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than can confine electrons [37], a feat yet to be rivalled by optical manipula-
tion.

1.1.2 Dielectrophoretic traps

Dielectrophoretic traps remove the physical connection to the sample by trap-
ping polarisable particles in a nonuniform electric field [8, 9]. However, they
require the prior fabrication of the electrodes used to generate the electric
field, thus preventing them from being dynamically changed. That said, it is
possible to scale the electrode arrays and create thousands of trap locations,
as demonstrated by Gray et al. and their microelectrode array which trapped
approximately 20, 000 cells in a 1 cm2 grid, with single cell resolution [38].
Additionally, an interesting feature of dielectrophoretic traps is that they can
be made size selective [39], a property not achievable with standard Gaus-
sian beam optical tweezers but which requires sophisticated beam shaping
techniques [40].

In order to circumvent the fixed trap constraint, light induced dielectro-
phoresis has been exploited to develop optoelectronic tweezers. Here, an elec-
tric potential is generated between two walls of the sample cell, one of which is
a photovoltaic, optically addressable element. Illumination of the photocon-
ductive plate, therefore, generates a non-uniform electric field, which traps
and manipulates particles through the interaction with the induced dipole
moments in both the particle and the surrounding medium [41]. The illumin-
ating light will appear to repel the particle if the particle is less polarisable
than its surroundings, as would be the case for a polystyrene bead in water,
illustrated by figure 1.3 [41]. As such, light “walls” are required in order to
confine the particle and, therefore, could benefit from the conically refracted
beam generated in chapter 3, with the Lloyd/Poggendorff rings forming the
“walls”.

The photoconductive plate used in optoelectronic tweezers is typically
fabricated from amorphous silicon for a number of reasons: it has a high
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Figure 1.3: Illustration of experimental system for, and internal structure of,
optoelectronic tweezers. Light from a light emitting diode (LED) is projected
onto a photoconductive amorphous silicon (a-Si:H) electrode via a digital
micromirror device (DMD) and microscope objective. The electric field is
generated through the application of an a.c. bias between the electrodes.
ITO, indium tin oxide. Image adapted from [41]



— 8 —

conductivity when illuminated, a high resistance when not illuminated, and
it is cheap and easy to produce [41]. However, due to the finite photoconduct-
ivity of amorphous silicon, optoelectronic tweezers are unable to function in
cell culture medium, or other high-conductivity media, thus rendering them
unable to manipulate cells in physiologically relevant environments [42, 43].
By replacing the amorphous silicon plate with a phototransistor array, pho-
toconductivity can be increased by over 500 times that of their amorphous
silicon counterparts [43]. Through the use of this iteration of optoelectronic
tweezers, trapping and manipulation of living cells in Phosphate Buffered
Saline and Dulbecco’s Modified Eagle’s Medium has been demonstrated [43].

Optoelectronic tweezers can generate similar trapping forces to optical
tweezers but at significantly less optical power, thus reducing the risk of
photodamage to, and heating of, the sample [41]. Additionally, optoelec-
tronic tweezers can manipulate large arrays of particles, and can be dynam-
ically changed with something as simple as a data projector, providing a
straightforward approach to multiplexing experiments [44–48]. However, un-
like optical tweezers, optoelectronic tweezers cannot trap in three dimensions
or be used to measure forces acting on the nanometre scale [49], so the work
presented in chapter 5 would not be possible with such a device.

1.1.3 Magnetic tweezers

By using a pair of permanent magnets placed above the sample stage of a
microscope one can construct a rudimentary set of magnetic tweezers, capable
of not only trapping a paramagnetic particle in three dimensions but also
rotating the particle [14]. Indeed, only a single magnet is required to apply a
pulling force, i.e. towards the magnet, on a magnetic particle. Conceptually,
magnetic tweezers are similar to optical tweezers, in so far as the particle
in an applied field, in this case a magnetic field, experiences a force that
is proportional to the gradient of the square of the field [14]. It follows
that by creating steeper field gradients, one can generate higher forces, a
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concept discussed for optical tweezers in chapter 2. Through the use of
sharp electromagnetic tips or small permanent magnets, forces larger than
200 pN have been applied to micron-scale particles [50, 51]. Indeed, applied
forces can be further increased by turning to electromagnetic tweezers, with
applied forces of over 1 nN reported [14]. Unfortunately, forces which are
based upon permanent magnets, while ideal for constant force experiments,
cannot manipulate magnetic particles in three dimensions, thus lacking the
dexterity optical tweezers offer. Electromagnetic tweezers can provide 3D
control of a particle, but they require custom-made pole pieces and complex
feedback control [14].

A consequence of the steep gradient used to generate these high forces
is that the force falls off rapidly with distance from the magnet. Therefore,
particles must remain close to the magnet in order to benefit from the high
forces generated. Magnetic field strength can be increased through the use
of larger magnets, however this results in a shallower field gradient which
can vary on the order of millimetres. This variation is over a much larger
length scale than the allowed movement of a tethered bead (on the order of
microns) [15]. Consequently, the applied magnetic force can be assumed to be
constant over a wide number of tethered beads, allowing for multiplexing of
experiments [52]. Additionally, the ease with which particles can be rotated
leads magnetic tweezers to naturally lend themselves to experiments involving
the coiling and uncoiling of DNA [53,54].

However, the type of particle that magnetic tweezers can manipulate is
limited to paramagnetic particles and detection bandwidth and sensitivity
is limited by the camera based detection used, which hinders the the direct
measurement of very small or very fast bead displacements [14].

1.1.4 Acoustic manipulation

Optical tweezers are incredibly adept at the manipulation of micron sized
particles, however, they begin to struggle with particle sizes above approx.
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10 μm. Acoustic traps are able to manipulate much larger particles and ex-
ert much higher forces (nanonewtons) than their optical counterparts [55].
Additionally, acoustic manipulation lends itself to multiplexed force meas-
urements, with force-extension measurements on thousands of biomolecules
at once having been reported [13].

Particles within an ultrasonic field will experience a force acting upon
them, with this force being predominantly higher in an ultrasonic standing
wave than in a progressive wave [56, 57]. An ultrasonic standing wave trap
can be created by placing an ultrasonic transducer and a reflective boundary
on either side of a sample cell containing particles in a fluid, as illustrated
by figure 1.4, and driving the transducer at a resonant frequency of the
cavity, typically on the order of MHz [57]. In general, particles will migrate
towards pressure nodes, figure 1.4(b), within the cavity due to axial radiation
forces [57], although the inverse is true if the particle exhibits a negative
acoustic contrast factor, as would be the case for a gas bubble in water [56,58].
Particles will then collect at certain points within the nodal planes due to
weaker lateral radiation forces and secondary radiation forces due to particle-
particle interaction [57]. The primary force acting on the particle scales as the
cube of its radius, thus diminishing rapidly to forces comparable with optical
manipulation forces, when particle size is reduced to sizes more in-line with
optical trapping experiments, i.e. a few microns, [58]. It follows, therefore,
that the larger forces achievable with acoustic manipulation can only be
realised for larger particles. As particle sizes increase, so too does the force,
in a rapid fashion, allowing for the trapping and manipulation of particle sizes
unachievable with optical tweezers. Unfortunately, as size increases, so does
particle mass, thus making larger particles more susceptible to sedimentation
as they are at the mercy of their buoyancy in the surrounding fluid [58].

Although the ultrasonic standing waves described above do not lend them-
selves naturally to 3D manipulation, due to lack of lateral control of the
standing wave, it is possible to exploit the differences in acoustic contrast,
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(a) (b) (c)

Figure 1.4: Ultrasonic standing wave trap showing movement of particles over
time. (a) An ultrasonic standing wave is created by driving the transducer at
the resonant frequency of the cavity. (b) The previously randomly distributed
particles within the field move to pressure nodes, due to axial radiation forces,
before (c) aggregating within the trapping planes due to lateral radiation and
secondary forces. Image adapted from [57].

coupled with a flowing medium, to great effect. Termed acoustophoresis,
literally meaning “migration with sound”, it is possible to separate mixed
samples by flowing them through acoustic standing waves, which has been
demonstrated to be almost 100% efficient by Petersson et al. for the separ-
ation of lipids from red blood cells [59]. This technique has been built upon
and cell and particle sorting, and particle sizing have since been demon-
strated [58].

Lateral control of particles has been demonstrated through the use of an
array based transducer [60], with the generation of the standing wave created
by a subset of array elements and progressive shifting of the active elements
in order to shift the standing wave location. Two dimensional control can
be achieved by using a pair of matched transducers with a third levitating
transducer [61]. In this case, one transducer levitates the particles axially,
while the two matched transducers face each other and allow for manipulation
of the trap location by tuning the relative phase of the two signals [61].
While the array based technique was able to move particles over 3 mm [60],
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the latter technique achieved displacements of only 140 μm [61]. It should
be noted that although displacements achievable with optical tweezers pale
in comparison to the quoted figures, the fidelity of movement by acoustic
methods is far outstripped by optical methods. Furthermore, acoustic waves
have a much greater penetration depth in fluids and biological materials than
light, leading acoustic trapping to be thought of as a complimentary, rather
than competing, form of manipulation.

1.2 Optical tweezers

Following what was initially a “back of the envelope calculation” [62], and
the publication of three seminal papers throughout the 1970s and 1980s [16,
63, 64], Arthur Ashkin not only created a new field of optical manipulation
but gave the scientific community a new tool with which to examine the
microscopic world. It was with the demonstration of the single beam gradient
force trap by Ashkin et al. [16] that the field of optical trapping was firmly
established and changed from a scientific curiosity to a useful tool. This new
precision technique would go on to impact a myriad of sciences, spanning
biological, chemical and physical, and encourage developments in related
areas of research, such as optical beam shaping.

Around two decades after the first publication concerning optical manip-
ulation, the field has begun revisiting the early experiments of Ashkin in
the form of optical guiding [65], dual beam traps [66] and the manipulation
of objects in air [67]. The work which is presented in this thesis contains
elements of three of the four experiments first published by Ashkin, namely
optical guiding, optical levitation and the gradient force trap, and so an un-
derstanding of the early experiments is not only historically interesting but
serves as a foundation for the following chapters. To date, several thorough
reviews of optical trapping exist in the literature [17,62,68–72], therefore an
introduction, rather than an in-depth analysis, is presented.



— 13 —

1.2.1 Radiation pressure

Although considered to be the father of optical manipulation, Ashkin was not
the first to observe the radiation pressure of light, nor is it a recent discovery.
Radiation pressure of light was first proposed almost 400 years before Ashkin
by Johannes Kepler. During his observations of planetary motion, for which
he is best known, Kepler noted that the tail of a comet always points away
from the sun. Kepler hypothesised that this “solar repulsion of comet tails
[was] because of mechanical light force” [73] and went on to propose harness-
ing this force in order to sail from the Earth to the Moon on light itself [74].
The former was placed on a solid scientific foundation in 1873, with a rigor-
ous mathematical description by James Clerk Maxwell [75], while the latter
remained the stuff of science fiction until the demonstration of solar sails by
the Japan Aerospace Exploration Agency and their IKAROS spacecraft [76].
Experimental validation of radiation pressure was provided at the turn of
the twentieth century by Pyotr Lebedev [77], followed closely by Nichols and
Hull later that same year [78], but received little attention in the following
decades, possibly due to the complex experimental systems required, poor
light sources available and difficulty in decoupling thermal forces caused by
the light and radiation pressure forces from the light. It should be noted
that Nichols and Hull made extensive mathematical errors when interpreting
their results, giving values which deviated from Maxwell’s theory by only 1%
rather than the 10% discrepancy in results once the mistakes were correc-
ted [79]. Radiation pressure of light was, therefore, resigned to a scientific
curiosity rather than a technologically relevant tool.

However, armed with a microscope, the recently invented laser and a
knowledge of the quantum nature of light [80], Ashkin revisited the question
of radiation pressure of light. By considering interaction of light with a totally
reflecting mirror, Ashkin realised that the photons striking the mirror must
undergo a change in momentum. Through the conservation of momentum,
there must be a transfer of momentum between the light and the mirror.
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This results in the light imparting a small force on the mirror. While these
femtonewton forces are negligible on large mirrors under everyday situations,
Ashkin realised its potential if one was to focus the light on to a sufficiently
small object. Assuming a perfectly reflecting 1 μm particle, with a density of
1 gcm-3, Ashkin calculated that 1 W of 1 μm wavelength light, focussed to a
spot size of approximately one wavelength, should accelerate the particle by
106 times the acceleration of gravity [62]. Even with the large approximations
made, this should provide readily observable effects, so he tried a simple
experiment to look for particle motion by radiation pressure.

1.2.2 Optical guiding and the first radiation pressure

trap

Using just a few milliwatts of power and a weakly focussed Gaussian laser
beam, Ashkin performed his first radiation pressure experiments in late
1969 [63]. As predicted, particles were guided, when illuminated, in the
direction of propagation of the laser. This scattering force, as Ashkin named
it, accelerated latex spheres across a glass cell until they became trapped
against the glass at the opposite side, figure 1.5a. If the laser was blocked,
the particles would wander off due to Brownian motion. Unexpectedly, how-
ever, if particles were illuminated off centre, they would be drawn into the
high intensity region of the beam and accelerated in the direction of laser
propagation. Named the gradient force, it would go on to form the basis of
modern optical tweezers [62,63].

Building on this optical guiding experiment, and his discovery of the
two forces, Ashkin added a second, counter-propagating, laser to his system,
figure 1.5b, therefore creating the first stable, three dimensional trap for
neutral particles [63]. A latex sphere was drawn in to one laser beam, via
the gradient force, and accelerated towards the other laser beam until an
equilibrium position between the scattering force of each laser was reached.
Any displacement of the sphere from this equilibrium position would generate
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(a) (b)

Figure 1.5: Experimental system used by Ashkin for the first demonstration
of acceleration of free particles by radiation pressure from a laser. Figure
adapted from [63]

a restoring force, bringing the particle back to the trap position.

1.2.3 Optical levitation

Exploitation of the scattering force led Ashkin to the first demonstration of
a single beam optical trap, termed the optical levitation trap in 1971 [64].
This trap consisted of a single optical beam, pointed vertically upwards, and
trapped particles by balancing the scattering force against gravity acting on
the particle, thus meaning that the trap was not purely optical. Equilibrium
can be achieved because the scattering force decreases with distance from the
focus of the beam, while the gradient force provides lateral confinement. The
trapped particle will be accelerated upwards by the scattering force until a
point is reached where the scattering force is equal and opposite to the grav-
itational force acting on the particle. By increasing the power in the trapping
beam, the scattering force is increased and the height of the particle above
the focus can be increased, allowing for experiments requiring particle guid-
ing [81], until it eventually escapes. Owing to the delicate balance between
optical power and gravity, these traps can often be quite unstable. Despite
this instability, optically levitated objects are well suited for experiments
that test our understanding of quantum limited measurements as they are
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essentially free of suspension thermal noise due to their lack of mechanical
supports [82–84].

1.2.4 Single beam gradient trap

Ashkin and colleagues then turned their attention to the gradient force pro-
duced by the laser light and, in 1986, demonstrated the single beam gradient
force trap, which became widely known as optical tweezers [16]. By using
a very tightly focussed laser beam, a strong optical gradient, and hence
a strong gradient force, can be produced. If the beam is focussed tightly
enough, generally by using a high (>1) numerical aperture microscope ob-
jective [17,85,86], the gradient force can overcome the scattering force, which
is trying to push the particle from the trap, allowing for stable trapping in all
three dimensions. Particles, therefore, are trapped in both the transverse (i.e.
perpendicular to beam propagation) and longitudinal (i.e. along the beam
propagation direction) planes. In order to help with this, optical tweezers
are often designed with an inverted microscope design, utilising gravity to
help counteract the scattering force. However, somewhat counter intuitively,
the beam can point downwards and the particle will still be trapped, due
to the magnitude of the gradient force. Nevertheless, work by Harris and
McConnell have shown that, through exploiting temperature gradients as
well as optical gradients, it is possible to optically trap cells with microscope
objectives that have a numerical aperture as low as 0.4 [87].

Unlike the levitation trap, gradient based optical tweezers are not lim-
ited by gravity and can, therefore, impart much higher optical forces to the
trapped particle before it escapes. This has led to optical tweezers dom-
inating over their levitation counterparts when it comes to quantitative or
precision based measurements.
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1.2.5 Conservative vs non-conservative forces

There is a fundamental difference between the gradient and radiation forces
and it is to do with the origin of each force. The scattering force arises from
the transfer of momentum from the electric field to the particle due scattering
and absorption by the illuminated particle [49]. Thus the scattering force can
be described as being a non-conservative force as it is not possible to describe
the scattering force through the use of potential energy wells. Therefore, the
work done by the force in moving a particle between two points depends
upon the path which is taken [88, 89]. The gradient force, however, can be
described by a potential well and the work done by the force on the particle
is independent of the path taken between two points [49,89]. Therefore, the
gradient force is a conservative force. How each of these forces arise will be
discussed in more detail in chapter 2.1.

The difference between the conservative and non-conservative forces can
be illustrated by comparing Ashkin’s optical levitation experiments with his
demonstration of the single beam gradient trap, described above. With op-
tical levitation, in order to move the particle one simply increases the power
in the trapping beam, thus pushing the particle away from the source while
balancing against gravity, hence non-conservative [90]. However, in order
to move the particle in the single beam gradient trap, which relies upon
conservative forces, one must mechanically move the potential well created.
Essentially, conservative forces generally allow you to trap a particle, while
non-conservative forces would generally be used to propel a particle.

While the conservative force offers accurate positioning and larger forces,
as demonstrated by chapter 5, non-conservative forces are not without their
own appeal. For example, as demonstrated in the latter half of chapter 3,
non-conservative forces allow for particle guiding over tens of microns simply
by varying the power of the incident beam. Additionally, as non-conservative
forces do not require the creation of a tightly focussed trapping spot, the
optical levitation demonstrated in chapter 6 is achievable.
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However, it should be noted that the idea of non-conservative and con-
servative forces does not only apply to optical tweezers but can be used
when discussing other forms of micromanipulation. For example, the acous-
tic standing wave discussed above, section 1.1.4, traps particles in potential
minima and hence exploits conservative forces. However, just as with op-
tics (see the later half of chapter 3) acoustic manipulation also allows for
the demonstration of non-conservative forces. This is most notable when
discussing tractor beams, which, by definition, relies upon non-conservative
forces to attract an object towards the source [89]. For example, a 2012 pa-
per by Ruffner and Grier claimed to show an optical conveyor, generated by
coherently superimposing coaxial Bessel beams and changing their relative
phase in order to move trapped particles [91]. However, this was not a true
tractor beam as the optical conveyor had intensity maxima which trapped
the particles. Therefore, the particles were moved by moving the location of
the intensity maxima, thus not acting as a true tractor beam. However, in
2014, Démoré et al. showed that it was possible to generate a true tractor
beam, i.e. one which cannot be described by local potential minima and
hence uses non-conservative forces, through the use of acoustic manipula-
tion [92]. In the case of the tractor beam, it is a negative non-conservative
force that is demonstrated as the particle is attracted towards the source [92].
However, positive non-conservative forces are also readily demonstrated, such
as through the transfer of orbital angular momentum, also demonstrated by
Démoré et al. [93].

While it is clear that non-conservative forces allow for the propulsion
of particles, it is the conservative forces which are required for quantitative
force measurements. This has allowed optical tweezers to develop into hi-
tech, precision, force measuring tools, as discussed in the next section.
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1.3 Cutting edge systems

1.3.1 As a tool in life sciences

Photonics and the life sciences have always had a close working relationship.
For example, the earliest known published image taken with an optical mi-
croscope, a tool that has become ubiquitous in modern research labs, was
that of Francesco Stelluti’s bees [94]. Through their combination with op-
tical tweezers, high end systems that give us the opportunity to study and
probe life on a cellular, and sub-cellular, platform have been developed.

Optical tweezers can be used to exert piconewton forces and measure
nanometre displacements, which are ideal force and positioning regimes with
which to study biological systems. Significant studies into molecular motors
[68, 95], cell membrane mechanics [26, 96] and DNA elasticity [97, 98] have
been made possible due to the creation of optical traps. Through very little
modification, a standard laboratory microscope can be transformed in to a
tool which allows us to not only image but also manipulate biological samples
in a sterile, non-contact manner. A entire “optical toolbox” has been created:
biological samples can be moved, cut [99], fused [100, 101], rotated [102],
stretched [96] and heated [103]. The refractive index [104] and elasticity [26]
of cells can be probed in vitro, while neural circuit activity [105] and red
blood cell flow in capillaries [106] have been studied in vivo.

1.3.2 Measuring forces

Having the ability to manipulate and examine microscopic objects is only half
the battle - deforming an object by exerting a force is somewhat redundant
if the applied force cannot be measured. Optical tweezers have come into
their own as a quantitative tool. One of the main reasons that optical traps
have found so many applications in the life sciences is that the force regime
in which they operate is ideally suited for grabbing and manipulating soft
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biological materials [14, 17, 72, 107]. However, the force measuring ability of
optical tweezers have been exploited in a myriad of other fields, allowing for:
the determination of a medium’s viscosity [108]; the direct measurement of
critical Casimir forces [109]; quantification of the colloidal attraction in a
temperature gradient [110]; and an estimation of the interfacial tension of
emulsion droplets through controlled deformation [111].

At the core of many of these techniques is an understanding of Brownian
motion, an understanding which, over 100 years since Einstein’s seminal pa-
per on the subject [112], is still not complete [113]. Through quantitat-
ive measurements of force and displacement of trapped objects [114], made
possible by three dimension position detection [115] (via a high-speed cam-
era [116] or position sensitive photodiode [117]) coupled with a calibration
of the trapping forces, optical tweezers can be used to study Brownian mo-
tion [118, 119] and try to provide solutions to some of these unanswered
questions.

1.3.3 Beam shaping techniques

A traditional, standard, optical tweezers system relies on the focussing of a
single beam of light, with a Gaussian intensity profile, through a high nu-
merical aperture (NA) lens. However, the limits of what can be achieved
by a single Gaussian trap are quickly reached. Recently, variations on single
beam optical traps, based on beam shaping techniques, have appeared, fur-
ther exploiting light’s ability to exert force on an object. Bessel beams,
a class of “non-diffracting” beams, have been used to guide particles over
long distances [120] and to form an optical conveyor belt [91]. Laguerre-
Gaussian (LG) beams have been created and used to induce spin in absorbing
particles [121], due to the orbital angular momentum carried by the helical
wave-front of the beam, while controlled rotation of particles was demon-
strated through the interference of an LG beam with a plane wave [122].
Conically refracted beams have found use as “optical vaults” [123], to shield a
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trapped particle from untrapped objects, and also have the impressive ability
to trap, simultaneously, both high and low refractive index particles [124].
Indeed, many other beams that are solutions to the wave equation, and
therefore propagate through space by imaging themselves, have their own
distinct set of advantages and disadvantages in relation to optical tweez-
ers [47, 125–129].

There are numerous techniques that are used for beam shaping and they
are, broadly speaking, categorised into three groups depending upon the
approach. Beam shaping methods utilise amplitude-only modulation, phase-
only modulation or complex modulation of the beam - the latter alters both
the phase and the amplitude of the light. Phase-only modulation, the more
efficient of the three methods to implement dynamically, is generally the more
popular option in the optical manipulation community as the power reaching
the sample plane is often of great concern. Computer generated holograms
have been used to create multi-beam traps [130], allowing for the manip-
ulation of particles, in real time, in three dimensions, while acousto-optic
deflectors utilise their high speed to time share the beam between multiple
traps [131]. However, there has been a recent resurgence in interest in more
passive beam shaping techniques, such as with a diffractive optical element
(DOE) or a biaxial crystal, and its application in optical manipulation due
to the high optical efficiency, low cost and comparative ease of implementa-
tion [123,124,132–136].

1.4 Outline of thesis

This thesis contains an investigation into the applications of optical tweez-
ers, from characterising the optically trapping properties of a shaped beam
through to the simplification of control and use of the system. Although
each chapter will focus on a different application, the foundation of this
thesis is firmly set in the theory, design and quantification of a basic optical
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tweezers system. Therefore, chapter 2 will provide an introduction to the
theory governing optical trapping, while also highlighting design and calib-
ration considerations and techniques that can be exploited to change single
Gaussian beams into more complex patterns.

Chapter 3 demonstrates the beam shaping discussed in the previous
chapter through the creation of, and subsequent characterisation of, conical
refraction optical tweezer. A discussion on the optical properties of crystals
is provided, as it is through the use of a biaxial crystal that a conically re-
fracted beam can be generated. After investigating the beam shape, it is
shown, through the study of the trap’s stiffness, that three distinct optical
trapping regimes exist in a conical refraction optical tweezers system.

Having discussed static beam shaping, chapter 4 introduces dynamic
beam shaping and shows that it can be used to simplify complex systems
by providing an intuitive human-computer interface. As optical tweezers
continue their spread from the optics lab and find more and more uses as
tools in other areas of research, there is a pressing need for simplified user
interfaces to allow for their use by “non-expert” users.

Optical tweezers really came in to their own as a quantitative tool in the
life sciences, exerting and measuring forces on biological specimens. Chapter
5 continues this investigation in a similar vein through a study of the ad-
hesion properties of primary murine effector T cells. By studying the force
required to rupture integrin-ligand pairs from healthy, wild type mice and
mice with a mutated gene, crucial information regarding Leukocyte Adhesion
Deficiency can be obtained. Here, the force measuring techniques outlined in
chapter 3 are extended to allow for the measurement of the piconewton forces
applied when rupturing integrin-ligand bonds under static conditions, while
the dynamic beam shaping discussed in chapter 4 is exploited to develop a
system which aims to measure these rupture forces under shear flow.

The simplification of optical tweezers, as a whole, is needed for resource-
limited settings as high-end systems also come with an associated high cost.
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This can prevent their use in resource-limited or pedagogical settings, where
laboratory grade equipment is required but the funding is unavailable. Chapter
6, therefore, presents a low-cost optical tweezers system based on simple
microfabricated components coupled to a smartphone for imaging. By re-
purposing equipment that is often found, discarded, in the laboratory, the
trapping and imaging lenses of optical tweezers can be made, while their
extension into the life sciences can be achieved through the adaptive use of
bubble wrap.
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Chapter 2

Theoretical and Experimental
Considerations

“Optical tweezers” or “optical trapping” refers to using the intense optical
field generated by an strongly focussed laser beam to hold and manipulate a
microscopic particle in all three dimensions. It is the interaction between the
particle and the strong optical gradient that generates an optically induced
force. How the interaction between light and particle generates a force, and
how this interaction is achieved, is the bedrock of optical trapping and many
excellent reviews exist in the literature on these subjects [17, 69–72, 107]. A
rigorous description of how the forces arise in optical tweezers is complex
and only a general understanding, and appreciation, of the principles gov-
erning optical trapping is required for the work presented in this thesis. This
chapter, therefore, provides a background for the reader, presenting a gen-
eral introduction to how such trapping forces arise, outlined in section 2.1;
what considerations must be made in the design of a trapping system, which
is discussed in section 2.2; while section 2.3 deals with how such forces are
measured.
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2.1 Optical manipulation

Traditionally, optical trapping forces are divided into two distinct compon-
ents: the scattering force, which pushes the particle in the direction of laser
propagation, and the gradient force, which pulls the particle into high in-
tensity regions [86]. A thorough mathematical description of the origin of
these forces can be obtained by turning to electromagnetic scattering the-
ory and performing a complete wave-optical modelling of the particle-light
interaction [49]. However, particle size dependent approximations allow for
substantial simplifications to the optical force calculations. The theoretical
approximations of how these forces arise depends upon the size of the particle
relative to the wavelength of the trapping light, the three trapping regimes
are summarised in 2.1. Two distinct regimes are easily defined: a ray optics
description is sufficient for the geometrical optics regime, where the particle
radius is much larger than the wavelength of trapping light, r � λ, while
the Rayleigh regime describes particles with a radius that is much smaller
than the trapping light’s wavelength, r � λ, as point dipoles. These approx-
imations are not only useful for providing an intuitive description of optical
trapping but also lend themselves to substantially simpler calculations which,
as illustrated by figure 2.2, agree closely to the more intensive Mie theory,
when considered within their appropriate size regimes.

A third, intermediate, trapping regime exists in the grey area between the
previous two regimes, where particles have a radius that is approximately
that of the trapping wavelength, r ' λ. As reflected in figure 2.2, the
approximations mentioned above are no longer valid in this regime and one
must turn to electromagnetic scattering theory in order to calculate the forces
acting on the particle.
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Figure 2.1: Illustration showing the three optical trapping regimes: (left)
Rayleigh regime, r � λ. (centre) intermediate regime, r ' λ. (right) geo-
metrical optics regime, r � λ. Image adapted from [137].

2.1.1 Geometrical optics regime

In the ray optics regime, the particle that is being trapped is much larger than
the wavelength of the trapping light, r � λ. The wave, as a whole, has an
effect on the particle and the scattering becomes independent of wavelength.
Therefore, geometrical optics can be used to calculate the optical forces acting
on the particle [86].

A simple model of a small dielectric sphere, with refractive index np,
suspended in a medium with refractive index nm, such that np > nm, illu-
minated by a tightly focussed Gaussian laser beam, is sufficient to describe
the trapping forces in the geometrical optics regime. The Gaussian beam can
be approximated as a bundle of rays, with each ray weighted according to its
intensity and carrying a momentum that is proportional to its intensity and
the refractive index in which it is travelling. As dictated by Newton’s third
law, any change in the momentum of the rays of light, caused by interaction
with the particle, requires an equal but opposite change in the momentum
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Figure 2.2: Comparison of the theoretical axial stiffness of an optical trap
calculated using ray optics (red dashed line), the dipole approximation (blue
dotted line) and Lorentz-Mie theory (solid black line). Note that while
Lorentz-Mie theory is valid for the whole range, the two approximations
only agree closely within their respective size regimes (r � λ for ray optics
and r � λ for the dipole approximation). Image adapted from [72].
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of the particle. This gives rise to a force acting on the particle. Some of
the incident light will be reflected by the surface of the particle, according
to the Fresnel equations [138] , producing a scattering force that acts in the
direction of laser propagation.

Owing to its higher refractive index, upon illumination the particle will
act as a small lens, causing incident light to be refracted according to Snell’s
law [138]. The transverse trapping plane is illustrated in figure 2.3a and shows
that stronger, more intense, rays in the centre of the beam will experience
a bigger momentum change than the weaker, less intense, rays at the edges
of the beam when refracted by an off axis particle. Thus, the particle will
experience a strong net force, termed the gradient force, that acts towards the
more intense region of the beam, where the forces will balance and the particle
will be stably trapped in the transverse plane. Axial trapping, figure 2.3b,
can be achieved through the realisation of a strong axial intensity gradient
obtained by tightly focussing the beam with a high numerical aperture (NA)
objective lens [85]. If the particle is located above the beam focus, it will
refract the light in a more upward direction. By “pushing the light up”, the
sphere is “pushed down” by the light. If, however, the particle is located
below the beam focus, the rays of light are refracted with a more oblique
angle, pulling the particle upwards. Consequently, the particle is drawn
towards the focus of the objective.

The scattering and gradient forces, however, are often competing against
each other: one pushing the particle in the direction of propagation of the
beam, while the other draws the particle back towards the focus. Therefore,
it is of vital importance that high NA optics are used to generate an axial
intensity gradient that is large enough to overcome the scattering force and
the pull of gravity [85]. Optical tweezers are often designed in an inverted
microscope fashion, exploiting gravity and using it to help balance against the
scattering force. However, this is not a necessity, as the gradient force that
can be generated with modern high NA objectives is sufficiently large enough
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(a) (b)

Figure 2.3: (a) In the transverse plane, conservation of momentum gives
rise to a transverse gradient force, which draws the particle towards the
most intense portion of the beam. The more intense rays at the centre of
the Gaussian beam undergo a bigger momentum change than the weaker,
less intense rays. Therefore, a net force is generated that pulls the particle
towards the most intense region of the beam (i.e. Fb > Fa). (b) An axial
gradient force, Fg, is generated by the de/focussing of the light by the particle,
drawing the particle towards the geometrical focus of the beam. However,
the scattering force, Fs, acts against this axial gradient force, often leading
to a trap centre downstream of the geometrical focus of the beam, and so
Fg must exceed Fs, and the force of gravity, to form a stable trap. Image
adapted from [139].



— 30 —

to allow for the counter intuitive set-up where the beam points downwards
and the particle will still trap.

It is possible to perform a more quantitative analysis of axial trapping in
the geometrical optics regime through consideration of the Fresnel reflection
and transmission coefficients [86]. Here, the scattering force acting on a
sphere, trapped with power P , can be described by

Fs =
nmP

c

(
1 +R cos 2θ +

T 2 [cos (2θ − 2φ) +R cos 2θ]

1 +R2 + 2R cos 2φ

)
(2.1)

and the gradient force by

Fg =
nmP

c

(
R sin 2θ +

T 2 [sin (2θ − 2φ) +R sin 2θ]

1 +R2 + 2R sin 2φ

)
(2.2)

where Fs is the scattering force, Fg is the gradient force, θ is the angle of
incidence, φ the angle of refraction and R and T are, respectively, the Fresnel
reflection and transmission coefficients, as illustrated by figure 2.4. The total
force on the particle is given as the sum of these two forces, which is equal
to

F = Q
nmP

c
(2.3)

where Q is a dimensionless measure of the trapping efficiency [86].
Equations 2.1 and 2.2 highlight the need for high NA focussing optics,

as they describe the dependence of stable axial trapping upon the angles of
incidence and refraction. The equations show that, in order to achieve a large
resultant force in the axial direction, a large angle of incidence is required,
illustrated in figure 2.5 [85]. Additionally, the equations show that the axial
trapping force is independent of trapped particle radius. However, an upper
limit on trapped particle size is imposed by gravity, and the laser power, as
the weight of the particle will scale proportionately to the cube of its radius.
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Figure 2.4: Geometrical optics illustration of a single ray when trapping
a sphere in a single, Gaussian beam tweezers with an inverted microscope
design, with scattering and gradient forces Fs and Fg. The black dashed line
denotes a surface normal, f is the focal point, θ is the angle of incidence and
φ is the angle of refraction. R and T are, respectively, the Fresnel reflection
and transmission coefficients, which give rise to reflected and refracted rays
of power RP , TP , TRP , TTP , etc. Image adapted from [107].
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Figure 2.5: Aggressively focussed rays of light, i.e. light with the largest angle
of incidence, contribute the greatest vertical component of the resulting axial
gradient force (represented by the black arrows). Hence the need for high NA
focussing optics, in order to achieve the required tightly focussed trapping
beams. Image adapted from [139]

2.1.2 Rayleigh regime

In order for a particle to be considered as falling within the Rayleigh regime,
the radius of the particle must be much smaller than the wavelength of the
trapping light, r � λ. In this case, only a small portion of the light in-
teracts with the particle, therefore a ray optics description is inappropriate.
A more accurate approach to calculating the trapping forces acting on the
particle is through the dipole approximation: upon illumination, the electric
field component of the electromagnetic wave will induce a polarisation in the
atoms of the particle, thus generating an electric dipole moment. Therefore,
the trapped particle can be considered as a point dipole in an inhomogen-
eous electromagnetic field. A corollary of this approximation is that the total
force acting on the particle can be separated in to the scattering and gradient
forces [16].

The scattering force, which is proportional to the dissipative, or imagin-
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ary, part of the complex polarisability [140], is due to the absorption and
re-radiation of this light by the dipole [17], giving rise to a force which acts
in the direction of propagation of the light, counteracting the gradient force.
It can be described by

Fs =
I0
c

128π5r6

3λ4

(
m2 − 1

m2 + 2

)2

nm (2.4)

where I0 is the intensity of the incident light and m = np/nm, also known as
the effective refractive index of the particle [16].

The gradient force, which is proportional to the dispersive part, i.e. the
real part, of the complex polarisability [140], can be considered by assuming
that the particle and light form a closed system. In order to minimise the
energy of the whole system, the polarised particle will be drawn to an area
of high intensity, which is the local minimum in potential energy, due to a
Lorentz force. The gradient force is given by

Fg = −
nm

2
α∇E2 = −n

3
mr

3

2

(
m2 − 1

m2 + 2

)
∇E2 (2.5)

where α is the polarisability of the particle and E is the electric field vector
[16]. It follows, therefore, that a strong electric field gradient is required to
generate this force, a gradient such as that of a tightly focussed laser, figure
2.6(a). The particle will then be trapped at the focus of the light. For a
tightly focussed Gaussian beam, once the scattering force is also considered,
the trap centre will actually be slightly behind the laser focus, figure 2.6(c).

However, if the Gaussian trapping beam was to be only weakly focussed,
which is the case when working with low NA focussing optics, it is possible
for the magnitude of scattering force to be larger than that of the gradient
force. For illustrative purposes, this situation can be though of as akin to
figure 2.6(b). In this instance, it is still possible to confine particles in two
dimensions by balancing the scattering force with another force, such as
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Figure 2.6: An illustration of the forces acting on a point dipole in a laser
focus, for a beam propagating in z. The arrows represent (a) the gradient
force, (b) the scattering force and (c) the sum of the two forces. The zero
point, of the forces, hence the trap centre, are represented by blue circles.
Note, the magnitude of the scattering force in (b) has been doubled for clarity.
Image adapted from [72].

gravity, producing an optical levitation trap, as outlined in section 1.2.3.
The scattering force decreases much more rapidly than the gradient force,

with decreasing particle radius. Therefore, materials that are highly scatter-
ing but also highly polarisable, such as gold, can be trapped when much
smaller length scales are employed. This is due to the polarisability of gold
experiencing a resonance when the dielectric function of gold, which changes
as a function of wavelength, becomes negative and twice the value of the
dielectric constant of the surrounding medium [49]. Hence the ability of op-
tical tweezers to trap gold nanoparticles [141]. Indeed, there are many inter-
esting implications when the ratio of these two forces is considered. Firstly,
the ratio

Fg

Fs

=
3
√
3

64π2

n2
m(

m2−1
m2+2

) λ5

r3ω0

(2.6)
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where ω0 is the size of the Gaussian beam waist, must be greater than one for
stable optical trapping of the particle to occur [16]. A situation, which the
ratio suggests, is achievable independently of laser intensity. However, this
is untrue as real world considerations, such as Brownian motion [112], are
unaccounted for. The ratio also states that longer wavelengths and smaller
beam waists will produce more robust traps. While the latter can be achieved
through the use of higher and higher NA focussing optics, to produce smal-
ler and smaller trapping volumes, the former proves untrue. The smallest
resolvable spot, with diameter d, achievable for light, with a wavelength λ,
by a lens with a given NA is described by

d =
1.22λ

2N.A.
(2.7)

which shows that longer wavelengths cannot be focussed as tightly as shorter
wavelengths.

2.1.3 Intermediate regime

When the particle is neither much bigger nor much smaller than the wavelength
of the trapping light, r ' λ, neither of the above approximations are valid.
While both the geometrical optics and Rayleigh regimes have an intuitive
description of the physics governing optical trapping, no such description ex-
ists for particles which fall into this intermediate regime. In order to obtain
quantitative results, it is necessary to implement complex electromagnetic
scattering theory [85, 142, 143]. This is somewhat unfortunate, as there are
a significant number of experimental studies that must work in this regime,
including much of the work contained within this thesis.

For a homogeneous, spherical particle, one can turn to Mie theory to
calculate the scattering of a linearly polarised plane wave. As the illuminating
light is focussed through a lens in optical trapping, decomposition of the
trapping field into plane waves, using the angular spectrum representation
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[49,144], allows for the calculation of the trapping force.
An extension to Mie scattering, known as generalised Lorenz-Mie theory,

attempts to describe the scattering of a transversely localised beam, e.g.
a laser, by a small particle and is required for the calculation of forces in
optical tweezers [145]. In order to calculate the scattering by a particle,
the exact fields of the illuminating beam must be known. However, the
exact fields of a beam which satisfies both the wave equation and Maxwell’s
equations are only known, in closed form, for a plane wave [145]. Therefore,
this approach expresses the incident and scattered fields in terms of vector
spherical wavefunctions [146].

Calculations using Lorenz-Mie theory are computationally intensive and
a number of approaches have been developed, such as finite-difference, time-
domain modelling, which calculates the electromagnetic field at each point
of a finite mesh [143, 147], or the T-matrix method, which describes the
transformation of the light by the trapped particle in terms of a transfer
matrix [146,148].

Recently, there has been an increasing number of open source computer
programs that allow for the calculation of forces within this regime. Notably,
the Optical Tweezers Computational Toolbox [146] developed by Nieminen et
al., which provides both a Lorenz-Mie and a sophisticated T-matrix approach
to the calculation of forces in a wide variety of optical trapping situations.
Although it has been shown that the exact calculation of the trapping force
within the intermediate regime can often require a subtle approach [149],
for many situations a ray optics approach will provide adequate results, and
computational toolboxes for these situations are also available [150].

2.2 Experimental systems

In order to generate the forces outlined above, regardless of what force re-
gime trapping will occur in, an optical trapping system must first be con-
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structed. Advanced optical engineering skills and an in-depth knowledge of
optical physics is not required to set up a system and begin taking fairly
sophisticated results. In fact, optical tweezers are relatively straightforward
to design and build, a simplicity that has contributed to their wide adoption
as a powerful tool. State-of-the-art systems could be equipped with more
stable trapping sources and optomechanical equipment, or have higher preci-
sion nano-positioning stages. However, low-cost systems capable of molecular
motor measurements have been assembled for under $15,000 [151], excluding
the optical table, while demonstration systems for undergraduate laborator-
ies have been built for only $6,500 [152]. Increasingly, control and analysis
software for these systems is being made freely available online [153–157],
therefore, after a modest investment into a system, a non-expert user could
quickly set up a sophisticated system, one capable of research grade measure-
ments. Indeed, chapter 6, shows that this initial investment could, in some
cases, be on the order of pennies.

2.2.1 Design considerations

When constructing a set of optical tweezers, there are a number of different
factors that must first be considered. Prime among them is the nature of
the experiment, as this will dictate the complexity, or indeed the simplicity,
of the system, possibly requiring the acquisition of specialised, application
specific, optics. Are there wavelength constraints imposed by the sample
under study? Must there be control of trap position and, if so, how precise
should this control be? Will force measuring techniques be employed and,
if so, how stable must the system be in order to avoid unwanted noise in
the measurements? Each of these questions must be answered and will be
determined by the nature of the experiment. Indeed, several optical tweezers
systems were constructed for the work presented in this thesis, each with
a specific experiment in mind, and are discussed at the beginning of the
relevant experimental section. However, regardless of the complexity of the
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Figure 2.7: A basic optical tweezers system. After passing through any ap-
plication specific optics, the laser is steered by mirrors M1 and M2, which act
as the steering mirrors, through the beam steering lens relay system, formed
by lenses L1 and L2, and is reflected into the microscope objective (OBJ) by
the dichroic mirror (DM), which forms an optical trap in the sample. Lenses
L3, L4 and L5 combine with the microscope objective and mirrors M3 and
M4 to form the illumination, and therefore imaging, path. This will image
the sample on to the CCD camera.

system, the core of it will, more often than not, be designed around a basic
optical tweezers system, shown in figure 2.7, the construction and primary
design considerations of which are discussed here.

A basic optical trapping system consists of eight main components: a
trapping laser, a high NA microscope objective, an illumination source, a
camera, a dichroic mirror, steering mirrors, a beam steering lens relay sys-
tem and a sample of interest. The exact specifications of each of these com-
ponents can vary greatly with application, and even with available lab space
and budget, and many review articles have been written on the constrains
imposed by different applications [17,69,71,72,74,107,156,158–160]. It is im-
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portant, however, to understand the overall need for each of these eight com-
ponents and how, through the correct combination, a stable optical tweezers
can be assembled.

Trapping source

A good trapping laser will produce a collimated, monochromatic, coherent
Gaussian beam, which allows the light to be focussed to a diffraction limited
spot by the microscope objective. The output power of the laser is possibly
the most obvious parameter to consider when selecting a trapping laser be-
cause the maximum trap stiffness and, therefore, force that can be attained
will be determined by the laser power and the throughput of the optical sys-
tem. In general, it’s often advantageous to have a higher power laser than
required: it’s easier to attenuate the power in the system than it is to build
a highly efficient system if trapping power is of concern. The beam quality
factor, or M2 factor, of a laser, together with the optical power, also plays a
role in determining the radiance of the beam. TheM2 factor is, essentially, a
measure of the deviation of the laser from a perfect, diffraction limited, Gaus-
sian beam, which has an M2 factor of 1 and focusses to a diffraction limited
spot. The M2 factor limits the minimum spot size that can be achieved by
a focussing lens with a given numerical aperture [161]. The diffraction lim-
ited spot required for efficient optical trapping cannot, therefore, be achieved
from a laser with a large M2 factor without additional optics prior to the
microscope objective.

Laser wavelength must also be considered as this will influence everything
from the cost of the system, to the selection of optical components, to heat-
ing of the sample. Shorter wavelengths are best avoided if biological samples
are to be investigated by the tweezers because they can prove harmful to the
sample, especially when trapping cells directly. Longer, biosafe wavelengths,
however, tend to have a higher extinction coefficient of water, thus leading
to greater heating effects felt by the sample [72]. Possibly a less obvious con-
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sideration, but a vital one nonetheless, is the stability of the laser. Pointing
instabilities can lead to unwanted displacements of the optical trap in the
trapping plane, while power fluctuations can lead to temporal variations in
the trap stiffness [17].

High NA microscope objective

As previously outlined in section 2.1, a high NA microscope objective (NA
> 1) is the most important element of an optical tweezers system as it is
this that forms the trap. The transmission and NA of the objective will
determine the efficiency with which input power is converted to trapping
performance. A diffraction limited focal spot can be produced by expanding
the trapping laser to slightly overfill the back aperture of the microscope
objective, ensuring the full utilisation of the objective’s NA, thus generating
a high quality, three-dimensional optical trap. The maximum trapping depth
within the sample will also be set by objective choice, as it will be set by
the immersion medium and working distance of the objective. Spherical
aberrations impede trapping performance and can arise due to the refractive
index mismatch between the objective immersion medium and the trapping
medium, with the magnitude of these detrimental effects increasing with focal
depth [17]. Trapping at depths of over 20 μm can be improved through the
use of water immersion objectives, as opposed to the more traditional oil
immersion objectives, as they exhibit much lower spherical aberration [162].
Additionally, selection of a high quality microscope objective can help to limit
spherical aberration as they are designed to correct this effect in a number of
ways, e.g. multiple lens elements (i.e. lens doublets or triplets) or special lens-
grinding techniques [138]. Owing to the variation of spherical aberration with
wavelength, it is imperative to chose a microscope objective that has been
corrected for, or as close to, the wavelength of the trapping laser [163]. Often,
achromatic microscope objectives will only be corrected spherically for one
or two wavelengths, while the highest quality planapochromatic objectives
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are corrected for up to four wavelengths [164].

Dichroic mirror and illumination

The microscope objective, when combined with an illumination source and
camera, also serves to image the sample in exactly the same manner as when
used in a commercial microscope. However, this presents an issue as the ima-
ging path and the laser path are merged as they travel through the objective
and, therefore, must be separated afterwards. In order to achieve this, a di-
chroic mirror is placed before the microscope objective so that only the laser
wavelength is reflected and the remaining illumination light is transmitted
to the camera. The illumination source, and the way in which the sample is
illuminated, is very important but also very flexible. Standard, white-light
illumination is suitable for the majority of applications but other techniques,
such as fluorescence imaging or stimulated emission depletion microscopy,
can be combined with the tweezers to give a very powerful investigative tool.
Unless otherwise stated, the optical trapping experiments presented in this
thesis use Köhler illumination [165], illustrated in figure 2.8.

Köhler illumination is among the more popular illumination arrangements
for white-light illumination due to its ease of construction and many advant-
ages [166]. The lamp structure is imaged onto the condenser diaphragm via a
4f imaging system, while a second 4f system images the field diaphragm into
the sample plane. This produces an even illumination of the sample, while
also decoupling the image of the light source from the illumination, which
allows for high sample contrast. By varying the field diaphragm, in order to
only illuminate the region of interest, glare can be reduced, thus increasing
image contrast. However, the condenser diaphragm, when adjusted, can alter
both the contrast and resolution of the image. The correct balance between
contrast and resolution must, therefore, be found in order to optimise the
image quality.
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Figure 2.8: Köhler Illumination uses two 4f systems to decouple the illumin-
ation and imaging planes. The planes conjugate with the filament of the
lamp are shown as blue dotted lines, with the ray paths shown in yellow.
Note that an image of the lamp filament is not formed in the sample plane
and that uniform illumination is produced instead. The field diaphragm can
be used to control image contrast, while image contrast and resolution can
be varied by adjusting the condenser diaphragm. Finding the correct bal-
ance between the two diaphragms can greatly improve image quality. Image
adapted from [137,139]
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Beam steering lens relay system

In essence, that is all that is required to create an optical tweezing system.
However, in terms of manoeuvrability, it still leaves a lot to be desired. The
trap will remain stationary, with movement through the sample achieved by
physically moving the sample. This is not always practical and it would be
clearly advantageous to have some form of control over the optical trap po-
sition. Through the inclusion of steering mirrors, two dimensional control
of a trapped object can be gained as they allow for the trap to be moved
laterally in the focal plane of the objective. However, if the steering mirrors
are placed directly behind the microscope objective, ray optics clearly shows
that any tilt in the mirrors will cause the beam to shift from the back aper-
ture of the objective. An asymmetric trap will then be formed, as any shift
from the objective’s centre will deform the focus, producing an asymmetric
focal spot. It is possible to circumvent this problem by placing a 4f imaging
system between the steering mirrors and the microscope objective, as illus-
trated by figure 2.9. Such a system is called 4f due to there being four focal
lengths between the start and end of the system: one focal length from the
mirror to the first lens, two focal lengths between the lenses, then one focal
length to the back aperture of the microscope objective. The steering mirror
and the back aperture of the microscope objective become conjugate planes
through the inclusion of this beam steering lens relay system. A conjugate
plane is defined as a plane where the intensity distribution is an image of
the intensity distribution across a corresponding plane [144]. As the steering
mirror and microscope objective back aperture are now conjugate, any an-
gular displacement at the mirror has a corresponding angular displacement
at the back aperture, with no lateral movement of the beam. This angular
displacement is then translated by the objective, to the objective focus, as a
lateral movement in the focal spot. Therefore, the optical trap can be steered
in two dimensions without any degradation in trap performance.
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Figure 2.9: Beam steering lens relay system formed through the use of a 4f
optical system, with the dotted lines denoting conjugate planes. Note that an
angular deviation in the mirror causes an angular displacement at the back
aperture of the microscope objective, which translates to a lateral movement
of the beam focus, without misalignment. The original mirror and beam
positions are included for reference but are less opaque for clarity.
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Optomechanics

It should be noted, however, that while each of these components are of
great importance in an optical tweezer system, even the highest quality op-
tics will be of little use if not properly mounted. Due to the high magni-
fication that optical tweezers operate with, precise measurements are at the
mercy of drift and vibration. The majority of optical tweezers are custom
designed breadboard-based systems or are integrated into commercial micro-
scope systems, although there has been some work assessing the suitability
of constructing optomechanics from LEGO [167]. Commercial microscope
systems provide many advantages, such as high stability, especially of the
microscope objective and sample, and familiarity of design. However, they
are often not designed to be adaptable and easily converted to an optical
trapping system. The increased stability offered could, in practise, be nulli-
fied due to convoluted designs which may be required in order to integrate
the laser. Custom built systems offer flexibility, which can lead to a much
simpler optical design and ease of alignment. However, care must be taken
during construction to avoid mechanical resonances.

2.3 Force measuring techniques

It is easy to see how optical tweezers could have become relegated to a curi-
osity, allowing the user to pick up, move and look at different micron-scale
objects, had it not been for their impressive ability to be used as a quant-
itative tool. In fact, due to their ability to exert and measure piconewton
forces, optical tweezers have become an indispensable, quantitative tool in
many labs.

At the heart of quantitative optical trapping is accurate position detec-
tion, as the majority of force measurements are made by indirectly measuring
the position of the trapped object. Assuming that the position of the trapped
object is not displaced from the trap centre by more than a few hundred nano-
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metres, the potential energy of the sample follows a simple parabolic equation
and the trap behaves harmonically. Therefore, the restoring force that pulls
the particle back to the trap centre is linear with respect to displacement.
As the particle is acting in a similar manner to an object on a spring, the
restoring force, F , can be described by an optical equivalent to Hooke’s law

F = −kx (2.8)

where k is the trap stiffness, which is analogous to the spring constant and is
essentially a measure of how well the particle is trapped, and x is the position
of the trapped object relative to the trap centre, figure 2.10. Consequently,
measuring the force acting on a trapped object is often split into two distinct
steps: measuring the displacement of the trapped particle from the trap
centre, i.e. determining x, and calibration of the optical trap in order to
ascertain the trap stiffness, k.

Due to the importance of accurately measuring these two components,
a smorgasbord of different techniques have been developed, improved and
refined over the years. The two most prominent techniques are video based
particle tracking and interferometric particle tracking.

2.3.1 Displacement measurement - QPD vs camera

Video based tracking

Measuring the displacement of the particle using video based methods is
not only relatively straightforward but also very convenient as most optical
trapping systems are already equipped with a camera to observe the sample.
By calibrating the video picture against a known distance, such as a micro-
scope graticule, the magnification of the imaging system can be determined
and, therefore, particle tracking measurements can be given in absolute dis-
tance units. This calibration is independent of sample depth and remains
linear over the field of view, typically tens of microns. Sub-pixel resolution is
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Figure 2.10: Enlarged view of a displaced bead in an optical trap. The laser
is travelling up the page, with the trap location formed just downstream of
the beam waist. The bead, displaced a distance x from the trap centre, will
feel a restoring force, which increases linearly with respect to displacement,
towards the trap centre. The bead, therefore, can be considered as a mass
on a spring, with spring constant k.
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achievable through tracking algorithms such as centre of mass tracking and
there is a wide variety of programs, both commercial and open-source, which
allow for this. This achievable resolution can correspond to displacement
measurements of only a few nanometres, due to the high magnification used
in optical tweezers, and, most importantly, can be extended to track multiple
particles at the same time [72,116].

However, video based techniques are not without their drawbacks. Al-
though two dimensional particle tracking can be somewhat trivial, extending
the technique into the third dimension can prove challenging. A variety of
post-processing software packages have been developed in order to provide an
estimation of the z-position of the trapped particle, with approaches ranging
from the approximate to the empirical. Through monitoring the brightness of
the centre of the trapped particle, an approximation of the z-position can be
given [154], while a more pragmatic approach would be to compare the image
of the trapped particle with previously taken images of the particle at known
depths [168]. Three dimensional particle tracking can be improved through
changes to the microscope imaging system in order to provide for stereo-
scopic imaging. Here, two images of the particle are produced and, through
2D tracking of each image, 3D positions can be determined. Particles have
been tracked with nanometre accuracy, over an axial range of 10 μm, through
the use of such systems [169].

High frame rate cameras are also required for video based particle track-
ing, with higher frame rates giving higher temporal resolution. Burst frame
rates of tens of kilohertz are achievable but are limited by computer memory,
leading to small sample times and presenting the additional issue of data
management. The main limitation of video based techniques, however, is
that it is restricted by the number of photons which can be recorded by the
camera. High frame rates mean shorter exposure times, consequently requir-
ing a higher level of illumination. Thus, an increase in frame rate is coupled
to a loss in spatial resolution [17]. Furthermore, video based techniques are
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less than ideal for measuring the position of the trapped object relative to
the trap centre, which complicates force measurements.

Interferometric tracking

Interferometric particle tracking techniques, notably back-focal-plane inter-
ferometry (BFPI), tend to be more popular than their video based counter-
parts for particle tracking, due to their high temporal (kilohertz) and spatial
(less than one nanometre) resolution and their ease of implementation [71].
In order to employ this technique, a position sensitive photodiode, typically a
quadrant photodiode (QPD), is placed in a conjugate plane to the back aper-
ture of the microscope’s condenser lens. Having passed through the sample
and been collected by the condenser lens, the light is imaged onto the QPD,
which produces light intensity dependent voltage signals. The QPD is, essen-
tially, four separate photodiodes, which share a common cathode, that each
produce a voltage which is dependent on the intensity of their illumination.
Through the correct combination of the four voltages produced, it is possible
to calculate an x, y and z position of the trapped object [170]. Using the
quadrant numbering system outlined in figure 2.11 and denoting their output
voltages as V1, V2, V3, and V4, the x, y and z voltages are given as

Vx = [(V1 + V3)− (V2 + V4)] /Vz (2.9)

Vy = [(V1 + V2)− (V3 + V4)] /Vz (2.10)

Vz = V1 + V2 + V3 + V4 (2.11)

By monitoring the change in the voltage signal, the change in the collected
light can be measured and, therefore, the change in the particle position can
be inferred.

The sensitivity, particularly in the axial direction, can be attributed to the
fact that the light collected by the detector does not have a simple Gaussian
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Figure 2.11: QPD placed in the back focal plane of the microscope condenser.
Position information can be found by looking at the interplay of the voltages
from the four quadrants. With a particle trapped in the optical tweezers,
the QPD will, from left to right: see equal illumination on all four quadrants
for a particle sitting in the centre of the trap; collect more light on one side
of the detector than the other if the particle is displaced laterally from the
trap; give an increased signal if the particle height increases above the trap
centre, due to focussing of the light; reduce its voltage output if the particle
decreases in height above the trap centre, due to an increase in the divergence
of the light.
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distribution. The detector actually sees an interference pattern, produced
from light that travels through the sample and is scattered by the trapped
object and light that remains unscattered. A Fourier transform of the field
in the sample plane is formed at the back-focal-plane of the condenser, which
offers some advantages in position detection. Notably, a phase shift in the
field at the back-focal-plane is produced if there is a change in the object’s
position within the trap. Although this gives no information about the po-
sition of the trap within the sample, it does provide information regarding
the relative displacement of the trapped object from the laser beam, which
is precisely the information required for force measurements [71].

Although being straightforward to implement, BFPI systems present their
own challenges: highly sensitive displacement measurements necessitate ac-
curate alignment of the detector and careful calibration is essential to find
the relationship between detector voltage and particle displacement. Calib-
ration curves are often calculated by, first, fixing a latex or silica bead to a
glass microscope slide. A piezoelectric stage is used to scan the bead back
and forth, in a triangular wave fashion, through the trap centre, in order
to produce a similar voltage calibration curve to that shown in figure 2.12.
An approximately linear region lies between the maximum and minimum
voltage values. By calculating the slope of this region, in volts/second, and
combining with the known stage velocity, a calibration constant, β, can be
calculated in volts/nm [171]. Calculation of the calibration curve is non-
trivial and care must be taken to ensure that, while calibrating one axis,
the signals from the other axes are minimised. The location of where the
immobilised bead passes through the beam will alter the calibration con-
stant. Scanning the bead slightly higher or lower than the trap centre will
result in a different calibration constant and, therefore, incorrect positional
information. Furthermore, detector response is a function of bead size, so
the calibration procedure must be repeated and β calculated separately for
objects of a different size.
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Figure 2.12: Typical shape for a QPD calibration curve showing QPD re-
sponse, in arbitrary units, as a function of particle distance from the trap
centre, in bead radii. From the slope of the linear region, shaded red, the
calibration constant can be calculated.

A convenient, albeit indirect, method for detector calibration has been
proposed by Allersma et al. [171]. Through studying the position fluctuations
of an optically trapped particle, they developed a technique that calculates
β for the detector to within 20% of the true value and avoids the issue of
scanning a fixed bead through the trap centre. This method allows for a
quick check of the system and can serve as a calibration method for when,
either, precision is of no concern or labs cannot get access to the expensive
piezoelectric stages required for the active calibration method.

2.3.2 Trap stiffness measurement

In order to measure a force with optical tweezers, the trap stiffness, k, must
first be measured. Several methods have been developed to allow this, each
with their relative advantages and disadvantages, but all follow the same,
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basic, underlying principle: apply known forces to an object and determ-
ine their effect. Through knowing both the applied force and the resultant
displacement, trap stiffness can be calculated. Although there are many ap-
proaches they can, in general, be classified into two main groups as defined
by the origin of the applied, external force: hydrodynamic or thermal [71].

Hydrodynamic techniques

Hydrodynamic methods, such as the Stokes’ Drag Force method, measure
the displacement of the particle from the trap centre as a function of applied
drag force. The drag force on a sphere of radius r is given as

FStokes = −6πηrv (2.12)

when moving at a relative velocity v, through a liquid with dynamic viscosity
η, and can be achieved through either movement of a motorised stage or
flowing liquid through a microfluidic device. Care must be taken, however, if
the latter technique is used as it is necessary to compensate for the parabolic
flow profile of the liquid through the channel, as flow velocity will be strongly
dependent on channel depth. Trap stiffness can be determined by measuring
particle displacement from trap centre and combining equations 2.8 and 2.12.
Albeit the most direct method of measuring the trap stiffness, the drag force
technique is not as reliable as those that are based on analysis of the thermal
motion of the particle.

Thermal techniques

Measuring the trap stiffness with thermal based techniques rely on the study
of the Brownian motion of the trapped particle and, therefore, do not re-
quire the application of an external force per se. A number of methods exist
for the analysis of thermal motion, each with their own relative advantages
and disadvantages. For example, the equipartition method [172], will give
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a fast estimation of the trap stiffness, whereas the power spectrum analysis
method [170], will give the most accurate and reliable trap stiffness measure-
ment [71]. An overview of some of the prevailing methods is provided below.
Common to all techniques, however, is the requirement of a detector with a
sufficiently high bandwidth in order to record the Brownian motion of the
trapped particle. Although possible with video based particle tracking, the
previously mentioned BFPI (section 2.3.1) excels for this technique. Band-
widths of up to 1 MHz [173] have been reported for QPD based systems,
making them ideally suited for the detailed study of Brownian dynamics.

Equipartition method - For a particle bound in a harmonic potential,
such as a bead trapped by an optical tweezers, the equipartition theorem of
energy is given as,

1

2
kBT =

1

2
k
〈
x2
〉

(2.13)

where kB is Boltzmann’s constant, T is the temperature and 〈x2〉 is the mean
square displacement from the trap centre. Using a suitable position meas-
uring technique to measure the particle position fluctuations, it is possible
to determine the trap stiffness with no prior knowledge of the medium vis-
cosity. However, it is necessary to accurately calibrate the detection system
in order to provide accurate positions. Additionally, this approach is highly
susceptible to noise, which will increase the average squared displacement.

Mean squared displacement analysis - Analysis of the mean squared
displacement (MSD) of an optically trapped particle, which quantifies how
the particle moves from its initial position, allows for a more precise charac-
terisation of the optical trap than the equipartition method offers. For an
optically trapped particle, trapped with a stiffness k, in a trap whose restor-
ing force acts on a time scale of τot = γ/k, where γ = 3πηd, the theoretical
MSD is

MSD = 2
kBT

k

(
1− exp

(
−|τ |
τot

))
(2.14)
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and, when plotted, can be separated into two distinct regions [49]. At short
time scales (τ � τot), the plot increases linearly, corresponding to free diffu-
sion. However. at longer times scales (τ � τot), the plot reaches a plateau
due to the confinement of the particle within the trap [49].

Through acquisition of the particle positions as a function of time, one
can calculate the particle’s experimental MSD using

MSD =
1

N

N∑
n=1

(xn (t)− xn (0))2 (2.15)

where N is the number of samples of the particle, xn (0) = x0 is the reference
position of the particle (e.g. the trap centre), and xn (t)is the particle’s
position at time t. Through fitting equation 2.15 to equation 2.14, one can
determine the trap stiffness [49].

Autocorrelation analysis - Calculation of the position autocorrela-
tion function of a trapped bead allows for an accurate determination of trap
stiffness. As the typical relaxation time, τot, for a bead to reach its equilib-
rium position in an optical trap is on the order of milliseconds, the position
autocorrelation function can be written as [49, 174]

〈x (0)x (t)〉 = kBT

k
exp

(
− t

τot

)
. (2.16)

The trap stiffness can then be determined by fitting the experimental auto-
correlation function for the data, which is calculated as

〈x (0)x (t)〉 = 1

N

N∑
n

xn (t)xn (0) (2.17)

to equation 2.16 [49,174].
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Power spectrum analysis - The power spectrum method involves
recording the relative displacement of the particle from the trap centre as
a function of time, and is generally regarded as the most reliable method,
hence its use in the following chapters. This data will have a Gaussian
probability distribution in the time-domain, which is characteristic of the
Brownian motion of a particle in a harmonic potential [170]. However, by
computing the single-sided power spectrum of the position fluctuations, the
characteristic shape of a Lorentzian function is obtained [71, 171], as shown
in figure 2.13, and can be described by equation 2.18. For a particle with
diameter d, the power spectrum, in units of distance2/frequency is

S (f) =
S0f

2
c

f 2
c + f 2

(2.18)

where f is the frequency, S0 = 4γkBT/k
2 is the zero-frequency intercept

of S (f), the corner frequency of the power spectrum is fc = k/2πγ and
γ = 3πηd is the Stokes’ drag coefficient of the bead [171]. If the detector
has been calibrated, power spectrum units are given as nm2/Hz, while an
uncalibrated power spectrum, often the case when BFPI is employed, has
units of V2/Hz.

Through fitting the Lorentzian function to the data, the corner frequency
of the spectrum can be obtained and, therefore, the trap stiffness can be
calculated. Furthermore, this can be obtained independent of detector cal-
ibration. If a calibration procedure has been carried out, then information
about the viscous damping can be extracted and, given a known particle ra-
dius, the viscosity of the surrounding medium can be calculated. The corner
frequency also serves to divide the Brownian motion into two distinct regimes.
When f � fc, the power spectrum exhibits a constant plateau, S0, which
reflects the confinement of the trapped particle. For f � fc, the power spec-
trum falls off as D/π2f 2, where D is Einstein’s diffusion coefficient. This is
characteristic of free diffusion and can be attributed to the particle behaving
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Figure 2.13: Power spectrum of a 1 μm silica bead trapped in water, obtained
from the time dependent position fluctuations shown in the inset. Power
spectrum taken from an uncalibrated QPD, hence units are in V2/Hz rather
than nm2/Hz. Data, shown in black, shows that there is some high frequency
noise present in the system. The fitted Lorentzian function, red line, gives
a corner frequency of ≈ 3200Hz, which corresponds to a trap stiffness of
≈ 200pN/μm.
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as if the trap does not exist at short observation times [71].
In order to achieve the high accuracy offered by the power spectrum

method in determination of trap stiffness, a wide variety of different ef-
fects must be considered and accounted for. Hydrodynamic interactions
between the particle and the microscope coverslip result in a trapping depth
dependency of the force experienced by the particle, therefore Faxén’s cor-
rection must be applied or an artificially inflated trap stiffness may be meas-
ured [162, 170]. The position detection system can also act as a low-pass
filter and can, therefore, lead to an underestimate of the corner frequency of
the power spectrum, thus giving a lower than expected trap stiffness. This
filtering effect could be caused by inappropriate choice of detector mater-
ial leading to parasitic filtering [71], for example, silicon is transparent to
infrared light, therefore a detector constructed from indium gallium arsen-
ide (InGaAs) would be preferential [170]. Fortunately, Berg-Sørensen and
Flyvbjerg have carried out a comprehensive study of the data acquisition
and accurate fitting of the Lorentzian function involved in power spectrum
analysis of optical tweezers [170]. In this paper, they thoroughly analyse,
far beyond the scope of this introduction, the theory which governs power
spectral analysis, design constraints and undesirable effects that can arise.
Additionally, the authors also developed an open source MATLAB program,
which can perform much of the data analysis required for power spectrum
analysis [175–177].

2.4 Beam shaping

As powerful and as useful as optical tweezers are, it is not difficult to imagine
that the limits of what can be achieved with a single, Gaussian intensity, trap
can be quickly reached. For example, section 2.1 discussed scenarios where
the refractive index of the particle is higher than that of the surrounding
medium. However, what if the reverse is true, such as in the case of a
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bubble of gas in water, and, therefore, the particle is repelled by the optical
trap [88,178]? If multiple particles need to be trapped simultaneously, would
multiple trapping sources be required? The beam steering lens relay system
allows the user to move a particle in 2D by tilting a mirror but does not allow
for 3D movement nor accurate, reproducible, finite control of the particle by
the user.

To circumvent these issues, the optical manipulation community has in-
creasing turned to a variety of beam shaping techniques. Although shap-
ing of other micromanipulation techniques, such as acoustic waves [93], is
possible, the facile nature of optical beam shaping, and the versatility that
can be gained through it, makes optical beam shaping a very powerful tech-
nique. Often defined by the method in which the technique shapes the beam,
whether it alters the amplitude or phase of the light, or both in the case of
complex modulation, the approach to beam shaping can focus on either static
or dynamic processes.

2.4.1 Static beam shaping

In its simplest form, beam shaping could be considered as the splitting of
a single beam into two by a beamsplitter, thus allowing for two particles to
be trapped and the interaction between them probed in a controlled man-
ner. Generated by the use of an axicon, a single Bessel beam (which is a
non-diffracting, self-healing beam) can be used to trap multiple particles in
spatially separated planes, at separations of a few millimetres [179]. Diffract-
ive Optical Elements (DOEs) and spiral phase plates have been employed to
generate multiple Laguerre-Gaussian (LG) beams, allowing for low index
particles to be trapped in the hollow core of the beams or for orbital rotation
of particles [180,181].

Common to each of these techniques is the fact that the shape of the
beam is not altered over time and, therefore, they are considered to be static
beam shaping techniques. Although more complex examples were given,
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the vast majority of optical elements, such as lenses and gratings, can be
considered static beam shaping elements. Whether it be through retarding
the phase of the wavefront or splitting a single wavefront into many, the
way in which each technique shapes the beam will be unique to the element
involved. However, as long as the shape of the beam changes through the
interaction with the element, and does not continue to evolve over time, the
element can be considered a static method of beam shaping.

Static methods are often the best choice for beam shaping, as, for a low
cost, they offer simplicity and high optical efficiency. However, they are
generally application specific and, although they add to the versatility of
optical tweezers, they themselves are not very versatile.

2.4.2 Dynamic beam shaping

To be considered a dynamic method of beam shaping, the element in question
must be able to change the shape of the beam, continuously, over time.
Although these methods tend to be more expensive and more difficult to
set up than their static counterparts, the advantages offered through these
techniques vastly outweigh their drawbacks. The user is able to quickly test
ideas and designs, changing, for example, from LG to Bessel beams or from
2 to 20 traps almost on a whim.

Albeit a loose definition of beam shaping, devices such as acousto-optical
deflectors (AODs) [131,182] or fast scanning mirrors [183] can be considered
dynamic beam shaping techniques. Here, the beam is very quickly moved, in
highly controllable fashion, and can shared between positions in the sample
plane to create multiple traps. Provided the scanning of the beam is quick
enough, particle diffusion can be ignored and the single beam can be con-
sidered as creating multiple optical traps, each one individually controllable
in two dimensions.
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Spatial light modulators

In order to achieve full 3D control over the beam shape it is usually beneficial
to employ holographic beam shaping. Typically, a computer generated holo-
gram is displayed on a spatial light modulator (SLM) and can interactively
control the imposed phase of a beam. Incident beams can be converted into,
among others, LG [184], Bessel [91] or Airy beams [185]; split into multiple
diffractive orders to generate multiple trapping sites, each individually con-
trollable; and have their phase profile changed in the axial direction so that
they are brought to a focus without a physical optical element.

An SLM consists of an array of pixels, with each pixel consisting of a thin
layer of liquid crystals sandwiched between a transparent reflective electrode,
figure 2.14. Although the liquid crystals do not exhibit positional order, they
do exhibit orientational order and will, over time, tend to align themselves
along a specific vector. Upon application of a voltage to a pixel, the liquid
crystals will rotate in order to minimise their electric energy. As the nematic
crystals are birefringent, this rotation causes a change in the extraordinary
refractive index of the pixel. However, the liquid crystals will also feel a
restoring force due to the elasticity of the liquid crystal and so they will also
try to minimise their elastic energy density. Therefore, the liquid crystals will
only rotate until their electric and elastic energy densities reach equilibrium.
Thus, tuneable, full phase modulation between 0 to 2π can be achieved in
the region of each pixel. Light, whose polarisation is aligned with the ex-
traordinary refractive index of the liquid crystal, will, therefore, experience
a different phase delay depending upon the applied voltage to the pixel.

Shaping of the beam can be achieved in one of two ways. If the desired
beam shape has a well known shape and an exact solution then the simple
application of the phase function to the SLM will achieve the desired pat-
tern. For example, in the case of optical tweezers, a single Gaussian spot can
be easily controlled in all three dimensions by applying the phase function
for a grating and lens to the SLM [186]. However, if more complex beam
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Figure 2.14: (left) liquid crystal molecules showing orientational, but not po-
sitional, order. (right) schematic of an SLM showing its effect on an incident
wavefront . Figure from [137]

shapes are required then more complex solutions are required and it is often
necessary to more to iterative algorithms, such as the Gerchberg-Saxton al-
gorithms [187]. Although these algorithms are much more computationally
intensive and often must be pre-calculated, they are generally more optically
efficient and capable of generating hundreds of high-quality optical traps,
each individually controllable and shapable [130]. With the advent of GPU
driven graphics acceleration, such algorithms are becoming more practical
as hologram generation can be achieved over 300 times faster than when
calculated on a quad-core CPU [155].

If, however, speed is of concern, such as in the case of dynamically con-
trolling trapped neutral atoms [188], liquid crystal based SLMs may prove
to be too slow. Switching to a digital mirror device (DMD) may be neces-
sary if high refresh rates are required, with DMD refresh rates of up to 50

kHz obtainable, significantly faster than the 100s of Hz that the best liquid
crystal based devices offer [188]. A DMD consists of an array of individu-
ally addressable mirrors that can be switched between two tilt angles [144].
The device, therefore, reflects light into the desired optical path when the
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mirror is “switched on”, or dumps the power into a beam dump when the
mirror is in the “off” position, thus allowing for the generation of arbitrary
intensity distributions. This amplitude modulation, however, can lead to
poor optical throughput of the system, as a portion of the light incident on
the DMD will be dumped out of the system, with loses of up to half of the
incident beam power having been reported [189, 190]. Simply increasing the
power of the incident beam may not circumvent this problem as it can cause
damage to the mirrors of the DMD [189]. This does not present an issue,
however, if the application does not require high powers, which is often the
case with optical trapping experiments or, more notably, in optoelectronic
tweezers, where Chiou et al. demonstrated the creation of thousands of traps
with an LED and a DMD [48]. Additionally, as the DMD is a mirror based
device, it presents the opportunity to control multiple wavelengths simultan-
eously [130].

Incorporation of wavefront shaping into an optical trapping system, how-
ever, is far more powerful than just splitting and shaping the beam into
multiple traps. Through the use of wavefront correction algorithms, aberra-
tions in optical traps can be accounted and corrected for. By measuring the
wavefront of a beam that has travelled through highly scattering or turbid
media, and calculating and displaying an aberration of equal but opposite
magnitude on the SLM, all aberrations along the optical train can be cor-
rected for [191]. Essentially, a pre-aberration is applied to the plane waves
incident on the SLM, so that the aberrations, which the beam will then en-
counter along the optical train, actually serve to correct the wavefront of the
beam, thus allowing for a great increase in the quality of the trapping spot
produced and moving the system closer to obtaining a diffraction limited
spot. Higher trap stiffnesses could, therefore, be obtained at significantly
lower powers, which would be beneficial when heating is of concern. For
example, the in vivo trapping of red blood cells [106] would greatly benefit
from employing such beam shaping techniques, allowing for the trapping of
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cells in deeper tissue and at less damaging powers.

2.5 Conclusion

This chapter has described the main theoretical and experimental consider-
ations that should be accounted for when designing and building an optical
trapping system. Beam shaping methods have been introduced, which form
the basis of chapters 3, 4 and 5. Additionally, force measuring techniques
and methods for calibrating optical tweezers have been described, including
the power spectrum method, which is used in chapters 3 and 5.
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Chapter 3

Characterising Conical Refraction
Optical Tweezers

3.1 Introduction to conical refraction

Traditionally, optical tweezers have been created by focussing a single beam
of light, with a Gaussian intensity distribution, through a high numerical
aperture (NA) lens [16], the theory of which has been outlined in the pre-
vious chapter. However, as is often the case, no one tool can perform all
the tasks that are asked of it. In order to effectively study microscopic ob-
jects, much more than simply applying and measuring force is often required.
More and more often, the optical micromanipulation community have turned
to beam shaping techniques in order to produce a complementary suite of
optical tools. Static kinoforms, which can modify the phase front of a beam
in order to produce Laguerre-Gaussian (LG) beams, have been used to trans-
fer orbital angular momentum to optically trapped particles [121]. With the
advent of the spatial light modulator (SLM), dynamic holographic optical
tweezers (HOTs) have been created [130]. Previously static kinoforms can be
calculated, displayed and changed in real time and have brought an unpre-
cedented flexibility to optical tweezers.
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Beam shaping techniques, of course, have a significantly longer history
than those developed for optical tweezers. One of the earliest manifestations
of significant beam shaping is that of conical refraction. This phenomenon
was first predicted by Sir William Hamilton in 1832 [192] and confirmed
experimentally by Humphrey Lloyd two months later [193]. The success of
this experiment greatly contributed to the general acceptance of the wave
theory of light proposed by Fresnel [194] over the then dominant corpuscular
theory.

In the two centuries that have passed since this first observation, a full ex-
planation based on Maxwell’s electromagnetic theory has emerged [195–197].
However, conical refraction is often called the “Forgotten Phenomenon” as
there are surprisingly few experimental studies, possibly due to the difficulty
in finding, or growing, high quality crystals of sufficient thickness. Indeed,
a 2007 article by Berry and Jeffrey [197] reported only seven known exper-
iments on conical refraction, including Lloyd’s and the authors’ own exper-
iment. With the advent of improved crystal growth techniques, interest in
conical refraction is growing, as high quality crystals become more readily
obtainable. Described by Raman as “among the most beautiful and striking
effects arising in crystal optics”, studies into this long-known, fundamental
optical effect are providing new insights to the structure of a conically re-
fracted beam [198–200]. Additionally, the unique structure of such a beam
has led to interesting practical applications in the field of optical manipula-
tion [123,124,132–134].

However, although they were being used to form optical traps, the trap-
ping properties of conically refracted beams had not been fully investigated.
Therefore, the work presented in this chapter uses power spectral analysis
to quantify the trapping abilities [170] of such beams (assuming the beam is
approximated by a harmonic potential well) by calculating the trap stiffness
of the three main parts of the beam: the upper and lower Raman spots and
the Lloyd/Poggendorff rings.
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3.2 Overview of the theory of conical refraction

The complexity of the physics involved prevents a simple explanation to be
offered, while a full description of the theory governing the effect is far beyond
the scope of this chapter. Therefore, a descriptive overview of how conical
refraction occurs is offered, in order to provide an understanding of the work
presented in this chapter, while an in depth analysis can be found in the
literature [194–198,201].

3.2.1 Optical classification of crystals

It is possible to place transparent crystals into one of three distinct groups
based upon their optical properties: optically isotropic, uniaxial or biaxial
[138,195].

Optically isotropic crystals

The simplest case to consider is that of crystals which belong to the cubic
crystal system, figure 3.1(a), such as sodium chloride. These crystals have a
relatively simple and highly symmetric atomic arrangement [202]. If a point
source of light was embedded within an such a crystal, it would propagate
uniformly in all directions as a spherical wave [138]. There would be no
preferred direction of propagation, just as with an amorphous solid, and the
light will encounter only a single refractive index, hence optically isotropic.

Uniaxial crystals

A crystal with an asymmetric structure, such as in the case of hexagonal, tet-
ragonal or trigonal systems, figures 3.1(b) - (d) [202], will have an anisotropy
in the binding force of the electrons to the atoms, which will present as an
anisotropy in the refractive index [138,202]. Assuming that the binding force
is governed only by the atomic separation in the crystal, a simple example
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would be linearly polarised light travelling along the x-axis of a tetragonal
system, as defined in figure 3.1. When the electric field lies along the y-axis,
the light would experience one refractive index. However, by rotating the
electric field to lie along the z-axis, the light would experience a second re-
fractive index [138]. A crystal of this sort would cause an unpolarised beam
of light incident on the crystal to split in two, producing double refraction,
an effect known as birefringence.

In the these systems, there will be a direction in which the atoms are
arranged symmetrically. This direction is termed the optic axis, as light
propagating along this axis will experience a single refractive index regardless
of polarisation and so does not produce birefringence. Hexagonal, tetragonal
or trigonal systems have only one such direction, so only one optic axis, hence
uniaxial [138].

Biaxial crystals

The remaining crystallographic systems, orthorhombic. monoclinic and tri-
clinic, figures 3.1(e) - (g), will exhibit three different refractive indices and
two optic axes (hence, biaxial). These crystals will also exhibit double refrac-
tion, but propagation of light along the optic axis is substantially different
from the uniaxial case [203], as discussed below. It is such a crystal that is
required for conical refraction.

3.2.2 Conical refraction

The realisation of conical refraction requires an appropriate biaxial crystal,
such as aragonite or KGd(WO4)2, of sufficient length, which has been cut so
that one of its optic axes lies perpendicular to the polished, parallel surfaces
of the crystal, figure 3.2 [203]. As predicted by Hamilton, a beam travelling
along the optic axis in a biaxial crystal will propagate conically inside the
crystal and emerge as a conically refracted beam [203]. This unusual beam
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Figure 3.1: The seven crystal systems. (a) cubic crystal, which is optically
isotropic. Uniaxial crystals consist of (b) hexagonal, (c) tetragonal or (d)
trigonal systems. Biaxial crystals consist of (e) orthorhombic, (f) monoclinic
or (g) triclinic systems. [138, 195]. Axial lengths are denoted as a, b and c,
with interaxial angles represented by α, β and γ. Image adapted from [202].
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Figure 3.2: Illustration of conical refraction in a crystal. Here, the incident
beam is coherent and circularly polarised, and the crystal is cut so that one
of its optic axes is perpendicular to the polished, parallel surfaces of the slab.
Image reproduced from [203].

shape is due to the shape of the wave surface along the optic axis.
By plotting all possible end points for all propagation directions within a

crystal, with lengths corresponding to phase velocities, one is able to generate
a wave surface diagram [204]. In the case of a biaxial crystal, the wave
surface diagram will consist of two shells, one a sphere (a circle in the two
dimensional depiction) and one an ellipse, as shown in figure 3.3. These two
shells intersect one another at four points, figure 3.3(b), with the two optic
axes of the crystal, defined by the red arrows in figure 3.3(b), joining the
origin with these points [195]. At each intersecting point, the surface takes
the form of a double cone, as can be seen in figure 3.3(d).

Hamilton noticed that due to the double cone shape at the point of in-
tersection, the normals to the surfaces are not defined, so there are infinitely
many normals [197]. Indeed, the normals to the wave surface define the ray
cone, as shown in figure 3.4. This cone structure can be explained as follows.
As light, with wavevector direction k and displacement vector D, propagates
along an optic axis and passes through the double cone, the electric field
vector E can be in the same plane as D and k, but tilted with respect to D.
Perpendicular to E is the Poynting vector, S, which determines the direction
of the rays. As the light is travelling along the optic axis, the displacement
vector can lie in any direction, therefore the electric field, and hence Poynt-
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Figure 3.3: (a) - (c) Two dimensional wave surface diagrams, in the (a) xy,
(b) xz and (c) zy planes, for a biaxial crystal. (b) shows the intersections
between the two surfaces, which causes conical refraction. The red arrows
denote the two optic axes. (d) Three dimensional representation of the wave
surface. Images adapted from [197,204].
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Figure 3.4: Ray cone defined by the normals to the wave surface, generated
at the points of intersection of the wave surface. Image from [197].

ing vector, can also lie in any direction. As the displacement vector rotates
through its allowed directions, in the plane transverse to k, E and S will
also rotate and, as they are tilted at an angle, they will trace out a cone,
with the rays travelling along the cone traced out by the Poynting vector, as
illustrated by figure 3.4 [195,197,203,204]. This hollow cone will then refract
into a hollow cylinder outside of the crystal, as illustrated by figure 3.2.

In practice, however, the ring that is produced is in fact, two closely
spaced rings surrounding a dark ring. This can be attributed to off-axis
light, i.e. light which is slightly offset from the optic axis, producing rings
which are slightly offset from the ring itself. Only a very small amount of
light will fall exactly along the optic axis, which is why the ring appears dark
when compared with the brighter, offset rings [197].

The radius of the rings produced is proportional to the length of the
crystal and, in order to be seen, must be larger than the width of the incident
beam [197]. This typically leads to crystal lengths of up to tens of millimetres,
which can make finding pure enough crystals of sufficient length somewhat
challenging.
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Figure 3.5: Basic structure of a conically refracted beam, which is symmetric
around the Lloyd ring plane. Image reproduced from McDougall et al [124]

A basic outline of the conical refraction beam structure is shown in figure
3.5 and consists of three main parts: the Lloyd/Poggendorff rings and the
upper and lower Raman spots, which are more akin to rods of light than
spots [198]. The polarisation distribution in the rings of the conically refrac-
ted beam is of interest, as any given point on the rings is linearly polarised,
and it undergoes a 180° rotation as the observation point moves around a
complete circle of the rings [194]. The phase of the electric field also un-
dergoes a rotation of 180° in a full circle around the rings, thus preventing
a discontinuity in the electric field. The implication of this is that any two
points opposite one another have orthogonal polarisations. It therefore fol-
lows that circularly polarised light is required in order to generate a fully
conically refracted beam, as information from all electric field components
is necessary. If the beam incident on the crystal is linearly polarised, there
would be a missing section in the Lloyd/Poggendorff rings and the intens-
ity would change along the ring, figure 3.6. The missing segment is located
parallel to the input polarisation and, had the incident beam contained the
corresponding electric field component, would have a polarisation perpendic-
ular to that of the incident beam [197].

The polarisation state of the Raman spots is substantially more complex
due to the presence of polarisation singularities and their dependence on in-
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(a) (b)

(c) (d)

Figure 3.6: Simulation of the intensity and polarisation distributions for a
conically refracted beam. Figures show Lloyd/Poggendorff rings generated
when incident light is (a) vertically, (b) horizontally, (c) diagonally and (d)
circularly polarised. Image adapted from [194].
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put polarisation. For example, Turpin et al. found that for right handed
circularly polarised incident light, the upper Raman spot consisted of al-
ternating annular regions of right handed and left handed circularly polar-
ised states, separated by circles of linearly polarised singularities [205]. For
linearly polarised incident light, the authors showed that the field of the
Raman spot is broken by polarisation singularities manifesting as a line of
null-intensity that connects two orthogonal, linearly polarised points [205].

3.3 Experimental system

The conical refraction optical trap was generated with a 12 mm long biaxial
crystal of KGd(WO4)2 and a 1 W (maximum output) 1070 nm fibre laser
(Model PYL-1-1064-LP, IPG Photonics) as the trapping source. The facet of
the crystal was orientated perpendicular to the beam propagation axis, with
the beam focussed to a point beyond the crystal. The experimental system
is shown in figure 3.7. Removable half-wave and quarter-wave plates were
included before the biaxial crystal in order to facilitate switching between
linear and circular input polarisation to the crystal. The main optics of the
system were placed in a straight line (the optics focussing the laser through
the crystal and the imaging optics, up to the dichroic beamsplitter) in order
to avoid any unwanted polarisation effects that lead to a nonuniform ring
pattern [124]. A Nikon 0.9 NA 50x oil immersion objective was used to focus
the conical beam and form the optical trap, while a Nikon 1.25 NA 100x oil
immersion objective was used to image the sample onto the CCD camera and
to image the beam onto a quadrant photodiode (QPD). Although inverted
microscopes are more common in optical trapping, chapter 1.2.4, the imaging
path of the system was based upon an upright microscope, with the sample
illuminated from below and imaged from above, as previous work [124] has
shown differences in beam spot appearance when imaged in transmission and
reflection mode. As shown in figure 3.8, due to the polarisation sensitive op-
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tics used in the set-up, depolarisation issues cause differing intensity patterns
when imaging the conical trap from below.

A 10 mm diameter, silicon QPD was used in back-focal-plane interfero-
metry (BFPI) mode, chapter 2.3.1, [17] and was connected to custom built
transimpedance amplifiers, which were in turn connected to a National In-
struments SCB-68A connector block. An in-house LabVIEW program was
used to analyse the signals collected by the National Instruments PCI-6250
data acquisition (DAQ) card. Mounting the imaging and QPD systems on in-
dividual xyz-translation stages enabled axial scanning of the focussed beam,
thus allowing for the full beam profile to be imaged by the CCD camera and
the QPD to be realigned to the new position.

3.4 Beam shape characterisation using beam

profiler

In order to ensure that a fully conically refracted beam was generated in
the trapping plane, an initial investigation of beam shape was performed.
A beam profiler was placed in a conjugate plane to the CCD camera and
the beam was scanned axially by moving the translation stage. The imaging
system was moved in 0.25 μm steps, while sequential images of the beam
from the beam profiler were saved and used to generate a full 3D scan of the
conically refracted beam. An example of the z-cross section of a circularly
polarised beam, under high NA focussing, with and without a trapped bead,
is shown in figure 3.9.

If the beam incident on the crystal is linearly polarised, a section of the
Lloyd/Poggendorff rings will be missing. As shown in the inset of figure 3.7,
there will also be an intensity change along the ring, which, it should be
noted, agrees with the simulation by Berry and Jeffrey [197] that is shown in
figure 3.6. This “gap” in the rings, located parallel to the input polarisation,
would have had polarisation that was perpendicular to the input polarisation,
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Figure 3.7: Experimental system used for conical refraction optical tweez-
ers. OBJ 1, Nikon 0.9 NA 50x oil immersion objective; OBJ 2, Nikon 1.25
NA 100x oil immersion objective; PBS, polarising beam splitting cube; λ/2
WP, half-wave plate; λ/4 WP, quarter-wave plate; DIC, dichroic mirror; L#,
lens; M#, mirror. Not shown: sample stage was positioned on a Newport
xyz-translation stage; OBJ2, L8, L9, 50:50 splitter and CCD camera were
positioned on a second Newport xyz-translation stage; QPD was positioned
on a third Newport xyz-translation stage. Inset shows Lloyd/Poggendorff
rings generated with (a) circular and (b) linear incident beam polarisations.
Out of focus light is visible within (and surrounding) the Lloyd/Poggendorff
rings due to the depth of field of the imaging system.
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Figure 3.8: Differing intensity patterns in beam spot when imaged in trans-
mission (above) and reflection (below). Images reproduced from McDougall
et al [124].
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Figure 3.9: Circularly polarised, conically refracted beam, propagating from
left to right, ≈ 75.5 μm long, focussed with a 0.9 NA oil immersion object-
ive. (a) Empty trap, three main parts of the beam are labelled. (b) 2.56
μm bead in upper Raman spot, identifiable by increased scatter. The slight
asymmetry in the images is due to the projection method used. Cross sec-
tions of an empty trap are shown for (c) the lower Raman spot, (d) the
Lloyd/Poggendorff rings and (e) the upper Raman spot. The planes of the
conically refracted beam where (c) - (e) were recorded are denoted, respect-
ively, by (i) - (iii) on (a)
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had the incident beam contained the corresponding electric field component
[197]. In this case, trapped particles would move up the intensity gradient
and come to rest opposite the missing section of the beam, where the intensity
is highest.

3.5 Trap stiffness measurements

In order to quantify the trapping ability of a conically refracted beam, the
trap stiffness as a function of input polarisation and trap location was cal-
culated. Silica beads, 2.56 μm and 5.2 μm in diameter, were trapped with
various trap powers in all three locations of the conically refracted beam,
which was generated with both linear and circular input polarisations. 5.2

μm beads were chosen as they are comparable in size to the radius of the
Lloyd/Poggendorff rings (approx 5.3 μm), with 2.56 μm beads approxim-
ately comparable in size to the 3.1 μm diameter lower Raman spot. The trap
stiffness was calculated for each condition, the results of which are presented
in figure 3.10, and investigated as a function of trap location and trap power.
All of the following reported powers were measured in the trapping plane.

To perform a trap stiffness measurement, a particle was trapped and the
camera moved to bring the trapped bead into focus. The particle was then
released and the QPD aligned to the empty trap, so that all four quadrants
produced the same voltage, thus giving a zero-signal for each of the three
dimensions. The particle was then trapped again and the QPD sampled, in
4 second windows, at a rate of 50 kHz. The 4 s sample period is chosen in an
effort to minimise drift in the system. For example, it is easy to imagine that
the thermal fluctuations of the bead will drift around a fixed origin over the
20 s sampling time. However, there would be periods of time over which the
drift from a local origin is negligible, illustrated by figure 3.11. Therefore,
the data should be binned into these “windows” where there is negligible drift
from the local origin yet contain enough data to obtain an accurate result



— 81 —

0	  

5	  

10	  

15	  

20	  

25	  

30	  

0	   50	   100	   150	   200	   250	  

Tr
ap

 S
tif

fn
es

s 
(p

N
/µ

m
) 

Power in Spot (mW) 

5.2um lower spot kx_lin 

ky_lin 

kx_circ 

ky_circ 

(a)

0	  

5	  

10	  

15	  

20	  

25	  

0	   50	   100	   150	   200	   250	  

Tr
ap

 S
tif

fn
es

s 
(p

N
/µ

m
) 

Power in Spot (mW) 

2.56um lower spot kx_lin 

ky_lin 

kx_circ 

ky_circ 

(b)

0	  

5	  

10	  

15	  

20	  

25	  

0	   50	   100	   150	   200	   250	  

Tr
ap

 S
tif

fn
es

s 
(p

N
/µ

m
) 

Power in Spot (mW) 

5.2um in rings kx_lin 

ky_lin 

kx_circ 

ky_circ 

(c)

0	  

2	  

4	  

6	  

8	  

10	  

12	  

14	  

0	   50	   100	   150	   200	   250	  

Tr
ap

 S
tif

fn
es

s 
(p

N
/µ

m
) 

Power in Spot (mW) 

2.56um in rings kx_lin 

ky_lin 

kx_circ 

ky_circ 

(d)

0	  

0.5	  

1	  

1.5	  

2	  

2.5	  

3	  

3.5	  

4	  

4.5	  

0	   50	   100	   150	   200	   250	  

Tr
ap

 S
tif

fn
es

s 
(p

N
/µ

m
) 

Power in Spot (mW) 

5.2um upper spot kx_lin 

ky_lin 

kx_circ 

ky_circ 

(e) (f)

Figure 3.10: Trap stiffness as a function of trap power for: (a) 5.2µm and
(b) 2.56µm beads trapped in lower Raman spot; (c) 5.2µm and (d) 2.56µm
beads trapped in Lloyd/Poggendorff rings; and (e) 5.2µm bead trapped in
the upper Raman spot. kx_circ, ky_circ, kx_lin and ky_lin denote the
trap stiffness in x and y directions for circular and linear input polarisations.
(f) power spectrum for a 2.56µm bead trapped in the upper Raman spot,
shown in black. For comparison, the averaged data of a 5.2µm bead trapped
in the upper Raman spot (red trace), and its corresponding fit (blue trace),
are shown.
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Figure 3.11: Illustration of voltage vs time output from a QPD. Note that
although there is significant drift around the fixed origin throughout the
sampling time, there is very little drift in each sample “window”, t. Image
adapted from [137]

once all periods have been averaged. The best way to determine the length
of the sample period is through Allan variance [206].

Power spectra were calculated from the average signal of five of these
windows and the trap stiffness in x and y, kx and ky respectively, was de-
termined from the average corner frequency of 10 power spectra [170]. This
was achieved by importing the time domain x and y position data into a
second LabVIEW program. The power spectrum analysis program would
calculate a single-sided power spectrum for each period of time-domain data
before averaging all of them to give the final set of data. The obtained,
Fourier transformed, data is exponentially distributed [170] and the analysis
software performs a non linear least squares fitting of the Lorentzian [137],
which requires a Gaussian distribution of the data. Therefore, the data must
be binned into predetermined frequency windows by replacing the frequency
range with the average frequency over the bin and the power value with their
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mean and associated standard deviation [137]
The QPD detects the change in the z position of the trapped particle

by summing over all four quadrants. The spot on the QPD will change size
due to the change of relative phase between incoming and scattered waves,
caused by the Gouy phase shift intrinsic to focussed beams [49]. The amount
of light collected by a high numerical aperture lens, as is the case with this
experimental set-up, will not differ greatly from the total amount of incoming
light, thus rendering the QPD fairly insensitive to particle fluctuations in the
axial direction. It is for this reason that only kx and ky are determined.

Trap stiffness as a function of trap location

The highest trap stiffness for the beam was found, for both polarisations and
both particle sizes, in the lower Raman spot, represented by figures 3.10(a)
and 3.10(b). Both bead sizes trapped at the top of the lower Raman spot,
before it evolves into the ring planes. A slight focussing of the beam at this
point is observable in figure 3.9(a), indicating that there could be a peak
in the gradient force here and, therefore, increased trapping performance.
Indeed, the small error bars in both graphs also suggest that, for both particle
sizes and both input polarisations, a stable 3D trap is formed. Trapping a
5.2 μm particle at the top of the lower Raman spot with (125± 2) mW,
and linearly polarised light incident on the crystal, gives a trap stiffness of
(8.2± 0.7) pN/μm (figure 3.10(a)). As discussed in subsection 3.5.1, the
achievable trap stiffness for the same particle under similar conditions, but
trapped with a Gaussian shaped trap, is significantly higher, with an average
trap stiffness of (49± 13) pN/μm.

Both bead sizes can be trapped in the Lloyd/Poggendorff rings, but at
the expense of a lower trap stiffnesses than that of the lower Raman spot
(figures 3.10(c) and 3.10(d)). However, this decrease in trapping performance
is compensated for by the gain of rotational control of the particles. By
rotating the waveplates, it is possible to rotate the trapped particles around
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the circumference of the rings [124, 132]. This occurs as, upon rotation, the
beam incident on the crystal will no longer be perfectly circularly polarised,
so the intensity of the Lloyd/Poggendorff rings will not be uniform and “hot
spots”, or regions of higher intensity, will appear. An extreme example of this
is when linearly polarised light is incident on the crystal and a section of the
rings is missing [197]. Trapped particles will therefore move up the intensity
gradient and come to rest where the intensity is highest. By rotating the
waveplates, one can rotate where the “hot spots” form and, hence, rotate the
particles.

A very small trap stiffness was found for 5.2 μm particles trapped in the
upper Raman spot, shown in figure 3.10(e), indicating levitation rather than
gradient trapping. However, calculated power spectra for 2.56 μm beads in
the upper Raman spot, figure 3.10(f), display the same characteristic shape as
power spectra for an empty trap [170], despite there being a particle present.
These smaller particles may rise and sink with laser power fluctuations, while
the larger beads appear more stable in the upper Raman spot. The power
spectrum in figure 3.10(f) falls off as D/π2f 2, where D is the diffusion coef-
ficient for a particle in water [170], which is characteristic of free diffusion.
The particle, therefore, is moving as if the trap did not exist and is free to
diffuse over a relatively large volume, in comparison to particle diameter,
which indicates that it’s experiencing an approximately flat trapping poten-
tial. Owing to the converging and diverging nature of the focussing envelope
of the beam, there is a diverging beam at the top of the upper Raman spot,
so it can be inferred that there is a lower potential gradient.

Trap stiffness as a function of trap power

In order to further quantify the trapping properties of a conically refracted
beam, trap stiffness was investigated as a function of trap power. The trap
stiffness of the lower Raman spot was found, as expected, to increase lin-
early with increasing power, shown in figures 3.10(a) and 3.10(b). This held
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for both particle sizes trapped with both polarisation states, further demon-
strating that a true 3D gradient force trap is formed at the top of the lower
Raman spot.

The same linearly increasing trend was also observed for the particles that
were trapped in the Lloyd/Poggendorff rings. However, as shown in figures
3.10(c) and 3.10(d), when the particle is trapped with linear input polarisa-
tion there is an asymmetry in the x and y trap stiffnesses, kx and ky, which
becomes more pronounced with increasing trap power. This asymmetric trap
stiffness could be attributed to the changing intensity gradient in the rings,
caused by the “missing” polarisation contribution from the incident beam.

Figure 3.10(e) clearly shows that there is a small, albeit significant, change
in the trap stiffness, with increasing power, of a 5.2 μm bead trapped in
the upper Raman spot. Additionally, there was no change in the power
spectra for the 2.56 μm beads in the upper Raman spot with increasing
trap power. The power spectra for a trapped 2.56 μm bead still had the
characteristic shape of free diffusion even at the highest trapping power used,
(249± 5) mW, when a traditional Gaussian trap would have had its highest
trap stiffness. This provides further indication that levitation is occurring in
the upper Raman spot, as opposed to gradient trapping.

3.5.1 Levitation investigation

To verify that beads were levitating in the upper Raman spot, bead position
was investigated as a function of power. Beads were trapped in the upper
Raman spot and brought into focus on the CCD camera. The trap power
was varied from (2.61± 0.10) mW to (363± 5) mW and, at each new power,
the imaging system was moved to bring the bead back in to focus on the
camera. The increase in height above the Lloyd/Poggendorff rings, as a
function of increasing power, for a 5.2 μm bead is shown in figure 3.12. This
is characteristic of optical levitation and, when combined with the weak trap
stiffnesses shown in figure 3.10(e) and the power spectrum shown in figure
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Figure 3.12: The height of a 5.2 μm bead above the Lloyd/Poggendorff ring
plane as a function of trap power.

3.10(f), can be taken as proof that optical levitation, rather than optical
gradient trapping, is occurring in the upper Raman spot. Increasing trap
power produced no observable change in axial position of the bead in neither
the lower Raman spot nor the Lloyd/Poggendorff rings, further indicating
that there must be a 3D gradient force present in these locations.

To verify that the observed levitation was not due to the comparatively
low NA of the trapping objective, the Nikon 0.9 NA 50x oil immersion ob-
jective was used on a traditional, Gaussian beam, optical trapping system.
There was no change in the axial position of the bead as a function of power,
indicating that 3D gradient trapping was occurring. A measure of the trap
stiffness of the system was performed by calculating the power spectra for a
5.2 μm bead trapped with (137± 6) mW of power in the Gaussian beam, an
example of the obtained power spectra is shown in figure 3.13. An average
trap stiffness of (49± 13) pN/μm was determined, which, when combined
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Figure 3.13: An example power spectrum obtained for a 5.2 μm bead trapped
with (137± 6) mW in a Gaussian trap. The Lorentzian function (red trace)
fitted to the averaged data (black trace) gives a corner frequency of ≈ 135
Hz, which corresponds to a trap stiffness of ≈ 42 pN/μm.

with particle position being independent of trap power, shows that it is pos-
sible to achieve 3D gradient trapping with a 0.9 NA objective. Therefore,
the observed levitation is due to the conically refracted beam and not the
low NA objective.

In an effort to extend the trapping limit of the upper Raman spot, the
conical trap was generated with a 1.25 NA oil objective. However, the conical
pattern that was produced was too compact to trap, separately, in all three
components of the beam.
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3.6 Conclusion and future work

Through the use of power spectrum analysis the trapping properties of a
conically refracted beam, in each of the three trapping regimes of the beam,
have been quantified. The trap stiffnesses of 5.2 μm and 2.56 μm beads were
calculated, at three different powers, when trapping in the upper and lower
Raman spots, and the Lloyd/Poggendorff rings. It has been demonstrated
that the good trapping ability of the lower Raman spot allows it to function
as a conventional, gradient force, optical trap, due to its comparatively high
trap stiffness, which increased linearly with increasing trap power. The trap
stiffness decreases, relative to the lower Raman spot, but remains sufficient to
trap a particle in three dimensions when trapping in the Lloyd/Poggendorff
rings. However, this loss of trap stiffness is offset against the gain of rotational
control of the particles in this plane. Again, trap stiffness was shown to
increase linearly as a function of trap power, as expected. Finally, it was
shown that optical levitation occurs in the upper Raman spot, with particle
height above the Lloyd/Poggendorff rings increasing as a function of trap
power. A quantification of the distance of particle guiding as a function
of power was provided, with particle guiding distances of approx. 35 μm
achievable. Applications which require trapping, rotation and guiding could,
therefore, be achieved through the use of a conically refracted beam. Thus
negating the need for complex beam shaping techniques using, for example,
spatial light modulators.

Recent work studying the impact of azimuthally and radially polarised
light [200], as well as the effect of phase structured beams [207–209], on the
shape of the conically refracted beam has highlighted the importance of po-
larisation and beam shape in conical diffraction. The trapping properties
of such beams remains unexplored and could warrant further investigation.
The study of photophoretic manipulation could benefit from conically refrac-
ted beams, as confinement of light absorbing particles would be possible in
the dark regions of the beam, enclosed by the Lloyd/Poggendorff rings [210].
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Additionally, applications which exploit the hollow cone at the centre of the
beam could be found in the field of 3D stimulated emission depletion (STED)
microscopy [3].
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Chapter 4

HoloHands: Games Console
Interface for Controlling
Holographic Optical Manipulation

4.1 The need for control

The previous chapter highlighted the power of optical tweezers when com-
bined with beam shaping and perfectly illustrated the multifaceted nature
of this technique. Indeed, it is the versatility of optical tweezers that makes
them ideally suited for the use and development by a wide range of non-expert
users. This is observable in the growing number of commercial optical trap-
ping systems from companies such as Thorlabs, JPK and Elliot Scientific, as
well as the development of optical tweezers attachments for commercial mi-
croscopes, such as from Impetux, to transform commercial trapping systems
into quantitative, force measuring, optical tweezers.

The methods by which optical tweezers are typically controlled, via beam
steering mirrors, acousto-optical deflectors (AODs) or by spatial light mod-
ulators (SLMs), lend themselves naturally to computer control. In turn, this
allows for the development of flexible human-computer interfaces. The de-
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velopment of user-friendly control techniques has risen due to the growing
acceptance of the idea that optical tweezers are a useful, quantitative tool
for research. These techniques are generally aimed at enabling the “non-
expert user”, which is usually a misnomer, to control sophisticated systems
in a straightforward way. In its simplest form, this would consist of a “point
and click” design: the user sets trap location by using the mouse button to
click the live video, displayed on the computer monitor, in the region where
they want the trap created. However, by turning to the computer and video
games industry, much more exciting forms of control can be developed.

The development and refinement of interface systems for intuitive con-
trol of virtual worlds has been a large area of research within the computing
industry. Consequently, modern games controllers are packed with cutting
edge technology and high-end components, and are available at a low cost due
to the massive demand. Building on the hard work of the industry, and ex-
ploiting the high-end devices that it has created, intuitive control systems for
optical traps can be developed. Users are now able to, essentially, “feel” their
microscopic sample due to interfaces that provide force feedback [211, 212].
Touchscreen systems have enabled independent, but simultaneous, control of
multiple traps by multiple users [213]. The multitouch ability of Apple’s iPad
has allowed for the development of interfaces that can control multiple traps
in two dimensions, with the “pinch” gesture used to move particles in the
third dimension [214]. Finger tip tracking has been implemented to create
a “microhand”, with each finger tip corresponding to a trapped bead, which
can be used to manipulate objects that may not optically trap for any num-
ber of reasons [215]. There has been a shift, in recent years, in the gaming
industry to interfaces where the user is the “controller” and optical tweezers
have followed suit, with the development of optical tweezers systems that are
controlled with a Microsoft Kinect [216–218], which forms the basis of this
chapter.

While such interfaces are not crucial for optical tweezers, an effective
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interface is generally viewed as being vital to the wider acceptance of a device.
However, optical tweezers are already finding widespread acceptance and use
by researchers in other scientific disciplines. While an argument can be made
that non-expert users would rather have the system tucked, neatly, inside a
sealed box and not have to realign lenses and mirrors on a daily basis, this
is often not the case in many of the interdisciplinary fields in which the
modern academic now works. Non-expert users will often work alongside
optical physicists or engineers as part of their group, or can become experts
themselves. Therefore, the development of such control techniques, while
being of some technical interest, may not be of much practical use for the
research lab. At least, not until touch screen tablet technology is more heavily
incorporated with commercial optical instruments, which, with the release of
iPad controlled optical tweezers by Boulder Nonlinear Systems, may be a
development that will happen in the near future.

The use of whole-body tracking systems, such as the Kinect-based system
presented in this chapter, is therefore, conceivably, of limited cutting edge
scientific interest. However, as it is based on high volume, commercial techno-
logy it is low cost and, with Microsoft’s release of a software development kit
(SDK) for the Kinect, it is relatively straightforward to program using tools
such as Visual Studio. With the proliferation of optical trapping systems
and beam manipulation techniques in undergraduate teaching laboratories,
the Kinect offers a low cost and intuitive interface to control much higher-
end, and therefore expensive, equipment. Thus allowing for the development
of a range of interdisciplinary skills for student learning and engagement.
Additionally, Kinect controlled optical tweezers could be deployed in science
centres and exhibitions, as well as as in other forms of public engagement
activities.

The work presented in this chapter describes a holographic optical tweez-
ers (HOT) experiment that is controlled by gestures, which are detected by a
Microsoft Kinect and interpreted by a custom written program called Holo-
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Hands. A demonstration of both single and multiple particle manipulation
by the HoloHands program is provided, illustrating some of the basic func-
tionality of the device and discussing the limitations and possible extensions
to the work. The Stokes’ drag technique is employed to calibrate the op-
tical tweezer and a comparison is drawn between calibration through gesture
based control and automated calibration, where the controller is not a hand
waving about in mid-air.

4.2 Experimental system

A standard HOT setup was constructed, shown in figure 4.1, to be con-
figured for Microsoft Kinect control. A 10 W (maximum output) 1070 nm
fibre laser (Model YLR-10-1070-LP, IPG Photonics) was used as the trap-
ping source. The 2.5 mm diameter beam was expanded to slightly overfill a
Holoeye PLUTO SLM, designed for use at around 1064 nm. Both the Kin-
ect and SLM were connected to a Windows 7 based PC, with 8 GB of RAM
and a 3.40 GHz Intel Xeon E31270 processor, which was also used for the
development and running of the HoloHands program.

Initially, program development work, performed by M. McPherson, used
the C# wrapper for the OpenNI libraries as, at the time, Microsoft had not
released their official SDK for Kinect for Windows. Following the subsequent
release of this SDK during the early stages of development, the decision was
made to switch to this implementation. This allowed for more straightfor-
ward coding and provided better documented library functions. However,
owing to the full development system now in use, it was observed that pro-
grams were a little more sluggish in execution, which may require careful
consideration with regards to the specific application in mind. This dif-
ference in speed and efficiency was not quantified - Microsoft’s SDK was
straightforward to use and achieved the required performance, therefore the
results presented in this chapter made use of this implementation of the code.
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1070nm 

Figure 4.1: Kinect controlled holographic optical tweezers setup. The SLM is
connected to the Kinect. OBJ, Nikon 1.25 NA 100x oil immersion objective;
DIC, dichroic mirror; WP, waveplate; PBS, polarising beam splitting cube;
BD, beam dump; L#, lens; M#, mirror. Not shown here: Kohler illumin-
ation; a zero-order beam block placed between L3 and L4; and a Newport
xyz-translation stage used to hold the custom made sample holder.
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The HoloHands program, figure 4.2(a), tracks the users hands and gives
control of the HOT to the user through a series of pre-programmed hand ges-
tures. Waving a free hand back and forth will create a new, active, trapping
spot, which can be moved by that hand. Another wave of the hand controlling
the active trapping spot will delete the spot. Trapping spots can be locked in
place via a “clicking” gesture - moving the trap controlling hand away from,
and back towards, the body will “put down” the translating spot. Control of
the locked trap can be regained by hovering a hand above above the station-
ary spot. More complex control can be achieved through building upon this
basic functionality and these simple gestures, such as multiple hand track-
ing and multi-spot manipulation. These functions are demonstrated in the
HoloHands video, available online at https://youtu.be/I2iU90EiEis. Each
detected hand gesture is translated into a kinoform, a phase-only hologram,
by the HoloHands control program.

A simple gratings and lenses [186] algorithm was chosen as the basis for
hologram generation. However, when implemented across a 1080×1080 pixel
hologram, the program would lag and hang during execution. An increase
in program speed and response was achieved by employing a tiling strategy,
making use of four tiles. Here, rather than generating a single 1080 × 1080

pixel hologram, a 540×540 pixel hologram was calculated and repeated four
times, i.e. the larger hologram consists of four tiles of the smaller holo-
gram [219], as illustrated by figure 4.2(b). Further optimisation of hologram
calculation and display should increase program efficiency and speed, thus
achieving a smoother response.

4.3 Results and discussion

Although the Kinect provides for a more intuitive control of a HOT system,
the interface is not the most practical for day-to-day work. For example,
after even a short period of time, use of the arms to position the optical trap
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Figure 4.2: Example of the HoloHands program. (a) The user is able to
view themselves on the video display from Kinect camera. The red spot on
the video display corresponds to the position of the trapping spot, which,
depending on program configuration, can be controlled by hand tracking or
automation of the SLM. (b) Red spot location is translated into a grating
kinoform, which would be displayed on the SLM to move the trapping spot
and, ultimately, a trapped particle. Note the four tiles used to create the
tiled hologram.
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becomes tiring. Sufficiently eliminating stray motions, which can be detected
by the Kinect, can prove to be troublesome. Additionally, although tiling
of the kinoform increased program response, there remained a noticeable lag
when initiating certain functions, such as creation of a trapping spot. While it
is true that these concerns could be improved upon through better hardware
or software implementation, it does pose limitations for quantitative work.

The basic functionality of the Kinect control system is shown in figures
4.3 - 4.5. The user is able to view themselves in the top right hand corner of
the computer monitor, with light grey spots highlighting hand tracking and
red spots representing trapping spots. Having initiated a “wave” gesture to
create a trapping spot, a single 4.32 μm silica bead has been trapped by the
user’s left hand in figure 4.3. A light grey spot on the user’s right hand shows
that it is also being tracked but the lack of a red spot shows that a second
trapping spot has not been generated, hence the untrapped second bead. As
shown in figure 4.4, a second trapping spot can be created and used to trap
the other bead by initiating a second “wave” gesture, with the right hand
this time. Note that a “clicking” gesture has been performed to lock the first
particle in position, indicated by the stationary red spot, hence a stationary
trap, and the reappearance of a light grey spot over the tracked left hand.
Multi-spot movement can be achieved, as demonstrated by figure 4.5, where
two particles orbit one another. An example of the aforementioned latency
in the program is also highlighted in figure 4.5, with the hand tracker lagging
behind the hand movements.

Further improvements to program speed were achieved over time via the
introduction of threading into the program and executing different threads for
different sections of the program, such as the generation of the final hologram.
It was found that using the GetPixel and SetPixel methods (which first
retrieve and then set the red, green and blue values for an individual pixel
in the kinoform before moving to the next pixel, and so on until every pixel
has been addressed individually) to manipulate the bitmaps used to hold
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Figure 4.3: Screenshot of Kinect controlled HOT, via the HoloHands pro-
gram. The user is able to monitor themselves on the right hand side of the
screen while simultaneously viewing the microscope view in the left hand
side of the screen. Here, a tracked hand is shown to move a single spot, with
the trapped 4.32 μm particle in focus while the untrapped 4.32 μm particle
remains out of focus.

Figure 4.4: Screenshot of Kinect controlled HOT, via the HoloHands pro-
gram. Two trapped 4.32 μm particles. The left “hand” particle is locked in
place while the user controls the right “hand” particle via the Kinect.
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Figure 4.5: Screenshot of Kinect controlled HOT, via the HoloHands pro-
gram. Kinect control of two trapped 4.32 μm particles. The lag in movement
of the trapping spot, compared to the movement of the users hand, is high-
lighted by the spot near the user’s left hand.

and combine kinoforms proved to be a bottleneck in the program. Changing
to a LockBits method (which locks a bitmap into memory and allows for
large scale changes) to manipulate byte arrays provided a six-times speed
increase in kinoform calculation. Yet more significant speed gains could be
achieved through further optimisation of the calculation algorithm or moving
to a solution based on GPU programming.

4.3.1 Efficiency measurements

In an effort to examine the ability of the Kinect control system to work as a
more robust research grade instrument, a simple measure of the transverse Q
value [86] of the trapping spot was made. Trapping efficiency of the system
was determined by employing the Stokes’ drag technique and equations 2.3
and 2.12. In order to determine the effect of user interaction, two implement-
ations were compared. Initially, the HoloHands program was used to generate
a trapping spot that was automatically scanned across the experimental field
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of view. The automated spot was then replaced by one that was controlled
via hand gestures. For both cases, 4.32 μm silica beads were trapped with 55

mW of laser power (measured in the trapping spot) and the speed at which
the particle fell out of the trap was measured. The speed of the particle
was measured by moving the particle from the top to the bottom of the
experimental field of view (either automatically or by hand control), with
a routine added to the HoloHands program to measure the time taken for
the particle to move between two points. Under these conditions, automatic
movement yielded a Q value of 0.0079 ± 0.0002, while a measured Q value
of 0.0045 ± 0.0002 was obtained for hand control movement. It was experi-
mentally verified that the trapping spot’s intensity did not differ significantly
across the experimental field of view and the minimum trapping power for
the system was found to be 1 mW. The reduction in Q value between the
two cases was unexpected as the same trapping spot was moved in the same
direction for each instance of control. The difficulty in keeping hand gestures
smooth and at a constant velocity for the full experimental run was often
difficult to achieve and could, therefore, account for the drop in Q value.

To gain a better understanding of, and quantify, the smoothness of the
hand movements, ImageJ software [220] was used to perform particle tracking
on a number of videos, with the resulting displacement versus time graphs
for three different hand movement videos shown in figure 4.6(a) - (c). For
each video, the trapped particle, the red dot produced by the HoloHands
program, and the user’s hand were tracked. A close correlation between all
three components is shown in figure 4.6(b) - in this case, the hand movement
was sufficiently smooth to produce an approximately straight line, with both
the red spot and particle following closely. However, this is not the case in
figure 4.6(a): although the hand movement is relatively smooth, the red dot
occasionally lags behind the hand movement and has to “catch up” with the
tracked hand via large jumps. Approximately 0.5 s later, the large jumps
of the red dot are translated to jumps in particle position, highlighting the
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previously mentioned lag-time in the system. This is more evident in figure
4.6(c), where the hand movement is the least smooth of the three cases. It
is unmistakable in this experimental run that the Kinect tracking, i.e. the
red dot, can often experience a large lag-time and then, in a fraction of a
second, jump position to catch up with the tracked hand. When translated
to a kinoform, this results in the particle experiencing jumps of up to 6 μm
in as little as 0.034 s. This could have contributed to the unexpected drop in
transverse Q value, as the average speed for each experimental run was used
in the calculation, neglecting any instantaneous jump that the particle may
have experienced during the measurement.

These lags and jumps can serve as good indicators of where delays between
user movement and trap response can occur. For the experimental run
shown in figure 4.6(b), average dwell times of (0.182± 0.012) s for hand
movement, (0.209± 0.019) s for red dot movement and (0.166± 0.016) s
for particle movement can be measured. Owing to the small, and compar-
able, delays, the jumps in movement produced by the program are suffi-
ciently small to give an approximately smooth tracking event. An average
jump in hand displacement of (5.7± 0.5) pixels gives a corresponding average
red dot jump of (6.2± 1.6) pixels, resulting in sub-micron average particle
jumps of (0.75± 0.19) μm. As illustrated by figure 4.6(d), the automatic-
ally moved spot produces a much smoother trace. Here, the average dwell
times for the red dot and particle movement are, respectively, (0.100± 0.012)

s and (0.060± 0.007) s, which translate to much smaller average jumps
of (3.1± 0.4) pixels for the red dot and (0.36± 0.04) μm for the trapped
particle. These smaller jumps in particle position show that the automatic
movement is much smoother than the hand control movement, thus attrib-
uting to the higher Q value for the automatic movement.

Average particle jumps of (1.5± 0.3) μm can be measured for the move-
ment shown in figure 4.6(a), due to the large jumps in hand and red dot
movement of, respectively, (10.6± 1.3) pixels and (15± 3) pixels. These
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Figure 4.6: (a) - (c) Displacement vs. time graphs for three separate track-
ing events with hand control movement. In each graph the trapped particle,
the red Kinect tracking dot and the user’s hand were tracked. (d) Displace-
ment vs. time graph generated by tracking an automatically moved trapped
particle and red dot.
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large jumps could be attributed to the large variation in dwell times for the
three tracked components. Although the average hand displacement dwell
time of (0.16± 0.02) s is lower than that for figure 4.6(b), there is a notice-
ably longer average delay in red spot displacement of (0.24± 0.04) s. The
difference in dwell time for the faster hand movement shown in figure 4.6(a)
further highlights the computational lag that can be experienced by the pro-
gram, possibly contributing to the reduction in Q value.

However, it should be noted that figures 4.6(a) and (c), which show the
largest lag-times and jumps in position, correspond to a particle with a velo-
city of approximately twice that of the particle represented in figure 4.6(b).
This provides further indication of the difficulty in performing quantitative
measurements with the HoloHands program. Nevertheless, qualitative meas-
urements and trial experiments can easily be performed, while non-expert
users would certainly be able to use the intuitive HoloHands interface to
control a HOT system.

4.4 Conclusion and future work

The Microsoft Kinect based interface allows for intuitive control of a set of
holographic optical tweezers. The versatile system clearly shows the straight-
forward techniques required for a basic research grade optical trapping system
but, without some extra sensitivity or smoothing function to buffer the track-
ing and particle motion, it lacks the ability to perform quantitative meas-
urements. This is reflected by the system’s low Q values of 0.0079 ± 0.0002

for automatic movement and 0.0045± 0.0002 for hand movement. The sur-
prising drop in Q value was explained through tracking the movement of
the user’s hand, the HoloHands generated tracking spot and the trapped
particle. It was shown that the trapped particle can lag up to 0.5 s behind
the movement of the HoloHands’ tracking spot, which in turn can lag behind
the user’s hand. This resulted in particle jumps of, at times, over 1.5 μm,
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thus reducing the system’s measured trapping efficiency. While this means
that it is challenging for use in precision work, it is not inconceivable that
such a system could find use in school or science centre demonstrations.

Although the work presented here makes use of an SLM, the HoloHands
program could easily be configured to interface with an AOD or any other
computer-based tweezers control systems. As image size did not scale with
the size of the person tracked, sensitivity proved to be an issue in the ex-
periments. As such, a person with a larger arm span could move particles
further and with greater precision. A form of calibration based on the skel-
eton detection algorithm could be used to resolve this issue.

The skeleton detection routine would, on occasion, cause the HoloHands
program to find and attempt to track inanimate objects present in the scene.
Subsequently, a set of co-ordinates could be generated for non-existent hand
positions. Future iterations of the HoloHands program would incorporate a
secondary “control mechanism”, which would require formal activation for a
second person entering the scene.

Improvements to gesture detection would prevent similar gestures being
confused, thus allowing for the straightforward incorporation of a greater
number of gestures. Therefore, gestures that would create more complex
beam shapes, such as Laguerre-Gaussian or Bessel beams, could be added to
the program. Employing more sophisticated, non-iterative methods of holo-
gram generation, such as random mask encoding of Fourier components [221],
could prove beneficial in the efficient calculation of these more complex kino-
forms, rather than the simple gratings and lenses algorithm [186] currently
used.

High precision work could, in time, be carried out with newer technology
coming to the market. The Leap Motion, which alleged, at the time of its
release, to be 200 times more accurate than other motion detecting devices
and able to track movements as small as 10 μm [222], has since been shown
to overcome some of the issues with the HoloHands program [223]. Addi-
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tionally, Microsoft have since released an improved “Kinect for Xbox One”,
which features, among other improvements, a full HD time of flight camera,
compared with the VGA resolution of the Kinect used with the HoloHands
program, and increased data processing. Thus, the newer “Kinect for Xbox
One” has three times the fidelity and greater accuracy, which would aid with
quantitative measurements in optical trapping.

The Kinect itself, however, when coupled with the SDK, offers a cheap
computer control for a variety of experimental systems. The type of exper-
iment outlined in this chapter would make an ideal undergraduate project,
where the aim would be to develop interdisciplinary skills or partake in in-
terdisciplinary team-working with students from across traditional academic
subject areas.
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Chapter 5

Examining the Effect of Kindlin-3
Binding Site Mutation on LFA-1 -
ICAM-1 Bonds

5.1 Introduction to biological manipulation

Moving on from a discussion of a possible user interface for non-expert users
in an interdisciplinary environment, this chapter highlights typical measure-
ments that may be encountered in such environments and illustrates how
they can be performed when optical tweezers are exploited as a quantitative
tool. Optical traps were originally designed, and reportedly first used, as
an atom trap [62, 224]. However, spurred on by a difficult day in the lab,
improperly stored containers of the Tobacco mosaic virus (TMV) and a ham
sandwich of questionable integrity [62], Ashkin and Dziedzic showed that it
was possible to optically trap viruses and bacteria [225]. Although not re-
ported until a year after the seminal paper on atom trapping [224], this work
represented the first report of optical manipulation of living cells [225, 226].
Two years later, Ashkin and Dziedzic showed that optical tweezers could be
used to apply forces inside living cells and exploit this ability to develop a tool
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to study the mechanical properties of a cell’s cytoplasm [227]. When these
three papers [225–227] are considered together, they mark the beginning of
a new field of optical trapping in biology.

From this early work, optical tweezers have become, arguably, one of the
most powerful tools in the biophysical sciences. Combining optical tweezers
with optical scissors (a technique employing laser-based ablation through
pulsed lasers) allowed Berns et al. to manipulate chromosomes during cell
division [228]. A single kinesin molecule was directly observed by Svoboda et
al. as moving along microtubules by taking 8 nm steps [68] through the use
of optical tweezers. Since then, the spatial resolution of optical tweezers has
improved to a point where it is now possible to resolve the 3.4 Å steps taken
by single molecules of RNA polymerase as they move along DNA, from one
base pair to the next, transcribing the genetic code [229].

Surprising discoveries that call into question established biological the-
ory have been possible through the adoption of optical tweezers by the life
sciences. By using a Köhler illumination arrangement, section 2.2.1, to il-
luminate the sample with a heating laser, and combining this with optical
tweezers and a flow chamber, de Lorenzo et al. showed that, contrary to
entropic models, the persistence length of single-stranded DNA (ssDNA) ap-
pears to increase with temperature [230].

The trend in microscopy based research is, often, to move to smaller
and smaller length scales - clearly illustrated by the growing adoption of
high resolution microscopy techniques, such as stimulated emission deple-
tion (STED) microscopy and stochastic optical reconstruction microscopy
(STORM), for single-molecule based research. However, the importance of
cell-scale work cannot be overstated. While optical tweezers have become
invaluable for single-molecule work, there has been a growing adoption of
their use in single cell research. Although the forces expressed by cells on
this scale can often exceed the maximum forces applicable by an optical trap,
the high temporal and spatial resolution of optical tweezers have afforded sci-
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entists to study the mechanical properties of the cell [96], particle transport
by filopodia [231] and the forces present in cell migration [232,233].

It is well established that chemical and electrical signals can influence
the growth, development and function of a cell. Recently, there has been a
growing interest on another stimulus that can influence cells: physical force.
Notably, force plays a major role in integrin mediated cell adhesion - a process
that is necessary for a healthy immune system. This chapter will focus on
measuring the forces expressed by primary murine effector T cells and their
integrin binding to ligand-coated silica beads. A comparison between the
binding strength of cells found in a healthy and unhealthy immune system
will be given in section 5.5 to highlight the importance of cell mechanotrans-
duction as a therapeutic target [234–236]. Shear flow has previously been
shown to increase activation in effector T cells [237] and adhesion assays
under shear flow have been performed [27]. However, the binding force has
not been quantitively measured. Therefore, a holographic optical tweezers
(HOT) based system is presented in section 5.6, along with a proof of concept
experiment, which shows that it would be possible to obtain this greatly de-
sired information using optical trapping techniques.

5.2 Introduction to integrin-ligand binding

An effective immune system relies on the ability of immune cells, collectively
termed leukocytes, to travel from one location in the body to another [238].
Their ability to penetrate into tissues and to make contact with other cells
depends chiefly on β2 integrins, which are expressed exclusively in leuko-
cytes [239]. β2 integrins mediate many important functions in the immune
system, such as cell-cell and cell-extracellular matrix interactions, cell adhe-
sion and signalling in immune cells [239]. Integrins are heterodimeric trans-
membrane receptors, each composed of non-covalently associated α and β
chains [240], which have, very generally, large extracellular domains, single-
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Figure 5.1: LFA-1 structure and conformations. Integrin function is structur-
ally regulated and three distinct confirmations have been demonstrated [241].
Note the single-pass transmembrane segment for each domain (pink: α chain;
blue: β chain), the large extracellular domain and short intracellular tail. Im-
age adapted from [241].

pass transmembrane segments and short intracellular tails, figure 5.1 [241].
Activation of integrins by chemokines [242] or mechanical force [243] can
cause them to “unfold” - the integrin can undergo a conformational change
that increases their affinity for their ligand, figure 5.1 [241]. Additionally,
two proteins, talin-1 and kindlin-3, are critical to integrin activation and
have distinct roles in the induction of αLβ2 integrin conformational changes,
figure 5.2 [241, 244]. The detailed structure and features of the various do-
mains of β2 integrins have been reviewed in great detail elsewhere [245] and
are beyond the scope of this introduction.

Of the 24 known integrin heterodimers, leukocytes express at least 12 of
them, including four leukocyte specific β2 integrins (αLβ2, αMβ2, αXβ2 and
αDβ2) with integrin function and ligand specificity conveyed by the differing
α chain [238–240]. The αLβ2 integrin, commonly called lymphocyte function-
associated antigen 1 (LFA-1), is the most abundant, and widespread in ex-
pression, of the four members of the β2 family [238,239]. LFA-1 is expressed
on all leukocytes and binds to members of the intercellular adhesion molecule
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Figure 5.2: β2 integrin in its low affinity state (middle) unfolds to its inter-
mediate state through the binding of talin-1 (left). However, it is not until
kindlin-3 also binds to the cytoplasmic domain that the integrin becomes
fully activated and moves to its high affinity state (right). Image adapted
from [241].
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(ICAM) family [239]. This integrin mediates the firm adhesion of leukocytes
to the endothelial cells surrounding blood vessels and is necessary for leuk-
ocyte extravasation at inflammatory sites [246], without which there would
be no “response” from either the innate or adaptive immune system [247].
The adhesion of effector T cells, which play a central role in cell-mediated
immunity, to ICAM-1 is completely dependent on β2 integrins [27].

5.2.1 Leukocyte adhesion deficiency (LAD)

β2 integrins are important in the pathologies of several diseases and genetic
syndromes, such as Leukocyte Adhesion Deficiency (LAD) [239]. Patients
afflicted with LAD suffer from recurrent bacterial infections and, in severe
cases, death will occur in early childhood if appropriate therapy, such as bone
marrow transplantation, is not administrated [248]. LAD can be divided into
three different subtypes, LAD-I-III, depending on the causative mutation
[249], with types I and III the most common.

Patients who suffer from LAD-I have mutations which lead to a deficiency
or absence of β2 integrin expression [239]. As these integrins are essential for
leukocyte function, such as firm adhesion to the endothelium [250] and extra-
vasation at inflammatory sites [246], patients suffer from recurrent bacterial
and fungal infections, delayed wound healing and periodontitis [239]. LAD-
III, a variant of LAD-I, causes patients to present with similar symptoms
to patients with LAD-I but with the added complications of a Glanzmann-
type bleeding disorder and, in some cases, osteopetrosis [239]. Mutations
in kindlin-3 have been found to be the cause of LAD-III, thus preventing
integrins to become fully activated, leading to deficiencies in T cell adhesion
and homing [239, 244, 251]. Kindlin-3 and β2 integrin knock out mice, as
expected, suffer from similar LAD symptoms, leading to recurrent infections
or death, shortly after birth, from severe bleeding [239].
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5.2.2 TTT/AAA β2 integrin knock in mouse model

Interaction of kindlin-3 with the β2 integrin in effector T cells is necessary
for integrin-mediated adhesion to endothelial cells [244]. Through mutating
the TTT motif in the β2 integrin cytoplasmic domain to AAA, Morrison
et al. were able to generate a knock in (KI) mouse that appeared healthy
while having similar neutrophils to those from LAD patients [251]. The term
“knock in” in this instance refers to the fact that part of the gene has been
selectively replaced by a mutated one, so that all of the protein in the cell is
in the mutated form, i.e. the AAA motif has, figuratively, been “knocked in”
to the integrin sequence.

Through this mutation, the integrin-kindlin-3 interaction was completely
abolished, which resulted in impaired firm adhesion to ICAM-1, figure 5.2.
The authors showed that LFA-1 expression, kindlin-3 and β2 integrin protein
levels and β2 integrin mRNA levels were similar in WT and KI cells [251].
Essentially, Morrison et al. were able to create a mouse line which, for
all intents and purposes, have similar biological mutations to patients who
suffer from LAD-I and LAD-III, without displaying the same life threatening
symptoms.

5.3 Cell and bead preparation

5.3.1 Effector T cell generation

To generate effector T cells, a type of white blood cell whose binding to
ICAM-1 is completely dependent on β2 integrins [27], splenocytes were first
extracted from either the wild type (WT) or TTT/AAA-β2-integrin knock-in
(KI) mice. The spleen was collected and mashed through a 70 − 100 μl cell
strainer with the plunger from a 2 ml syringe and washed with 5 ml of RPMI
medium. Cells were centrifuged at 1200 rpm for 5 minutes before being
resuspended once the supernatant was discarded. In order to lyse the red
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blood cells (RBCs) in the sample, 3 ml of Ammonium-Chloride-Potassium
(ACK) lysing buffer was added to the resuspended cells for 2.5− 3 minutes.
The reaction was stopped by adding 7ml of RPMI medium to the cells, which
were then centrifuged again at 1200 rpm for 5 minutes and the supernatant
discarded.

The cells were cultured for 8 days in cell growth medium (RPMI−1640
plus 10% fetal bovine serum (FBS), 1% penicillin streptomycin (pen/strep)
and 1% β-mercaptoethanol) and kept in a humidified atmosphere of 5%

CO2/95% air at 37 ºC. For the first 2 days of the culture, the splenocytes
were activated with 0.5 μg/ml anti-CD3 (clone 2C11, from R&D Systems)
together with 20 ng/ml IL-2 (R&D Systems) and grown in 6 ml of medium.
Cells were washed free of the activating agent after 2 days by adding them
to 44 ml of medium and centrifuging at 1200 rpm for 5 minutes, followed by
discarding the supernatant. Following resuspension, the cells, now T blasts,
were then maintained in 10 ml of cell medium plus 20 ng/ml IL-2 and used
for experimental purposes on days 6−8 of the culture, once the T blasts had
fully differentiated into effector T cells. Throughout the culture, cells were
passaged every ∼ 2 days, as well as the day before use in an experiment, to
∼ 1× 106 cells per ml.

5.3.2 ICAM-1 bead coating

Bonds to the effector T cells were formed by coating 2.56 μm diameter silica
beads with 2 μg/ml ICAM-1. Larger diameter beads were found to be trapped
with insufficient optical force to overcome the binding force between cell and
bead, while smaller diameter beads tended to induce phagocytosis before an
adhesion measurement could be made. Coating of the beads was achieved by
first washing them, twice, in 1 ml phosphate-buffered saline (P.B.S.). This
entails suspending the beads in P.B.S., followed by centrifuging at 13, 000

rpm for 1 minute and collecting the beads.
After washing, the beads were resuspended in 500 μl of P.B.S. with 2
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μg/ml ICAM-1 and incubated, on rotation, at 4 ºC for at least 1 hour.
Beads were then collected, by centrifuging at 13, 000 rpm for 1 minute, and
washed three times in P.B.S., as before, to remove any excess ICAM-1 from
the solution.

During bead coating, a second sample of uncoated silica beads was pre-
pared by following the same procedures, however without the addition of
ICAM-1 before incubation, in order to act as a control sample.

5.4 Experimental system

Initial experiments focussed on measuring the rupture force required to break
an integrin-ligand bond under static conditions. In order to do so, a force
measuring optical tweezers system, as shown in figure 5.3, was constructed.
A 1.5 W (maximum output) 1064 nm diode-pumped solid-state laser (Model
Ventus 1064, Laser Quantum) was expanded to overfill the back aperture of
a Nikon 1.25 NA 100x oil immersion objective to form the optical trap in
the sample plane. The optical trapping beam was imaged, via a Mitutoyo
0.55 NA 100x long working distance objective, onto a quadrant photodiode
(QPD). The 2 mm diameter, indium gallium arsenide (InGaAs) QPD was
used in back focal plane interferometry (BFPI) mode and was connected to
custom built transimpedance amplifiers, which were in turn connected to a
National Instruments SCB-68A connector block. Signals were collected via
a National Instruments PCI-6250 data acquisition (DAQ) card and analysed
using an in-house LabVIEW program.

For adhesion measurements under shear flow conditions, the experimental
system prior to the trapping objective was altered and will be discussed in
section 5.6.
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Figure 5.3: Force measuring optical tweezers system used for static adhesion
assays. OBJ 1, Nikon 1.25 NA 100x oil immersion objective; OBJ 2, Mitutoyo
0.55 NA 100x long working distance objective; DIC, dichroic mirror; QPD,
quadrant photodiode; L#, lens; M#, mirror. Application specific optics,
for the static adhesion measurements, refer to expansion and beam steering
optics. The sample was placed on a Thorlabs MAX302/M NanoMax piezo-
electric stage, which was connected to a Thorlabs MDT630A 3-Axis piezo
controller.
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Figure 5.4: Example power spectrum obtained for an optically trapped 2.56
μm, ICAM-1 coated bead. Plot shows both the averaged data, black, and the
Lorentzian fit, red. The fitted Lorentzian function gives a corner frequency
of ≈ 150 Hz, which corresponds to a trap stiffness of ≈ 22 pN/μm.

Trap stiffness measurement

Before the binding between bead and cell can be measured, the stiffness of
the optical trap must first be determined in order to satisfy equation 2.8.
Therefore, the first 20 s of each adhesion measurement was used to record
the particle position fluctuations, as a function of time, in a stationary trap.
Once a silica bead was trapped, the QPD was sampled, in 4 s windows of
400, 000 samples, at a rate of 100 kHz and the x and y position of the bead
calculated and saved for post-experimental analysis. Power spectra were
calculated from the average signal of five of these windows. Data was fitted
between 1 Hz to 10, 000 Hz and the trap stiffness in x and y (kx and ky,
respectively) determined from the corner frequency, figure 5.4.
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Figure 5.5: (a) Construction of a QPD calibration sample. (b) Illustration
of the sample chamber. Inset shows cross section through dashed line. Note,
images are not to scale.

Detector calibration

Although trap stiffness can be determined from an uncalibrated detector,
the QPD must be calibrated before position measurements can be performed
and, therefore, before a force can be calculated. A calibration slide was
constructed by first cutting a channel in the vinyl spacer used to construct
a trapping sample and then sandwiching this between two microscope cover
slips. A sample of 2.56 μm silica beads suspended in a solution of 1 M sodium
chloride (NaCl) was pipetted between the two cover slips, figure 5.5(a), and
the channel was left in a humid environment overnight to allow the beads to
stick to the slide. The salt water was then drawn out from one side of the
channel with a piece of lens cleaning tissue, while deionised water was slowly
pipetted into the opposite side of the channel.

A single, immobilised, silica bead was scanned back and forth, in a trian-
gular wave fashion, through the centre of the optical trap by the piezoelectric
stage, while the QPD signal was monitored. Before calibration data for one
axis was recorded, the signal from the other axes was minimised by careful
aligning of the bead movement to the axis of interest. Each calibration scan
consisted of three passes of the bead through the trap centre and the average
of five scans (i.e. fifteen passes of the bead through the trap centre) was taken
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Figure 5.6: Example calibration curve obtained during QPD calibration. The
slope of the linear region, shaded red, gives the calibration constant β.

for each axis. Calibration curves, similar to the curve shown in figure 5.6,
were calculated in this manner for three different silica beads. From the slope
of the linear region in the centre of the curve, the calibration constant, β, can
be calculated for both the x and y QPD axis, with an average β calculated
from the average of the calibration constants obtained for the three separate
beads, giving βx = (0.31± 0.03) V/μm and βy = (0.28± 0.05) V/μm (mean
± std. error).

5.5 Cell adhesion under static conditions

Samples for the static adhesion force investigation were prepared by mixing
15 μl of cells with 5 μl of silica beads. The mixture was then placed between
two type 1 microscope coverslips, separated by a 100 μm vinyl spacer, figure
5.5(b). The cells were left to settle for 15 − 30 minutes, allowing them to
stick to the coverslip, before adhesion experiments began. This was to ensure
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that cells did not float away when pushed against the bead, nor jump in to
the optical trap when brought close.

5.5.1 Single-beam adhesion program

The binding between cell and bead was measured using a custom written
LabVIEW program, which performed an adhesion measurement using a five
step process, illustrated in figure 5.7. Before executing the program, a silica
bead must be trapped and positioned approx. 10 μm from a cell. The
program would then perform a trap stiffness measurement, as outlined above
in section 5.4, before moving the piezo-electric stage in order to bring the cell
in to contact with the bead. During this “pushing” stage of the program the
number of samples of the QPD would decrease to 8, 000 samples to allow the
program to monitor the displacement of the bead in pseudo-real time and
stop the piezo- stage once the cell and bead were pushed together with a set
force. At this point, the piezo- stage would be stopped, the cell and bead
would remain in contact for a set adhesion time, and then the cell would be
pulled away by the piezo stage, with an average force loading rate on the cell
of (30± 4) pN/s, and the QPD sample number increased to 800, 000. The
QPD would then continue to be monitored by the adhesion program until
the piezo- stage returns to its starting position. An integrin-ligand bond is
broken when the bead jumps back in to the centre of the trap, producing a
similar QPD voltage trace to that of figure 5.8.

5.5.2 Single bond frequency

The number of bonds formed during an adhesion measurement is related to
the frequency of successful bonding events, with the number of bonds formed,
Nb, following a Poisson distribution [252]. From this statistical distribution,
quantitative bond number assessment is possible [4, 23]. It follows that the
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Figure 5.7: The five steps of a static adhesion measurement: (a) trap stiff-
ness - the Brownian motion of the trapped 2.56 μm bead is monitored; (b)
approach - the cell is moved towards the bead; (c) stick - the cell is pushed
against the side of the bead with a set force for a set time; (d) pull - the
cell is pulled away from the trapped bead, with the applied force recorded
by the QPD; (e) bond break - the bead jumps back in to the trap once the
integrin-ligand bond breaks.

Figure 5.8: Typical force versus time graph obtained for an integrin-ligand
unbinding event. The large peak, enlarged in the inset, represents the max-
imum unbinding force required to disrupt an integrin-ligand bond. The
jagged profile of the peak is due to the piezoelectric stage moving in dis-
crete “steps”.
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probability of forming a given number of bonds is

P (Nb) =
λNb exp (−λ)

Nb!
(5.1)

where λ is the mean bond number, 〈Nb〉. Determination of 〈Nb〉 is achieved
by assuming that any measurement attempt that leads to no adhesive event
is representative of Nb = 0 [253]. Therefore, 〈Nb〉 = − lnP (Nb = 0), where
P (Nb = 0) is the fraction of adhesion attempts that resulted in no bond
formation. Once 〈Nb〉 is known, the fraction of measurements with a given
number of bonds between the cell and bead can be calculated using equation
5.1. A successful binding rate of < 30% was sought to ensure that the major-
ity of measured adhesion events were single bond formations, in accordance
with literature values [30,253–256]

Three outcomes were possible when performing an adhesion measure-
ment: the bead and cell would not stick together; the bead and cell would
remain stuck together; or the bead would jump into the trap, breaking the
bond with the cell. A successful measurement of bond strength was achieved
when both the video and QPD showed a single, clear break between bead
and cell. Successful adhesion events occurred with an average frequency of
∼ 25% for WT cells and ∼ 21% for KI cells. Due to Poisson distribution
statistics [4, 23], this is indicative of a single LFA-1 - ICAM-1 bond probab-
ility for WT cells of 86.3%, while 12.4% will be double bonds and ∼ 1% will
have three or more bonds [22, 253]. The slightly lower average daily success
frequency for KI cells gives bond probabilities of 88.7%, 10.5% and ∼ 1% for,
respectively, single, double and three or more bonds.

5.5.3 WT vs KI bond strength

Coated and uncoated silica beads were trapped with ∼ 200 mW (measured
in the sample plane) and the adhesion program was set to exert a force of
∼ 5 pN on the cell by the bead, for a time of 1 s.
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Figure 5.9: Unbinding force of integrin-ligand pairs for both WT and KI
cells, as measured by an optically trapped 2.56 μm bead, coated with 2
μg/ml ICAM-1, left in contact with the cell for 1 s. WT adhesion strength
was measured as (17.9± 0.6) pN, with KI adhesion strength significantly
lower at (10.1± 0.9) pN. (mean ± std. error, p� 0.01)

An integrin-ligand unbinding force of (17.9± 0.6) pN was measured for
WT cells, based on the average force calculated from a total of 91 successful
adhesion measurements, figure 5.9. As expected, the unbinding force of the
KI was significantly lower (p � 0.01, calculated using a two-tailed two-
sample T test), with an unbinding force of (10.1± 0.9) pN calculated from
the average of 49 successful adhesion measurements, figure 5.9. In both cases,
unbinding force is given as mean ± standard error. No bonds were measured
as forming between the uncoated silica beads, which were used as a control.

The cell and bead remaining stuck together could be due to any number
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of reasons, such as the bead sticking to filopodia or inducing phagocytosis.
The maximum force exerted by the tweezers, however, was higher than the
highest force recorded for a successful bond breaking measurement. Thus,
it can be hypothesised that when the bead and cell remain stuck together it
is due to a different effect, operating in a higher force regime than integrin-
ligand binding. Therefore, this data can be discarded when investigating
integrin-ligand bond strength.

The data presented in figure 5.9 show that both WT and KI murine ef-
fector T cells express LFA-1 and that this integrin can form spontaneous
adhesive contacts to ICAM-1, its corresponding ligand. The significant re-
duction of kindlin3 binding to the integrin achieved through mutation of the
TTT motif in the β2 integrin cytoplasmic domain to AAA is mirrored in the
reduction of binding strength of the integrin to the ligand. Bond strength for
the KI cells is significantly lower than that of the WT cells, thus highlighting
the necessity of kindlin3-β2 interaction for the firm adhesion of effector T
cells. Previous work by Morrison et al. showed that there was not a signi-
ficant decrease in integrin expression of KI effector T cells when compared
to WT effector T cells [251]. Therefore, the significantly decreased adhesion
exhibited by the KI cells is not due to reduced integrin surface expression.

Furthermore, Morrison et al. showed that, under shear flow, primary
murine effector T cells that had TTT/AAA-mutated integrins were able to
mediate normal cell rolling on ICAM-1, which is a process that requires
integrin-ligand interaction but not firm adhesion [251]. The authors postu-
lated that, although kindlin3 binding to the β2 integrin has been abolished,
initial integrin-ligand bonds can still form. This hypothesis appears to be
confirmed by the data in figure 5.9: although there has been a significant
reduction in integrin-ligand binding strength for KI cells, when compared to
WT cells, there is still a noticeable, and measurable, integrin-ligand interac-
tion. This would, therefore, account for for the cell rolling under shear flow
which Morrison et al. observed [251].
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5.6 Cell adhesion under shear flow

Shear flow was introduced into the system by switching the sample slide from
two coverslips to an Ibidi I0.4 μ-slide, with the QPD recalibrated for this new
slide using the procedure outlined in section 5.4. After pipetting 200 μl of
cells into the channel, and topping up the entrance well with silica beads, the
slide was connected, via silicone tubing, to a 5 ml syringe (BD Plastipak). A
neMESYS microfluidic pump was used to flow cell culture medium at 0.04

ml per minute, which corresponds to a shear stress of 0.05 dynes per cm2 in
the channel (N.B., the convention for adhesion based flow assays in the field
of immunology is to measure shear stress in the centimetre-gram-second unit
of dynes per cm2, where 1 dyne = 10−5 N).

5.6.1 CASBAH: Co-Aligned Single-Beam And Holographic

optical trapping systems

To allow for cell adhesion under shear flow to be measured, the experimental
system was modified to a dual trap arrangement, utilising co-aligned single-
beam and HOT systems (CASBAH), figure 5.10. If shear flow had been
introduced to the system outlined in section 5.4, there would be a very high
possibility of cells being washed from the surface of the slide. Moving to a
holographic based system allowed for both the cell and bead to be trapped
under shear flow, thus negating this risk during a measurement. The beam
from the 1.5 W (maximum output) 1064 nm diode-pumped solid-state laser
(Model Ventus 1064, Laser Quantum) was initially split by the half-wave
plate and polarising beam splitting cube (PBS), with the transmitted arm
following standard expansion and beam steering optics to form the single-
beam optical trap, as described in section 5.4. The reflected arm was used to
form the HOT by expanding the beam to slightly overfill a Holoeye PLUTO
SLM, designed for use with 1064 nm light. Before entering the final beam
steering lens relay system before the trapping objective, both the single-beam
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and HOT beams are brought together with half-wave plates and a PBS. This
allows both beams to be aligned along a common axis, through the relay
system and into the trapping objective, while still remaining separate due to
their orthogonal polarisations.

While it has been shown that HOTs can be used to exert and measure
forces on biomaterials [257], a liquid crystal SLM does introduce positional
and intensity instabilities [258,259]. Methods have been reported that allow
for the calibration of HOTs in order to overcome these instabilities [260], with
trap oscillation amplitudes of less than 1 nm (in the sample plane) achievable
with analogue-addressed SLMs with a modulation frequency of 480 Hz [259],
a result which is comparable to that of non-holographic tweezers. However,
by exploiting the orthogonal polarisation of the beams, the HOT beam could
be extinguished to allow the QPD to monitor only the single-beam trap.
A third half-wave plate and PBS combination was used after the Mitutoyo
0.55 NA 100x long working distance objective to again split the single-beam
and HOT beams. Therefore, the force experienced by the stationary trap
can be measured, while positional instabilities in the holographic trap will
not lead to noise in the power spectrum. Additionally, by utilising such an
arrangement, movement of the HOT trap will not lead to a changing QPD
signal.

5.6.2 CASBAH adhesion program

Just as with the experimental system, when moving to adhesion measure-
ments under shear flow the adhesion program had to be modified from the
form described in section 5.5.1. Although the general functionality of the pro-
gram and the five step approach to taking a measurement were not changed,
the method in which the cell and bead were brought together was adap-
ted for the CASBAH system. Before executing an adhesion measurement,
a coated silica bead would be trapped in the single-beam trap and a cell
would be trapped in the HOT trap, positioned approx. 10 μm from each
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Figure 5.10: Force measuring CASBAH system used for measuring cell adhe-
sion under flow. The reflected beam from the half-wave plate (1/2 WP) and
polarising beam splitting cube (PBS) arrangement forms the HOT system
using a Holoeye PLUTO phase only SLM, while the transmitted beam forms
the single-beam trap. Both systems are combined by half-wave plates and a
PBS before entering the core of the tweezers, on the right of the image. A
third half-wave plate and PBS combination splits the beam before the QPD,
dumping the HOT beam and transmitting the static, single-beam trap.
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other. As before, upon starting a measurement, the trap stiffness would first
be determined, before the cell and bead are brought together for a set time,
with a set force, and then pulled apart. However, for the CASBAH system,
the holographic trap containing the cell is brought to the single-beam trap
containing the silica bead. A simple gratings and lenses [186] algorithm was
used to calculate the kinoforms and update the SLM in real-time. The cell is
moved across the flow, rather than with it, to avoid any downstream effects
from the cell affecting the particle. Sample rates and times remain unchanged
from before, see section 5.5.1 for details.

5.6.3 Binding under shear flow - proof of concept

The single-beam spot was used to optically trap 2 μg/ml ICAM-1 coated 2.56

μm silica beads with 16.1 mW, while WT effector T cells were trapped with
42.0 mW in the HOT spot, both powers were measured in the sample plane.
After starting the shear flow, the cell and bead were pushed together with a
force of ∼ 5 pN for a time of 1 s, before the HOT spot was moved away. As
with adhesion measurements under static conditions, three outcomes were
possible: cell and bead don’t stick, cell and bead remain stuck, cell and bead
separate after a binding event. However, the CASBAH system was unable
to rupture an integrin-ligand binding event under shear flow conditions. As
shown in figure 5.11, if a bond was formed between the cell and coated bead
then, upon pulling the cell away, the cell and bead would remain adhered to
each other. Therefore, either the cell would jump out of the HOT trap and
remain attached to the bead, figure 5.11 (a) - (e), or the bead would jump
from the single-beam trap and remain stuck to the cell.

Integrins are generally kept in the inactive state and undergo in situ
activation from both biochemical and mechanical signals from flow-derived
shear forces [237, 243]. Alon and Feigelson have proposed that the actin
cytoskeleton may act as a solid support inside the cell for integrins to link to,
thus aiding in ICAM-1-induced activation of integrins by shear flow forces
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Figure 5.11: CASBAH five step adhesion measurement of integrin-ligand
binding under shear flow conditions, flow donated by direction of arrows.
(a) - (e) shows binding event under shear flow conditions: (a) trap stiffness;
(b) approach; (c) contact; (d) pull; (e) the LFA-1-ICAM-1 bond does not
break, the effector T cell jumps out of the HOT trap, remains stuck to the
coated bead and is washed behind the bead due to the flow. Not shown:
bead jumping out of single-beam trap and remaining stuck to cell.

[242]. Building on this work, Lek et al. proposed that further activation of
the integrin by shear flow forces, after initial ICAM-1 contacts have formed,
is possible due to the mechanical linkage of the integrin to the cytoskeleton,
therefore allowing for a strong adhesion between integrin and ligand [27].
Additionally, effector T cells that have bound to ICAM-1 under shear flow
will reorganise their actin cytoskeleton and spread out on the ligand, a shape
change that likely aids their resistance to shear flow forces [27]. Therefore, it
is conceivable that LFA-1 binding to ICAM-1 has been sufficiently increased
through the application of shear flow that the CASBAH system is unable to
rupture the bond.

In order to test this hypothesis, the strength of LFA-1 adhesion to ICAM-
1 was probed under static conditions using the CASBAH system. Cell-bead
samples were prepared in a similar manner to the static adhesion experi-
ments, section 5.5, and the CASBAH system recalibrated to account for the
new sample slide. Trapping and force parameters remained unchanged (i.e.
bead trapped with 16.1 mW, WT effector T cells trapped with 42.0 mW), as
did the adhesion measuring procedure. Unfortunately, the CASBAH system
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Figure 5.12: Integrin-ligand binding measurement under static conditions
using the CASBAH system. (a) - (e) shows binding event with no shear flow:
(a) trap stiffness; (b) approach; (c) contact; (d) pull; (e) cell and bead remain
bonded together. However, this time the bead jumps from the single-beam
trap to remain stuck to the effector T cell trapped in the HOT trap. Not
shown: cell jumping from the HOT trap to remain stuck to the bead.

was unable to rupture bonds between cell and bead under static conditions.
As with adhesion under shear flow, either the cell or bead would jump out
of their respective traps and remain stuck to each other, figure 5.12.

Optical tweezers that incorporate SLMs are infamous in the field of optical
trapping as being very optically inefficient. While there has been a large
amount of work performed in an effort to combat this [155, 191, 261–263],
the CASBAH system does not capitalise on these solutions. Due to the
inability of the CASBAH system to rupture even a single integrin-ligand
bond under static conditions, when bond strength should be lower than that
of binding under shear flow, it is clear that the system has been significantly
weakened by moving to a holographic-based solution and utilising an SLM
with a reflectivity of 62% and diffraction efficiency of 80%, as stated by
the manufacturer. This is further highlighted by the alarming reduction in
optical power in the trapping plane of the CASBAH system in comparison to
the single-beam system in section 5.4. For example, the maximum measured
trap stiffness for the 2.56 μm silica bead when using the CASBAH system
was ∼ 5.6 pN/μm. Additionally, at times, forces as low as ∼ 1 pN were all
that was required to pull the cell from the holographic trap, which can be
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attributed to the reduction in optical power in the trapping plane and large
size of the cell, leading to lower achievable trap stiffnesses for the cell than
for a trapped bead. However, figures 5.11 and 5.12 clearly show that it is
possible to form bonds between cell and bead under shear flow and, through
improvements in efficiency, the strength of these bonds could be determined,
under shear flow, by using the CASBAH system.

5.6.4 The future of CASBAH

Although the CASBAH system was unable to measure the binding force
between LFA-1 and ICAM-1, section 5.6.3 clearly shows that such measure-
ments should be possible through simple improvements to the system. These
improvements can be as simple as increasing trap stiffness by using a more
powerful laser source or increasing the NA of the trapping objective. Indeed,
preliminary results using a Nikon CFI Plan Apo Lambda 1.45 NA 100x oil
immersion objective as the trapping objective on the single-beam system in-
dicate that the trap power can be approximately halved and still achieve
cell-bead detachment.

As previously mentioned, section 5.6.3, the optical efficiency of SLMs is
low, leading to a low throughput efficiency of the optical system. By repla-
cing the SLM with galvanometer mirrors [17, 158] or electrooptic deflectors
(EOD) [17, 131], optical throughput of the system can be significantly im-
proved. However EOD’s come at a high cost and offer a limited deflection
angle [17, 131], while galvanometer mirrors may require feedback stabilisa-
tion to account for the wobble and jitter of the trap caused by the mirror’s
mechanical nature [17, 131].

Before purchasing additional components and replacing the SLM in the
CASBAH system, efficiency gains could be obtained by focussing on the
diffraction efficiency of the holograms used to generate the HOT spot. By
moving away from the simple gratings and lenses [186] algorithm to more
sophisticated, non-iterative methods of hologram generation, such as ran-
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dom mask encoding of Fourier components [221] more optical power could be
diffracted into the trapping spots. Additionally, by combining wavefront cor-
rection techniques [191], aberrations in the optical train can be compensated
for, thus trap stiffness can be increased by generating an optimally focussed
trapping spot.

Increasing hologram diffraction efficiency has the added advantage of al-
lowing for more complex trapping geometries to be exploited by the system.
Rather than trapping the cell in a single holographically created trap, it
would be advantageous to trap the effector T cell with three individual spots
arranged in a triangular fashion, figure 5.13. By moving to a three spot geo-
metry, the cell “trap” can be made much stiffer as it becomes equivalent to
trapping the cell “as a whole”, much like a silica bead, rather than forming a
trap within the cell [264]. Cell roll, or re-orientation, can also be minimised
by utilising this three trap geometry, allowing for accurate position track-
ing of the cell to be implemented, if desired in the future [264]. The main
advantage, however, of employing three traps is that cells can be trapped
for much longer, or with higher powers, without significant reduction in cell
viability [265]. For example, in a single-beam trap, a T cell will begin to die
after about 20 minutes, when trapped with 180 mW of 1064 nm trapping
light [265]. However, this time increases to over 30 minutes when the same
power is split between three traps [265], giving not only a more stiffly trapped
cell but also a healthier cell.

The aforementioned suggestions focus on improving the CASBAH system,
either the equipment itself or the holographically generated trapping spot.
Until recently, the main focus for generating higher trapping forces has been
to improve the trapping system or to shape the beam in some fashion [266].
However, over the past five years, there has been a growing interest in looking
at the problem from the other side of the coin - using the trapped object itself
to help generate higher trapping forces [266, 267]. The forces required to
break the integrin-ligand bond could be achieved by replacing the silica bead
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Figure 5.13: (a) Cell trapped with single Gaussian beam - cell rolls and
viability decreases quickly. (b) Cell trapped with three SLM created Gaussian
traps - minimises cell roll and increases trapped cell lifetime [264,265].

with an anti-reflection coated, high-refractive-index titania microsphere [267].
Such beads have been shown to generate nanonewton optical trapping forces
at high trapping powers (1.4 W), while also generating similar, piconewton-
regime, forces as silica beads but at significantly lower trap power [267].
Furthermore, coating the titania microspheres in a thin layer of silica did
not negatively influence the trapping performance [267], therefore coating
the beads in ICAM-1 should be possible and the beads should be biologically
compatible [268, 269]. Thus, it is possible that integrin-ligand bonds could
form between the titania microspheres and effector T cells, with enough
optical force generated from the titania microspheres, at the low trapping
powers currently found in the CASBAH system, to then rupture these bonds.

5.7 Conclusion

Through the use of interferometric particle tracking and power spectrum
analysis, the binding strength between the ICAM-1 ligand and the β2 in-
tegrin LFA-1, naturally expressed on primary murine effector T cells, has
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been quantified. Loss of β2 integrin expression or function is associated with
genetic syndrome Leukocyte Adhesion Deficiency (LAD) [239]. Morrison et
al showed that there was no significant reduction in integrin expression of
effector T cells from TTT/AAA-β2-integrin knock-in (KI) mice [251], how-
ever the mice, while appearing healthy, have neutrophils similar to those from
LAD patients. Effector T cells from healthy, wild type (WT) mice were found
to adhere to 2.56 μm silica beads, coated with 2 μg/ml ICAM-1, with a force
of (17.9± 0.6) pN, under static conditions. This binding strength dropped
to (10.1± 0.9) pN when effector T cells from KI mice were probed, thus
highlighting the importance of cell mechanotransduction as a therapeutic
target [234–236].

Activation in effector T cells has been shown to increase under shear flow
conditions [237,243], with binding strength of effector T cells to ICAM-1 pro-
posed to also increase [27,242]. Although qualitatively shown, the binding in-
crease has not been quantitively measured. In an effort to do so, a Co-Aligned
Single-Beam And Holographic optical tweezer (CASBAH) system was con-
structed, thus allowing for both the cell and bead to be trapped, brought
together and pulled apart under shear flow conditions. Unfortunately, by
moving to a holographic-based approach, the adhesion measurement system
was significantly weakened and was unable to rupture any LFA-1-ICAM-1
bonds. However, it was shown that these bonds can form between optically
trapped cells and beads, under shear flow conditions, in the CASBAH sys-
tem. Therefore, a proof of concept has been provided, which shows that such
measurements would be possible if the forces in the system are increased. By
using a more powerful laser source, or employing anti-reflection coated, high-
refractive-index titania microspheres [267] to generate large trapping forces,
it should be possible to rupture the integrin-ligand bonds formed under shear
flow conditions in the CASBAH system, thus allowing for the acquisition of
this greatly desired information.
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Chapter 6

Low-cost Optical Manipulation
using Polymer Lenses and Bubble
Wrap

6.1 Low-cost solutions for high-tech problems

The world is far more complex than science can currently grasp. Slowly,
but surely, however, complicated problems are being solved by more and
more complex techniques. Light microscopes, which have become ubiquitous
in modern research laboratories, are often combined with optical tweezers
to produce high-end systems that are capable of providing insight into the
physical, chemical and biological processes occurring in aerosols [270], liquids
[271] and single molecules [68]. Quantitative measurements of biomarkers
have helped tackle cancer and disease, while assays have been developed that
probe the safety of food and water. Indeed, the previous chapter showed how
optical tweezers can be used as a quantitative tool capable of making single
molecule force measurements. These sophisticated systems, however, come
with an associated high cost, thus limiting their use in not only pedagogical
settings but also in research labs throughout the world. Notably, populations
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in developing countries, where the need for such tools can often be of greatest
importance, often do not have access to the required resources.

In response to this, there has been a large push within the scientific
community to develop low-cost alternatives through repurposing materials
that are already designed and produced in large quantities, at a low cost.
This “adaptive use” has led to the development of paper based microfluidics
[272–276] and the use of an egg beater as a centrifuge [277]. Wearable body
sensors have been created by fusing graphene, prepared by a kitchen blender
[278], with rubber bands [279]. Furthermore, the high-quality digital camera
found on mobile phones has been exploited to create low-cost, miniature
microscopes and dermascopes [280–284] .

Following in a similar manner of repurposing common materials, a low-
cost and low-tech method of fabricating an optical micromanipulation system
is presented in this chapter. Through the adaptive use of equipment that is
often found, discarded, in the laboratory, the trapping and imaging lens can
be fabricated from polydimethylsiloxane (PDMS) and coupled to a smart-
phone for imaging. During fabrication, the imaging lens is doped with Sudan
II dye, prior to moulding, to produce a long pass filter with negligible auto-
fluorescence [285]. By integrating the imaging lens and long pass filter, a
more compact system can be created while still effectively filtering the 532

nm trapping light, thus preventing saturation of the smartphone camera. Il-
lumination was provided by shining a lamp into polystyrene foam packaging,
perpendicular to the imaging path, producing a diffuse light source that was
sufficient for resolving silica beads [286].

Chapter 5 highlighted the power of optical tweezers as a tool in the life
sciences. Presented here is a low-cost extension of optical tweezers into this
field, achieved through the adaptive use of bubble wrap [287]. It was found
that the flat side of bubble wrap is of sufficient optical quality that the
bubbles can be used as an optical trapping chamber. The sterile, and gas
permeable, bubbles allowed for primary murine effector T cells to be cultured
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in the bubbles for over a week, before being trapped, in the bubbles, by the
PDMS droplet lenses. This further reduces the cost of our optical manipu-
lation system making it beneficial in resource-limited regions. Furthermore,
it allows for direct cell culturing in the trapping chamber: convention would
be to culture in a vessel away from the trapping chamber and then trans-
fer the cells. A bubble wrap based system removes this extra step which
may damage cells, and may facilitate the handling of pathogens in a more
straightforward manner. Additionally, it enables the simple study of cell-cell
interactions during cell growth. However, it should be noted, that bubble
wrap should not be considered as a replacement to lab equipment, merely
an alternative in certain situations. For example, large scale cultures would
prove to be time consuming as the volume of individual bubbles is signific-
antly lower than large cell culture flasks, so many bubbles would have to be
seeded with cells as opposed to one flask.

At all stages of fabrication of the system, methods which make use of
materials that are often found discarded or over looked in the lab, or are easily
obtainable for a low cost, are presented. Neglecting the cost of a laser, which
could be replaced by a laser pointer, or other low cost alternative, the optical
manipulation system can be constructed for approximately £23.23, with a
full cost breakdown of all components required also given. Measurements of
the trapping ability and efficiency of a droplet lens based optical tweezers
system are given.

6.1.1 Repurposing materials

Adaptive use of bubble wrap

Reagents and samples for analysis tend to be stored in solid containers (cell
culture flasks, multi-well plates, etc), which are convenient in well-funded
laboratories but are of little use in resource-limited settings. These containers
can be expensive and therefore unaffordable; difficult to sterilise and dispose
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of; and brittle, thus capable of generating “sharps”. It was demonstrated
by Whitesides et al. that bubble wrap can be repurposed as containers to
store liquid samples, to act as electrochemical cells, and used to perform
bioanalysis and culture bacteria [288]. As bubble wrap is very inexpensive
and readily available throughout the world, it is a very attractive material for
repurposing. It is very flexible, easily disposed of by burning and can be easily
cut to size without generating “sharps”. Furthermore, a sterile environment
is found inside the bubbles, which themselves are formed by a gas permeable
plastic, allowing for the culture and storage of cells and bacteria [287,288].

Elastomeric optics

A low-cost, high quality, alternative to many optical components was in-
troduced through the development of elastomeric optics using polydimethyl-
siloxane (PDMS) [289]. The high refractive index (n = 1.47− 1.55) and high
transparency (> 95%), within the visible wavelength range, of PDMS makes
it an ideal material to fashion lenses from. PDMS is easy to work with in
the lab due to its low moulding temperature (< 100◦C) negating the need
for specialised, high-temperature equipment [289]. An increasing number
of novel applications, such as biologically inspired wide field lenses [290], a
rubber microscope [291] and anti-reflection shielding on LEDs [292]. Addi-
tionally, hanging droplets of PDMS can be used to form lenses and have been
coupled to mobile phones in the fabrication of a low-cost dermascope [284]
and low-cost optical tweezers [286,287].

6.2 Materials and methods

6.2.1 Cell culture in bubble wrap

In order to generate effector T cells, splenocytes from wild type mice were
activated for 2 days with 0.5 μg/mL anti-CD3 (clone 2C11, R&D Systems)
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together with 20 ng/mL IL-2 (R&D Systems). The bubble wrap was quickly
cleaned with a spray of 70% ethanol/30% water before a 1 mL syringe (BD
Plastipak), with attached 26 G 23 needle (Terumo Neolus), was used to
inject cells into bubble wrap with 1 cm diameter bubbles. Clear nail polish
(obtained from local pharmacist) was used to seal the puncture in order to
maintain the sterile environment inside the bubbles. Due to the differing
volume of air in each bubble, cells were injected until the pressure in the
bubble rounded out the shape of the plastic, approx. 200− 300 μl.

After 2 days, cells were removed from the bubble wrap, washed free of
the activating agent and then maintained in 20 ng/mL IL-2 for 6 more days.
Throughout the culture, cells were passaged every 2 days to approx. 1× 106

cells per ml. Cells were injected into a different bubble, and the puncture
sealed with clear nail polish, each time they were split.

In order to verify the sterility of the bubble wrap, sterile growth medium
was injected into bubbles as a control experiment. Both the cell containing
bubble wrap and the control bubble wrap were incubated at 37 ◦C with 5%
CO2 throughout the culture duration.

6.2.2 Making trapping lens and curing with lamp

Small objects can be magnified with liquid droplets [293, 294]. When the
interfacial energies (liquid, air and solid surface) attain equilibrium with
gravity, a hanging droplet is formed [293, 295]. Indeed, it is precisely this
natural curvature that tuneable liquid lenses try to harness, through the
application of electrical [296], thermal [297] or mechanical force [298], for
fast, single lens, focussing. Through the repeated layering and curing of
hanging droplets of PDMS, Lee et al. formed low-cost elastomer lenses that
were able to resolve structures as small as 4 μm [284]. These lenses were
then shown to be suitable as the basis of low cost optical manipulation [286],
making use of such lenses for the microscope objective and the condenser
lens.
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The trapping lens was formed from hanging droplets of PDMS, which
had been prepared using the typical soft lithography PDMS procedure, and
followed similar steps to those outlined by Lee et al. [284], shown in figures
6.1 (a) - (c). That is to say, PDMS monomer and hardener were mixed
at a ratio of 10 : 1 v/v (Sylgard 184 Silicone Elastomer kit, Dow Corning)
and then placed in a vacuum desiccator until all bubbles were removed. A
1 mL syringe was carefully filled with PDMS and pressure applied until a
single drop (< 100 μL) fell onto a microscope coverslip, thickness no. 1. The
coverslip was immediately inverted and suspended, ≈ 20 mm, above a sheet
of tin foil on the lab bench. Any excess PDMS falls from the slide until single
drips are formed.

Heat for the curing step was provided by lowering a 100 W incandescent
light bulb, in an anglepoise lamp, to ≈ 20 mm above the coverslip, with heat
reflected back towards the droplet lens from the tin foil. Temperature was
crudely controlled by raising and lowering the light bulb, with temperatures
in excess of 100 ◦C easily reached. Droplet lenses were left in the “oven” to
cure for up to 15 minutes, with temperatures maintained between 70−80 ◦C.
In order to increase the numerical aperture (NA) of the lens, and decrease the
focal length, up to four droplets were layered one on top of the other, with
each droplet cured in an inverted fashion before the next was applied. Due
to the maximum surface tension that the droplet can hold before falling, the
eventual droplet shape at the apex of the lens resembles that of a parabola,
with a curvature that increases with layer number. The finished lens on
coverslip, figure 6.1(d), cost approximately £0.06, assuming that the purchase
of tin foil and a lightbulb is not required [286].

Droplet lens length (L) was found to vary, with measured values typically
ranging between (7.38± 0.15) mm and (8.48± 0.19) mm. However, it was
found that the back aperture (BA) and diameter of the entrance pupil (D)
remained roughly constant, with average values of, respectively, (6.1± 0.2)

mm and (2.6± 0.3) mm. This led to a slight variation in focal length, with
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(e) (d) (f) 

Figure 6.1: Steps used to fabricate a droplet lens: (a) droplet of PDMS
deposited on microscope coverslip from syringe; (b) 100 W incandescent bulb
used to cure inverted PDMS droplet, suspended above tin foil; (c) additional
droplet of PDMS layered on top of cured droplet. Steps (b) and (c) are
repeated to increase droplet curvature. Four invert and cure steps were
preformed for the lenses presented here. (d) and (e) show, respectively, the
fabricated lenses used for trapping and imaging, with a schematic of how
lenses were measured shown in (f).
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Figure 6.2: Transmission spectrum of PDMS doped with Sudan II dye. Image
reproduced from [300].

used trapping lenses having focal lengths of (0.9± 0.2) mm and (1.0± 0.3)

mm. The effective NA of these lenses was estimated as 0.70 ± 0.17 and
0.68± 0.18 [286].

6.2.3 Making imaging lens and combining with phone

With the unprecedented growth of the mobile phone market, high-quality
digital cameras are readily and widely available and much recent work in the
lab on a chip field makes use of smartphone sensing capabilities [299]. Thus,
a mobile phone camera was chosen to image the trapped beads. Integra-
tion of the imaging lens with a long pass filter allowed for a more compact
system, while still effectively blocking the 532 nm trapping light, preventing
saturation of the camera [286]. The transmission curve of PDMS doped with
Sudan II dye is shown in figure 6.2 [285,300].

This was achieved by doping the PDMS mixture with 1400 μg/mL−1

Sudan II dye prior to moulding. 14 mg of Sudan II dye (Sigma-Aldrich)
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was first dissolved in ≈ 1 mL of toluene and then added to premixed PDMS
monomer and hardener, ratio of 10 : 1 v/v, to give a dye-loading of 1400
μg/mL−1 [285]. Manual mixing was continued until a uniform PDMS colour
was observed. The coloured PDMS was then used to fabricate a hanging
droplet lens, figure 6.1(e), using the steps outlined in section 6.2.2 , at an
increased cost of £0.08 per lens [286].

6.2.4 Illumination and optical tweezers setup assembly

The low-cost experimental system used, shown in figure 6.3, made use of a
1.5 W (maximum output) 532 nm solid-state laser (Model: Ventus, Laser
Quantum) as the trapping source. In order to keep the system as simple as
possible, no expansion optics were used before the droplet lens. A 50 : 50

beam splitter (ESB1, Thorlabs, £23.08) reflected the trapping beam up to the
clear PDMS droplet lens, while transmitting the white light illumination. As
it was necessary to place the mobile phone in direct contact with the imaging
lens, transmission microscopy, where the sample is imaged from above and
illuminated below, was used [286].

Illumination of the sample was achieved by shining a lamp into poly-
styrene foam packaging, perpendicular to the imaging path, figure 6.3, thus
producing a diffuse light source, which was sufficient to illuminate the sample
without saturating the camera. The images presented in section 6.3 were
taken with a Thorlabs OSL1-EC fibre illuminator as it was convenient. How-
ever, illumination can be provided from any sufficiently bright lamp, with
torches, bike lamps and camera flash from a mobile phone all successfully
tested. Stray laser light was found to be reflecting from the foam packaging
and illuminating the sample with scattered laser light, thus reducing image
contrast. To counteract this, a single droplet of coloured PDMS on a mi-
croscope coverslip was cured in a non-inverted geometry, to make a PDMS
filter. The droplet filter was placed in the illumination pathway, preventing
the scatter from degrading the image quality.
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Figure 6.3: Experimental system used for low-cost optical tweezers based on
hanging droplets of PDMS.
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It should be noted that the use of a high quality laser as used here suggests
that this is not a particularly low cost system. However, as reported in
section 6.3.3, trapping with ≈ 34 mW [286] is possible, with more recent
developments pushing this minimum to as low as 20 mW. This puts the
system well within the range of a high power laser pointer or equivalent low
cost laser diode.

6.3 Results and discussion

6.3.1 Trapping in bubble wrap

Initial experiments for trapping in bubble wrap were performed on a standard
set of optical tweezers, in order to test the optical quality of the flat side of the
bubble wrap. A 1.5 W (maximum output) 1064 nm solid-state laser (Model:
Ventus, Laser Quantum), after going through the standard expansion and
relay optics, was focussed by a Nikon 1.25 NA 100x oil immersion microscope
objective, in a standard inverted microscope fashion, to form the optical trap.

Various sizes of silica beads (1.01 μm− 5.2 μm) were trapped inside the
bubble wrap, figure 6.4(a), which was placed in direct contact with the ob-
jective, with no noticeable loss in trapping performance. However, due to
the surface tension of the immersion oil, the flexible bubble wrap would be
pulled down and sag across the sample holder. This could be avoided by
either placing the bubble wrap on a coverslip or pulling the bubble wrap
taut and fixing it to the sample holder with tape, before it came in contact
with the oil [287].

6.3.2 Trapping cells in bubble wrap

No bacterial growth was observed in the control bubbles of sterile growth
medium after 8 days of culturing in bubble wrap, thus confirming the results
of Whitesides et al. that the interior of the bubbles is sterile [288]. Bubbles
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Figure 6.4: (a) Optically trapped (in focus) and untrapped (out of focus)
5.2 μm silica beads in bubble wrap. (b) Optically trapped cell (in focus) in
bubble wrap, sitting among untrapped, and therefore out of focus, cells. In
both (a) and (b) the object is trapped with a Nikon 1.25 NA oil immersion
microscope objective on a standard set of optical tweezers (outlined in section
6.3.1).

that contained effector T cells showed growth and division of cells, proving
that it was not a lack of oxygen diffusion that prevented bacterial growth in
the bubbles.

Using the system outlined in section 6.3.1, and ensuring that the same
precautions were followed, i.e. pulling the bubble wrap taut or placing on a
microscope coverslip, optical trapping of cells in bubble wrap was possible.
Thus, bubble wrap can be used to not only store and culture cells, due to
the sterility and gas permeability of bubble wrap, but can also find use as
optical trapping chambers [287]. Figure 6.4(b) shows an in focus, optically
trapped cell among untrapped, and therefore out of focus, cells in bubble
wrap. Straightforward integration with optical tweezers systems, for analysis
of bacterial or cellular growth, is therefore possible.
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Figure 6.5: (a) Experimental Airy disk produced by a PDMS droplet lens,
imaged with a Mitutoyo 0.55 NA 100x long working distance objective. (b)
Line profile through the centre of the Airy disk.

6.3.3 Trapping with drip lens

To ensure a focal spot of sufficient quality to trap was produced by the
droplet lens, a Mitutoyo 0.55 NA 100x long working distance objective was
used to image the focal spot on to a CCD camera. The experimental Airy
disk obtained from a trapping lens is shown in figure 6.5, and corresponds
to an Airy disk that is approximately 6 times the width of the theoretically
obtainable diffraction limit calculated by equation 2.7. The focal length of
the lens was measured as (0.9± 0.2) mm, giving an estimated effective NA
of 0.70± 0.17.

The trapping sample consisted of a suspension of 3.93 μm diameter silica
beads in deionised water, between two microscope coverslips separated by a
vinyl spacer. Particle size was chosen as previous studies [284] have shown
the smallest resolvable structure with the droplet lens to be 4 μm. Shown
in figure 6.6 is a 3.93 μm silica bead, which has been trapped with a clear
PDMS droplet lens and imaged with the Mitutoyo objective mentioned above.
Particle height was observed to change with trap power, indicating two di-
mensional trapping, i.e. optical levitation. The minimum power to trap was
found to be (34.0± 0.4) mW in the trapping spot, however, recent work has
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Figure 6.6: Using a clear PDMS droplet lens, an optically trapped 3.93 μm
silica bead (in focus) sits among untrapped, therefore out of focus, beads.
Imaged with a Mitutoyo 0.55 NA 100x long working distance objective.

shown that this power can be further reduced to a minimum of 20 mW.
To examine the ability of the droplet based tweezers to function as a

more robust research grade instrument, a simple measure of the transverse
Q value [86] of the trapping spot was made. Through the use of the Stokes’
drag technique, outlined in section 2.3.2, and equations 2.3 and 2.12, trap-
ping efficiency can be determined. The 3.93 μm beads were trapped with
(54.48± 0.08) mW of laser power and a Q value of 0.0089 ± 0.0001 was
measured.

Quantitative measurements, or measurements that require high optical
forces, may not be suitable with a low-cost optical tweezers based on droplet
lenses, as indicated by the low Q value. However, trial experiments and
qualitative measurements could be easily performed.
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6.3.4 Trapping with drip lens in bubble wrap

Optical tweezers are highly attractive to the biophysical sciences, therefore
it is imperative to the design of a low-cost system that the droplet lens based
tweezers can trap in bubble wrap. The trapping sample was injected into
the bubble wrap and placed above a droplet lens of (0.9± 0.2) mm. When
trapping cells, it was necessary to prepare the sample first by moving the
cells from the bubble in which they had been cultured to a new bubble in
the bubble wrap. This was due to the majority of effector T cells settling
and sticking to the surface of the bubble with more force than could reason-
ably be overcome by the optical tweezers. Trapped cell height, as with the
silica spheres, was observed to change as a function of power, indicating two
dimensional trapping, i.e. optical levitation.

Due to the focal length of the droplet lenses being less than the height
of the bubble wrap, imaging of the sample was from above via a Mitutoyo
0.55 NA 100x long working distance objective. Surface tension in the trap-
ping sample, causing it to “round up”, led to lensing effects which, when
coupled with the irregular surface of the hemispherical part of the bubble
wrap, significantly distorted the image when viewed from above. Therefore,
to counteract this, the bubble should be fully inflated with air when preparing
a trapping sample, in order to smooth out the irregular surface. Additionally,
lensing effects caused by droplets of the trapping sample can be minimised by
injecting just enough liquid to cover the lower surface of the bubble. Thus,
the sample spreads out and forms a meniscus, rather than rounding up due to
surface tension. The trapped object can then be imaged through the centre
of bubble wrap and meniscus, where the surfaces are relatively flat, as illus-
trated by figure 6.7. Optically trapped cells could, therefore, be imaged in
the bubble wrap but with a decrease in image quality, figure 6.8.
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Figure 6.7: Imaging through the bubble wrap and meniscus.

6.3.5 Imaging with drip lens and phone

The CCD camera and Mitutoyo objective were removed and replaced with the
doped PDMS droplet lens and the camera from a Samsung Galaxy S3 Mini
smartphone. It should be noted that the vast majority of smartphone models
should be suitable with this system. The trapping laser was turned off, at
first, to ensure that the addition of the Sudan II dye did not negatively impact
the imaging ability of the lens. Through the use of the digital zoom and macro
photography autofocus features of the smartphone camera, the 3.93 μm beads
were observable. Each pixel was found to correspond to (0.22± 0.01) μm,
when the camera’s 4x digital zoom was exploited.

Laser power was then turned on and slowly increased, while the smart-
phone camera was monitored for any sign of laser light bleeding through the
filter lens. Trap power was increased until optical trapping was observed, as
shown in figure 6.9. To test the filtering ability of the doped droplet lens,
trap power was further increased to (112.2± 0.2) mW, more than 3 times the
minimum trapping power required. At this power, the trapping light became
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Figure 6.8: (a) Optically trapped effector T cell in bubble wrap (black box)
next to untrapped cell (white box). The cell is trapped using a PDMS droplet
lens and imaged with a Mitutoyo 0.55 NA 100x long working distance ob-
jective. (b) and (c) enhanced contrast view of cell bounded by, respectively,
the white and black boxes. (b) and (c) have been provided for clarity.
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Figure 6.9: Bead trapped with a clear PDMS droplet lens and imaged with
a Sudan II doped PDMS droplet lens attached to a smartphone camera.
Panels (a) - (c) show an optically trapped 3.93 μm bead (circled in white)
moving between two untrapped, reference beads (circled in black). Panels
(d) - (f) are reproductions of the panels above, however the contrast has been
adjusted within the circles for clarity.

visible through the doped PDMS droplet lens.

6.4 Conclusion and future work

The optical tweezers presented here can be fabricated with very little optical
experience and at a very low cost. Qualitative and low precision quantit-
ative measurements could be easily performed on such a system, as well as
trial experiments. However, high precision or high force measurements may
not be suitable. Optical trapping systems based on hanging droplets could
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be constructed in any lab with access to a laser, as the materials used in
fabrication are easy to handle and are readily found in many labs (including
non-optics labs), or are attainable for a low cost. Although some variation
in droplet lens length was observed, the material properties of PDMS lead
to the droplets naturally taking similar shapes, causing the other dimensions
of the lenses to be roughly constant. Due to the low trapping power, the
cost of the overall optical tweezers system could be significantly reduced by
exchanging the trapping source for a laser pointer, or similar, with sufficient
output beam quality. Thus allowing for the use of such systems in schools or
university research labs without access to significant resources. As all com-
ponents of the system can be made from scratch, this would also make an
excellent undergraduate laboratory project.

An imaging lens with an integrated long pass filter suitable for fluores-
cence detection was created through the addition of Sudan II dye. As much
of the system is made from PDMS, integration with other microfluidic sys-
tems to create simple optofluidic [301] devices should be straightforward. By
allowing for the simple incorporation of optical tweezers, fluorescence micro-
scopy techniques and microfluidics this work, therefore, contributes to the
burgeoning field of disposable, point-of-care diagnostic devices.

Using lego [167] or a 3D printer to create the microscope structure would
be an obvious extension for such a system. Printers that print/cure polymers
are currently in use, with the methodology presented here serving as a pre-
cursor for the full 3D printing of an optical tweezers system. Such a system
would be much better engineered than the device presented in this chapter,
thus allowing for much higher precision work, all incorporated onto a mobile
phone camera. This is perfectly plausible, with the growing interest in 3D
printing lab equipment, with a particular focus on the developing world, as
indicated in a recent paper by Baden et al. [302]. Developing this low cost
trapping system into a compact form would allow for field studies of aero-
sols: part of the development of compact, mobile, urban sensors for airborne
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aerosols [303]. Thus, the initial development presented here appears to have
a number of future developmental options.



— 154 —

Chapter 7

Conclusion and Outlook

7.1 Discussion

The work presented in this thesis has explored several applications of optical
tweezers: moving from optical beam shaping and the control afforded to
the end user through such techniques to more general, low-tech approaches
to high-tech problems, while characterising the trapping properties of such
systems. It would be the height of hubris to suggest that this thesis represents
a fully completed body of work rather than providing yet another stepping
stone in the long road of scientific discovery.

This thesis began with an introduction to optical trapping, discussing the
history of the device and how such tools were originally developed. Optical
tweezers could easily have become an experimental curiosity had it not been
for their impressive ability to exert and measure forces, with a high spatial
and temporal resolution, thus turning them in to a very powerful tool. As
such, a brief overview of the groundbreaking research achievable through the
use of optical tweezers was provided and their versatility highlighted once
beam shaping techniques are employed.

The second chapter provided the theoretical basis of the optical manipu-
lation techniques used throughout this thesis. The practicalities of designing
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and constructing an optical trapping system were discussed, as well as what
considerations must be made when measuring the force exerted by the tweez-
ers. As powerful as optical tweezers are, the limits of what a single-beam trap
can achieve are quickly reached. Therefore, beam shaping techniques that
can be employed to circumvent this problem are discussed, with their relative
advantages and disadvantages highlighted.

Each of the subsequent chapters of this thesis detailed the experimental
work conducted in the lab. Each individual chapter introduced the requisite
theory while providing a justification of the work performed.

Building on the theory of optical trapping in a Gaussian beam outlined
previously, chapter 3 discussed trapping within a shaped beam, namely a con-
ically refracted beam, and provided a characterisation of its trapping proper-
ties. Insertion of a biaxial crystal into the beam path transformed the single-
beam, Gaussian trap optical tweezers into a set of conical refraction optical
tweezers. A conically refracted beam consists of three distinct regions (the
Lloyd/Poggendorff rings and the upper and lower Raman spots) and optical
trapping of silica beads was demonstrated in all three locations. Through
the use of power spectrum analysis, the trapping properties of each of these
three trapping regimes was quantified by calculating the trap stiffnesses of
5.2 μm and 2.56 μm beads, at three different powers. It was demonstrated
that the lower Raman spot had the highest trap stiffness, which increased
linearly with respect to trap power, allowing it to function as a conven-
tional, gradient force, optical trap. Trapping in the Lloyd/Poggendorff rings
was achievable but led to a decrease in trap stiffness. However, trapping of
particles in three dimensions was still possible and rotational control of the
particle around the circumference of the rings was acquired. Sacrificing yet
more trap stiffness and trapping in the upper Raman spot, led to optical
levitation rather than gradient trapping. Here, guiding of a 5.2 μm particle
over a distance of 35 μm by varying the trap power was demonstrated. Ap-
plications which require trapping, rotation and guiding could, therefore, be
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achieved through the use of a single conically refracted beam, negating the
need for complex beam shaping techniques, such as techniques requiring an
SLM. Therefore, systems with higher optical throughput could be designed
if power is of concern.

Due to the hollow cone at the centre of the conically refracted beam,
the study of photophoretic manipulation offers an attractive research direc-
tion, as both light absorbing and light reflecting particles could be trapped
simultaneously with one beam. The trapping properties of conically refrac-
ted, non-Gaussian beams could provide future interesting work. For example,
the trapping properties of Gaussian and Laguerre-Gaussian beams have been
compared but how does a conically refracted Laguerre-Gaussian beam differ
in trapping ability from a conically refracted Gaussian beam? Furthermore,
with the growing use of STED microscopy, the conically refracted beam could
prove of use due to it’s small dark volume that is enclosed by light.

Having demonstrated the power of static beam shaping, chapter 4 shows
the versatility and control of optical traps that can be achieved by dynamic
beam shaping methods. Through the use of a Microsoft Kinect connec-
ted to a Holographic Optical Tweezer (HOT), an intuitive control system
using a full body interface, called HoloHands, was developed. The straight-
forward control system would allow a novice or non-expert user to control
basic, research grade, optical tweezers. However, in its current iteration, the
HoloHands system was deemed inappropriate for precision work due to the
system’s low trapping efficiency (Q = 0.0045 ± 0.0002 for hand movement)
and tendency for the trapped particle to lag behind the user’s hand. Indeed,
it was shown that lags of up to 0.5 s were not uncommon, which resulted in
instantaneous jumps of the particle of, at times, over 1.5 μm. Therefore, the
type of precision measurements demonstrated in chapter 5 would not be pos-
sible with the HoloHands system. However, qualitative experiments would
be possible, as would the deployment of the system as a demonstration in
schools or science centres.
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Technological innovations have led to Microsoft releasing more advanced
versions of their Kinect controller, which could allow for more accurate pos-
ition tracking and, therefore, more accurate optical trap movement with the
HoloHands program. Indeed, it would be beneficial to couple this more accur-
ate Microsoft Kinect with a skeleton detection algorithm that is calibrated
to account for person to person size variations, thus allowing for different
users to move particles over the same distance and with the same precision.
Further gestures could be integrated into the HoloHands code to allow for the
generation of more complex beam shapes, such as LG beams, or grouping
of particles to move more than one trap at a time. Additionally, employ-
ing more sophisticated, non-iterative methods of hologram generation which
are more optically efficient could lead to an increase in trap stiffness and,
hence, trapping performance. However, in the current version of HoloHands,
it could prove interesting to bring the system to science centres and school
settings and begin to engage the wider public with cutting edge physics.

An application of the trap calibration techniques demonstrated in chapter
3, combined with the holographic methods discussed in chapter 4, is given in
chapter 5. More specifically, chapter 5 demonstrated the importance of op-
tical trapping techniques as a quantitative tool in the life sciences. Through
the construction, calibration and programming of a set of force measuring
optical tweezers, the binding strength of integrin-ligand pairs was quantified
under static conditions. It was shown that the kindlin-3 - β2 interaction af-
fects β2 - LFA-1 binding of effector T cells. An unbinding force of (17.9± 0.6)

pN, at an average force loading rate on the cell of (30± 4) pN/s, was meas-
ured for WT effector T cells. A reduction in the kindlin-3 - β2 interaction,
as present in the TTT/AAA-β2-integrin KI mice, showed a significant reduc-
tion of integrin-ligand unbinding force to (10.1± 0.9) pN. This confirms that
there is still an integrin-ligand interaction without kindlin-3 binding, but that
kindlin-3 indeed affects the binding strength between single integrin-ligand
pairs. The work presented in the first half of this chapter, therefore, brings
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new information about the role of kindlin-3 in regulating LFA-1 mediated T
cell adhesion events necessary for proper immune system function and high-
lights the importance of cell mechanotransduction as a therapeutic target.
It has been demonstrated that receptor - ligand bonds are catch bonds, i.e.
the bond can become stronger or longer lived when subjected to mechanical
force [304]. Therefore, varying the force loading rate on the WT and KI cells
studied could prove to be an interesting study: do integrin - ligand bonds
demonstrate this catch bond behaviour in both the WT and KI cells and, if
so, what would be the maximum force loading rate before the bonds begin to
fail? Additionally, while bond strength under a constant force loading rate
has been studied, bond lifetime under a constant applied force could provide
a valuable insight into the role of kindlin-3 binding to the β2 integrin.

The system was then modified to allow for the quantification of the bind-
ing strength of these cells under shear flow conditions, where adhesion is
thought to increase. By moving to a holographic based solution, the system
was unable to generate the forces required to rupture the bonds. However,
integrin-ligand binding under shear flow was demonstrated in the system as
a proof of concept. The next stages of development for the CASBAH system
would be to increase the optical trapping forces, either through improve-
ments to the hologram generation and system throughput, or by employing
anti-reflection coated, high-refractive-index titania microspheres. This would
allow for the rupture force of integrin - ligand pairs under shear flow condi-
tions to be investigated and, hopefully, quantify the increase in rupture force
which has been qualitatively demonstrated.

The application of optical tweezers to problems in the life sciences is
clearly of importance, but comes at a high cost, limiting their use not only
in pedagogical settings but also in resource-limited research labs throughout
the world. Chapter 6 addresses this issue through the presentation of a low-
cost extension of optical tweezers into this field through the adaptive use of
bubble wrap. Effector T cells were cultured for over a week in bubble wrap



— 159 —

before being optically trapped. The overall cost of the system was further
reduced by fabricating lenses from hanging droplets of polydimethylsiloxane
(PDMS) and the adaptive use of equipment that is often found, discarded,
in the laboratory. Dying of the PDMS with Sudan II dye, prior to moulding
of the lens, produced a lens with an integrated long pass filter. Therefore,
a more compact system could be created, while still effectively filtering the
532 nm trapping light, allowing for the trapped objects to be imaged with a
smartphone

Optical trapping systems based upon PDMS lenses and bubble wrap
presents many future development possibilities, such as replacing the trap-
ping laser with a low cost source, such as a laser pointer, or 3D printing
the microscope structure. The initial development presented here can serve
as a precursor to the development of devices such as a compact, mobile,
urban sensors for airborne aerosols [303]. Indeed, one compelling project
would be to mount such a low-cost and lightweight system on a remote con-
trolled drone to optically trap cloud droplets or cloud condensation nuclei in
situ, however the latter may prove too small for a PDMS lens based system
without additional improvements to the trapping lens [305].

7.2 Final thoughts

The work presented in this thesis has demonstrated the strength and flexibil-
ity afforded by optical manipulation techniques, notably when beam shaping
techniques are employed. The benefits of interdisciplinary research has been
highlighted, especially in biophotonics, as has the associated need for easily
accessible systems for the non-expert user. Of course, the research presented
in this thesis does not stand alone but contributes to the ever burgeoning
field of optical micromanipulation. As described in this chapter, many inter-
esting avenues of research remain to be explored, with this thesis providing
a foundation for much of this work.
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