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Abstract

Accurate prediction of limit cycle oscillations resultifim combustion instability has been a long-standing chal-
lenge. The present work uses a coupled approach to predititiiti cycle characteristics of a combustor, developed
at Cambridge University, for which experimental data arailable Balachandran, PhD thesis, 20p5The com-
bustor flame is blfi-body stabilised, turbulent and partially-premixed. Tlemed approach combines Large Eddy
Simulation (LES) in order to characterise the weakly nowdir response of the flame to acoustic perturbations (the
Flame Describing Function (FDF)), with a low order thermmastic network model for capturing the acoustic wave
behaviour. The LES utilises the open source Computationié Bynamics (CFD) toolboxQpenFOAM with a low
Mach number approximation for the flow-field and combustiardeiled using the PaSR (Partially Stirred Reactor)
model with a global one-step chemical reaction mechanisnettoylengair. LES has not previously been applied
to this partially-premixed flame, to our knowledge. Codedation against experimental data for unreacting and
partially-premixed reacting flows without and with inletloeity perturbations confirmed that both the qualitative
flame dynamics and the quantitative response of the heatseelate were captured with very reasonable accuracy.
The LES was then used to obtain the full FDF at conditionsesponding to combustion instability, using harmonic
velocity forcing across six frequencies and four forcingpéitades. The low order thermoacoustic network modelling
tool used was the open sour€@SCILOS (httgivww.oscilos.com) Validation of its use for limit cycle prediction
was performed for a well-documented experimental configpmafor which both experimental FDF data and limit
cycle data were available. The FDF data from the LES for tlesqmt test case was then imported into @&ClI-
LOSgeometry network and limit cycle oscillations of frequeidé?2 Hz and normalised velocity amplitud®6 were
predicted. These were in good agreement with the experahealues of 348 Hz and.P1 respectively. This work
thus confirms that a coupled numerical prediction of limitleybehaviour is possible using an entirely open source
numerical framework.

Keywords: Combustion instability, Flame describing function (FDEyyge eddy simulation, Partially-premixed
flame, OSCILOS, OpenFOAM

1. Introduction

The development of modern gas turbines requires high caiobyserformance as well as low emissions. In order
to reduceN Oy emissions, it is necessary to operate under lean combuestiatitions. However, a serious issue related
to lean combustors is susceptibility to damaging combastistabilities [1]. Combustion instabilities generalgfer
to sustained pressure oscillations in the combustion ckambsulting from the coupling of the system acoustics
and the unsteady heat release [2]. Much of the early resesrsiich instabilities was carried out relating to liquid
rockets, e.g. the work by Crocco [3]. More recently, inteaferts have been made in relation with gas turbines.
Recent progress in understanding combustion instabdlitgviewed in refs. [4, 5, 6].
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Prediction of combustion instability at the early desigagst of a gas turbine combustor still constitutes a chal-
lenge. From a numerical analysis point of view, there exist main simulation strategies. The first direct method
involves calculating acoustic waves and unsteady heaasel&om flames simultaneously via complete 3D com-
pressible Computational Fluid Dynamics (CFD) simulatiffis This means that the entire thermoacoustic system
(including the whole combustor and attached componentspeisimulated, which makes it, although possible [8],
impractical as an industry analysis tool. The second ictlimethod decouples the acoustic wave and unsteady heat
release calculations. The response of unsteady heateetepsrturbations is modelled via a flame model [3, 9], while
the acoustic waves are captured by low order combustor nipd#0, 11, 12, 13, 14] or a Helmholtz solver [15], ex-
ploiting the fact that the acoustic wave behaviour, beingdr, is well captured by analytical or simple numerical
methods. The present study belongs to the second methot)jrdama low order network model for the combustor
with a flame model obtained via high-fidelity CFD simulations

The traditional flame model is defined via a (linear) Flamen$far Function (FTF) [4]. However, this is restricted
to small perturbations and thus cannot be used to predidtdinle oscillations [10, 16] nor other non-linedfects
such as instability triggering and mode switching. Moreerdty, it has been shown that the flame transfer function
concept can be extended to the non-linear regime via a neafiFTF, also known as a Flame Describing Function
(FDF) [9, 17, 18], in the form of: _

Flonul) = 22 = 6o, urpeeen ®
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whereQ’/Q is the normalised heat release rate fluctuationi#fdthe normalised inlet velocity perturbation imping-
ing on the flame. The FDF(w, [U]) is generally expressed in the frequency domain as gainlitame) G(w, |U'|)
and phase(w, [U']) which are functions of both forcing frequeneyand amplitudgu’|. This approach makes the
assumption of weak non-linearity, i.e. the flame respongmtmonic forcing is assumed to be primarily at the same
frequency as the forcing, but with a gain and phase shift whigpend upon the forcing amplitude as well as the
forcing frequency.

Several experimental studies [19, 20, 21, 22, 23, 24, 2522Fhave been performed to determine non-linear
flame models for the analysis of combustion instability, oy at lab scale, but also for real gas turbine combustors
operated at high pressure [26]. The data reveal that thdinearity of FDF is of central importance as it governs the
mechanisms leading to amplitude saturation at limit cyf9e28, 20, 23, 24, 25] - the behaviour of the acoustic waves
remain linear. Diferent mechanisms causing saturation have been explorgdenments, such as the interactions of
flame front with coherent structures [28, 20], attachmeitaynamics [29], and flame quenching [24]. Experimental
data have also shown that the phase change of the FDF witindoainplitude can cause saturation, due to the fact
that it changes the Rayleigh source term which drives cotidumstability [9].

Experimental flame model measurements are currently peeféor complex systems. However, computational
simulations, if stficiently accurate and fast, wouldfer the benefits of allowing stability predictions prior tqpex-
imental realisation. The approach of incorporating nowedir flame models provided by high-fidelity CFD into low
order combustor models are only recently beginning to béoéep. Although some URANS (Unsteady Reynolds-
Averaged Navier-Stokes) studies give reasonable resuipexific conditions [30, 31, 32], large eddy simulation
(LES) is capable of capturing unsteady flow and flame strastand is now widely used to investigate turbulent
combustion problems [1, 33]. However, it has recently draveneasing concerns in the context of simulating com-
bustion instability directly [8]. In order to resolve bothet acoustic waves and the flame dynamics for low-Mach
number flames, significant computation costs are requiredtaluhe small time step associated with the speed of
sound appearing in the CFL time step limit, and the large adatfpnal domain needed to capture the whole acoustic
system. The decoupled method is thus advantageous as aiiopstare performed only for a small domain within
the combustor to capture the flame dynamics, and no CFL tiepelshit based on the speed of sound is required.
Consequently, low-Mach number or “incompressible LES”,[38, 36, 37] can be used to determine the FDF as the
flame response is well known to be difgected by compressibilityfiects [29, 20, 38]. The use of low-Mach number or
incompressible LES to identify the FDF is explained andifigst in detail in other recent references [34, 35, 36, 37].
Based on these ideas, the present study uses a similar l@mh-Manber LES solver to study an acoustically forced
partially-premixed flame in order to identify the full FDFh& obtained FDF is then implemented in a low order net-
work model for the combustor in order to investigate comibuasinstability, and in particular its non-linear features
such as limit cycle frequency and amplitude.




Low-order thermoacoustic network models, which combinedr analytical models for the acoustic wave be-
haviour with an appropriate flame model, have been useg fitensively for combustion instability studies [39, 11,
12, 40, 41]. The basic idea is that, acoustically, the cotidmusystem can be represented as a network of connected
modules, each with simple geometry, which correspond tmwarcomponents of the system. By combining with a
well resolved flame model (a linear FTF or non-linear FDF, ftequencies and growth rates of the thermoacoustic
modes, stability boundaries, and potentially limit cyciepditudes, etc., can be determined. It is thus a useful and
computationally #icient tool for combustion instability studies. Such a lowder network solvelQSCILOS42, 14],
has been developed in the authors’ group. It is written uMaQat@/Simulinl@. The present study will combine it
with a flame model from high fidelity CFD in order to predict ltraycle oscillations under unstable conditions.

The target case of the present study is théfddody stabilised flame investigated experimentally by Bladandran
et al. [28] at Cambridge University, where series of experital data are available for both partially-premixed
and fully-premixed conditions. The case has an “acousficdlort” flame within the combustor which simplifies
determination of the FDF and its coupling with low order netvmodels. For the fully-premixed case, LES has been
recently performed [34] and the obtained FDF agrees well eiperimental data. However, unstable thermoacoustic
behaviour and hence limit cycle oscillations are only obseiin the partially-premixed case (possible flame flash back
has limited conditions considered under fully-premixedditions). The present study thus considers the partially-
premixed case in the experiments by Balachandran et al. T28] objectives of the present paper are: (1) to perform
LES studies of the turbulemiartially-premixedflame for the first time and to compare these with experimetetd,
using the open-source CFD toolba®penFOAM[43]; (2) to determine the full FDF of the flame response using
LES for the first time; (3) to validate tHeSCILOShetwork modelling tool by comparing limit cycle predictmwith
available experimental data; (4) to perform combustiotaiifity analysis by predicting the limit-cycle amplituétes
the unstable Cambridge configuration, and to compare wijpkerxental measurements.

The target Cambridge experiment configuration will be descrin section 2, followed by the numerical details
of the LES simulations in section 3. The validation of the L&fdle for both cold flow and reactive flow results will
be presented in section 4. The determination of full FDF léllgiven in section 5. A brief description of low-order
network modelling tool and its validation is presented intem 6. The limit cycle predictions for the Cambridge
configuration are given in section 7. Conclusions are ptesedn the last section.

2. Experimental test case

The burner considered in the present study has the simp#raction illustrated in Fig. 1(a). This is described in
detail by Balachandran et al. [28], and has featured ineyastudies [44, 45, 46, 47]. In the experiments, the system
can be operated in externally-forced or self-excited modhe latter only under partially-premixed conditions. For
the thermoacoustic network modelling, the whole systerhlveilconsidered with the details given in section 7. For
the FDF determination, only part of the system (downstreftheoplenum in Fig. 1(a)) is simulated.

The present study focusses exclusively on the lesser stpdigially-premixed experiments, for which a combus-
tion instability limit cycle was characterised. The burgeometry simulated consists of two concentric cylindrical
ducts; one of inner diameter 35 mm carrying air and the otheuter diameter 8 mm carrying ethylene fuel. The
latter leads to a conical hiilbody of diameted = 25 mm with a 45 cone angle. The fuel is injected radially through
6 injection holes along the circumference of the centraé¢ pgituated 55 mm upstream of the exit of thefbhody.
This setup results in partially-premixed conditions atftame. The flame is enclosed using a quartz cylinder of inner
diameter 70 mm which avoids equivalence ragip\ariations due to surrounding air entrainment. Note thaiéngth
of the enclosure is= 350 mm under self-excited conditions, while the shortegtbrofl = 80 mm is used in the ex-
ternally forced cases. Experimental observations [28ficorthat the length of the enclosure has neglectable impact
on the flame dynamics, although it has a lar@fea on the acoustic characteristics. In the present LE&rmaily
forced cases are considered and the lehgt80 mm is applied for the enclosure.

In the experiments, it should be noted that the global edprez ratio isp = 0.55 for the externally forced
cases, angd = 0.61 for the self-excited cases. fBrent experimental measurements are available at fferetit
equivalence ratios (with not all measurements availab&esingle equivalence ratio). This leads to the present LES
being performed for both equivalence ratiogpof 0.55 andg = 0.61.

For the externally forced cases, the acoustic forcing wasmgged experimentally by two loudspeakers mounted
diametrically opposite one another on the circumferendb@plenum chamber 100 mm downstream of the plenum
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Figure 1: (a) Schematic of the experimental test case forghgriremixed combustion [28]; (b) computational setup simgfor the present LES
studies a cutZ = 0) of the computational domain, where pofPy is the reference point in the simulations. The solid wallswhieat loss are
marked with w1, w2 and w3, respectively.
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inlet. This introduces a velocity oscillation of air alorfgetchambers. As the mass flow rate of fuel is constant, the
air mass flow rate oscillation leads to the equivalence radixllations prior to the combustor inlet. The combined
oscillations of equivalence ratio and air velocity resualtunsteady flame dynamics and heat release. The forcing
amplitude @) and frequencyf) were varied independently in the experiments. The foraimplitude was as high as
70% of the mean velocity for certain forcing frequenciegs tre forcing frequencies used ranged from 20 Hz to 400
Hz in the experiments.

Based on the definition of the FDF in Eq.(1), both the osdiliasignals of heat release rate and reference velocity
are needed to determine the FDF. In the experiments, thedlease rate was measured with OH* and CH* chemilu-
minescence. It was also possible to obtain a heat releaspneicting from the phase-averaged FSD (Flame Surface
Density) images obtained from PLIF (Planar Laser-Indudadriéscence), with images appropriately revolved around
the burner central axis [28]. The values of GH)/(OH*) and CH*(f)/(CH*) were used as estimates of(f)/(Q).

The reference velocity in the experiments was taken at thebastor inlet (the position with the bulk velocit in
Fig. 1(b)) and determined from acoustic pressure measumsmeing the two-microphone method.

3. Numerical method for flame simulations

In the present work, large eddy simulations are performeéaguhie CFD toolboxOpenFOAM Specifically, a
modified version of theeactingFOAMsolver is used - this has been applied in previous LES stugfigisrbulent
combustion [48, 49, 50]. The reactive flow equations are thed-filtered Navier-Stokes equations of mass, momen-
tum, species mass fraction and energy. Following ref. [id,das mixture is presumed to be ideal, linearly viscous,
with Fourier heat conduction and Fickiarffdision. The laminar viscosity is modelled by Sutherlands. |&s the
energy equation is solved, heat logkets can be accounted for.

To close the governing equations, turbulence modellinggsiired. The popular Smagorinsky LES subgrid scale
model [51] is applied, with the turbulent viscosity caldelby:

g = P(CsA)*IS| (2
where the model constafll; is equal to 0.167|S] is the strain rate magnitude of the resolved velocity defiagd

S| = ,/2§ij§ij, andA is the filter cutdf width, i.e. the characteristic length scale of the subgraleseddies. Note
that the sy~mbol ~ denotes the spatial filtering used in thearthe symbol ~ denotes density-weighted filtering,
defined ag = py/p for an arbitrary variable.



A well-known problem for Smagorinsky based LES models i tina modelled turbulent viscosity;, is too high
in the near wall regions [52]. To improve the model perforoenear the wall, the turbulent viscosity (Eg.(2)) should
be damped by using the model for van Driest dampinddb@nFOAM the damping is derived by changing the filter
width, depending on the distance from the wall. Here, therfiltidth A is calculated according to:

A= min(Am, (CLA)yW(l - e‘WN)) (3)

whereA, is the cubic root of the cell volume, = 0.4187 is the von Karman consta@, = 0.158, A" = 26,y
represents the distance to the wall, griddescribes the dimensionless distance to the wall calcufaden the wall
shear stress. The van Driest damping has been used in psestindies [53, 54, 55] and improved results have been
observed in calculations which are baseddpenFOAM

For the target case, the air and fuel are not fully premixedrpgo the combustor, which results in a partially-
premixed flame. This is encountered quite often in gas tegbut is much less studied and understood than fully
premixed flame problems. Recent developments on combustamtelling and relevant issues in the LES frame-
work are reviewed in ref. [56] for gas turbine combustion.n&oturbulent combustion models have been used in
partially-premixed flame predictions based on LES, suctha@$”aSR (Partially Stirred Reactor) model [48, 49, 50],
the transported Filtered Density Function or ProbabilignBity Function model [57, 58, 59, 60], the CMC (Con-
ditional Moment Closure) model [61, 62], etc. The presenSL&udy applies the PaSR model to deal with the
turbulence-combustion interactions.

The PaSR model accounts for finite rate chemistry. It solkesfittered LES equations using a model of the
filtered combustion reaction rates; for the j-th species. The reduction of the modellingcaf is one of the core
challenges in turbulent combustion modelling. The lamiairenius reaction rate is generally not valid for turbalen
combustion, i.e.: s

wjlp, T, Yi) # wj(e, T, Yi) (4)
wherep is the filtered densityT the Favre-filtered temperature a¥icthe Favre-filtered mass fraction ieth species.

For the PaSR approach of modelliag, the flow in a computational cell is split into twoftérent parts; the fine
structures in which mixing and reactions are assumed to pidee, and the surroundings dominated by the large
scale structures. Recent DNS (Direct Numerical Simulatsdadies of combustion [63, 64] confirmed the existence
of fine structures and found that fine structure vorticesafltime are essentially parallel to the flame whereas those
behind the flame are mostly perpendicular to the flame. In Fa8éelling, the fine structure component is treated
like a perfectly stirred reactor, in which all present spscare homogeneously mixed and reacted. After reactions
have taken place, the species are assumed to be mixed wigutrending component due to turbulence - this
correspondingly takes place during the turbulent mixingetr,. This then gives the final concentration in the entire,
partially stirred, computational cell. The relative sipéshe two parts in the cell are governed by the combustior tim
and turbulent mixing time. The reaction rate feth species can then be scaled by the reactive volume fraetias
in ref. [65]: _ _

ac' G -Gy i

o = L2 =RR(C)) (5)
whereC; is the averaged concentration of the mixture leaving thepdational cell,Cy the initial averaged con-
centration of the mixture in the cell, ard the numerical time step. The teRR is the laminar Arrhenius reaction
source term, i.eRR = wj(p, f,\?,-) (also refer to Eq.(4)). Correspondingly, the turbulecoebustion interaction in
the PaSR model is reduced to the modelling of reactive volinawtion, «. It is assumed that the final concentration
C; is linearly related to the initial concentrati@y and the unknown reacted concentrat©nwhich results in the
formulation of the reactive volume fractior)(as [65]:

Tc

= 6
Tc+Tm ( )
wherety, is the turbulent mixing time scale and the reaction time scale calculated by solving the fully dedp
ODE:s for the reaction system.
The reaction time scalg is determined by the chemical mechanisms which could beltimbone-step reaction,

reduced mechanism or comprehensive mechanisms. For genpethylengir reaction system, detailed mechanisms
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are available, such as the UCSD mechanism (46 species arale?3éntary reactions) [66] and Blanquart mechanism
(149 species and 1651 elementary reactions) [67]. Suclietbtaechanisms require significant computational cost
and are mainly used for RANS simulations [68]. Based on tkhiesailed mechanism, reduced mechanisms have also
been developed, such as the 19-species reduced mechadisr2d&pecies reduced mechanism [70], etc. These
reduced mechanisms have been successfully used [71, 7@}aénas LES studies of ethylene flames. However, the
present study simulates many LES cases and those mechaaisais too expensive. The global one-step (5 species)
mechanism by Westbrook and Dryer [73] is applied in the prelsES calculations. This global mechanism has been
used for soot formation predictions by DNS [74]. Note that finesent LES calculations mainly concern the global
unsteady heat release of lean combustion induced from teieanty flame dynamics due to acoustic forcing. The
non-linear flame dynamics is of key interest. Experimentshenpartially-premixed flame [28] that is the subject of
the present study show that the heat release response astiariusf forcing amplitude is similarly predicted from
either the FSD, OH* or CH* measurements, for higher forciregfiencies (arounfl > 160 Hz). This suggests that,
for this flame, the contribution of flame surface modulatiorthte total heat release response is significant and the
flame area evolution is playing a key role. The variation iming speeds due to time-varying equivalence ratio does
not appear to be as significant. The present LES study maictyuats for the flame dynamics at frequendies 150

Hz. Thus the experimental observations suggest that tfetiseamechanism is not of major significance and the
global one-step reaction mechanism shoul@ise for the present calculations.

Another important parameter in the PaSR model is the modgdif turbulent mixing timer,, used to determine
the reactive volume fraction (Eq.(6)). The turbulent mgimodel is also a key component in the turbulent combustion
models based on transported Probability Density Functiethods [75, 76]. In the original PaSR model within the
RANS framework [77, 78], the turbulent mixing timey, is generally modelled using the integral time scale or
Kolmogorov time scale. Recently, this modelling has beeereded to the LES framework and some models have
been developed. The default modetgfin OpenFOAMuses the #ective viscosity e = u+ ) and the dissipation
rate, which has been used in previous studies of turbulemtefa)79, 50]. The present study applies a recently
developed mixing time model which is used in the extended-PESR model for high Reynolds, moderate Déaikr
number turbulent flames [80, 81]. The modelling is based erstibgrid velocity stretch time and Kolmogorov time
scales, in the form of [80, 81]:

Tm = Cm VTATK (7)
where the subgrid time scatg and Kolmogorov time scale are calculated by:
A A v\l/2
= — = — , =|- 8
IR L (8) (8)

with A the cell scalek the subgrid turbulent kinetic energythe subgrid dissipation rate amdhe laminar kinematic
viscosity. The model constant, in Eq.(7) depends on specific flow configurations, and a val@esois used for the
present LES calculations based on tests of simulation axpats.

The turbulent mixing model shown in Eq.(7) was implementethe OpenFOAMtoolbox (version 2.3.0) and a
modified low-Mach numbereactingFOAMsolver was developed for the present LES calculations. Hae IDrary
OpenFOAMas a computational platform has previously been used fdicapipns of varying complexity. The code
employs an unstructured collocated Finite Volume MethodMlFin which the discretization is based on Gauss’
theorem together with a semi-implicit time-integratioheme. The algorithm for pressure-velocity coupling is base
on the PIMPLE method which results from combining the claafjorithms of SIMPLE and PISO (Pressure Implicit
with Splitting of Operators) which is suitable for trandiesimulations. The convection divergence terms are dis-
cretized using a second order centrafetience scheme with the Sweby flux limiter to avoid unphysiealllations.

For temporal advancement, the second order implicit Cidickison scheme is used to discretise the unsteady terms,
coupled with a fraction of first-order implicit Euler schemaestabilise the calculations.

This section mainly concerns the numerical methods usectermiine the FDF. As discussed previously, the
decoupled method of calculating the acoustic waves andribeady heat release is used. Correspondingly, only
a small part of the combustion system (see Fig. 1(a)) is eyedldn the LES calculations for FDF identification.
The relatively small computation domain significantly reds the computational cost of the LES.zAcut of the
computational domain is shown in Fig. 1(b) including the rctimate system used. It includes the whole combustor
“enclosure” and the upper 80 mm of incoming circular ducte ix fuel injection holes are located 55 mm upstream
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of the combustor inlet. In the experiments, the diametehefftiel injection holes is.25 mm which is small enough
to lead to convergence problems in the simulations. To déhlthis, the diameter of the six fuel injection holes is
increased to D mm in the simulations, with the same total mass flow raten&verse fuel injection has complex
interactions with the main air stream, and has been the wfpicany studies both experimentally and numerically
[82, 83]. It still constitutes diiculties in numerical modelling due to thefldirent flow features that are encountered
in the complex instantaneous flow evolution. However, thetst some correlations describing the jet trajectory
[84, 85]. Based on these correlations [85], it is estimatad the jet penetration from the enlarged hole is around 79%
of that from the original smaller hole. Théfect on the fuel mixing is thus expected to be limited. The rgad fuel
injection holes reduce the complexity of the predicted flowetures, but the detailedfect is beyond the scope of the
present study. An unstructured mesh is used for the pree®t with mesh independence checked and a final mesh
containing about 3.48 million cells employed for all sintidas presented. Meshes are clustered near the solid walls
using a boundary-layer structured mesh with mgaaround 0.8. An unstructured mesh is used in all other regions
In the main combustion region, the mesh is nearly unifornidyridbuted.

For the base flow without acoustic forcing, the time-aveddndk velocity at the combustor inleti§, = 9.9 nys,
giving a Reynolds number d®e= dV,/v = 17000 [47]. In the experiments, the external forcing wasoihiced by
two loudspeakers mounted upstream of the combustor. Toagenthlis forcing in the simulations, a single frequency
harmonic velocity is superimposed on the mean flow at the ctational inlet, with the form:

V = Vo [1+Asin(2eft)] 9)

whereA is the normalised velocity forcing amplitude afidhe forcing frequencyA and f are varied independently

in the simulations in order to obtain the FDF. Forcing of tfisn has been used to simulate harmonic loudspeaker
forcing of a flame in previous numerical studies [30, 35, 38,&!]. This approach means that, at the computational
inlet, the “acoustic” perturbations are mapped to “hydmaiyic” fluctuations for the purpose of the flame response
as this is well known to be dominated by hydrodynamics. Itusthde noted tha¥/, is the mean velocity entering
the combustion chamber aid the mean velocity at the inlet of computational domain - ¢hae related by mass
balance such thaty = 5.17 nys (see Fig. 1(b) for details).

In the simulations, all boundaries other than the inlet antleb are treated as solid walls, where non-slip wall
conditions are applied. In the experiments, it is obserliatithere is heat loss over the walls - the important walls are
markedwl, w2 andw3 in Fig. 1(b). The heat losdfects on the unsteady flame dynamics and the final flame models
have been studied previously [86, 87, 88]. It is found thatthess tends to increase the heat release amplitude at
low forcing frequencies and decrease it at high forcingdesries. In the present simulations, the energy equation
is solved and correspondingly heat loskeets on the unsteady heat release can be accounted for. Atemvper-
ature than the adiabatic temperature is imposed on thodse wisth heat loss. As no experimental wall temperature
measurements have been made, an estimated constant temgerapplied withr,,; = 1500 K, T,, = 800 K and
Tws = 1000 K. Adiabatic conditions are applied for all other walls

To determine the FDF defined in Eq.(1) from the present sitiwulg, both the reference velocity signal and the
heat release rate signal are required acra$srdint forcing amplitudes and frequencies. The forcing aog# of the
reference velocity is taken at the computational inlet ¢ibsition with bulk velocityVy in Fig. 1(b)), i.e. the value
imposed ofA in Eq.(9). For determining the phase of the FDF, a refereiniat P, is set at the combustor inlet (see
Fig. 1(b)) in order to be consistent with the setup in experita. The phase of the recorded velocity signal at g@jnt
during the simulations is used as the phase of the referezloeity. For the heat release signal, the heat release rate

Q calculated from the governing energy equation is integrated recorded during the simulations. The signals are
analysed spectrally using Fourier Transforms in order terdgne the complex amplitude of the signals at the forcing
frequencyf. In the experiments, the values of OKf)/(OH*) and CH*(f)/(CH*) are used as estimates of()(Q).

The value ofQ (f)/(Q) is used to represent heat release rate fluctuations in teemirsimulations. Based on the heat
release rate and reference velocity signals, the FDF deifingd.(1) can then be determined.

4. Validation of LES

No experimental data exists for the FDF at a global equivaentio of¢p = 0.61 - the conditions under which
combustion instability leads to limit cycle oscillation.is thus important to validate the numerical method before
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it is used to calculate the FDF. Some experimental measuntsnar cold flow and partially-premixed reactive flow
with a global equivalence ratio @f = 0.55 are available, and are employed for validation of thegeaumerical
method.

4.1. Case: cold flow

For the experimental configuration, the turbulent flow ingheence of fuel injection and a flame has been exper-
imentally studied [89, 90]. It is a pure turbulent flow pastlafibbody, for which previous LES studies [61, 90, 34]
have been performed. For comparisons, the previous LE&stacke referred to as LES-1 and LES-2, corresponding

the results from refs. [61] and [34], respectively.
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Figure 3: Comparisons of meaW/{/,) and RMS ¥;ms/Vp) axial velocities by the present LES, previous LES and erpanmtal studies for the
cold flow case at three locations: (#)Vp aty/d = 0.22, (b) Vims/Vb aty/d = 0.22, (c)V/Vp aty/d = 1.0, (d) Vims/Vb aty/d = 1.0, (€)V/Vp
aty/d = 2.0 and (f)Vims/Vp aty/d = 2.0. The previous LES-1 results come from ref. [61], previouStEresults come from ref. [34] and the
experimental data is from ref. [89].

The main averaged flow structures can be seen from the tieraged axial -direction) velocity flow field,
as shown in Fig. 2. The previous LES-2 result [34] is alsoudeld for comparison. The main flow structures
captured by the present LES are similar to those from theique\_ES-2 [34]. Both a central recirculation zone
and a side recirculation zone can be observed, formed by #ke wf the blff body and the rearward-facing step,
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respectively. Shear layers are produced by these redimutzones, which are very important for flame stabilisation
The agreement between the two sets of LES studies is qualiagjood. Diferences can be observed, the main ones
being the length of the central recirculation zone and tiseltg in the top upper zone. The present LES predicts
a central recirculation zone length ofL8d, with previous LES studies predicting aroun@d [90] and 127d [34].
As different solvers predict slightly fierent shear layer evolution speeds, this may result in thfighfferent flow
structures downstream of the main central recirculatiorezo

To further validate the present LES, direct comparison wiperimental data is performed in terms of time-
averaged and RMS axiay-(irection) velocities. Figure 3 shows velocity predicisofrom the present LES, two
previous LES studies [61, 34] and experimental measuresnntthree distances from the filody ofy/d =0.22,
1.0 and 2.0, respectively. For the time-averaged velottity,present LES predictions agree well with experimental
data and previous LES calculations. For the RMS velocig/pitevious LES studies generally underpredict compared
with experimental data. The agreement of the present LE!S exiperimental data is reasonably good, although the
RMS velocity is a little overestimated in the far downstreagion, e.g.y/d = 2.0. Note that the RMS velocity in
Fig. 3(b) is underestimated by the LES compared with expemtal data. The two peaks in RMS velocity mainly
result from the turbulent fluctuations at the inlet, congitigthat it is located ay/d = 0.22, close to the combustor
inlet. A proper turbulent fluctuation could be included & thlet in order to improve the LES predictions.

6e+8

Figure 4: Qualitative time-averaged results of the unforestive flow. The volumetric heat release rat&\jim® from the present LES (left) and
the FSD image from experiments [28] (right), at-eut ofz = 0.
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Figure 5: Snapshots of the unforced reactive flow field froettesent LES: (a) axial veloci®y (my/s); (b) temperaturé (K); (c) local equivalence
ratio ¢; (d) turbulentlaminar viscosity ratiqu/u, at az-cut ofz = 0.

4.2. Case: partially-premixed reactive flow

The reactive flows for a partially-premixed flame with a glbbéquivalence ratio o = 0.55, both without and
with acoustic forcing are also used to validate the compartat code. The forced case for which experimental data
is available has a forcing frequency bf= 160 Hz. The response of the heat release rate and the namn-flame
dynamics are compared with available experimental measnts [28].
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The natural flow in the absence of forcing is firstly studiedyulfe 4 shows the time-averaged volumetric heat
release rate from the present LES and the FSD image fromiengraial measurements [28], which represents a qual-
itative comparison of the heat release of the unforced ikeaftow case. The agreement of the numerical prediction
and the experimental data is reasonable. The present LE®{sra flame length of around38l, slightly longer than
is seen in experiments, which implies that the speed of theébostion process is slightly under-estimated by the LES.
Possible reasons for thefidirence are the global one-step reaction mechanism, thédssdtom the walls and the
combustion modelling (especially the model consta)t The comparison is less good near the vertical walls, where
the heat loss has large influence. Combustion in the prege®ilppears too strong close to the shear layers along the
side recirculation zones even though low temperaturesyggesed on the walls to partly account for the heat loss.
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Figure 6: Snapshots of the local equivalence ratior the unforced reactive flow atfiiérent distances from the iibody /—cut): (a)y/d = 0.5;
(b)y/d =1.0; (c)y/d = 2.0; (d)y/d = 2.5.
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Figure 7: (a) Dependence of the amplitude of the heat releaseasponse with velocity fluctuation amplituéie(b) the dependence of the phase
of the heat release rate respops&q. (1)), at forcing frequency = 160Hz. Experimental data are from [28].

Snapshots of the unforced reactive flow fields are shown ia.FF@nd 6 for dferent flow quantities, including
axial velocity { in m/s), temperatureT in K), local equivalence ratias) and turbulentaminar viscosity ratiog; /),
at different locations. It can be observed that the flame is anclattbé shear layers from the wake of thefbhody
and the side recirculation zones, which is similar to theeaddgully premixed flame [28, 34]. Due to the intense heat
release, the main central recirculation region behind th& body is enlarged compared to the cold flow condition
(see Figs. 5 and 2). The two sets of shear layers are no loampedj together towards the top of the combustor
chamber. Figures 5(c) and 6 show the flow fields of local edgmee ratiop. The results in Fig. 5(c) demonstrate
that the fuel is mixed with the incoming air after the injectiholes. Prior to the combustor inlet, the fuel and the
air are not fully premixed, which results in a partially-priged mixture. This can be seen more clearly from Fig. 6.
The fuel is spatially distributed and evolves with the maiwflas it moves downstream. The fuel in regions directly
influenced by the injection holes burns faster than in othgions, observed from the results in Figs. 6(c) and 6(d).
Note that the results in Figs. 5(c) and 6 demonstrate thdbtta equivalence ratio in the main combustion region
is mainly smaller than 0.8, within the lean combustion regyifiihis adds further weight to the suitability of using a
global one-step reaction mechanism here.
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The static Smagorinsky subgrid-scale LES model is useddrptesent study. Figure 5(d) shows the flow field
of turbulentlaminar viscosity ratiog;/u). 1t can be seen that the viscosity ratio is smaller than ®13@st regions,
suggesting that the mesh resolution is quite fine and onlyall grart of the turbulence is modelled via the subgrid-
scale model. The Smagorinsky model is thus suitable for tegemt study.
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Figure 8: Qualitative comparisons of the mean heat release(iratV/m?) from the present LES (left) and phase-averaged FSD image fro
experiment [28] (right) at dierent phase angle with strong acoustic forcifig: 160HzandA = 0.65.

The forced reactive flow case is simulated to evaluate thfemeance of determining the heat release response to
forcing. Velocity fluctuations are imposed on the mean vigjaat the computational inlet (see Eq. (9)). A forcing
frequency off = 160 Hz is considered as experimental measurements aralaeadt this frequency. Four forcing
amplitudes are simulated, i.8.= 0.05, 020, 040 and 065. For a harmonic velocity fluctuation at the computational
inlet, an unsteady heat release rate results which is redatdring the simulation. The simulation results presented
in the following sections are based on at least 16 forcindesyafter transients have died away: phase averaging is
thus carried out for at least 16 forcing cycles.

Fourier Transforms are used to process the time series bethterelease rate and the reference velocity, resulting
in the gain and phase of the FDF in the frequency domain. Thaalsed amplitude of heat release rate fluctuation
as a function of the forcing amplitud®& is shown in Fig. 7, with simulation predictions compared tparimental
measurements. The LES predictions agree reasonably weélltié experimental measurements for both gain and
phase. Note that the magnitude and phase of the heat reldasesponse measured by OH* and CH* chemilumi-
nescence, and evaluated using the FSD based on OH PLIF asednagreement in the experiments. This implies
that the variation in local equivalence ratiffexting the burning velocity probably results in increasedht area
through increased flame wrinkling, which would be capturedl by FSD measurements. Thus this validates our use
of the global one-step reaction mechanism in the presentdalitsilations, although accuracy will always be slightly
compromised compared to detailed mechanisms. It shouldteirthat the dierences between the LES results
and experimental data in Fig. 7 can be used to estimate thertairgies of the predicted FDF g#nase - these are
estimated to be smaller than 11% and 9% for the gain and presgectively.

The amplitude response from experiments in Fig. 7(a) detretes that the response is nearly linear up to a
forcing amplitude of around = 0.3 when non-linear fects start to develop. The LES predicts this linear to non-
linear transition takes place earlier than in the experisiett seems that the non-linear behaviour at relative high
forcing amplitude is not accurately captured by the prek&8. The observation here is similar to that in the fully-
premixed flame at a forcing frequency 6f= 310 Hz [34]. The dierences between experiments and predictions
may mainly come from the flame-wall interactions, specilicéie heat loss féect from the walls and the global
one-step chemical reaction in the near-wall regions. Tlas@hesults in Fig. 7(b) show a slight increase with forcing
amplitude, which is captured reasonably well by the preEES.

The flame dynamics at a high forcing amplitude?of 0.65 are visually shown in Fig. 8 at everyfghase angle,

11



for both the LES predictions and the experimental measunesn&he image sequence shows clearly the deformation
of the flame base, later resulting in radially inward rolldgite inner shear layer flame front and radially outward
rollup of the outer shear layer flame front, which is simitathat in the fully premixed case [19, 34]. This gives rise to
the evolution of a mushroom-shaped flame contour. At phagleanf 280 and 340, a new mushroom-shaped vortex
starts to form at the base of the flame, and downstream vaies $0 weaken. This downstream mushroom-shaped
vortex continues to weaken until it disappears, and onlynthg one remains in the flow field (see the results at the
phase angles of 18@nd 220). It seems that the disappearance of the old mushroom-g8hayptex occurs slightly
later in the present LES than that in the experiments, implyhat the combustion process is slightly under-estimated
consistent with the observation in the natural reactive ftase without forcing. It was observed in the experiments
that the flame can impinge on the wall (see Fig. 8(d)) duriregpttocess. The wall-flame interactions are not captured
well by the present LES.

To summarise, the present LES resolves the cold flow fieldsoegipared with experimental measurements and
previous LES. For the reactive flow cases without and witltifay, the present LES also captures the main flow
structures very well, with the non-linear heat releasearsp and the flame dynamics well predicted compared to
available experimental data.

5. Full FDF determination by the present LES

The previous section confirms that the present LES code wisels theOpenFOAMtoolbox can capture the
partially-premixed reactive flow field well and can also peethe unsteady heat release response to acoustic forcing
with good accuracy. The numerical method can thus be usatkfermination of the full FDF.
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Figure 9: (a) Dependence of the amplitude of the heat relegseasponse with velocity fluctuation amplitubig(b) the dependence of the phase
of the heat release rate respogdgq. (1)), at six diferent forcing frequencies.

The target case exhibits combustion instability and heimi tycle oscillations in the experiments [28]. The
equivalence ratio i = 0.61 and no experimental data for the FDF is available. The sameerical method is
applied to that in the previous section, except that thevadgmce ratio isp = 0.61 instead ofp = 0.55. LES
calculations are carried out by varying the forcing freaquyeand forcing amplitude independently. The frequencies
range from 150 Hz to 600 Hz. Frequencies belbw= 150 Hz are not considered as the self-excited oscillation
observed has a frequency of arouhe 348 Hz in the experiments [28]. For each frequency, fourifgramplitudes
are performed, i.eA = 0.1, 0.2, 0.3 and 04. Simulation data is based on at least 16 forcing cycles #iféesimulation
transients have died away.

The dependence of the flame response on the forcing amplgwst®wn in Fig. 9. The heat release saturates for
all forcing frequencies except the lowestfof 150 Hz, for which the response is approximately linear. Thplaude
of the heat release response shows little variation witborgl amplitude, once above frequenciesfof 250 Hz.

At a forcing frequency off = 350 Hz, very close to that of the self-excited oscillatioaso(indf = 348 Hz), the
amplitude of the heat release response is nearly constesgsathe four forcing amplitudes. For the phase results
shown in Fig. 9(b), the phase shows little variation withoeiy amplitude for the lower forcing frequencies of
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Figure 10: The full FDF results predicted by the present LB&gwith fitting lines obtained by #5order fit within Matlab. Symbols refer to the
LES predictions and lines show the fitting.

f = 150 Hz andf = 250 Hz. Above frequencies df = 300 Hz, however, large phase variations with velocity
amplitude are observed. For example, at a forcing frequehéy= 350 Hz, the phase jumps from aroun@.67r at

A =0.1to around-0.187 at A = 0.2, giving a phase change of around®r. This large phase change may contribute
to the limit cycle state of the oscillations.

The corresponding FDF from the present LES is given in Figal@@g with fitted lines for each forcing amplitude,
obtained using a T5order fit with the “fitfrd” command in Matlab. These fitted eggsions will be used for analysis
of the combustion instability and ensuing limit cycle. Ntiat fitted lines presented in Fig. 10 may not be valid below
frequencies of < 150 Hz. The gain is seen to falffovith increasing forcing frequency, other than for a smadlipe
that appears at arounid = 300 Hz for a forcing amplitude oA = 0.4 and aroundf = 350 Hz for the other three
forcing amplitudes. With increasing forcing amplitudeg tjain generally decreases. The non-linearity of the gain is
clearly evident - a linear response would not vary with fogcamplitude. For the phase response, a nearly constant
time delay is evident up to a frequency of aroung 300 Hz for all forcing amplitudes, and even upfte= 400 Hz
with the low forcing amplitude oA = 0.1. For higher forcing frequencies &f> 300 Hz, large phase changes are
observed as already shown in Fig. 9(b). All the 24 LES runstiuisesame time step dft = 4.34 x 1076 s, with the
total CPU time required to obtain the full FDF results aroa2800 h.

6. Low order combustion instability network model, OSCILOS and its validation

Combustion instability analysis is performed using the bostion instability low-order simulatolQSCILO$
[42, 14], developed in the authors’ group. Itis written intha©;Simulink and has an incorporated Graphical User
Interface (GUI). The solver is based on low-order networldeiting. The thermoacoustic system is represented as a
network of simple connected acoustic elements, where dagteat corresponds to a certain component of the system
[91, 92]. The acoustic wave behaviour is modelled anallgicsing linear wave-based methods, and a flame model is
incorporated, capturing how the flame respond to acoustiesvdt provides predictions of the frequencies of resonant
modes, their stability (positive and negative growth ratesde shapes and the time evolution of disturbances. The
fundamental basis @SCILOSs similar to other thermoacoustic network models [93, 26,94, 2, 35], which have
been validated and used extensively in a variety of thermastc problems [2, 35, 41, 12, 40].

The present study only concerns the 1-D plane (longitupla@ustic waves, as the ratio of the transverse dimen-
sions of the elements to the acoustic wavelength is veryldorahe cases considered here. The flame is assumed
“compact” compared to the acoustic wavelength. The acoastalysis assumes that the combustor geometry can
be represented as a network of connected modules, as sét@patescribed in Fig. 11. Bierent modules have
different sectional areas. For modélethe inlet and outlet are located at= x,_, andx = x,, respectively, where
k=1,2,...N, with N the total number of elements. A compact flame located-atx, (nis integer with 0< n < N)
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is used as the heat source, and separates the unburned aad bases. According to the linear acoustic theory, all
flow and thermodynamic variables can be decomposed into a vaae and an acoustic perturbation [1, 95, 96],

which is assumed to be small compared to the correspondiag r&ue. The acoustic field can be described by the
superposition of forward and backward propagating planeegia Considering acoustic waves propagating in both
directions, the pressure, velocity and density in mo#udan be expressed as:

P 1) = P+ P0G ) = Bt ALt = 1) + Al(t - i) (10)
= ’ o 1 + + — -
U (X t) = T + U (X 1) = Ty + /ﬁ(Ak (t - rk) - Ak(t - Tk)) (12)
PR Y) = D+ piX 1) = Pic + Ck%(A;(t - ri) + At 7)) - alek(t -) (12)

where A; and A, mean the amplitude of the downstream and upstream propggatoustic waves, respectively,
Ex = 5k<‘:§/Cp,kq( represents the amplitude of entropy wavgs= (X - x,_,)/(C + Ty), 7, = (X, — X)/(C — Ty) and
7y = (X=X _,)/U are time delays.
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Figure 11: Schematic view of the longitudinal acoustic eletsi@rth sectional area change.

Substituting Egs. (10) - (12) into standard reactive flovahak equations, assuming low Mach number and weak
(linear) disturbances, high order terms can be neglectédt @possible to get the steady and first order term balance
equations to relate the upstream and downstream acousteEswa\pplying the process to all the elements in the
system, a linear system can be obtained to describe thetacaases within the system. It is then possible to derive
a global matrixz, () to link the waves in the firsk(= 1) and the last module& & N), which can be written as:

AL(9) AL(9)
ANS) |=Gin(d] A9 (13)
En(9 E,(9)

where the superscript represents the Laplace transfoss; o +i2xf indicates the Laplace variable,is the growth

rate andf represents the frequency. The attenuation of entropy wéwego shear dispersion can be accounted for
[97]. Entropy waves are considered to disappear when tramhrihe end of combustor, and the indirect noise due to
entropy waves is neglected in the present study, due to #spce of open downstream boundaries. Pressure reflec-
tion codtficientsR, andR, are employed to characterise the inlet and outlet acoustiadary conditions. Readers
can refer to ref. [42] for more details. At the inlet of the dmmtor,fg(s) = 1 andEy(s) = 0 are set, along with
KI(S) = ﬁl(s)ﬂg(s) exp(-77 ) to satisfy the inlet boundary condition. By guessing tra amd imaginary components

of the Laplace variabls, we can calculate the vaIuesE;(,(s)e‘TNs, KN(S) andEn(s)e ™~ from Eq. (13). The error at
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the outlet boundary (a measure of how well the outlet acobstiindary condition is met for this choice of frequency
and growth rate (i.es)) can be mathematically expressed as:

se(s) = AN(S) - Ry(9AN(S) exp-Ty9) (14)

which then makes it possible to plot the contour map of 2QJ{#g(s)| with the growth rater and the frequency,
e.g. the results shown in Fig. 15. The eigenvalues are thregedncies and growth rates which satisfy the outlet
boundary condition and are hence located at minima.
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Figure 12: Schematic view of the EM2C combustor system [13]eXxpaerimental configuration for the operations with selfigd oscillation; (b)
representation of the burner geometry generat€ScILOS

To close the thermoacoustic system, it is necessary to fiakatoustic velocity perturbations upstream of the

flame to the unsteady heat release r@te integrated over the flame volume. This is provided in a flanoeleh In
OSCILOS different flame models can be selected, ranging through fromlesilimearn — r models to non-linear
flame describing functions, either prescribed analytycal loaded from CFD data experimental measurements.
More details orOSCILOScan be found in ref. [42].

Before OSCILOSs applied for predicting the thermoacoustic charactesstf the present unstable combustion
system, it is firstly validated using a well documented c#se;experimental configuration developed at Laboratory
EM2C, which benefits from a variety of combustion instapibtudies [12, 98, 99, 100]. The combustor system is
shown in Fig. 12, and includes a plenum, an injection unit@aedmbustion chamber with an open end. A compact
flame is stabilised at the beginning of the combustion chanthgeriments were carried out withfiéirent lengths of
the plenum and chamber in order to vary the eigenvalues afdhdustor system. Herein, we only take one unstable
case, designated &s- 400 [12], for the comparisons between the combustion ifgtapredictions fromOSCILOS
and the experimental measurements.
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Figure 13: Plots of the mean physical properties: (a) vetacénd (b) temperaturf, in different sections of the EM2C combustor calculated in
OSCILOS

The plenum comprises a straight cylindrical container witlength of 224 mm and diameter of 65 mm, and a
smoothly convergent cylindrical unit with a length of 60 mthig is divided into 50 sub-elements in t@SCILOS
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calculations). The diameters of the inlet and outlet are & amd 35 mm, respectively. The injection unit has a
length of 56 mm and a diameter of 22 mm. The length and the deaméthe combustion chamber are 400 mm and
70 mm, respectively. More details can be found from refs, f. The mean velocity at the outlet of the injection
unit is U, = 4.13 nys, the mean pressure fis = 1 bar and the mean temperaturéTis = 300 K. Methane is used
as the fuel and the equivalence rati@is 0.7. The measured mean temperature of the burned gases isl 4600

K, which is consistent with the predicted mean temperaturiig. 13(b) by setting the combustioffieiencyn as
0.825 in OSCILOS It is thus possible to calculate the mean thermal propedie mean flow velocity in fferent
sections. Figure 13 shows the plots of the mean velacityd the mean temperatuFen different sections calculated
by OSCILOSwhereTs = 1601 K andT; = T, = 300 K. INnOSCILOSacoustic losses occur at boundaries and at area
increase interfaces between modules. The presence of nogaalfio makes contributions to acoustic losses, which
is for example discussed in ref. [101]. At the boundariesuatic losses increase when the magnitude of pressure
reflection cofficient|R| decreases [14]. For the acoustic boundary conditions odEM2C combustor, the inlet can
be considered as a rigid wall and the pressure reflectiofiicieat is adjusted to account for the slight acoustic loss
within the plenum. The outlet of the combustion chamber isrof atmosphere. Analyses of the sensitivity of
predicted limit cycle to dissipations at the boundarieseaearried out by successively varying the magnitudes of
pressure reflection céiicientsR; andR,. WhenR; is changed from+-1 to —0.9, the predicted normalised velocity
perturbationuj/u, of the limit cycle varies from ®9 to Q74, and the corresponding eigenfrequency varies from
1263 Hz to 1242 Hz. The inlet pressure reflection d¢heient plays a more important role on the dissipation of the
system. WherR; decreases from.95 to 085, the predicted,/u, varies from 069 to 036, and the corresponding
eigenfrequency varies from 126Hz to 1317 Hz. The inlet and outlet pressure reflectionficéents thus should be
carefully selected to account for acoustic losses of theesys The damping rate of the system,can be evaluated
with the stable flame using the shortest chamber, which idasito those used in the experiment [12]. The predicted
growth rate of the first mode is negative and equals te, = —a = —45 rad s when the inlet pressure reflection
codficientR; is set to 095. The outlet pressure reflection dldgent isR, = —1. An end correction of @ times of

the diameter of the combustion chamber diameter is takeraittount to consider the sound radiation at the outlet of
the chamber [102, 15, 103].
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Figure 14: Flame describing function results for the EM2C costdr. The symbols refer to the experimental measurements atidwaous lines
to the fitted results based on the measurements.

The flame describing functions are provided by experimanedsurements which are imported iQ@8CILOS
A fitting procedure to obtain the FDF in mathematical formhiert performed withit©SCILOS Figure 14 shows the
experimentally measured and fitted flame describing funstid he fitted FDF has order 16 and captures the shape of
FDF for the most “dangerous” frequency range-(@00 Hz) where combustion instability is known to occur. Note
that the ratio of forcing amplitude to its mean valygd, is used as the normalised velocity perturbation in the pitese
study, while the ratio of RMS value to its mean valygms/u, is used in the experiments [12, 99].

Substituting the fitted FDF results into the thermoacouséitwork model, we can obtain the evolution of the
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eigenvalues with changing velocity perturbation levelggufe 15 shows the contour maps of 2@k(s)| in the s-
plane for the four normalised velocity perturbations. FaaWw velocity perturbations (such as in Fig. 15(a)), the
growth rate of the main mode equals®2tad s*, meaning that the system is unstable with disturbancefaisu at

the corresponding eigenfrequencyfof 1308 Hz. With increasing velocity perturbation, the growtherdecreases
(see the evolution of the main mode’s growth rate in Figsb}{q)), and a limit cycle is finally established when the
growth rate is equal to zero, between the normalised vglpetturbations of 79 and B48. Figure 16 shows the
evolution of the eigenfrequency and its corresponding tiaate with the normalised velocity perturbations. With
increasing the velocity perturbations, both the eigenfeaqy and the growth rate decrease. We can then predict
the normalised velocity perturbation for the limit cycleskbd on a linear interpolation for which the growth rate
is zero, giving 069. The eigenfrequency of the final perturbations equal2®31Hz. These results match well
the experimental results, which have the values.68Gnd 126 Hz for the normalised velocity perturbation and
eigenfequency, respectively.

(Hz]

Im(s)/27 : Frequency

Re(s)/100 : Growth rate /100 [rad s7!]

Figure 15: Contour map of 201gg|se(s)| in the s-plane for diferent normalised velocity perturbations predicted@CILOSfor the EM2C
combustor: (ay;/uy = 0.269; (b)uy/uy = 0.509; (c)u,/uy = 0.679; (d)u,/uy = 0.848. The main modes of the system are indicated by the white
stars.
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Figure 16: Evolution of the eigenfrequency (markee)and the corresponding growth rate (markedasvith normalised velocity perturbations
0y/uy predicted byOSCILOSor the EM2C combustor. The blue markerepresents the predicted normalised velocity perturbdtiothe limit
cycle to be established and the markefor the corresponding frequency.

The results presented in this section demonstrate€dB&tiLOSan model the thermoacoustic system well and that

limit cycle amplitudes for unstable combustors can be ately predicted if sfliciently accurate flame describing
functions are available. It is thus suitable for study ofphesent unstable Cambridge experimental configuration.
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7. Thermoacoustic analysis of the present Cambridge experiental configuration

The discussions thus far has addressed the two separatdsaspeded for a coupled approach to combustion
instability analysis: the FDF calculations and the low oitiermoacoustic network model. Both have been validated
against experimental measurements, and we now combineftinghe target test case.
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Figure 17: Modular representation of the burner geometryhieitCambridge configuration [28, 41] usedd$CILOS

The target Cambridge configuration can be represented ateth@rk of connected modules shown in Fig. 17
where the geometry details are adopted from ref. [41]. Tebestor system constitutes four sections: the upstream
settling chamber, the plenum, the inflow pipe and the conabudtamber, from upstream to downstream (also see
Fig. 1(a) for reference). The upstream settling chambenheasgth of 80 mm and a diameter of 34 mm. The plenum
is represented as having three parts with lengths of 50 méhn#8 and 50 mm, respectively. The part with constant
cross sectional area has a diameter of 100 mm. The other tt#® go@ assumed to be linearly connected to the
upstream settling chamber and the inflow pipe, respectidalYDSCILOS these two parts are divided into 10 sub-
elements for the calculations. The inflow pipe has a lengdb6fmm and a diameter of 17 mm. fBirent combustor
chamber lengths were used in the experiments [28]; selfezkoscillations were observed for a length of 350 mm
(the diameter is 70 mm) and this will hence be the length usee.h

The experiments were carried out at atmosphere pressueem&hn velocity in the upstream settling chamber is
the same as in the inflow pipe, i.e1% m's, accompanied by a mean temperature of 300 K. For the preasially-
premixed flame with a global equivalence ratiggof 0.61, assuming a combustioffieiency ofn = 0.95, giving the
mean temperature of the burned gas to be around 17660S@ILOS The mean velocities and temperatures along
the four modules as calculated ®SCILOSare shown in Fig. 18. The acoustic boundary at the inlet isicened as
a rigid wall, and the outlet of the combustor chamber is g@ats open to atmosphere. Analyses of the sensitivity of
predicted limit cycle to dissipations at the boundariesengarried out as well. WheR, andR; are changed by 10%,
variations in the predicted normalised velocity pertuidrafl,/u, of the limit cycle and corresponding eigenfrequency
are within 1%. The stability of the system thus does not dderthe dissipations at the two boundaries. We thus set
R; = 0.95 andR, = —1, which are the same as those in Section 6.

The unsteady heat release response to perturbations idletbdia the flame model obtained via the present
LES, as discussed in section 5. The full FDF is shown in Figwitich will be used for the present thermoacoustic
analysis. Note that for the present target case of Cambiidgéguration under partially-premixed conditions, a
kinematic flame model has been developed based otbquation [104, 41]. Although the main features of the
flame response were reasonably captured, the accuracy wadtiment for accurate limit cycle prediction.

The obtained FDF data are imported i@®@&CILOSand the 15th order fits for each forcing amplitude obtained
(see Fig. 10). The thermoacoustic modes of the Cambridgigcoation are then calculated. Figure 19 presents
contour maps of 201@e(s)| in the s-plane for the four normalised velocity perturbations, dg/u, = 0.1, 0.2, 0.3
and 04, corresponding to the four forcing amplitudesfof 0.1, 0.2, 0.3 and 04 in the LES calculations. A negative
growth rate implies a stable mode, and a positive growthimpdies unstable. The results demonstrate that there
are two main modes across the four perturbation levelstddcaroundf = 49 Hz andf = 342 Hz. For the mode
aroundf = 49 Hz, the growth rates are negative across all velocity énggs in Fig. 19 implying that the mode is
always stable. For the mode arouhd= 342 Hz, the growth rate is positive for the lower two perttidialevels of
0y/uy = 0.1 and 02, and negative for higher two perturbation levelsuigfu; = 0.3 and 04. This implies that a limit
cycle (zero growth rate) is established between pertwbagivels ofu;/u, = 0.2 andu,/u, = 0.3.
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Figure 18: Plots of the mean physical properties: (a) velogiand (b) temperaturéT , in different modules of the Cambridge configuration
calculated inOSCILOS
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Figure 19: Contour map of 20 lgglde(s)| in the s-plane for diferent normalised velocity perturbations predictedd8CILOSor the Cambridge
configuration: (ay;/uy = 0.1; (b) Gy/uy = 0.2; (c) Gy/uy = 0.3; (d) Uy /uy = 0.4. The main modes of the system are indicated by the white stars.
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Figure 20: Evolution of the eigenfrequency (marke@)and the corresponding growth rate (markedasvith normalised velocity perturbations
Gy /uy predicted byOSCILOSfor the Cambridge configuration. The blue markerepresents the predicted normalised velocity perturbdton
the limit cycle to be established and the markdor the corresponding frequency.
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Table 1: Comparisons between experimental measurements atictipres at limit cycle for the Cambridge configuration.

Frequency (Hz) Amplitudew;/u,)
Present Predictions 342.3 0.260
Experiments [104, 41, 28] 348 0.21

Table 2: Analysis of sensitivity of predicted limit cycle tanations in the gain and time delay of the flame describingtfand=DF. The time
delayrs of the FDF approximately equals 3.7 ms.

changes in the gain changes in the time delay
Limit cycle FDF 1.xFDF 0.%FDF FDFxe %S FDFxe’l"rs
Frequency (Hz)  342.3 341.9 342.8 346.8 339.3
Amplitude @,/u;) 0.260 0.258 0.261 0.252 0.275

To determine the frequency and the amplitude at the limitkecg€the present thermoacoustic system, the evolu-
tion of the eigenfrequency and its corresponding growtl véth increasing velocity perturbation are presented in
Fig. 20. Using linear interpolation, both the eigenfregueand the amplitude of the limit cycle can be predicted. The
predictions are shown in Table 1 along with the experimentdsurements. It can be seen that both the frequency and
the amplitude of the limit cycle resulting from combustiostability are well predicted. An analysis of the sendiivi
of the predicted limit cycle to variations in the gain anddintelay of the flame describing function [105, 106] was
performed by changing these values#10% (this being a reasonable estimate for the uncertaintyeii-DF).The
results are summarised in Table 2. The change in the predioté cycle G,/uy varies from 5.8% to -3.1% and that
of corresponding eigenfrequency varies from 0.9% to 1.3k dhange in the time delay of the FDF therefore plays
an more important role, but the sensitivity to uncertaimtyoth variables is small. These analyses indicate that the
saturation of the combustion process has been successétyred, and combining determination of the FDF from
the present LES with low order thermoacoustic modelling@&CILOSaccurately predicts the unstable behaviour of
the present Cambridge configuration.

8. Conclusions

Predicting the limit cycle behaviour resulting from comtiois instability has been a long standing challenge
in the combustion instability community. This is primarlthgcause it depends on accurate characterisation of both
the non-linear flame response to acoustic waves, and thetizaave behaviour and losses within the combustion
system. The present study has successfully performed adyie analysis of combustion instability involving a
partially-premixed flame combustor. This was achieved hyilmiaing a weakly non-linear flame model in the form of
a Flame Describing Function (FDF), obtained using largeyegiichulations (LES), with a low order thermoacoustic
network modelling tool. The target case was afibhody stabilised, learpartially-premixedflame combustor de-
veloped at Cambridge University, for which previous exmpental data are available. Low Mach number LES was
used to determine the non-linear heat release rate respmaseustic forcing, i.e. the FDF, using the CFD toolbox
OpenFOAM The low order thermoacoustic network modeling t@@ECILOS developed in the authors’ group, then
captured the acoustic wave behaviour within the combustystem. This is the first work, to the authors’ knowledge,
which studies this particular partially-premixed flame ¢mrstor using LES.

The LES method which used the CFD tool@penFOAMwas firstly validated. Turbulent combustion was mod-
elled using the Partial Stirred Reactor (PaSR) model wittohal one-step reaction mechanism. Both the unforced
cold flow and the unforcgtbrced reactive flows were simulated and compared with abkdlexperimental data. The
results demonstrated that both the flow and flame dynamiaegelhas the unsteady heat release, were captured well.
Simulations were then performed with varying inlet velgdit order to determine the full FDF. Both the forcing
frequency and the forcing amplitude were varied indepethglenith six frequencies and four normalised forcing am-
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plitudes considered. Non-linearity of the obtained FDF wlaarly visible. Heat release saturation and phase changes
were also observed at higher forcing frequencies, whiclidooantribute to saturation into the limit cycle.

The solverOSCILOSis a combustion instability low-order simulator based orthﬁQ/Simulinlé. It models
a combustor as a network of connected simple modules andinemtvave-based linear analytical models for the
acoustic waves with a more complex flame model, which for tlesgnt study was based on importing data from
the LES flame study. Its validation for limit cycle studiessaanducted for a well-documented unstable combustor
system. The eigenfrequencies and growth rates were peddiat diferent levels of velocity perturbation upstream
of the flame. Based on interpolation to the zero growth ratelition, the frequency and forcing amplitude of the
limit cycle oscillations were predicted and both agreed wih the experimental measurements. This confirmed that
OSCILOSs capable of capturing limit cycle behaviour.

For the target Cambridge experimental configuration, thained FDF and validated thermoacoustic network
modelling tool,OSCILOS were then combined to study combustion instability. Twaleswere predicted, the first
being stable with a frequency of aroufid= 49 Hz and the second one unstable with a frequency of arbun®42
Hz. The limit cycle frequency and amplitude were predictefe 342 Hz and .@6, respectively, which agreed well
with the experimental measurements of around 348 Hz &1 €espectively.

This is the first work, to the authors’ knowledge, which potglithe limit cycle frequency and amplitude under
unstable conditions by combining high-fidelity CFD metheadth a low order network modelling tool for the target
case. This confirms that an open-source software framewmribiming OpenFOAMandOSCILOS can be used to
study combustion instability problems numerically, withogl accuracy. The study also suggests thatféacgently
accurate flame model can be deduced from high-fidelity LESgu$ie open source CFD toolb@penFOAM

Acknowledgements

This work is funded by the European Research Council via RR€ Btarting Grant, ACOULOMODE (2013-18).
Computation time using the CX1 HPC cluster at Imperial Gmlés gratefully acknowledged. We are grateful to
Prof. Bill Jones from Department of Mechanical Engineer@dmperial College London, Dr R. Balachandran of
University College London and Prof. Jim McGuirk of Loughbogh University for several useful discussions. We
are also grateful to Prof. Thierry Schuller of Laboratory EMat Ecole Centrale Paris for providing the geometry
details of the EM2C combustor used in the present study.

References

[1] T. Poinsot, D. Veynante, Theoretical and Numerical CortibnsR.T. Edwards, PA, USA, second edition, 2005.
[2] A.P.Dowling, S. R. Stow, Journal of Propulsion and Pod@1(2003) 751-763.
[3] L. Crocco, Journal of the American Rocket Society 21 (1)9533-178.
[4] S. Candel, Proceedings of the Combustion Institute 29Z20-28.
[5] N.Swaminathan, K. N. C. Bray, Turbulent Premixed FlamesnBddge University Press, Cambridge, UK, 2014.
[6] T. Lieuwen, V. Yang, Combustion Instabilities in Gas TumdEngines: Operational Experience, Fundamental Mecimsniand Modeling,
American Institute of Aeronautics and Astronautics, Ine@st®n, VA, USA, 2005.
[7] L. Selle, G. Lartigue, T. Poinsot, R. Koch, K. U. Schildrhac, W. Krebs, B. Prade, P. Kaufmann, D. Veynante, Combustidr-&ame 137
(2004) 489-505.
[8] G. Stdfelbach, L. Y. M. Gicquel, G. Boudier, T. Poinsot, Proceedinfithe Combustion Institute 32 (2009) 2909-2916.
[9] N. Noiray, D. Durox, T. Schuller, S. Candel, Journal ofildl Mechanics 615 (2008) 139-167.
[10] S.R. Stow, A. P. Dowling, Journal of Engineering for Gasbines and Power 131 (2009) 031502.
[11] S.R. Stow, A. P. Dowling, in: Proceedings of ASME Turbxp 2004. GT2004-54245.

[12] P. Palies, D. Durox, T. Schuller, S. Candel, Combustioth Blame 158 (2011) 1980-1991.

[13] A. P. Dowling, Y. Mahmoudi, Proceedings of the Combustiestitute 35 (2015) 65-100.

[14] J.Li, A. S. Morgans, Journal of Sound and Vibration 326X5) 345-360.

[15] C.F. Silva, F. Nicoud, T. Schuller, D. Durox, S. Candegmbustion and Flame 160 (2013) 1743-1754.

[16] B. D. Bellows, M. K. Bobba, J. M. Seitzman, T. Lieuwen, doal of Engineering for Gas Turbines and Power 129 (2007}-964.
[17] A. P. Dowling, Journal of Fluid Mechanics 346 (1997) 2290.

[18] D. Durox, T. Schuller, N. Noiray, S. Candel, Proceediingthe Combustion Institute 32 (2009) 1391-1398.

[19] R. Balachandran, B. O. Ayoola, C. F. Kaminski, A. P. Dowli E. Mastorakos, Combustion and Flame 143 (2005) 37-55.
[20] B.D. Bellows, Y. Neumeier, T. Lieuwen, Journal of Progioh and Power 22 (2006) 1075-1084.

[21] T. Lieuwen, Y. Neumeier, Proceedings of the Combustiatitimte 29 (2002) 99-105.

[22] J. G. Lee, D. A. Santavicca, Journal of Propulsion angé?d 9 (2003) 735-750.

21



(23]
[24]
(25]

[26]
[27]
(28]

[29]
(30]
(31]
[32]
(33]
[34]
[35]
[36]
[37]
(38]
[39]
[40]
[41]
[42]

[43]
[44]
[45]
[46]
[47]
(48]
[49]
[50]
[51]
[52]
(53]
[54]
[55]
[56]
[57]
[58]
[59]
[60]
(61]
(62]
(63]
(64]
[65]
(66]

(67]
(68]
(69]
[70]
[71]
[72]
[73]
[74]

[75]
[76]
[77]
(78]
[79]
(80]
(81]
(82]

A. L. Birbaud, D. Durox, S. Ducruix, S. Candel, Procaeghi of the Combustion Institute 31 (2007) 1257-1265.

S. Schimek, J. P. Moeck, C. O. Paschereit, Journal ofrigeging for Gas Turbines and Power 133 (2011) 101502.

D. Kim, K. Kim, S. Srinivasan, J. G. Lee, B. D. Quay, D. A. $aricca, Journal of Engineering for Gas Turbines and Pow&r(2010)
021502.

B. Schuermans, F. Guethe, D. Pennell, D. Guyot, C. O.Heast, Journal of Engineering for Gas Turbines and Pow2r(2810) 111503.
B. Cost, S. Terhaar, J. P. Moeck, C. O. Paschereit, Combustion a@mieFL62 (2015) 1046—1062.

R. Balachandran, Experimental investigation of th@oese of turbulent premixed flames to acoustic oscillatiohd) Pthesis, University
of Cambridge, Cambridge, UK, 2005.

T. Lieuwen, Journal of Propulsion and Power 19 (2003-7&31.

C. A. Armitage, R. Balachandran, E. Mastorakos, R. S.t3aambustion and Flame 146 (2006) 419-436.

M. Zhu, A. P. Dowling, K. N. C. Bray, Journal of Engineeg for Gas Turbines and Power 127 (2005) 18-26.

Tay-Wo-Chong, T. Komarek, R. Kaess, iller, W. Polifke, in: ASME Turbo Expo 2010. GT2010-22769.

. Pitsch, Annual Review of Fluid Mechanics 38 (200634882.

. Han, A. S. Morgans, Combustion and Flame 162 (2015) £1782.

. Febrer, Z. Yang, J. J. McGuirk, in: 47th AIXASME/SAE/ASEE Joint Propulsion Conference & Exhibit 2011. AIAA 206127.

. J. Krediet, C. H. Beck, W. Krebs, S. Schimek, C. O. Pasel, J. B. W. Kok, Combustion Science and Technology 1842888-900.
. J. Krediet, C. H. Beck, W. Krebs, J. B. W. Kok, Proceggti of the Combustion Institute 34 (2013) 1223 — 1230.

. Ducruix, T. Schuller, D. Durox, S. Candel, JournaPodpulsion and Power 19 (2003) 722—734.

. O. Paschereit, B. Schuermans, W. Polifke, O. Mattdonrnal of Engineering for Gas Turbines and Power 124 (2089)-247.

. Kim, J. Lee, B. Quay, D. Santavicca, Combustion and Flagie(2010) 1718-1730.

0. S. Graham, Modelling the thermoacoustic responseasfipred flames, Ph.D. thesis, University of Cambridge, Cambyidge 2012.
J. Li, D. Yang, C. Luzzato, A. S. Morgans, OSCILOS: thenource combustion instability low order simulator, Htpyw.oscilos.com,
2014.

H. G. Weller, G. Tabor, H. Jasak, C. Fureby, Computershiysits 12 (1998) 620-631.

B. Ayoola, G. Hartung, C. A. Armitage, J. Hult, R. S. Ca@t,F. Kaminski, Experiments in Fluids 46 (2009) 27-41.

N. Swaminathan, G. Xu, A. P. Dowling, R. Balachandranyrdal of Fluids Mechanics 681 (2011) 80-115.

J. Kariuki, J. R. Dawson, E. Mastorakos, Combustion alache 159 (2012) 2589-2607.

G. Hartung, J. Hult, C. F. Kaminski, J. W. Rogerson, N. 8weathan, Physics of Fluids 20 (2008) 035110.

G. Bulat, E. Fedina, C. Fureby, W. Meier, U. Stopper,d@edings of the Combustion Institute 35 (2015) 3175-3183.

C. Fureby, Journal of Engineering for Gas Turbines aoad? 134 (2012) 041503.

Y. Afarin, S. Tabejamaat, Combustion Theory and Modgltli7 (2013) 383—-410.

J. Smagorinsky, Monthly Weather Review 91 (1963) 99-164

S. B. Pope, Turbulent Flows, Cambridge University Pr2680.

G. Olenik, O. T. Stein, A. Kronenburg, Proceedings @& @ombustion Institute 35 (2015) 2819-2828.

C. W. Tsang, M. F. Trujillo, C. J. Rutland, Computers & fels1 105 (2014) 262-279.

S. J. Daniels, I. P. Castro, Z. T. Xie, Journal of Wind Ewgring and Industrial Aerodynamics 120 (2013) 19-28.

L. Y. M. Gicquel, G. Stéfelbach, T. Poinsot, Progress in Energy and Combustion Se@$¢2012) 782 — 817.

G. Bulat, W. P. Jones, A. J. Marquis, Proceedings of thmBustion Institute 34 (2013) 3155-3164.

J. Lee, S. Jeon, Y. Kim, Combustion and Flame 162 (2015)34446.

P. P. Popov, S. B. Pope, Combustion and Flame 161 (2014)-31(33.

M. Jangi, X. Zhao, D. C. Haworth, X. S. Bai, Combustion &idme 162 (2015) 408—-419.

A. Triantafyllidis, E. Mastorakos, R. L. G. M. Eggelsp@bustion and Flame 156 (2009) 2328 — 2345.

M. C. Ma, C. B. Devaud, Combustion and Flame 162 (2015) 188--

R. A. C. Griffiths, J. H. Chen, H. Kolla, R. S. Cant, W. Kollmann, Proceedofghe Combustion Institute 35 (2015) 1341-1348.

E. R. Hawkes, O. Chatakonda, H. Kolla, A. R. KersteirlJChen, Combustion and Flame 159 (2012) 2690-2703.

J. Chomiak, A. Karlsson, Symposium (International) om®astion 26 (1996) 2557-2564.

UCSD Mechanism, Chemical-kinetic mechanisms for combnsijgplications, Mechanical and Aerospace Engineering (Gstiin Re-
search), University of California at San Diego (httpombustion.ucsd.edu), 2014.

G. Blanquart, P. Pepiot-Desjardins, H. Pitsch, Conibasind Flame 156 (2009) 588-607.

S. R. Shabanian, P. R. Medwell, M. Rahimi, A. Frassol|d&atiCuoci, Applied Thermal Engineering 52 (2013) 538-554.

T. Lu, C. K. Law, Proceedings of the Combustion InstitBe(2005) 1333—-1341.

Z.Luo, C. S. Yoo, E. S. Richardson, J. H. Chen, C. K. Law, 0, Combustion and Flame 159 (2012) 265-274.

C. M. Kaul, V. Raman, E. Knudsen, E. S. Richardson, J. HerCProceedings of the Combustion Institute 34 (2013) 1283371

A. S. Potturi, J. R. Edwards, Combustion and Flame 1625p0176-1192.

C. K. Westbrook, F. L. Dryer, Combustion Science and Tedbgy 27 (1981) 31-43.

D. O. Lignell, Direct numerical simulation of soot formaiti and transport in turbulent nonpremixed ethylene flameg).Resis, University
of Utah, Utah, USA, 2008.

S. B. Pope, Physics of Fluids 25 (2013) 110803.

W. P. Jones, A. J. Marquis, K. Vogiatzaki, Combustion &taime 161 (2014) 222—-239.

S. M. Correa, Combustion and Flame 93 (1993) 41-60.

A. N. Lipatnikov, Fundamentals of Premixed Turbulent Carstion, CRC Press, London, 2012.

R. Novella, A. Garca, J. M. Pastor, V. Domenech, Mathecahind Computer Modelling 54 (2011) 1706-1719.

V. Sabelnikov, C. Fureby, Combustion and Flame 160 (28B3P6.

C. Fureby, K. Nordin-Bates, K. Petterson, A. BressorSabelnikov, Proceedings of the Combustion Institute 3352@127—-2135.

H. B. Toda, O. Cabrit, K. Trffin, G. Bruneaux, F. Nicoud, Physics of Fluids 26 (2014) 075108

AO0WITITOXIC

22



[83] Z.A.Rana, B. Thornber, D. Drikakis, Physics of Fluid3(2011) 046103.
[84] S. Muppidi, K. Mahesh, Journal of Fluid Mechanics 530@3) 81-100.
[85] A.D. Rothstein, P. J. Wantuck, in: 28th AIABAE/ASME/ASEE Joint Propulsion Conference & Exhibit 1992. AIAA 199223.
[86] R. Kaess, W. Polifke, T. Poinsot, N. Noiray, D. Durox,Schuller, S. Candel, CFD-based mapping of the thermo-acosistbility of a
laminar premix burner, Technical Report, Center for TurbodeResearch, Proceedings of the Summer Program 2008, 2008.
[87] L. Tay-Wo-Chong, W. Polifke, Journal of Engineering f&as Turbines and Power 135 (2013) 021502.
[88] D. Mejia, L. Selle, R. Bazile, T. Poinsot, Proceedingsh@ Combustion Institute 35 (2015) 3201-3208.
[89] S.F. Ahmed, R. Balachandran, T. Marchione, E. Mastasak@mbustion and Flame 151 (2007) 366 — 385.
[90] S. Ayache, J. R. Dawson, A. Triantafyllidis, R. Balaodean, E. Mastorakos, International Journal of Heat anddARlow 31 (2010)
754-766.
[91] A. P. Dowling, Journal of Sound and Vibration 180 (1985)—581.
[92] W. Polifke, A. Poncet, C. O. Paschereit, Kdbbeling, Journal of Sound and Vibration 245 (2001) 483-510
[93] S. Bomberg, T. Emmert, W. Polifke, Proceedings of the Cortitausnstitute 35 (2015) 3185-3192.
[94] N. Noiray, B. Schuermans, Proceedings of the Royal $poieLondon A: Mathematical, Physical and Engineering Scesmv69 (2013).
[95] T. C. Lieuwen, Unsteady combustor physics, Cambridgevéisity Press, New York, 2012.
[96] W. Bechara, C. Bailly, P. Lafon, S. M. Candel, AIAA Joair82 (1994) 455-463.
[97] A. S.Morgans, C. S. Goh, J. A. Dahan, Journal of Fluid Naics 733 (2013).
[98] P. Palies, D. Durox, T. Schuller, S. Candel, Combusticiei®&e and Technology 183 (2011) 704-717.
[99] T. Schuller, D. Durox, P. Palies, S. Candel, Combustioth Blame 159 (2012) 1921-1931.
[100] D. Durox, J. P. Moeck, J.-F. Bourgouin, P. Morenton,\Kallon, T. Schuller, S. Candel, Combustion and Flame 160320729-1742.
[101] E. Motheau, L. Selle, F. Nicoud, Journal of Sound arnlar&fion 333 (2014) 246—-262.
[102] R. M. Munt, Journal of Sound and Vibration 142 (199034436.
[103] H. Tiikoja, J. Lavrentjev, H. Bmmal, M. Abom, Journal of Sound and Vibration 333 (2014) 788-80
[104] O. S. Graham, A. P. Dowling, in: ASME Turbo Expo 2011. ®I2-45255.
[105] F. Duchaine, F. Boudy, D. Durox, T. Poinsot, Combustod Flame 158 (2011) 2384-2394.
[106] M. Bauerheim, G. Steelbach, N. Worth, J. Dawson, L. Gicquel, T. Poinsot, Progegsiof the Combustion Institute 35 (2015) 3355-3363.

23



