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In this work, we develop coarse-grained (CG) force fields for water, where the effective CG intermolecular interactions
between particles are estimated from an accurate description of the macroscopic experimental vapour–liquid equilibria data
by means of a molecular-based equation of state. The statistical associating fluid theory for Mie (generalised Lennard-Jones)
potentials of variable range (SAFT-VR Mie) is used to parameterise spherically symmetrical (isotropic) force fields for water.
The resulting SAFT-γ CG models are based on the Mie (8-6) form with size and energy parameters that are temperature
dependent; the latter dependence is a consequence of the angle averaging of the directional polar interactions present in water.
At the simplest level of CG where a water molecule is represented as a single bead, it is well known that an isotropic potential
cannot be used to accurately reproduce all of the thermodynamic properties of water simultaneously. In order to address this
deficiency, we propose two CG potential models of water based on a faithful description of different target properties over a
wide range of temperatures: our CGW1-vle model is parameterised to match the saturated-liquid density and vapour pressure;
our other CGW1-ift model is parameterised to match the saturated-liquid density and vapour–liquid interfacial tension. A
higher level of CG corresponding to two water molecules per CG bead is also considered: the corresponding CGW2-bio model
is developed to reproduce the saturated-liquid density and vapour–liquid interfacial tension in the physiological temperature
range, and is particularly suitable for the large-scale simulation of bio-molecular systems. A critical comparison of the phase
equilibrium and transport properties of the proposed force fields is made with the more traditional atomistic models.

Keywords: aqueous systems; molecular simulation; interfacial properties; force fields

1. Introduction

Water is perhaps the most important liquid in nature and
is the most common solvent in biological and industrial
systems. Despite an enormous research effort that spans
over more than a century, modelling aqueous systems still
remains a challenge [1]. A reliable force field is crucial for
an accurate description of the properties of water and its
mixtures. Numerous intermolecular potential models have
been developed at different levels of resolution by match-
ing specific structural and/or thermodynamic properties.
Without the intension of being exhaustive, it is important
to briefly acknowledge some of the popular intermolecu-
lar potential models for water. The reader is directed to the
excellent reviews on the development of force fields for wa-
ter based on: a quantum-level description [2–4]; a classical
atomistic description [5–9], including a particular focus on
polarisable models [10]; a coarse-grained (CG) representa-
tion [11–15]; and a critical experimental validation of the
various models, including the corresponding anomalies in
the structural, thermodynamic, and dynamical properties
[16,17].
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In first-principles quantum mechanical approaches, the
total potential energy surface of the system is determined
by solving the Schrödinger equation using the Born–
Oppenheimer approximation. As a result of the computa-
tional complexity, these calculations are restricted to rela-
tively small clusters of water molecules. Furthermore, many
of the predicted bulk thermodynamic properties are only in
qualitative agreement with experimental observables [3,4].
One of the best known force fields obtained by parame-
terising ab initio quantum mechanical calculations of the
water dimer in different relative molecular positions and
orientations is the Matsuoka–Clementi–Yoshimine (MCY)
model [18]. Although the structural properties are well re-
produced with the MCY model, significant deviations are
observed for the liquid density. Car and Parrinello [19]
combined traditional molecular-dynamics (MD) simula-
tion with quantum density functional theory (DFT) in their
seminal paper to simulate the fluid properties of water, ex-
plicitly introducing the electronic degrees of freedom as
dynamical variables rather than using Born–Oppenheimer
MD where the electron density is solved at each iteration.
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The quality of the description of the macroscopic behaviour
largely depends on the the choice of functional and basis
set used in the quantum simulation [20,21]. The vapour–
liquid coexistence properties, which are particularly sen-
sitive to details of the computation and the treatment of
the dispersion interaction, can be different from the exper-
imental values by several orders of magnitude [3,22,23].
An accurate first-principles DFT simulation of water still
remains a challenge where the commonly employed forms
of the exchange-correlation functional can lead to serious
discrepancies in the prediction of some of the properties
(including the structure, density, and internal energy) of the
condensed liquid state [24]. Notwithstanding, the method-
ology makes it possible to predict the properties of clusters
of over 100 molecules, allowing for an exploration of dense
fluids [25,26].

At the classical atomistic level of description, experi-
mental data for the bulk-phase thermophysical and struc-
tural properties are typically used to parameterise empirical
pairwise additive potentials. These force fields make use of
analytical functions providing a simplified classical repre-
sentation of the repulsive, dispersive, and electrostatic in-
teractions. Rigid non-polarisable models with partial point
charges are commonly employed in this context. The clas-
sical intermolecular force fields of water in modern use are
invariably based on the distributed-charge Lennard-Jones
(LJ) models proposed by Bernal and Fowler [27], Rowlin-
son [28,29], Pople [30], and Bjerrum [31]. The first atom-
istic molecular simulation study of water was reported by
Barker and Watts [32], who used the model of Rowlin-
son [29] in their Monte Carlo simulations. The Rowlinson
model consists of a LJ spherical site and four electrostatic
charges positioned to reproduce the dipole moment of wa-
ter. A similar description has been used in subsequent stud-
ies to develop more reliable models with differing numbers
of charged sites and geometries, including the BNS model
of Ben-Naim and Stillinger [33], the ST2 model of Stillinger
and Rahman [34,35], the simple point charge (SPC) models
of Berendsen and co-workers [36–38], and the transferable
interaction potential (TIP) models based on the work of Jor-
gensen and co-workers [8,39–47]; in this context, it is also
important to mention the related distributed-charge exp-
6 model of Errington and Panagiotopoulos [48], which is
based on the modified Buckingham exponential-6 potential.

The SPC and TIP families of classical atomistic force
fields generally offer a good overall description of the
physical behaviour of water, even though they cannot
be used to capture all of the properties and anomalies
simultaneously [5,7]. For instance, the TIP4P model
allows one to represent the overall phase diagram only
qualitatively [49,50], and the predicted dielectric constant
is highly underestimated compared to experiment [7].
The SPC, SPC/E, TIP3P, and TIP4P models are unable
to provide one with an accurate representation of the
experimental oxygen–oxygen radial distribution function

[38,51,52], and unphysical clusters can be found in the
gas phase with the TIP3P model [53]. The SPC, TIP3P,
and TIP4P models underestimate the experimental melting
temperature of water (273 K), with values of 190, 146,
and 232 K, respectively [7]. An unsatisfactory description
of the overall vapour–liquid equilibria, particularly the
vapour pressure and second-virial coefficient, is generally
found with the various SPC and TIP parameterisations
[54–56]. As a consequence the values predicted for the
normal boiling temperature of water can range from 364
and 368 K for the TIP4P and SPC models to 398 and 401
K for the SPC/E and TIP4P/2005 models, compared to the
experimental value of 373 K; in cases where the boiling
point is not reported, it can be estimated from a Clausius–
Clapeyron analysis of the vapour pressures reported in
Refs. [54] and [55]. Despite some of these inadequacies,
the SCP and TIP point-charge models of water are still in
ubiquitous use as they provide a predictive platform for
a broad variety of properties, including complex aqueous
systems of biomolecules at manageable computational
expense. The best overall current description of the thermo-
dynamic and structural properties of water (with classical
non-polarisable force fields of this type) is achievable with
the TIP4P/2005 (condensed liquid) and TIP4P/Ice (solid
state) offerings [8,45,46]; the recently re-parameterised
TIP4P model of Huang et al. [47] also yields a particularly
good description of the saturation pressure and heat of
vaporisation, including the near critical region.

Polarisable force fields first introduced in the late 1970s
[57,58], and developed extensively since, account for the
many-body polarisation effects in order to improve the de-
scription of the dielectric properties by, for example, in-
cluding polarisable Gaussian charges [59–64], fluctuating
charges [65,66], polarisable point charges and multipoles
[67–71], moving charged shells [72], or molecular flexi-
bility [73–75]. Taking many-body electrostatic effects into
account also allows one to reproduce the properties of the
low-density vapour and high-density liquid states of wa-
ter simultaneously (see, for example, the work of Paricaud
et al. [60]) as well as the anomalous behaviour character-
istic of aqueous systems (e.g., Ref. [76]). Though certainly
the way forward in terms of an improved overall descrip-
tion of the structure and thermodynamic properties of water
and other polar fluids, the use of polarisable models comes,
however, at the expense of added complexity and compu-
tational cost. Their application in large-scale simulations
such as those required for dilute aqueous solutions of sur-
factants or biomacromolecules is extremely time intensive
even with state-of-the-art hardware.

Less physically detailed potential models can be con-
sidered that do not incorporate the electrostatic interactions
explicitly. Before we describe the use of CG methodolo-
gies to develop simple, typically spherically symmetrical,
intermolecular potentials for water and aqueous systems
designed to provide an accurate quantitative representation
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of target structural and thermodynamic properties, it is im-
portant to acknowledge the large body of work on related
so-called ‘toy models’. In contrast to CG force fields, toy
models are employed to capture the underlying qualitative
physics of the interactions in water with the aim of repre-
senting distinctive features of the system’s behaviour, such
as the anomalous low density of ice, the density maxi-
mum, and the heat capacity and compressibility minima,
without attempting to reproduce the properties faithfully.
One of the first toy models of water of this type was de-
veloped by Ben-Naim [77] based on a LJ molecular core
with directional attractive sites characterised by an angular-
dependent Gaussian cut-off; two dimensional ‘Mercedes-
Benz’ and three dimensional variants of the Ben-Naim
model have now been used to help understand the qualitative
features of the anomalous behaviour of water [12,78,79].
Other simple force fields have also been employed in this
context, including isotropic models with two characteristic
length scales, related core-softened potentials, and modi-
fied van der Waals models [80–96]. A quantitative descrip-
tion of some of the key thermodynamic properties of water
can also be obtained with simple sticky-patch potentials
which mimic the strong and short-range directional hydro-
gen bonding in water by including a number of off-centre
sites within the spherical molecular core (see the review by
Nezbeda [97], and references therein). A particularly good
example of the development of sticky-patch models of water
is the use of the statistical associating fluid theory (SAFT)
to parameterise a force field for the simulation of confined
systems [98], where the use of Ewald summations for the
evaluation of the long-range electrostatic interactions can
be problematic [99].

Modelling the water molecule as a single spherically
symmetrical CG interaction site is, of course, a consider-
able challenge, because the strong anisotropy and short-
ranged nature of the interactions are represented in a highly
simplified, effective manner. The use of simple CG models
of water without an explicit treatment of the electrostatics
has nevertheless gained much popularity in recent years,
driven by the need to simulate increasingly large systems
for longer times [11–15,100–127]. It comes as no surprise
to find that these simple isotropic models cannot be used
to simultaneously reproduce all of the thermodynamic and
structural properties of water. Despite the shortcomings
due to the rather crude representation of the real force field,
these CG models are very useful in the simulation of large
macroscopic systems dominated by solvent effects, includ-
ing biological systems and solvent-mediated microphase
separation. The use of a simplified CG model offers a great
saving in computational time and is therefore paramount
as a platform for multiscale modelling. The main purpose
of a CG model is to reproduce basic structural, dynami-
cal, thermodynamic, and phase-equilibrium properties in
reasonable agreement with the target experimental data,
but at a low comparative computational cost. It is clear

that by reducing the resolution through the CG procedure,
one’s capability of accurately describing the behaviour of
the system must be diminished with respect to the atom-
istic models, which fail to faithfully reproduce some of the
properties of interest. The key to a successful CG procedure
is to establish the correct balance between simplicity and
accuracy.

Coarse-grained models of water are commonly devel-
oped by lumping together several molecular features or
molecules into a single CG bead. Different levels of CG
mapping have been employed in this regard depending
on the purpose of study, ranging from one [100] to five
[118] water molecules per bead. Hadley and McCabe [115]
have investigated different levels of CG of water, using
a K-means algorithm to identify the spacial coordinates
and the number of molecular clusters k in the system. In
this manner, the most appropriate average number of wa-
ter molecules per CG bead could be estimated. Hadley and
McCabe concluded that a four-to-one mapping represents
the best balance between accuracy and computational ef-
ficiency in the case of water. However, an inherit problem
with the aggressive CG of several molecules into a single
bead is that much of the molecular identity is lost; molec-
ular details of interfacial densities and configurations are
smeared out and crucially the vapour phase and proper-
ties associated with vapour–liquid equilibria become ill-
defined.

With CG force fields, the electrostatics and hydrogen-
bonding interactions are treated implicitly by considering
an average, effective spherically symmetrical potential of
mean force (PMF), which by its very nature is state depen-
dent. ‘Bottom-up techniques such as force matching [104]
or iterative Boltzmann inversion (IBI) [109] have been used
to parameterise the CG potentials of water from a detailed
atomistic description. Some empirical CG water models
have also been developed from a ‘top-down’ perspective:
in such an approach, the parameters that characterise the
potential functions are adjusted to match one or more target
macroscopic properties using an iterative procedure. One
of the most commonly employed empirical CG models is
the MARTINI CG force field [103,107], based on the ubiq-
uitous LJ (12-6) potential (with additional point charges
for the interactions between charged groups) parameterised
to represent the free energies of vaporisation, hydration,
and partitioning between water and the hydrophobic com-
ponent. The MARTINI model has been used to capture
some of the salient structural properties of aqueous systems
comprising lipids [103,128–130], surfactants [131–134],
carbohydrates [135], and proteins [136–140], and as a con-
sequence the force field has gained popularity in studies
involving biomolecules. The MARTINI representation of
water has a high computational efficiency as a result of the
‘aggressive’ level of CG, namely four water molecules per
CG LJ bead. The strong polar interactions present in water
and aqueous systems are represented with deep energetic
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wells, which can unfortunately cause freezing at physio-
logical temperatures [111,113], making the model suitable
only for the simulation of mixtures with other components
(that also act as anti-freeze agents). Furthermore, the use
of the MARTINI force field can lead to a significant un-
derestimate of the vapour–liquid interfacial tension and an
overestimate of the compressibility of the solution [112].

A more faithful representation of the properties of wa-
ter can be achieved by employing the softer Mie (gener-
alised LJ) or Morse potentials along with a refinement of
the model parameters, as suggested by He et al. [112] and
Chiu et al. [113]. In earlier work on aqueous solutions of
phospholipids, Shelley et al. [101] had already developed
a CG model of water based on a three-to-one mapping
scheme to study the self-assembly of the system. Their
model is based on a soft-core interaction characterised by
the Mie (6-4) potential, thereby avoiding the issue of pre-
mature freezing. Subsequently, He et al. [112] assessed
several models at various levels of CG ranging from one
to four molecules per bead using different Mie and Morse
potentials. Klein and co-workers have now undertaken an
extensive body of work employing soft-core potentials of
this type to simulate the properties of aqueous solutions of
ionic and non-ionic surfactants [105,141–144], ionic liq-
uids [145], nanotubes [146], lipids [147,148], amino acids
[149], and membranes [150]. In the case of the interaction
between water molecules, the Mie CG models are typically
parameterised empirically to reproduce the liquid density,
compressibility, and interfacial tension at ambient temper-
ature; inevitably, it is impossible to describe all three prop-
erties simultaneously at this level of CG. As we will also
show later in our paper, one is not able to accurately predict
vapour–liquid equilibrium properties such as the vapour
pressure, vaporisation enthalpy, or heat capacity with such
a parameterisation.

Freeing themselves of the restriction of a spherically
symmetrical form of interaction, Molinero and co-workers
[110,127] have proposed the monatomic water (mW) CG
model based the on the Stillinger–Weber two- and three-
body potential of silicon that favours a tetrahedral coor-
dination of the molecules. The model was parameterised
to match the experimental vaporisation enthalpy, melting
point, and density of liquid water at ambient conditions,
and with it, one retains the capability of describing some
of the key structural properties, such as radial and angu-
lar distribution functions. Unfortunately, the mW model
incorporates three-body contributions, which are costly to
compute.

In our current work, we first focus on the development
of simple isotropic CG force field for water based on a one-
to-one mapping. We take a leaf out of the book of Klein
and co-workers [101,105,112] and employ a Mie form of
interaction, allowing the exponents to differ from the more
usual LJ (12-6) prescription. The target thermodynamic
properties in our case are the saturated-liquid density, the

Figure 1. Coarse-grained molecular models for water, based on
the one-to-one and two-to-one level of representation.

vapour pressure, and the vapour–liquid interfacial tension.
The intermolecular parameters of the Mie potential are ad-
justed to provide an optimal description of the target prop-
erties. In contrast to the work of Klein and co-workers,
we ensure that a good description is obtained over a wide
temperature range; this is achieved by introducing a temper-
ature dependence for the size and energy parameters of the
model. In essence, our CG Mie force field for water repre-
sents a simple temperature-dependent PMF that can be used
to faithfully describe the thermodynamic properties for a
broad range of gaseous and condensed states. Other levels
of CG are also considered within the SAFT-VR/SAFT-γ
Mie framework as described in Section 3.5. Prototypical
examples of molecular CG models of water are illustrated
in Figure 1.

2. Methodology

2.1. SAFT-γ Mie force field

The interactions between water molecules is represented
with a single CG spherical site interacting via the Mie po-
tential [151]. The Mie potential is more versatile than the
fixed LJ (12-6) form because the repulsive and attractive
exponents can be varied independently to change the soft-
ness/hardness of the repulsions and range of the attractive
interactions. It can be expressed in a generalised LJ form
as [152–155]

u(r) = C ε

[(σ

r

)λr −
(σ

r

)λa

]
, (1)

where

C(λa, λr ) =
(

λr

λr − λa

) (
λr

λa

) λa
λr −λa

(2)

is defined such that the depth of the energetic potential well
is −ε, the size of a spherical segment is σ , and the repulsive
λr and attractive λa exponents characterise the form of the
interaction.
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The latest version of the SAFT equation of state (EoS)
based on the Mie reference potential (SAFT-VR Mie) [156]
and its reformulation as a group contribution approach
(SAFT-γ Mie) [157] have recently been used to provide
an efficient parameterisation of simple CG force fields for
a variety of molecular fluids over a broad range of condi-
tions, including carbon dioxide and other greenhouse gases,
refrigerants, long n-alkanes, and aromatic compounds rep-
resented as homonuclear or heteronuclear models of tan-
gentially bonded Mie segments [158–160]; the reader is
directed to a recent review [161] for details of methodology
and specific examples of the capabilities of the so-called
SAFT-γ Mie CG force fields. The equation of state has also
been parameterised in terms of a corresponding state cor-
relation to allow the molecular parameters to be obtained
from critical data [162], and the SAFT-γ Mie models are
rapidly gaining popularity in the simulation of mixtures
[163–165].

The analytical form of the EoS enables a rapid and
efficient exploration of a wide parameter space enabling
one to obtain a set of intermolecular potential parameters
that provide an optimal description of the macroscopic
experimental data. Using variable values of the exponents
(as opposed to the LJ 12-6 form) has been shown to provide
a significant improvement in the description of the vapour
pressure and the second-derivative thermodynamic proper-
ties of real fluids, such as speed of sound, heat capacity, and
compressibility [156–158,166]. The key advantage is that
the parameters estimated from macroscopic fluid-phase
equilibria data with the SAFT-γ top-down methodology
can be used directly in microscopic molecular simulations.

2.2. Molecular simulation details

As mentioned earlier, we employ a simple Mie (generalised
LJ) isotropic potential form to capture the effective inter-
molecular interactions between water molecules. The size
and energy parameters of the models and the exponents that
characterise the softness/hardness and range of the interac-
tions are parameterised to reproduce target thermodynamic
properties of water with the aid of the SAFT-VR/SAFT-γ
Mie EoS [156,157]; one should note that in the case of
the single-site models of water, the SAFT-VR and SAFT-γ
approaches are equivalent. In our current study, the target
properties are the vapour–liquid coexistence properties and
interfacial tension. By employing the potential parameters
obtained from the macroscopic properties with the EoS,
the fluid-phase equilibria of our SAFT-γ Mie CG models
of water can also be determined using direct MD simula-
tion in the canonical ensemble, corresponding to a constant
number of particles N, volume V, and temperature T [99].
The overall density of the system is chosen such that it lies
inside the coexistence envelope according to the simulation
procedure outlined in Ref. [167]. A system of N = 8000
water molecules is arranged in an orthorhombic simulation

box with the usual periodic boundary conditions, where the
box length Lz in the z direction is chosen such that it is
approximately three times longer than that in the x and y
directions. In this configuration, a liquid slab of water with
two planar interfaces is formed in contact with low-density
vapour. The simulations are carried out using the DL_POLY
package, version 2.0 [168], and the equations of motion are
solved using the leap-frog algorithm with a time step size
of 10 fs. The system temperature is maintained constant
using the Nosé–Hoover thermostat [169,170] with a cou-
pling constant of 1.0 ps. The initial 300,000 time steps are
discarded and the equilibrium properties are then sampled
for an additional 300,000 time steps to obtain time averages
of the properties of interest.

The densities of the coexisting liquid and vapour phases
are determined from the density profiles at the correspond-
ing temperature. The saturated-vapour pressure P = Pv is
calculated as the component of the pressure tensor normal
to the interface. The enthalpy of vaporisation �Hv =�U +
P�V (with U the internal energy) is found from the differ-
ence of the single-phase enthalpies evaluated for the vapour
Hv and liquid Hl phases at the corresponding bulk densities.

The critical points are estimated from the vapour–liquid
equilibrium MD simulation data using the standard scaling
laws [171,172]. At each temperature, the corresponding
liquid ρ l and vapour ρv densities are related to the critical
temperature Tc through

ρl − ρv = B0|τ |βc , (3)

where τ = 1 − T/Tc, B0 is a system-dependent constant
obtained by correlating the data, and βc = 0.325 is the crit-
ical exponent fixed at its universal renormalisation-group
value. The critical density ρc is estimated from the law of
rectilinear diameters,

ρl + ρv

2
= ρc + D1|τ |, (4)

and the critical pressure is estimated from an extrapolation
of the Clausius–Clapeyron relation to the critical tempera-
ture obtained from Equation (3)

ln P = C1 + C2

T
, (5)

where D1, C1, and C2 are correlation parameters.
We provide more details of the determination of the

vapour–liquid interfacial tension by molecular simulation
as this can prove to be problematic particularly in the correct
treatment of the cut-off of the potential and long-range
contributions [173,174]. A common method to calculate the
interfacial tension is by means of a mechanical route, which
requires the evaluation of forces [175] in order to obtain the
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average Cartesian components Pαα of the pressure tensor:

γ = 1

2

∫ Lz

0

(
Pzz(z) − Pxx(z) + Pyy(z)

2

)
dz . (6)

The leading pre-factor of 1
2 implies the presence of two

interfaces in our particular case. For the geometry employed
in our simulations, the saturated-vapour pressure is obtained
from Pv = Pzz. Trokhymchuk and Alejandre [173] have
shown that there can be issues with the determination of
the pressure or the interfacial tension with the mechanical
route for interactions with a (short) cut-off in the potential;
the discontinuity in the potential at the cut-off leads to an
impulse in the force which has to be taken into account
explicitly in order to accurately determine the mechanical
properties.

In order to ensure that the pressure and interfacial ten-
sion is reliably estimated for our CG models of water, we
verify our calculations by employing an alternative thermo-
dynamic route involving test-area (TA) perturbations [174].
In the TA approach, the interfacial tension is computed from
infinitesimal virtual perturbations in the interfacial area (at
constant overall volume), thereby inducing changes in the
configurational energy and free energy of the system. The
cut-off in the potential does not lead to computational is-
sues for methods based on a calculation of the energy of
the system. In the canonical ensemble, the surface tension
of a planar interface can be obtained from the following
thermodynamic definition:

γ =
(

∂A

∂a

)
NV T

= lim
�a→0

(
�A

�a

)
NV T

, (7)

where A is the Helmholtz free energy and a is the in-
terfacial area. To perform a perturbation from the ref-
erence system 0 to a perturbed state 1, the box dimen-
sion in the x and y directions parallel to the interface are
scaled such that Lx1 = Lx0

√
1 + ζ and Ly1 = Ly0

√
1 + ζ ,

respectively, where ζ is a perturbation parameter corre-
sponding to a change in the original interfacial area of
�a0 → 1 = a0ζ = Lx0Ly0ζ . Since the volume of the system
has to remain constant, the box dimension in the z direc-
tion normal to the interface is scaled as Lz1 = Lz0/(1 +
ζ ). The molecular coordinates are scaled such that the rela-
tive positions along each axis remain unchanged. The free
energy difference �A0 → 1 between the reference and per-
turbed states can be estimated in terms of the Boltzmann
factor of the corresponding change in the configurational
energy according to the Zwanzig perturbation expression
[174,176]:

�A0→1 = −kBT ln

〈
exp

(
−�U0→1

kBT

)〉
0

, (8)

where kB is the Boltzmann constant and the angular brack-
ets represent an average over the unperturbed reference
system. The perturbations can involve either an increase
(0 → 1) or a decrease (0 → −1) in the interfacial area, and
the interfacial tension can then be obtained from a central
difference scheme:

γ = A0→1 − A0→−1

2�a
. (9)

Three different values of the perturbation parameter ζ

(ζ = 0.001, 0.0005, and 0.0001) are employed in the pro-
cedure and the results are extrapolated to the limit of ζ = 0.
Adequate statistics are crucial for an accurate estimate of
the interfacial tension by the TA method: the averages are
computed over 1,000,000 time steps, for configurations ev-
ery 100 time steps. The components of the pressure tensor
can be computed from appropriate test-volume perturba-
tions following a similar procedure; the reader is directed
to Refs. [177–179] for details. While computationally more
demanding, the results from the TA method do not suffer
from errors due to an improper treatment of the potential
cut-off. By comparing the interfacial tension obtained with
the mechanical and TA approaches, one is able to make a
critical assessment of the effect of the cut-off allowing for
an appropriate choice to be made for a given model sys-
tem. This is particularly important in the case of the softer,
long-range potentials that are used to represent water.

3. Results

3.1. The effect of the cut-off of the potential on
the thermodynamic properties

Before we discuss the development and parameterisation
of the various models for water in detail, it is important
to assess the effect of the cut-off of the potential on the
vapour–liquid equilibria and interfacial tension. The cut-off
radius Rc is usually introduced in molecular simulation to
improve the computational efficiency by reducing the num-
ber of interactions to those between the neighbours within
the cut-off distance. The truncation of the interactions is
typically performed either by using spherically truncated
(ST) or spherically truncated and shifted (STS) potential
models. In MD simulations, this gives rise to a discontinu-
ity in forces (which are the derivatives of the potential) at
the cut-off distance. Depending on the molecular simula-
tion software that is employed, the long-range corrections
beyond the cut-off are treated in different approximate ways
also giving rise to possible sources of errors. Trokhymchuk
and Alejandre [173] have shown that the vapour–liquid sur-
face tension of the LJ fluid increases by ∼35% when the
cut-off is increased from Rc = 2.5σ to 4.4σ for the ST
model and an even more significant ∼ 60% for the STS
model; the corresponding change in the density of the co-
existing liquid phase is found to be ∼10% and 15% for the
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ST and STS models, respectively. Similar findings on the
importance of a proper account of the cut-off radius have
been reported by Wang et al. [180], who also employed a
mechanical route to determine the interfacial tension. The
tension was seen to have converged to that of the full LJ
potential for a cut-off radius of about Rc = 10σ .

The expressions developed for the various contribu-
tions in the SAFT-VR/SAFT-γ perturbation theory account
for the full range of the potential, i.e., an infinite cut-off.
A suitable cut-off nevertheless has to be imposed in the
calculation of the energies and forces within a finite molec-
ular simulation cell. It is therefore essential to determine
the value of Rc that is appropriate to reproduce the target
thermodynamic properties of the full potential for our CG
models of water (at least within a known and acceptable
margin of error). As we will see in Section 3.2.2, the Mie
(8-6) potential is particularly appropriate as an average rep-
resentation of the interactions of water over the entire phase
envelope. The Mie (8-6) potential is ‘softer’ and of a longer
range than the LJ (12-6) potential, and as a consequence
larger cut-offs are required in order for the thermodynamic
properties to converge to those of the full potential model:
the potential takes a value of u(Rc = 5σ ) = 5.8 × 10−4ε

and u(Rc = 10σ ) = 9.4 × 10−6ε. Despite these apparently
small energies, the discrepancy in the resulting macroscopic
properties is not negligible.

The vapour–liquid coexistence and interfacial proper-
ties of the ST Mie (8-6) system obtained by direct MD
simulation for values of the cut-off ranging from Rc ∼ 5σ

to 12σ are reported in Table 1. As a representative exam-
ple, we start by examining the Mie (8-6) model of water
developed in our current work to reproduce the vapour–
liquid equilibria (CGW1-vle); a detailed description of the
development of the model will be given in Section 3.3. The
densities of the coexisting liquid and the vapour states and
the vapour pressure of the CGW1-vle model are displayed
in Figure 2 for a temperature of T = 393 K. It is apparent
that a cut-off radius of at least Rc = 30 Å ∼10σ is required
to reproduce the limiting value of the vapour pressure of the
full potential model within the precision of the simulation
technique.

Table 1. The vapour–liquid coexistence properties, including the
saturated-liquid ρ l and vapour ρv densities, and vapour pressure
Pv for the CGW1-vle model of water obtained at a temperature
of T = 393 K as a function of the cut-off radius Rc, obtained by
MD simulations. The standard errors in the last significant figure,
indicated in brackets, are determined from the standard deviation
of the appropriate block averages [99].

Rc/Å ρ l/(kg m−3) ρv/(kg m−3) Pv/MPa

15 936(3) 1.34(13) 0.228(6)
20 944(2) 1.14(13) 0.211(6)
25 946(4) 1.10(13) 0.194(6)
30 949(3) 1.04(08) 0.191(4)
35 949(2) 1.02(08) 0.186(2)

Figure 2. The vapour–liquid coexistence properties including
the saturated-liquid ρ l and vapour ρv densities, and vapour pres-
sure Pv for our Mie (8-6) CGW1-vle model of water at a tem-
perature of T = 393 K as a function of the cut-off radius Rc. The
black lines denote the results obtained with the SAFT-γ Mie EoS
[156,157]. The open circles are the corresponding MD simulation
data and the filled circles denote the values for the cut-off radius of
Rc = 30 Å chosen for the CGW1-vle model in our current study.

As will be described in detail in Section 3.4, we param-
eterise a second Mie (8-6) model (CGW1-ift) to reproduce
the saturated-liquid density and the vapour–liquid inter-
facial tension of water. The interfacial tension of the ST
CGW1-ift model is presented as a function of the cut-off
radius in Figure 3. As for the vapour pressure, the tension is



Molecular Physics 1235

Figure 3. The vapour–liquid interfacial tension γ of our Mie
(8-6) CGW1-ift model of water at a temperature of T = 293 K
as a function of the cut-off radius Rc. The black line denotes
the experimental surface tension of water. The circles are the
MD simulation data obtained with the mechanical route, and the
squares are the corresponding data obtained with the TA method;
the filled symbols denote the values for the cut-off radius of Rc =
20 Å chosen for the CGW1-ift model in our current study.

found to converge to that of the full potential only for a large
cut-off radius of Rc ≥ 30 Å. The values of the vapour–liquid
interfacial tension obtained with the mechanical and TA ap-
proaches are seen to be equivalent only for the large cut–off
radii; the deviations from the full potential model found for
the shorter cut-off radii are seen to be larger when estimated
from the mechanical route. As a consequence, unless a very
large cut-off radius is chosen, it is advisable to compute the
surface tension by means of the TA method in order to min-
imise the effects of truncating the full potential. In a typical
CG simulation, the cut-off is chosen to be between 9 and
15 Å (see, e.g., Refs. [105,107,112]), which is rather short
in terms of reproducing the properties of the equivalent full
potential. One should bear in mind that the cut-off radius
is an important parameter of the model, and it is therefore
crucial to consistently specify and use the same value to
insure reproducibility of the results.

3.2. Issues of transferability and representability
of the force fields

3.2.1. Transferability

It is well known [181] that CG of an intermolecular poten-
tial invariably leads to issues of representability and trans-
ferability of the structural and thermophysical properties.
Problems with the transferability of the model occur if a
force field developed to reproduce a given state point does
not provide an adequate description at another state point,
so that the potential has to be refined for the new state.
Following a statistical mechanical description of the sys-
tem, the Helmholtz free energy A of the CG representation
can be obtained from a many-body PMF, which is directly

related to the configurational integral:

exp

(
− A

kBT

)
= C

∫
V

exp

[
−

(
U (r)

kBT

)]
dr

= C ′
∫

V

exp

[
−

(
UCG(R)

kBT

)]
dR,

(10)

where U(r) is the total intermolecular potential which is a
function of the vector of configurational variables r, and C
and C′ are specific constants that include kinetic contribu-
tions. The potential of mean force UCG(R) is necessarily
a function of the dimensionality of the system via the CG
variables R and thermodynamic state, thereby depending
on the temperature and density. For a highly polar fluid
with directional interactions such as water, the many-body
interactions play a significant role and cannot be effectively
averaged in an equivalent fashion for all thermodynamic
states [13,106]. The averaging of atomistic interactions into
the effective interactions of a CG bead leads one to neglect
some important microscopic physical detail. The Mie po-
tential (like the specific LJ form) belongs to the group of
spherically symmetrical (isotropic) force fields. The direc-
tional intermolecular forces which are responsible for the
characteristic behaviour of water cannot be fully captured
with a spherically symmetrical potential at different condi-
tions, and a universal parameter set fails to reproduce the
various target physical properties if a wide range of thermo-
dynamic conditions are considered. For example, if we use
the parameters for the Mie (8-6) potential of Section 3.3 pa-
rameterised to provide a good description of the saturated-
liquid density and vapour pressure of water at ambient
temperature (with σ = 3.0089 Å and ε/kB = 496.09 K),
the prediction of the vapour–liquid equilibria is very poor
at higher temperatures: the critical temperature and liquid
densities are markedly overestimated and the vapour pres-
sure is underestimated (cf. Figure 4).

To overcome the problem of transferability of the
intermolecular potential to other thermodynamic states,
we consider temperature-dependent segment size and en-
ergy parameters. Our effective intermolecular potential can
thus be considered as a free energy (or PMF). The re-
parametrisation of a force field in this manner is typically
a very inefficient procedure involving a number of iterative
simulations at different conditions. The use of the algebraic
SAFT-γ Mie EoS to obtain the underlying temperature de-
pendence of the parameters greatly facilitates the process
as a wide range of conditions can be considered at a fraction
of the computational cost.

3.2.2. Representability

The issue of representability is associated with the fact that
a given CG potential cannot be used to simultaneously rep-
resent all of the thermophysical properties of the system at
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Figure 4. The coexisting vapour and liquid densities ρ and
vapour pressure Pv of water, predicted with a universal parameter
set, estimated from the corresponding properties at a tempera-
ture of T = 298 K: the model is a Mie (8-6) potential with σ =
3.0089 Å and ε/kB = 496.09 K. The dashed curves denote the
experimental values from NIST [185] and continuous curves are
the predictions with the SAFT-γ Mie EoS [156,157] using the
parameters obtained for the unique state point.

the same level of accuracy. As mentioned in the previous
sections one can average out details of the atomistic inter-
actions into an effective CG interaction based on the Mie
form. The spherically symmetrical Mie potential is char-
acterised by four parameters: the repulsive and attractive
exponents, and the size and energy parameters. A central
question is how many properties can be captured by tun-
ing the four parameters to experimental data. Assuming that
each parameter allows one to accurately represent a physical
attribute, a given parameter would in principal determine a
key target property.

In the context of force fields based on a Mie functional
form, Ramrattan and co-workers [182,183] have undertaken
a simple, yet very useful, analysis of the perturbation contri-
butions at the heart of SAFT-VR and SAFT-γ Mie equations
of state. According to the Barker and Henderson [184] high-
temperature perturbation expansion, the residual Helmholtz
free energy of a fluid of spherically symmetrical particles

can be decomposed into a sum of the free energy associated
with a reference hard-sphere system, a first-order perturba-
tive contribution, and higher order terms. The first-order
term corresponds to the so-called mean-attractive energy
due to the attractive interactions. For a Mie fluid in the
mean-field limit (corresponding to a uniform structure), the
mean-attractive energy takes a simple van der Waals form,
and a dimensionless van der Waals attractive constant α can
be defined as [182,183]

α(λa, λr ) = 1

εσ 3

∫ ∞

σ

u(r)r2dr

= C(λa, λr )

[(
1

λa − 3

)
−

(
1

λr − 3

)]
,

(11)

with C(λa, λr ) given in Equation (2). At the mean-field
level, the mean-attractive energy of a Mie fluid is therefore a
function of only three parameters, namely the size σ , energy
ε, and van der Waals integrated energy α(λa, λr), the latter of
which is itself a function of the attractive and repulsive ex-
ponents. As a consequence, two fluids with the same values
of σ , ε, and α would exhibit the same thermodynamic prop-
erties at this level of approximation. Fluids with the same α

would have a conformal intermolecular potential, implying
that the exponents λa and λr are not independent and to-
gether provide only one additional degree of freedom. Due
to this conformality, once the value of the energy parameter
ε is fixed for a Mie potential with a prescribed pair of expo-
nents, both the critical temperature Tc and the triple-point
temperature Tt are then implicitly fixed. A simple linear
correlation between the ratio of the critical and triple-point
temperatures of the Mie system and α has been uncovered
by Ramrattan and co-workers [182,183]: Tc/Tt = 1.462α +
0.603.

For the common (12-6) combination of the LJ po-
tential, the fluid range is characterised by Tc/Tt ∼
1.9, since for this fluid T ∗

c = kBTc/ε = 1.3 and T ∗
t =

kBTt/ε = 0.7, corresponding to α = 0.89. One could
guarantee a sensible description of the critical point
of water by matching the experimental critical tem-
perature (Tc = 647 K) to the LJ model with T ∗

c =
1.3, commensurate with the value of ε/kB = 498 K.
This choice then fixes the triple point of the LJ (12-6) model
at Tt = 348 K (rather than the experimental value of 273 K),
suggesting that any simulation at ambient temperature is
prone to premature freezing. Conversely, the choice of the
triple point as the target results in a cohesive interaction
which is too weak compared to experiment and as a conse-
quence to a fluid range which is unsatisfactorily small.

If one simply frees all of the parameters available for the
Mie potential (i.e., the repulsive/attractive exponents, size,
and energy parameters) as degrees of freedom to optimise
the description of a maximum number of target thermody-
namic properties of water with the SAFT-γ Mie EoS, the
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model corresponding to a Mie (40-6) potential with σ =
3.1065 Å and ε/kB = 777 K is found to provide a good
representation of the critical temperature, saturated-liquid
densities, and vaporisation enthalpies over a range of ele-
vated temperatures. Unfortunately, the model with such a
steep repulsive interaction and deep energetic well corre-
sponds to a van der Waals attractive constant of α = 0.50,
implying that the system exhibits a very narrow liquid range
and marked premature freezing with a triple point of Tt ∼
464 K.

A sensible choice of exponents for a Mie model of water
is one that would allow one to match the experimental ratio
of Tc/Tt = 647/273 = 2.37, which according to the corre-
lation of Ramrattan and co-workers would correspond to a
van der Waals parameter of α ∼ 1.20. There are of course
an infinite number of pairs of exponents that satisfy this
condition (cf. Equation (11)) [183]. For convenience, we
retain the London form (λa = 6) of attractive contribution
and are led to select the relatively soft Mie (8-6) potential,
corresponding to a value of α = 1.26; the latter is close to
that expected for water from the simple scaling analysis,
although the use of temperature-dependent size and energy
parameters in the following sections complicates this type
of direct analysis. The Mie (8-6) form is consistent with em-
pirical observations made by He et al. [112], who assessed
a number of models and recommended the use of the Mie
(9-6) and (12-4) potentials for a one-to-one CG description
of water, which would correspond to α = 1.13 and α = 2.31,
respectively.

The form of the various intermolecular potentials dis-
cussed in the context of a CG representation of water are
compared in Figure 5. The issue of premature freezing can
be explained by assessing the well depth and the overall
shape of the potential (particularly the steep repulsive re-
gion). The deepest well, and therefore the highest melting
temperature, is expected for the Mie (40-6) model, fol-
lowed by the MARTINI model. Our Mie (8-6) CGW1-vle
model (parameterised to optimise the overall description of
the fluid-phase equilibria of water, as described in Section
3.3) and the standard LJ (12-6) model have a comparably
large well depth, and also give rise to freezing at ambient
conditions; the Mie (8-6) potential is ‘softer’ and exhibits
a more extensive fluid range than the LJ model. Our Mie
(8-6) CGW1-ift model (parameterised to optimise the de-
scription of the saturated-liquid density and vapour–liquid
interfacial tension, as described in Section 3.4) has a form
which is very similar to the Mie (9-6) and (12-4) models
suggested by He et al. [112], which is reassuring as the same
properties of water are being targeted. The relatively soft
nature of the Mie (8-6) potential and its shallow energetic
well ensure that CGW1-ift model remains in a stable liquid
state throughout the experimental liquid range. An entirely
different form of potential is obtained with IBI technique
based on the structure of the SPC water model [36]: unlike
the models based on a CG potential characterised by a sin-

Figure 5. The various CG intermolecular potentials used to rep-
resent water at a temperature of T = 298 K: Mie (8-6) CGW1-vle
model, developed with the SAFT-γ Mie EoS [156,157] to repre-
sent the saturated-liquid density and vapour pressure; Mie (8-6)
CGW1-ift model, developed to represent the saturated-liquid den-
sity and vapour–liquid interfacial tension; the Mie (40-6) potential
developed as a compromise to reproduce the saturated-liquid den-
sity, the vapour pressure, enthalpy of vaporisation, and vapour–
liquid interfacial tension to a lower level of accuracy, but freezes at
ambient conditions; the Mie (9-6) and (12-4) potentials proposed
by He et al. [112] capture the saturated-liquid density and the
vapour–liquid interfacial tension, but fail to describe the vapour
pressure and the enthalpy of vaporisation; the MARTINI model
[107], which corresponds to a simple LJ (12-6) potential form
at the four-to-one molecules per bead level of CG, captures the
liquid density but freezes prematurely; the LJ (12-6) potential at
the one-to-one level of CG reproduces the liquid density but fails
to describe the vapour pressure and enthalpy of vaporisation, and
freezes at ambient conditions; the IBI model is obtained by map-
ping the structural properties of SPC model to a CG bead using
IBI, without a consideration of the thermodynamic properties.

gle well, the CG IBI potential is seen to exhibit multiple
wells that account for the short-range hydrogen bonding and
the long-range attractive interactions; the relatively shallow
well means that the model will not suffer from premature
freezing. (It is important to point out, however, that the aim
of the IBI CG methodology is principally to reproduce the
structural properties of the fluid; the thermodynamic prop-
erties are not considered explicitly with this approach and
cannot be accurately reproduced [106]. A further disadvan-
tage of the IBI approach is that the potential is not based
on a closed algebraic form and instead has to be obtained
with an iterative procedure at each state point, making it
computationally demanding.)

After having chosen the designated Mie (8-6) form
of force field for our CG representation of water, the
remaining size and energy parameters can be estimated by
matching the appropriate target properties. A key quantity
that is invariably used to parameterise the intermolecular
potentials of fluid systems is the (saturated) liquid density.
The accurate description of the density is closely linked
to the value of the size parameter σ of the model. As the
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representation of the liquid density is generally a prerequi-
site, this further reduces the available degrees of freedom,
so that only the energy scale ε can be adjusted to capture the
remaining properties (assuming of course that the form of
the potential has already been fixed). In the next section, we
will show that an attempt to match a given target property
of water (e.g., the vapour pressure) with a Mie potential
can lead to a significant deterioration in the prediction
of another property (e.g., the vapour–liquid interfacial
tension); this is perhaps not very surprising considering the
highly simplified nature of the force field. The compromise
of representing several properties simultaneously with
a lower degree of accuracy is unfortunately found to be
unsatisfactory. In order to address this issue, two alternative
single-site Mie (8-6) CG models of water are developed
in our current work with the aid of the SAFT-γ Mie EoS:
the first model, CGW1-vle, is parameterised to faithfully
reproduce the saturated-liquid density and the vapour
pressure; the second model, CGW1-ift, to reproduce the
saturated-liquid density and the vapour–liquid interfacial
tension. As was mentioned in Section 3.2.1, temperature-
dependent size and energy parameters are employed to
ensure that the intermolecular potential is applicable for
a broad range of thermodynamic states. We should note
that this temperature dependence of the force field makes
the assessment of the fluid range (cf. the simple analysis of
Ramrattan and co-workers [182,183]) more complicated
because the various Mie (8-6) models give rise to different
critical and triple-point temperatures of the system (in
real units).

3.3. Mie (8-6) CGW1-vle model of water with the
saturated-liquid density and vapour pressure
as target properties

The first Mie (8-6) model considered (CGW1-vle) is de-
signed to provide an optimal description of the experimen-
tal saturated-liquid density and vapour pressure over the
entire fluid phase range; the National Institute of Standards
and Technology (NIST) database is used as a reliable and
extensive source of experimental data [185]. To that effect,
the size and energy parameters σ and ε are estimated with
the SAFT-γ Mie EoS by minimising the difference between
the experimental and theoretical values of these properties
for a specified temperature. The parameter estimation pro-
cedure is undertaken for each state point, so that there is a
parameter set for each temperature considered; the reader
is directed to Refs. [158] and [159] for the specific form of
objective function employed in such a methodology.

The temperature dependence obtained for the parame-
ters is reported in Table 2 and plotted in Figure 6. Simple
correlations for the size σ (T) and energy ε(T) parameters
of our Mie (8-6) CGW1-vle model of water (for use with
the relatively long cut-off of Rc = 30 Å, which essentially
corresponds to the full potential) can then be developed as

Table 2. Temperature dependence of the Mie size σ (T) and en-
ergy ε(T) parameters for the Mie (8-6) CGW1-vle model of water
at the one-to-one level of CG, designed to reproduce the saturated-
liquid density and vapour pressure.

T/K σ /Å (ε/kB)/K

343 3.0015 481.87
353 3.0014 478.82
363 3.0016 475.81
373 3.0021 472.83
393 3.0039 466.97
413 3.0065 461.20
433 3.0099 455.51
453 3.0141 449.85
463 3.0165 447.01
473 3.0192 444.21
493 3.0251 438.55
513 3.0321 432.82
533 3.0403 426.99
553 3.0503 420.98
563 3.0560 417.84
573 3.0627 414.68
593 3.0790 407.90
613 3.1028 400.21

simple polynomial functions of the temperature:

σ/Å = 1.262 × 10−9(T/K)3 − 8.720 × 10−8(T/K)2

− 4.554 × 10−4(T/K) + 3.119 (12)

and

(ε/kB)/K = 1.105 × 10−5(T/K)2 − 0.3077(T/K)

+ 586.8. (13)

It is apparent from Figure 6 that σ (T) exhibits a minimum
at a temperature of ∼350 K, while ε(T) is characterised by
a near-linear temperature dependence.

The triple point of the Mie (8-6) model has been de-
termined as T ∗

t = 0.71 from the intersection of the bubble
point curve for the saturated liquid with the solidification
curve [182,183]. Using Equation (13), one finds that the
state of the CGW1-vle model corresponding to the exper-
imental triple point of water (Tt = 273 K) is at a reduced
temperature of T∗ = kBTt/ε = 0.54 which is below the
triple-point value of 0.71 estimated for the Mie (8-6) force
field; the CGW1-vle model therefore suffers from prema-
ture freezing with a triple point at ∼343 K. The overestimate
of the freezing point is unavoidable because of the high val-
ues of the energy parameters which are required for an
accurate description of the vapour-pressure curve over the
entire fluid range. The high values of the well depth ε can
be attributed to the effective incorporation of the hydrogen
bonding in our isotropic CG force field; the average attrac-
tive interaction is seen to decrease with increasing temper-
ature which is consistent with expected breaking of hydro-
gen bonds. The physically meaningful temperature range
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Figure 6. The temperature dependence of the size σ (T) and en-
ergy ε(T) parameters for the Mie (8-6) CGW1-vle model of water
developed to reproduce the experimental saturated-liquid density
and vapour pressure, as estimated with the SAFT-γ Mie EoS
[156,157]. The continuous curves are the correlations of Equa-
tions (12) and (13).

for the model is therefore from the triple point of the model
to the near-critical region. The Mie (8-6) CGW1-vle model
is therefore parameterised for the description of the fluid-
phase equilibria of water in the temperature range between

343 and 613 K. Extrapolating the parameter set beyond the
given temperature range could lead to unphysical behaviour.

In order to retain a close link with the theory and faith-
fully represent the full potential, a relatively large value of
Rc = 30 Å (corresponding to Rc ∼ 10σ ) is chosen for the
cut-off radius to be used with CGW1-vle model in molec-
ular simulation of the fluid-phase equilibria (cf. Figure 2).
Overall, the accuracy of the prediction of the vapour–
liquid equilibria with the SAFT-γ EoS [156,157] for the
Mie (8-6) system compared to the MD simulation data ob-
tained for the model with Rc = 30 Å (reported in Table 3)
corresponds to a percentage absolute average deviation
(% AAD) of 1% for the saturated-liquid density and 4%
for the vapour pressure. It is apparent from Figure 7 that
both the MD simulation and the EoS reproduce the ex-
perimental data very accurately with this model. As the
CGW1-vle model is parameterised to specifically repro-
duce the saturated-liquid density and vapour pressure at
each temperature along the vapour–liquid envelope, the pre-
diction of other properties can unfortunately deviate from
experimental values due to the aforementioned issues of
representability. For instance, the enthalpy of vaporisation
is underestimated by about 19% and the vapour–liquid in-
terfacial tension is overpredicted by more than 100% at low
temperatures (see Figure 8). A more significant drawback
of the CGW1-vle model is, however, its high melting tem-
perature which, as for the MARTINI force field of water,
causes unphysical freezing at ambient conditions.

Notwithstanding these deficiencies, our Mie (8-6)
CGW1-vle model is suitable for the description of
fluid-phase equilibria of water, including aqueous mixtures
at elevated temperatures and pressures. The one-to-one
mapping can be used to account for the behaviour of water
molecules in the vapour phase in a reasonably realistic man-
ner, in contrast to CG models of water involving more than
one water molecule per bead, which imply an unphysical
clustering in the vapour phase. The excellent performance
of the CGW1-vle model for binary aqueous systems is
illustrated for the vapour–liquid and liquid–liquid phase

Table 3. The vapour–liquid coexistence properties, including the saturated-liquid ρ l and vapour ρv densities, vapour pressure Pv,
vapour–liquid interfacial tension γ , and enthalpy of vaporisation �Hv for the Mie (8-6) CGW1-vle model of water at different temperatures
T obtained by MD simulations using a cut-off radius of Rc = 30 Å. The standard errors in the last significant figure, indicated in brackets,
are determined from the standard deviation of the appropriate block averages [99].

T/K ρ l/(kg m−3) ρv/(kg m−3) Pv/MPa γ /(mN m−1) �Hv/(kJ mol−1)

343 995(3) 0.17(4) 0.026(4) 159.0(4) 33.99(4)
363 978(3) 0.38(8) 0.066(5) 147.3(3) 33.05(7)
393 949(3) 1.0(1) 0.191(4) 131.0(3) 33.07(1)
433 907(3) 3.0(2) 0.579(5) 110.0(1) 31.24(1)
463 872(2) 5.9(3) 1.190(6) 93.7(1) 29.76(1)
493 833(3) 10.3(3) 2.17(3) 78.4(2) 28.17(1)
533 775(3) 20.1(7) 4.39(3) 58.4(4) 25.75(1)
563 724(2) 32.0(8) 6.96(4) 44.5(2) 23.57(1)
593 662(3) 49.0(9) 10.47(3) 30.3(3) 20.96(1)
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Figure 7. The coexisting vapour and liquid densities ρ and
vapour pressure Pv of water as represented with the Mie (8-6)
CGW1-vle model. The dashed curves denote the correlated ex-
perimental values from NIST [185], the continuous curves are the
description with the SAFT-γ Mie EoS [156,157] (indistinguish-
able from the experimental values of the vapour pressure at this
resolution), and the symbols are the corresponding data obtained
by MD simulations.

equilibria of mixtures with carbon dioxide and n-alkanes in
Ref. [186].

3.4. Mie (8-6) CGW1-ift model of water with the
saturated-liquid density and vapour–liquid
interfacial tension as target properties

In studies of biological systems, most of the relevant phe-
nomena, such as the phase morphologies of aqueous so-
lutions of amphiphilic molecules or the configurations of
macromolecular structures, take place in the liquid phase.
An accurate description of the interfacial tension is cru-
cial in order to best capture the physical properties of these
systems, as the phase morphology of the microphase sepa-
rated domains is very sensitive to details of the interfacial
properties [105]. We therefore propose an alternative pa-
rameterisation with model CGW1-ift focusing of the accu-

Figure 8. The enthalpy of vaporisation �Hv and vapour–liquid
interfacial tension γ of water as represented with the Mie
(8-6) CGW1-vle model. The dashed curves denote the correlated
experimental values from NIST [185], the continuous curve is the
description with the SAFT-γ Mie EoS [156,157], and the symbols
are the corresponding data obtained by MD simulations.

rate reproduction of the liquid density and surface tension,
again at the one-to-one level of course graining.

The exponent pair characterising our Mie CGW1-ift
model of water is kept as (8-6) for the sake of consis-
tency, and the size σ (T) and energy ε(T) parameters are
estimated directly from the molecular simulation data for
the saturated-liquid density and the vapour–liquid interfa-
cial tension at each temperature; the prediction of the latter
is not directly accessible from the SAFT-VR EoS (unless a
suitable treatment of the inhomogeneous properties of the
system is made [187–189]).

The parameterisation is undertaken to match the inter-
facial tension (as determined with the mechanical route),
using the cut-off radius of Rc = 20 Å as a compromise be-
tween an accurate representation of the full potential (cor-
responding to Rc > 30 Å) and the computational effort
associated with longer ranged interactions; the correspond-
ing simulation data for Rc = 20 Å is reported in Table 5. The
values of vapour–liquid interfacial tension obtained with the
pressure–tensor mechanical and TA thermodynamic routes
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Table 4 Temperature dependence of the Mie size σ (T) and en-
ergy ε(T) parameters for the Mie (8-6) CGW1-ift of water at the
one-to-one level of CG, designed to reproduce the saturated-liquid
density and vapour–liquid interfacial tension.

T/K σ / Å (ε/kB)/K

293 2.9055 304.28
298 2.9016 305.21
313 2.8938 309.01
343 2.8811 318.84
373 2.8737 326.85
393 2.8721 332.18
433 2.8673 340.25
463 2.8660 345.43
493 2.8666 350.25

for Rc = 20 Å are indicated in Figure 3 (cf. the discussion
in Section 3.1); for this cut-off radius, a small difference of
∼2 mN m−1 is observed in the values of the tension ob-
tained with the two approaches at ambient conditions.

The temperature-dependent parameter set for σ (T) and
ε(T) of the Mie (8-6) CGW1-ift model of water is given in
Table 4 and plotted in Figure 9. Correlations for the size
and energy parameters of the CGW1-ift model (for use with
a cut-off of Rc = 20 Å) can also be developed as simple
polynomial functions of the temperature:

σ/Å = − 6.455 × 10−9(T/K)3 + 9.100 × 10−6(T/K)2

− 4.291 × 10−3(T/K) + 3.543 (14)

and

(ε/kB)/K = − 4.806 × 10−4(T/K)2 + 0.6107(T/K)

+ 165.9. (15)

The values of the parameters obtained at ambient condi-
tions are in a similar range to those of the one-to-one CG
Mie (12-4) and (9-6) models of water developed by He
et al. [112], which were also parameterised to reproduce

Figure 9. Temperature dependence of the size σ (T) and energy
ε(T) parameters of the Mie (8-6) CGW1-ift model of water de-
veloped to reproduce the experimental saturated-liquid density
and vapour–liquid interfacial tension, as estimated from the cor-
responding simulation data for the model. The continuous curves
are the correlations of Equations (14) and (15).

the liquid density and surface tension. As a consequence
of the comparatively low values of the well depth ε for
these models, the system remains in the liquid state over
the whole experimental temperature range of the fluid. The
state point of the CGW1-ift model system corresponding
to a temperature of 273 K is above the experimental triple

Table 5. The vapour–liquid coexistence properties including the saturated-liquid ρ l and vapour ρv densities, vapour pressure Pv, vapour–
liquid interfacial tension γ , and enthalpy of vaporisation �Hv for the Mie (8-6) CGW1-ift model of water at different temperatures T
obtained by MD simulations using a cut-off radius of Rc = 20 Å. The standard errors in the last significant figure, indicated in brackets,
are determined from the standard deviation of the appropriate block averages [99].

T/K ρ l/(kg m−3) ρv/(kg m−3) Pv/MPa γ /(mN m−1) �Hv/(kJ mol−1)

293 999(4) 4.0 (3) 0.52 (1) 72.6 (1) 20.6 (1)
298 998(4) 4.3 (3) 0.58 (1) 71.5 (3) 20.6 (1)
313 992(4) 5.9 (4) 0.81 (1) 68.4 (3) 20.6 (1)
343 979(4) 9.2 (4) 1.38 (1) 64.3 (2) 21.4 (1)
373 960(3) 14.1 (5) 2.25 (3) 59.1 (2) 20.7 (1)
393 943(4) 17.9 (6) 2.96 (2) 54.9 (1) 20.6 (1)
433 907(4) 29.0 (9) 5.01 (4) 46.3 (3) 20.0 (1)
463 875(3) 40.0 (8) 7.05 (3) 39.0 (4) 19.4 (1)
493 840(5) 54.5 (9) 9.73 (4) 32.6 (2) 18.5 (1)
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point; the triple point of the model now corresponds to the
relatively low temperature of Tt ∼ 193 K.

The saturated-liquid densities and the surface tensions
of the model obtained by direct MD simulation of a liquid
slab in coexistence with vapour are in excellent agreement
with the experimental data over the entire fluid tempera-
ture range as can be seen from Figure 10. As discussed
earlier, there can be problems of representability with CG
models of this type for properties not employed in the pa-
rameterisation: at low temperatures, the enthalpy of vapor-
isation and vapour pressure predicted with the CGW1-ift
model deviates significantly from the experimental data (see
Figure 11).

Our Mie (8-6) CGW1-ift model is therefore ideally
suited for studies of the condensed liquid state and inter-
facial properties of aqueous solutions of, e.g., surfactants,
biological systems, and macromolecules in general. The
CGW1-ift model is being used as a model of the solvent for
aqueous solutions of non-ionic surfactants to accurately
describe the micellar and lamellar structures formed in

Figure 10. The coexistence vapour and liquid densities ρ and
vapour–liquid interfacial tension γ of water as predicted with
the Mie (8-6) CGW1-ift model. The dashed curves denote the
correlated experimental values from NIST [185], the continuous
curve is the prediction with the SAFT-γ Mie EoS [156,157], and
the symbols are the corresponding data obtained for the system
by MD simulations.

Figure 11. The enthalpy of vaporisation �Hv and vapour pres-
sure Pv of water as predicted with the Mie (8-6) CGW1-ift model.
The dashed curves denote the correlated experimental values from
NIST [185], the continuous curves are the predictions with the
SAFT-γ Mie EoS [156,157], and the symbols are the correspond-
ing data obtained for the system by MD simulations.

such systems [190]. A preliminary version of our CGW1-
vle model has also been used to represent the interfacial
properties of aqueous mixtures of carbon dioxide [191]
and methane [192]; it is important to point out that the
temperature-dependent size and energy parameters used in
these recent studies do not correspond precisely to our final
optimal description captured by Equations (14) and (15).

3.5. Different levels of coarse graining of water
and the CGW2-bio model

In this section, we explore different levels of CG for the Mie
(8-6) model of water, ranging from one to four molecules
per bead. In previous work, He et al. [112] observed that at
the higher levels of CG, the water models parameterised to
reproduce the liquid density and surface tension give rise
to unphysical crystalline states at ambient conditions. As
mentioned earlier, the triple point for the Mie (8-6) model
is at T ∗

t = 0.71. The size and energy parameter can be
obtained from the representation of the liquid density and
surface tension as explained in the previous section (for the
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Table 6. Parameters for the Mie (8-6) models of water at dif-
ferent molecule-to-bead levels of CG developed to reproduce the
saturated-liquid density and vapour–liquid interfacial tension at a
temperature of T = 298 K, and the corresponding normal melting
temperatures Tm. A cut-off radius of Rc = 20 Å is prescribed for
all of the models.

CG level 1 2 3 4

σ /Å 2.9016 3.7467 4.3310 4.8295
(ε/kB)/K 305 400 481 573
Tm/K 193 282 341 407

particular case of the one-to-one mapping). The parameters
obtained in this manner at different levels of CG are reported
in Table 6 together with the corresponding normal melting
points. It is apparent that the marked overestimation of the
melting point is a direct consequence of the CG of more
than two water molecules per bead (for the Mie (8-6) model
at least).

The level of CG should not therefore be chosen higher
than two water molecules per bead in order to avoid un-
physical freezing at ambient temperatures. From this sim-
ple analysis, the best choice for large-scale simulations of
aqueous surfactants or macromolecular biological systems
that retains and accurate description of the fluid would cor-
respond to two-to-one mapping. In this regard, we develop
a Mie (8-6) model of water at the two-to-one level of CG
(CGW2-bio model), which is parameterised to reproduce
the saturated-liquid density and surface tension at ambient
conditions. The cut-off radius is fixed to Rc = 20 Å, as for
the CGW1-ift model described in the previous section. A
unique set of temperature-independent size σ = 3.7467 Å
and energy ε/kB = 400 K parameters is employed for tem-
peratures between 293 and 313 K, unavoidably leading to
small deviations in liquid densities and surface tensions at
the limits of the said temperature range (see Table 7). The

Table 7. The Mie (8-6) CGW2-bio model corresponding to a
two-to-one molecule-to-bead mapping is parameterised to repro-
duce the saturated-liquid density ρ l and vapour–liquid interfacial
tension γ at ambient conditions. The size and energy parameters
for the model are constant over the temperature range considered:
σ = 3.7467 Å and ε/kB = 400 K. The values of the vapour–liquid
interfacial tension γ , the saturated liquid density ρ l, and vapour
pressure Pv obtained by MD simulation are compared with the
corresponding experimental values [185].

T/K 293 298 303 313

MD simulation
γ /(mN m−1) 73.4 71.9 71.1 69.2
ρ l/(kg m−3) 1004 999 995 986
Pv/kPa 21.7 30.3 34.7 47.9

Experiment
γ /(mN m−1) 72.8 72.0 71.2 69.6
ρ l/(kg m−3) 998 997 996 992
Pv/kPa 2.3 3.1 4.2 7.3

model is particularly useful for large-scale simulation of
aqueous surfactants or biomolecular systems where the low
solute concentrations require very large numbers of water
molecules, with the sole purpose of acting as the medium.
A further advantage is the decrease in the vapour pres-
sure associated with an increase in the level of CG, so that
the description of the vapour pressure with our two-to-one
CGW2-bio model is improved by one order of magnitude
compared to that with the CG models based on a one-to-one
mapping.

Our Mie (8-6) CGW2-bio model has already been suc-
cessfully implemented to elucidate the mechanism of su-
perspreading [193], a challenging computational task due
to the large time and length scales required to faithfully
describe the spreading of drops on surfaces [194]. An inter-
esting consequence of this aggressive CG and the relative
long range of the resulting force field is that finite-size ef-
fects are more noticeable. As an example, simulations of
the contact angle of a nano-droplet of this model on a sur-
face require up to half a million CG beads to reach a stable
size-independent value [195]. The increase in the compu-
tational effort for the large system size is, however, more
than compensated by the significant efficiency gained by
employing the CG force field.

3.6. Comparison of the Mie (8-6) CG models
of water with existing models

As a final assessment of the various force fields for water,
we compare the performance of our Mie (8-6) CG models
with some of the popular atomistic and other CG models.
The molecular parameters for the various models are sum-
marised in Table 8. The computational performance of our
Mie (8-6) CGW1-ift one-to-one model in typical MD sim-
ulations is compared to that for the atomistic SPC model
[36–38] in Figure 12. As is evident from the figure, the

Table 8. Parameter sets for the atomistic and CG water models,
including the size σ and energy ε parameters, the repulsive λr and
attractive λa exponents, the cut-off radius Rc of the Mie potentials,
and the proton charges qH of the atomistic models.

Water models σ /Å (ε/kB)/K λr λa Rc/Å qH/e

CG models
CGW1-vle (T = 298 K) 3.0089 496.09 8 6 30
CGW1-vle (T = 450 K) 3.0114 450.57 8 6 30
CGW1-ift (T = 298 K) 2.9016 305.21 8 6 20
CGW1-ift (T = 450 K) 2.8666 343.39 8 6 20
CGW2-bio 3.7467 400.00 8 6 20
He et al. [112] 2.9080 354.77 9 6 15
MARTINI [107] 4.7 601.36 12 6 12

Atomistic models
TIP3P 3.1506 76.54 12 6 0.417
TIP4P 3.1540 78.02 12 6 0.52
TIP4P/2005 3.1589 93.20 12 6 0.5564
SPC 3.1656 78.20 12 6 0.41
SPC/E 3.1656 78.20 12 6 0.423
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Figure 12. Comparison of the CPU time per time step in typical
MD simulations of water as a function of number of molecules
for our Mie (8-6) CGW1-ift model and the atomistic SPC model
[36–38]. The state point corresponds to the saturated liquid at
a temperature of T = 298 K. The simulations are performed in
the canonical NVT ensemble on eight CPU 3 GHz processors
employing the DL_POLY 2.0 package [168].

representation of the water molecule as a single CG bead
with no explicit electrostatics leads to compelling savings
in computational time. The expected gain in computational
efficiency is between one and two order of magnitude in
terms of the system size [for a fixed central processor unit
(CPU) time per time step], and about two orders of mag-
nitude in the simulation speed-up for a fixed system size.
This performance makes our CG model attractive for cal-
culations of large systems over long times. The benefits of
employing the CGW2-bio model at the two-to-one level of
course graining is an additional gain in efficiency by factor
of four.

A comparison of the accuracy in representing the ther-
modynamic properties of water at room temperature (T =
298 K) and at a higher temperature of T = 450 K with the
various CG and atomistic models is summarised in Table 9:
our Mie (8-6) CGW1-vle, CGW1-ift, and CGW2-bio mod-
els are examined along with the MARTINI (12-6) [107] and
the (9-6) [112] CG models, and the popular atomistic force
fields, including popular incarnations of TIP [41] and SPC
[36–38] families. One should recall that the temperature of
T = 298 K is below the triple point of the CGW1-vle model;
this state represents a metastable fluid which we assess by
means of the SAFT-γ Mie EoS [156,157]. The same applies
to the MARTINI CG force-field of water, where the calcu-
lation of properties of the pure liquid at ambient tempera-
ture is only possible following the modification proposed by
Chiu et al. [113]. Representative thermophysical properties,
including the saturated-liquid density ρ l, vapour pressure
Pv, enthalpy of vaporisation �Hv, vapour–liquid interfa-
cial tension γ , isobaric heat capacity cP, isobaric thermal
expansivity αP, isothermal compressibility κ , self-diffusion
coefficient Ds, and second-virial B2 coefficient, are assessed

in Table 9. When not available from the literature, the prop-
erties of the various Mie systems are calculated as averages
by performing MD simulations as described in Section 2.2.
The corresponding ambient melting points and the extent of
the vapour–liquid phase envelope quantified in terms of the
ratio of the normal melting point and critical temperatures
are also compared. For the CG models, the melting points
are obtained from the analysis described in Section 3.2.2;
the normal boiling points are estimated from the Clausius–
Clapeyron relation, [Equation (5)]; the critical points are
obtained from the scaling laws, [Equations (3) and (4)]; the
second-derivative thermodynamic properties are predicted
using the SAFT-γ Mie EoS; and the second-virial coeffi-
cients of isotropic particles are calculated from the statisti-
cal mechanical definition involving the radial integral of the
Mayer function [171]. The properties for the atomistic TIP
and SPC models are taken from the corresponding literature
[7,8,42,46,54,55,118,196,197].

The performance of the atomistic models of water is
generally better than for the CG models, as one would ex-
pect with any force field at a higher level of resolution.
It is important to recognise, however, that none of these
atomistic models can be used to accurately reproduce all
of the properties simultaneously despite the more signifi-
cant computational requirements. Considering their simple
nature, the description with our CG models is still very sat-
isfactory for the target properties under consideration. At
high temperature, our CG models represent the liquid den-
sity of water more accurately than any of non-polarisable
atomistic models considered here. The vapour pressure and
second-virial coefficient determined with the CGW1-vle
model are also in closer agreement to the experimental val-
ues than those corresponding to the other models; this is not
surprising as the CGW1-vle model is specifically designed
to capture the properties of the liquid and the vapour phase
simultaneously. It is well known that rigid non-polarisable
atomistic models, which are typically parameterised to re-
produce the properties of the liquid phase, cannot be used to
reproduce properties of the vapour phase reliably [7,198].

As an additional comparison, the self-diffusion co-
efficients of the saturated liquid determined from the
mean-square displacement [99] in MD simulations of our
CG models and the various atomistic models of water
are represented as a function of the inverse temperature
in Figure 13. One would expect the self-diffusion coef-
ficient to be overestimated relative to the experimental
value for a CG description; the CG beads have a higher
mobility because the water molecules are not slowed
down by the re-orientation of the hydrogen atoms and the
formation/break-up of hydrogen bonds [110]. The Mie (8-
6) CGW1-ift model indeed conforms with this behaviour:
the diffusion coefficients obtained at low temperatures are
markedly overestimated and become comparable with the
experimental values for water only in the high-temperature
limit. By contrast, the self-diffusion coefficient determined
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Table 9. Comparison of the thermophysical properties for water at 298 K or at 300 K* and 1 atm for the CG and atomistic models: the
values are given for the ratio of the melting and critical temperatures Tm/Tc, the normal melting Tm, normal boiling Tb, and critical Tc

temperatures, the saturated-liquid density ρ l, the vapour pressure Pv, the vapour–liquid tension γ , the enthalpy of vaporisation �Hv, the
isobaric heat capacity cP, the isobaric thermal expansivity αP, the isothermal compressibility κT, the self-diffusion coefficient Ds, and the
second-virial coefficient B2. The values without citations are estimated in our current work, either via MD simulation or with the SAFT-γ
Mie EoS [156,157]. The experimental data is taken from NIST [185].

Coarse-grained models Atomistic models

CGW1 CGW1 CGW2 MARTINI Mie TIP4P
-vle -ift -bio [107] (9-6) [112] TIP3P TIP4P /2005 SPC SPC/E Expt.

Tm/Tc 0.514 0.293 0.407 0.532 0.451 0.25 [7] 0.394 [7] 0.394 [7] 0.321 [7] 0.337 [7] 0.422
Tm/K 343 193 282 417 253 146 [7] 232 [7] 252 [7] 190 [7] 215 [7] 273
Tb/K 373 235 335 368 258 367 [7] 364 [55] 401 [55] 368 [54] 398 [54] 373
Tc/K 667 659 694 797 570 578 [7] 588 [7] 640 [7] 592 [7] 638 [7] 647

T = 298 K (or T = 300 K*)
ρ l/(kg m−3) 997 998 999 1005 [113] 1000 1002 [42] 988 [8] 993 [8] 972 [118] 994 [118] 997
Pv/kPa 3.1 583 30 7.9 417 5.2* [7] – 0.78* [55] 4.6 [54] 0.98 [54] 3.1
γ /(mN m−1) 179 72 72 32 [113] 72 52.3* [7] 59* [8] 69* [8] 53 [118] 64* [8] 72
�Hv/(kJ mol−1) 37 21 29 30.2 [113] 23 42 [8] 45 [8] 50 [8] – 49 [8] 44
cP/(J K−1 mol−1) 49 50 48 58 51 78 [8] 84 [8] 88 [8] 64 [118] 87 [8] 75
αP/(10−4 K−1) 4.2 11 6 5.6 9.8 9.2 [7] 4.4 [7] 2.8 [7] 7.4 [197] 5 [197] 2.6
κT/(GPa−1) 0.14 0.42 0.43 0.9 [113] 0.35 0.64 [7] 0.59 [7] 0.46 [7] 0.53 [197] 0.47 [197] 0.45
Ds/(10−9m2 s−1) 1.7 7.4 3.8 1.6 [113] 5.8 5.5 [7] 3.2 [7] 2.1 [7] 4.2 [118] 2.4 [118] 2.3

T = 450 K
ρ l/(kg m−3) 887 888 864 887 793 790 [7] 823 [8] 879 [8] 860 [8] 890
Pv/kPa 849 6016 1272 721 9144 1195 [7] 1330 [8] 446 [8] 580 [8] 932
γ /(mN m−1) 101 43 40 19 23 24.7 [7] 27.5 [8] 41.8 [8] 36.7 [8] 43
B2/(cm3 mol−1) −150 −77 −108 −127 −72 −476 [8] −396 [8] −635 [8] −653 [8] −238

Figure 13. Self-diffusion coefficient Ds of the saturated liquid
as a function of the inverse temperature 1/T. The dashed curve
denotes correlated experimental data [7], and the symbols repre-
sent the corresponding values obtained for the various atomistic
and CG models by MD simulations; the data for our Mie (8-6)
CG models are denoted as filled symbols, and the correspond-
ing values for the TIP and SPC atomistic models are taken from
Ref. [7].

with the Mie (8-6) CGW1-vle model is underestimated rel-
ative to experiment; this can be attributed to the large values
of the energetic well of the potential which is a consequence
of the use of the vapour pressure as the target property.

4. Conclusions

We have introduced CG single-site force fields for water,
which are developed for targeted thermodynamic prop-
erties with the aid of the SAFT-γ Mie EoS based on the
Mie (generalised LJ) interaction potential [156,157]. The
use of the algebraic EoS as a top-down CG platform to
develop SAFT-γ Mie force fields [161] has been applied to
broad classes of molecular fluids, including carbon dioxide
[158], greenhouse gases [159], hydrocarbons [159,199],
aromatics [160], and amphiphilic molecules [190]. In the
case of the water molecule examined in our current work,
we have parameterised simple isotropic single-site models
based on a relatively soft Mie (8-6) intermolecular poten-
tial. One finds, however, that a fixed form of intermolecular
potential cannot be used to accurately represent all of the
thermodynamic properties of water simultaneously. Two
different one-to-one molecule-to-bead CG Mie (8-6) mod-
els of water are developed to target specific thermodynamic
properties: the CGW1-vle model is designed to provide
an optimal description of the saturated-liquid density
and the vapour pressure, as a force field for use in the
simulation of high-temperature high-pressure fluid-phase
equilibria of aqueous systems; the CGW1-ift model is
designed to accurately capture the saturated-liquid density
and vapour–liquid interfacial tension, and is therefore
particularly suited for the prediction of the interfacial
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properties of aqueous solutions in the dense liquid phase.
Since the effective CG interactions vary markedly with the
temperature and density, temperature-dependent size and
energy parameters are introduced to provide a reliable rep-
resentation of the thermophysical properties over a broad
range of conditions. The performance of our CG models
compares favourably with the commonly used CG and
atomistic models with at least two generic properties accu-
rately reproduced over the entire temperature range of the
liquid (which is not generally true of existing models). The
CGW1-vle model is developed at the one-to-one mapping
level of CG and can be used to represent the vapour–liquid
equilibrium of aqueous mixtures reliably, while force fields
that result from more aggressive CG lead to unphysical
clustering and are unsuitable to represent the vapour phase.

To a certain extent, all CG models suffer from issues of
representability for the different types of thermodynamic
properties and transferability when extended to different
thermodynamic states; this is particularly true for water and
aqueous systems. The advantage of our methodology is that
it is straightforward to implement an alternative parameter-
isation if different thermodynamic properties or conditions
are of interest. The level of CG mapping can also be tuned
for specific applications. In this vein, we have also proposed
a Mie (8-6) model of water at the two-to-one molecule-
to-bead level (CGW2-bio), parameterised to reproduce the
liquid density and vapour–liquid interfacial tension at ambi-
ent conditions. The CGW2-bio model is therefore designed
for use in large-scale simulations of aqueous solutions of
amphiphiles, lipid membranes, proteins, and other chal-
lenging biomolecular systems. The relative simplicity of
the CG representation means that fewer intermolecular pa-
rameters between the different species in mixtures have to
be specified. Furthermore, the unlike interactions between
the various chemical moieties in the system can also be es-
timated reliably with the aid of the SAFT-γ Mie EoS from
appropriate macroscopic experimental data for the given
mixture [161].
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