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ABSTRACT

Diffuse elastic unpolarized neutron scattering measurements have
been used to investigate the magnetic behaviour of four transition metal
alloy systems namely, weakly ferromagnetic PtCo and PtFe alloys, the
NiRh system from the strongly ferromagnetic alloys (dilute concentrations
of Rh in Ni), to the critical concentration regime (2 63% Ni), and
FeNi alloys in the Invar composition range.

To aid the interpretation of l'he. neutron data a general theory of
the onset of magnetism in transition metal alloys has been proposed to
account for the succession of magnetic states as the concentration of
the "magnetic® component is increased. It is suggested that the dilute
alloy problem should indeed be seen as that of the stabilization, rather
than formation, of local moments which exist, ab initio, as a result of
intra atomic Coulomb and exchange interactions and that the concept of

spin_fluctuations, meaningfully reinterpreted within this framework, can

be used to give a consistent explanation of the magnetic behaviour of
dilute (transition metal) alloys. In fact, it is shown that the Kondo
divergence problem is not relevant to the dilute alloy problem (i.e.
the single impurity limit) but is simply a result of the neglect of

inter-impurity interactions which must become important at some finite,

even if very low, temperature.. We also explore how the model
carries over to a pure fransitfion metal and suggest an alternative view
of the "exchange enhancement™ of transition metals. The possibility

of paramagnon-induced attractive electran-electron interactions is
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mentioned enabling us to conclude that all transition metals are either
magnetic or superconductfing.

The succession of magnetic states as interimpurity interactions
become important is discussed and, in particular, we argue that local
environment effects play a dominant role in the transition from the spin
fluctuation regime to the ferromagnetic state (i.e. giant moment alloy
systems).  This transition, which occurs as a function of the impurity

concentration (T2 0K), is a proper cooperative phase transition to

which Landau's theory of phase transitions can be applied in spite of

the unavoidable magnetic inhomogeneity of the transition. A thermo-

dynamic theory of this transition is fully developed and it is shown
that many properties of such alloy systems, including some Invar-like
characteristics, are merely the consequences of the onset of ferromagnetism
and not the peculiar attributes of any model of ferromagnetism such as
that of weak ifinerant ferromagnetism. In fact, the latter model is
obviously incompatible with the in’rrins%c magnetic inhomogeneity of
the phase transition.

The proposed model is then used to give a clear interpretation
of the onset of magnetism in PtCo and PtFe alloys. While PtCo
is a typical giant moment alloy system in which ferromagnetism sets
in through the coupling of magnefic clusters whose concentration is less
than the nominal impurity concentration it appears that PtFe resembles
AuFe in which all the impurity atoms become magnetic long before
ferromagnetism is stabilized. Thus, in spite of the polarization of the

Pt matrix, PtFe is strictly a spin-glass alloy.
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As a function of the scattering wave vector the neutron diffraction
cross—sections for the Pt alloys are very similar to those of PdCo and
PdFe alloys. The cross—sections at large angles when suitably combined
with the available magnetization data give moments of 2.08 + 0.06 PB
and 3.1+0.2 llg , independent of concentration, for Co and Fe
respectively, which values are about the same as observed in the Pd-
based alloys. The Pt moment, however, is small and concentration
dependent in this limit, Hitherto the sharp forward peaks observed in
the neutron cross-sections of transition metal alloys has been taken as
almost incontrovertible evidence for the inhomogeneous distribution of
magnetization.  However, it is shown that here the forward peaks are

due to the critical scattering of neutrons at the critical concentration

for the onset of ferromagnetism. The observation of this ecritical
scattering serves to confirm that the onset of ferromagnetism,as a function
of concentration,is a proper phase fransition. The discussion highlights

the need to distinguish between the spontaneous and saturation magneti-

zations of weakly ferromagnetic alloys and also between the polarization

range of an isolated but otherwise magnetic perturbation centre and the

correlation length of two or more such magnetic centres. The present

results have also forced us to question the interpretation of the previous
data for PdCo and PdFe and led us to suggest that the polarization
range in both Pd and Pt matrices is probably of the order of the
nearest neighbour distance only.

The magnetization, resistivity and other data for NiRh have
been briefly reviewed and the critical concentration obtained by an

analysis of the available data. It is suggested that the system is



suitable for observing Invar characteristics in a giant moment cllo} system
and that in fact some existing data support this conjecture. The neutron
data show that

(i) for small additions of Rh ( & 4% Rh) the response of the system
is similar to that reported for other transition and non-transition metal
solutes in Ni thus suggesting that the response may be characteristic

of the Ni matrix;

(i) in this dilute concentration limit the Rh atom has a large moment
(Fg;‘,z 3Mg ) which is rapidly 'desfrOyed'Ics the Rh concentration
increases,  For sufficiently high Rh concentrations (2 10% Rh) existing
polarized neutron data show that th(‘-) decreases rather more slowly

(and linearly)., This behaviour of ‘:{m\(c) is attributed to a large but
negative Rh-Rh exchange interaction;

(i)  The local Ni moment is also affected by local environment effects

and appears to decrease steadily from its value (~ 0.71 }13) in pure

Ni to zero near cg
(iv) for intermediate Rh concentrations (10L ¢ £ 20% Rh) the forward
scattering cross-sections are in good agreement with the bulk magneti-

-—

zation values of -a% and can be adequately discussed within the
framework of a magnetic-environment model;

(v) for ¢ 2 24% Rh the forward cross-sections are consistently and

significantly larger than expected from magnetization values of %g— '
a discrepancy that is probably due partly to the increasing importance
of the non-linear contributions to the observed cross-sections and partly

to the fact that it may become necessary to consider the explicit role

of magnetic clusters in the neutron scattering.

&



It is also suggested that in the critical concentration region the
magnetic clusters consist of only those Rh and Ni atoms which have
twelve Ni nearest neighbours. The Ni-centred clusters are probably
stable up to the Curie temperature of pure Ni (asisthe case for

CuNi) but the Rh-centred clusters break up at ~ 230K showing that

-

Neutron measurements have also been carried out on Fe 32.3,
35, 38 and 50% Ni alloys and a Rh-doped invar alloy (Fe63Ni33Rh4)
at both 4.2 K and room temperature using three different field geometries.
The values of ﬁfe and FN; determined from the low temperature data
combined with existing data for other concentrations show that while
!jf—',e remains approximately constant at > 2.9 Mg up to the beginning
of the invar region ( £ 38% Ni) before it starts decreasing F(N;
begins to decrease at ~ 50% Ni and is almost zero at ~ 32% Ni.
Thus local environment effects are even more severe for Ni than for
Fe.

The use of different field geometries for measuring the neutron
cross—sections at room temperature shows an additional small angle
scattering which is attributed to paramagnetic scattering from magnetic
clusters which have rather large moments but are located in low
effective molecular fields. It is argued that the apparent broadening.
of the critical scattering at a ferromagnetic transition temperature of
an alloy is due to such paramagnetic scattering which is made possible
by the existence of a distribution of molecular fields.

Finally the Invar problem has been comprehensively reviewed



and it is explained that the prominent magnetovolume effects are due
to a magnetic phase transition that occurs at low Ni concentrations
(-~ 25% Ni) and is driven by the antiferromagnetic exchange inter-
actions between neighbouring Fe atoms. Thus the Invar properties
proposed for giant moment alloys and already observed in fec FeNi

alloys are essentially similar in origin (being due to the onset of

Ferromagnef-ism). The peculiar properties of FeNi alloys namely the
occurrence of antiferromagnetic ordering at low temperatures in small
volume elements in an otherwise ferromagnetic matrix, the existence
of short range atomic order (Fe3Ni and/or FeNis) and (structural)
martensitic transformations for low Ni concentrations are not essential
for Invar behaviour although they modify this and probably result

from the antiferromagnetic Fe-Fe interactions,
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PREFACE

Diffuse elastic scattering of neutrons is a valucble technique for
investigating the microscopic distribution of magnetization in magnetic
alloys and thus is particularly useful for studying the magnetic
behaviour of those alloy systems for which there exists a critical
concentration for the onset of ferromagnetism, We have applied this
technique to study four such alloy systems - PiCo, PtFe, NiRh and
fcc FeNi (in the Invar composition range).

In writing a report of this type it is traditional to start with
a brief (?) review of the current state of the art and this is what
we have tried to do in Chapter 1. Having done this, however, we
found ourselves asking certain questions such as whether it is really
necessc:rly for all the d-electrons of a tiansition metal solute atom to
be completely itinerant and thus disregarding the intra-atomic Coulomb
and exchange correlations. In an attempt to answer such questions
we introduced, in Chapter 2, a model (which af this stage is still
semi ~phenomenological) that we believe can consistently (and simply)
explain the apparently diverse behaviour of magnetic solute atoms in
various hosts (both simple and transition metal). Some of the immediate
consequences of this model have been explored and we then go on to
discuss the succession of magnetic states (i.e. magnetic phase diagrams),
the order of the phase transitions, and the thermodynamic theory of
(including the effects associated with) the onset of ferromagnetism in

giant moment alloys. Existing data on such systems are then used



to confirm the applicability of the thermodynamic theory outlined with
particular emphasis on the deférminaﬁon of the critical concentration.
The theory of weak itinerant ferromagnetism is critically reviewed and,
of course, we could not end the discussion in this chapter without
some reference to spin glasses.

Chapter 3 gives the theory of thermal neutron diffraction with
emphasis on unpolarized neutron scattering from atomically disordered
magnetic transition metal alloys while Chapter 4 is an account of the
various experimental methods used in the investigations.

Chapters 5, 6 and 7 deal respectively with the onset of ferro-
magnetism in Pt alloys, the magnetic behaviour of the NiRh alloy
system and the Invar problem. Each chapter is nearly self-contained
in the sense that it contains a resume of the known properties of
the system under discussion, the problem(s) to be investigated, the
experimental results and their analysis, a discussion of these results and
finally, a summary of any  important conclusions.

The number of topics dealt with in Chapter 2 has been the major
contributing factor to the length ‘of this thesis but we have no doubt
whatsoever that our understanding of some aspects of the magnetism of
transition metals has been enormously increased and the relevance of
the topics discussed cannot be questioned. For example our approach
to the Invar problem derives almost wholly from the discussion in
section 2.5. In retrospect some of our arguments in this chapter could
have been presented more clearly and conciselyy for example although

we felt certain that the usual Kondo resistance minimum was not
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relevant to the single impurity problem (section 2.2(3)) it was not
until section 2.5(vii) that we could clearly state a criterion for
observing a resistance minimum in the spin fluctuation region. Again
it was not until after the discussion of the electrical resistivity of
spin glasses that we could finally give the correct definition of the
effective width of the impurity virtual bound state (eq.2.338) to be
substituted in fhe. formula for the spin fluctuation temperature (eq.2.8).
Such shortcomings are unavoidable in the present circumstances and we

shall beg to be excused.



CHARTER 1

A Resume of the Theory of the Macnetism

-

of Transition Metal Allovs

Te7. Introduction

One approach to the problem of satisfactorily under-
standing tie microscopic origin of the bulk magnetism of
certain metals has been through the study cof metal
alloys., The usual proucedure is to introduce a magnetic
impurity dilutely into a non-magnetic metal matrix and then
to study the magneiic properties, whers cbservable, of the
almost isolated impurity in its metallic envirocnment., 0One
hopes tnat by gradually increasing the concentration of
the magnetic impurity and simultansously menitoring. the
concomitant changes in the properties of the combined
system one may cbtain & useful insight into the vexed
auestion of the bulk magnetism of some pure metals, UWhile

such an approach has been successful in the case of the

)

magnetic insulators the very nature of the metellic state

-

’__J

itself not only seversly limits the Lypes of experimental
probes that may be conveniently used to study the praoperties

of the alloys but also makes any theoretical considerations
much less tractable., In the latter case it is not at all

clear that one can, ab initio, separate the problem of the
Formation or persistence of maygnetic moments on the isclated
impurity éites from the equally important one of the inter-
action betueen such moments. The local moment problem adopts
the view that such & separsticnm is feasible and then proceeds
to consider under urat canditions such a moment may be chsarved

o exist, Thus ihe local mement approach seeks an ansuerl Lo

b=l [
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the guestion: how and when may an isolated impurity atom be
regarded as magnetic?

1t is obvious that an ansuwer to the above question
demands an operational defimnition of a localized moment. An
impurity is regarded as possessing a localized magnetic moment
if its contribution to the magnetic susceptibility of the
alloy system is significantly temperature-dependent in the

form of a Curie Law:

‘X(T) = % | , 1.1

The absence of any strongly temperature-dependent suscepti-
bility is taken therefore to imply the absence of any localized
magnetic moment, UWe note that equation (1.1) subsumes the

existence of an assembly of pon-interacting spins of magnitldde

S say, each of which should have (2S+1) well-defined Zeeman
energy levels in a uniform magnetic field. Such an assump-
tion is clearly simplistic even i1f practical. Surely in any
metal or metal alloy a localized moment will interact at
least with the conduction electrons and indeed experimentally
a wide spectrum is observed in the behaviour of the magnetic
susceptibility of metal alloy systems, ranging from the
weakly temperature-~dependent susceptibility through thelCurie

lay form to a Curie-Weiss Law of the form

'X(T) - 7%9 1.2

where may be positive and often independent (apparently)

of the impurity concentration.
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It would.appear that apart from any direct interactions
between localized moments in metals and their alloys it is
the interaction of the localized moments with the conduction
electrons that is primarily responsible for any peculiarities
of the phenomena of superconductivity and magnetism of the
trénsition metals., This proposition assumesya priori, the
existence of localized magnetic moments in the Favgured cases
but maintains that the experimental observation of such
maoments is necessarily complicated by the dynamics introduced
by the conduction electron - local moment interaction. Befor
developing this theme further it is pertinent to discuss the
theories that have hitherto been used to tackle the local
moment problem, Excellent and fairly extensive revieuws of
both the theoretical and experimental aspects of the local
moment problem have been given by Kondo (1), Heeger (2),
Mills (3), Wohlleben and Coles (4) and more recently by
Rizzuto (5) and Grfiner and Zawadowski (6). In the following
discussion of the local moment problem we shall, when nece-
ssary, draw heavily from the above references.,.

17.2. The Concept of a Virtual Bound State (VBS)

The first attempt at investigating the local moment
problem was through the introduction of the concept of the
virtual bould state (VBS) by Friedel (7). He noted that sinc
conduction electron bands in metals were very broad the
energy levels of an impurity atom would in general lie within
the conduction band., Conseguently, such impurity states
cannot be truly localized since there is-aluays a finite
probability of the impurity state tunnellihg into the con-

duction band, It is because of this fact that the impurity

state is called a virtual bound state i.e. a strong hybridi=-
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zation of the local and canductjon band states, It is charac-
terized by a finite halF—energy{uidth ZS-

The impurity state can alsoc be described in terms af

a resanant beund state constructed from the conduction band
states, a real bound state being a sharplundahped resanance
whereas a VBS is a damped resonance. The energy width aof a
VBsS, Zk y 1s greater the larger the distance of the resaonance
abave the“top”of the conduction band but is smaller the larger
the angular mamentum of the original bound state (owing to the
smaller admixture). Also since the overall electrical neu-
trality of the system must be maintained the excess charge,
Z=2, of the impurity 1s screened by the canduction electrons
but produces an effective potential fraom which electraons are
scattered. An analysis of the electron scattering caused by
this effective potential, assumed to be spherically symmetric,

leads to the Friedel sum-rule

z - 27 () ¢

T

where Ql(fp) is the phase shift, measured at the Fermi
level E;: , af the ch partial wave component af the con-
ductian électron wavefunction and the factar (21+1)

allows for the orbital degeneracy aof the impurity atpm.
Equation (1.3) results from applying the self-consistency
requirement that the total charge induced below the Fermi
level by the effective perturbing potential should exactly
annul the excess charge due to the impurity., 1In its deri-
vation an oscillatory term which causes ascillatiaons in the
hast lacal charge density has been neglected, since mast of
the screening charge is laocalized in the neighbourhocod of

the impurity
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The total density of states is modified by the occur-
rence of the YBS, 1In terms of the phase shifts Ql

the density of states at the Fermi level is given by
41y
POIERACONEE PACIRNT S
where fz(fp) is the density of states at the Fermi level in
the unperturbed system.
By amalogy with the well-known Breit-Wigner formula

for resonance scattering we have that

d = cot (5"’5)
¢ A

where éir is the resonance energy carresponding to a VBS

Wwith angular maomentum ( and width A . For a tramsition
metal impurity
° -
,1{ =ql ;4‘#&
A T

o
where ﬂt are the non-resonant phase shifts.,

= q: 4+ cot”

Thus the additional electronic density of states asso-

ciated with the VBS is given by
(O

&(i.:) = -plfe) &) = = Ga sl

1.7
In this case equation (1.3) reduces to
Z = o N (g)

- w7 1.8

The most direct way of determining the resonance energy is
through electrical resistivity measurements. Using the
partial wave analysis outlined zbove the impurity residual

resistivity fol for a concentration € of impurity atom
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nek 7 Lswt (0 -1)

Aﬁ Ve | 1.9

is given by

where VY is the valency of the host metal, and Kp is its
Fermi wavevector., Neglecting non—rescnant phase shifts and
using eguation (1.8) for transition metal impurities equation

(1.9) reduces to

A o PTER s Iz)
fo Ve K 1.10

The above equation predicts that the residual resistivity

in a given host should show a peak as one goes acrgss the

3d series say from T (?:9’> to Mn (‘Z—:C;) and then
decrease as the 3d - shell fills. Such a behaviour has been
observed (8) in the ailoys of 3d impurities in /\L and Ezn-
The peak occurs between Cr and Mn and is due to resaonance
scattering of the electrons at the Fermi levsl of AQ_ (or Zﬂ)
when this level crosses the broadened VBS of fhe impurity,
However, for 3d solutes in noble metals the residual resis-
tivity at room temperature exhibits a double-peaked structure
with a minimum in the middle of the series - see figure 4

.in reference (2). The existence of this minimum was attri-
buted to the exchange splitting of the VBS. Owing to exchange
(J) and particularly the Coulomb (U) interactions between
electrons in the d-shell the virtual states for up-spin are
not equivalent to those of down-spin. Under these conditions
the spin populations are unequal and a net magnetic moment
then exists, localized on the impurity site. Instead of

equations (1.8) and (1.10) we now have

Za = S0 &) ; 2y =50,%)
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/].12

A'F = 4.?1'6:5 Su‘nzl'} (EF) + S‘."zqz\l/ (f;) .
° ve?Ke 2
Thus the two spin directions could be considered essentially
independent but additive in their effects. In this way it
was possible to correlate the variation of the residual
resistivity with the magnetic behaviour. In the non-magnetic
case (3d impurities inA-lor Zn ) the maximum in the residual
resistivity occurs near the middle of the series, whereas
if the exchange splitting is large (i.e. the magnetic case)
then two maxima are expected - the first being due to the
up-spin resonance passing through the Fermi level and the
second maximum due to a similar passing-through of the down-
spin resonance, However, it has since been reported (10,11)
that at sufficiently low temperatures the residual resistivit
actually shows a single peak as in the '"non-magnetic" case
of 3d impurities in IA{ . To explain this single peak it was
assumed that for the magnetic impurities the residual resis-
tivity contains an additional logarithmically-increasing
‘resistivity associated with the Kondo effect (see below -
section 1.7).

Schrieffer (9) has proposed an alternative explanation
of the residual resistivity data. He suggests that 3d impu-
rities in ;\L have very high "Kondo .temperatures" and so
one gets the unitarity scattering for each of the L= a2
partial waves giving a resistivity whdich is proportional to
the bare impurity spin S, The residual resistivity 1is
obtained as

AP amS

(<4

_E;- - 'VezjifZCEF)

)
-
L]
-
[#]
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where S 1is assumed to be the free ion value, m is the
electron mass and fleF) is the host matrix density of
states. The above prediction satisfactorily explains the
experimenfal data also., This is not surprising because of
S is the free io@d value of the impurity spin then SxZ
for Z 25 ; thus in our opinion equation (71.10) is more
generally applicable than egquation (1.13).

More importantly we reject the argument that the single
peak observed at low temperatures in the residual resistivity
of 3d impurities in noble metals is associated with the Kondo
effect. 1In fact,as we shall discuss in the next chapter,
the Kondo effect strictly cannot be observed in the ideal
single impurity limit, Instead we shall regard the change
from a double-peaked to a single-peaked structure as showing
that some of the impurities which are "magnetic" at room
temperature become "non-magnetic" at sufficiently lou tem-
peratures. Since the temperature change, equivalent to an
energy change of only about 0.026 ev, 1is very unlikely to
influence the exchange splitting of the VBS i1t follows that
the apparent transition from 'magnetic' to 'non-magnetic!
behaviour must be due to some other phenomenon not considered
so far, which is the dynamics of the system, We believe
that in the appropriate cases the UYBS may really be exchange-

split irrespective of the host but that the experimental

observation of the resulting magnetic moment depends Dn.fhe
nature of the host since the latter greatly influences the

dynamics of the system,

T.3. The Anderson Model

The gqualitative ideas implicit in the concept of a
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VBS were put into a guantitative form by Anderson (12), The
transition metal impurity is regarded as an extra localized
d-orbital in an otheruise free electron gas, so that the one-
electron Hamiltonian of the system includes both localized
and band states as well as a mixing term uwhich couples the
two. It is this mixing interaction which broadens the locali
zed state thereby making it a VBS. The Hamiltonian of the

system is uwritten as

1}

n

H, +RAL 4+ Hsa

where

1.15

+
-Z: éK CKB’ CKG’

Hs
Che Cur €3
Ry = 72 b CorCnr “'&(UJ)Z;M nrome e
m§

+ VU Z' C:rcmr C'::"' G-
"m0

|

1.16

t ¢
':,‘tsd =Z {an(.:ycur -!-V,,,,(Cmr “d"} 1.7

Kal
4{, and ‘#P& are the Hamiltonians for the conduction elec-
trons and the de electrons respectively and 4£ul represents
the $-d mixing interaction. C,CT are the annihilation and
creation operators with subscripts & for spin, K for the
Bloch conduction-electron states, and my,n for the localized
d-electron Wannier functions. éW(v €n are respectively the
conduction-electron and d-electron energies. U and J are
the Coulomi?ékchange intﬁyyals betwueen tuwo electrons localize
on the impurity atom and VMK is the admixture matrix elemen
between d-states and conduction electrons.

The above Hamiltonian is approximate to the extent that
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it neglects the following interations (i) electron - electron
correlations except for electrons localized on the impurity
site, This omission is not serious for simple metal hosts
like A{_, Zn or the noble metals but is thought to be so'
for the so-called exchange enhanced metals (Pd and Pt),.
However, as explained in the next Chabter, we think that the
incipient magnetism of Pd and Pt can be explained along
the same general lines as used for the magnetism of several
alloy systems. In other words the Anderson Hamiltonian
(equation (1.14) to (1.17)) is sufficient to account for the
electron - electron interactions in Pd and Pt.

(ii) Spin-orbit and orbit-orbit interactions. Although the
effects due to these interactions are not sufficiently well
known, they are not expected to be very significant. 1In any
case, their neglect helps to keep the Hamiltonian less for-
bidding.

(iii) The direct ferromagnetic $-d interaction. This inter-
action is thought to be smaller (at least for transition metal
impurities) than an antiferromagnetic covalent admixture
local mement - conduction electron exchange interaction that
is implicitly contained in the Anderscon Hamiltonian,

(iv) Crystal-field splitting of d-orbital levels. Estimates
of such splittings in the simple metals have shown that they
are quite small,

As ©conceptually simple as the Anderson Hamiltonian is yet
only an approximate solution can be given because of the
electron - electron interaction term., The approximation used
is the Hartree - Fock (HF) or self-consistent field approxi-

mation in which the number operator flag is replaced hy

Nus = {Nugy + {nnr ’“<nmr>} 1.18
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and products such as {ﬂ"m- ‘(nmr>}{ nnr ‘-<nnr>}

are neglected., UWithin this approximation the d-state energy

becomes

£ = €, F (W-T)Z0 {007 + UZﬂ“‘n,-t? .10
e byl

while the additional density of states arising from the VBS

is given by l l&
= 20+l 2
ﬁ\r“‘c) - TT (f‘fdo') +o 1.20

where (1[*'\ is the orbital degeneracy factor, The half-

width of the virtual level, Zk, » 1s given by

A(i) =7<V5A72 f;CE) 1.21

2
where <:\&‘:7 is the mean square value of the admixture
matrix element.

The self-consistency condition is satisfied by requirin

that iF |
L0yp? = jo -FM_(E)AE

which gives
-I{Edo"'fr"

_ 2lat o4
(“Ar7~ ™ ACEF) 1.22

Implicitly the HF approximation requires that an electron
remain on an impurity site only for such a time that it shoul
not feel the presence of another spin state. Since the
occupation time of an impurity site a~~ D and the one-

a——

electron lifetime due to the Coulomb interaction o= Ll

m—

u

the HF theory therefore requires that ‘K £ Tr
A
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i.e. FAY 1.23

In this limit, however, the only solution of equation (1.22)
is that in which <K Ngpp = <Nad 7
so that the impurity is non-magnetic (but in the sense that
no time-averaged magnetic moment exists)

For given values of U, J and (&‘EF ) the limit
of validity of the HF approximation is defined by the condition

(W+4T) pUE) =1

1.24

where ﬁf(GF) is the added density of states per orbital
(see equation‘(1.20)). Equation (1.24) is clearly similar
to the Stoner criterienfor band ferromagnetism. The most
favourable case for magnetism occurs when the VBS lies self-
consistently at the Fermi level; in this case the ferromag-

netic instability condition (equation (1.24)) reduces to

U+4J = |

1R

1.25

This, however, is slightly beyond the limit of the HF solution
of the Anderson Hamiltonian and strictly should not be used
to discuss the exchange splitting of the VBS.

It is trivial to show that the HF solution of the

" Anderson model satisfies Friedel's sum rule since from equa-

tions (1.3) and (1.6)
s 't" {EAV 'fF}
Z = = Zr s AGE,)

- 2 Z Nr, 1.26

m

where the last equality follows an using equation (1.22).
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PJU' is the occupation number common to each of the virtual
levels of a given spin,

1.4. The UolFF-Clogstoh Model

Another quantitative analysis of the concept of the VBS
was given by Wolff (13) and Clogston (14)., Their approach
treats the conduction electron - impurity system as a scatter
ing problem in which the Bloch electrons scatter from a
perturbing impurity potential., The impurity electrons are
assumed to be part of the conduction band so that no extra
d-orbital is assumed as in the Anderson model., The VBS
appears as a scattering resonance which is a function of the
energy of the incident electron. The question of local
moment formation 1s then treated by including an electron-
electron exchange potential. However, the only importanf
matrix elements of this additional potential correspaond to
the Anderson form i.e.t1n$n¢. Thus apart from the different
approaches towards aobtaining the UBS the two models are
essentially ngﬂ“r . DT e e

All the same, it
is thought that Andgrson’s extra orbital approach is more
suitable for transition metal (TM) impurities in simple hosts
whereas the Wolff-Clogston model would be more appropriate
for TM impurities in other TM hosts,

1.5. Effect of Correlation on the HF Criterion for Local

Moment Instability

As with the band theory of ferromagnetism the HF
solution of the Anderson model suffers from the disadvantage
of over-estimating the tendency towards local moment formatio
The repulsive potential which an up-spin electron feels when

it is at an impurity site 1is proportional to the average
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nunber of down~gpin electrons on the site., Now as l&”‘fﬂcﬁj
the repulsive potentizl would become so exceedingly large
that one must consider the pdssibility that the up-spin
electron will recede from the impurity orbit as a doun-spin
electron-jumps anto it in corder to avoid a simultaneous
occupancy of the impurity orbital,

The effect of such correlated electron hopping heas
been considered by Schrieffer and Mattis (16,17) who showed
that in the louw-density limit (i.e. small number of electrons

cr holes.in the VYBS) the effective Coulomb interaction is

U
Liﬁfﬁ. - U éié
T (l-t— &)Eﬂ A t.27

givan by

vhich is less thanm U , Thus correlation effects suppress

the tendency towards local moment formation. Since

. ~f igl
L;m Uq;{, - -»-—-’_} == tan MA LA
L o {t <

it is clear that the HF instability limit can never be

BN

attained i.e. no lccal moment would ever form. The existence
of degenerate impurity orbitals would of gourse lessen the

severe restrictions imposed by correlation effects but 1t does
not alter the above conclusion for the low density limit,

1.6, Derivation of an antiferromagnetic s-d exchange

Interaction from Anderson's Hamiltanian

Since the HF solution of the Anderson model is not
s Ce YA
valid in the magnetic 1limit (1.e.£s ) an alternative
approach to this limit is clearly required. In the Friedel-
Anderson model, a magnetic state consists of say a filled
up~spin VBS lving belcow the Fermi level uwhile the empty down-

spin VB3 lies well above it i.e.
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EEF- é;l¢. V2 A and éadﬂr +U 'EE;: A

According to Anderson and Clogston (18) the energy of a down-
spin conduction electron can be lowered (in second order
perturbation theory) by mixingein a configuration in which a
down-spin electron has simultansously hopped into the impurity,

The resulting energqgy shift is of the order

Y
W

The resulting conduction-~=slectron polarization is negative.

Agd d

This argument is similar to Anderson's superexchange mechanism
in insulators and suggests that the conduction electron-local
impurity interaction may be expressed as an antiferromagnetic

(afm) s-d exchange integral of the form

?%41;1 =-J 3 = 1.30

where J £ 0 and Sd, sc are respectively the impurity and
conduction electrpn spins, A more rigorous derivation of
equation (1.30) F?om the Anderson Hamiltonian has been given
by Schrieffer andeolfﬁ (19) and by Bailyn (20) who performed
a canonical transformation of the Anderson Hamiltonian in
‘Grder to eliminate the mixing interaction Vsd to first
order. B8y choosing an appropriate generating fumction the
Anderson Hamiltonian was transformed into the expression

, + z . +
o = =T T [(Serur ~SHuew® T el

N K K’ KpCe =
+ Vi G Z (Ceg Cen +hyeqy) T
——-N KK’
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where :IK¢KF 1.32

_ - <Vs¢172u 1.33
2 €4 (V-€4)

and
V‘Sr— Ke

- o

é-d - EF sA 7 (see equation (1.28))
'

J and V have been evaluated at K2 K =KF because clearly

at absolute zero temperature only electrons near the Fermi

level are effective. The above transformation is valid when

equation (1.28) holds i.e. when the virtual levels do not

coincide with the Fermi level. The first term in equaticn

(1.31) represents an afm s-d exchange interaction while the
second term reDresenfs an attractive potential scattering.

We may note that Silverstein (21) has suggested that if one
did not invoke the artificial distinction between direct and
exchange terms then one finds that the Schrieffer-Wolff result
above (equation (1.31)) is infact equivalent to an effective
s~wave attractive interaction between the localized and
conduction electrons. In particular for a homogeneous attrac-
tive s-~wave interaction one of course finds that the ground-
state of a 'normal! fermion system is gnstable to the forma-
tion of time-reversed Cooper pairs leading to superconductivity.
Even for the local attractive interaction the 'normal' ground
state of the fermion system is still inappropriate but because
the attraction is localized in configuration space any pairing
is with a many-electron wave packet rather than with a single
electron. The author, however,concludes that whether this

configuration - space pairing represents some kind of phase
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transition or not is a moot point.

17, The Kondo Effect

Having discussed some of the essentials of the problem
of local moment formation we shall now briefly recall some
of the effects associated with the existence of such local
moments, The discussion is usually made in terms of an s-=d
model which assumes a well-defined localized impurity spin S
coupled fo the conduction electron spin $® by an interaction
of the form of equation (1.30). Historically the $-dmodel
was first proposed by Zener (22) to explain the ferromagne-
tismof the 3d transition metals. Although it is generally
suitable for the rare-earth (RE) elements there has been a
persistent doubt as to its validity for the Fe;group metals.
In practice the model has turned out to be extremely useful
in explaining a wide variety of experimental phenomena, not
least of all the Kondo effect which is discussed belou,
Within the framework of the Friedel-Anderson mode} the s-d
model is valid only when U ¥y /A , in which limit the s-d
Hamiltonian is derivable from the Anderson Hamiltonian (see
section 1.6) |

The Kondo effect refers to a resistance minimum. observe
at sqfficiently low temperatures in almost all alloys of the
tran&ition metals in which the impurity is known to be magnet
(usually for simple metal hosts). The resistance minimum was
first explained by Kondo (23) in terms of the scattering of
conduction electrons from the magnetic impurities Vé?.th?.,sf

coupling. We write the Hamiltonian of the system as

‘-‘,LQ = ?E(s + ﬁ"egd_

where 1"; and 7R*1 are given by equations (1.15) and (1.31)
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respectively., Because 4&1_((‘*& it is usually taken as weak
perturbation on the kinetic energy of the conduction electrons,

The scattering of conduction electrons by the exchange term in

4%91' is usually called tHe spin-disorder scattering and can
either be spin-flip (flipping both the impurity énd conduction
electron spins through the terms S+$' .rSS") or non spin-flip
(through the SFE% term)., To calculate the impurity con-
tribution to the electrical resistivity of an alloy one
considers the transition probability of scattefing a con-
dubtion electron from state K to Efvia the s-d interaction
with the impurity, The total scattering probability will
involve the probabilities of scattering through all distin-
guishable channels but we shall only consider the channel in
which ﬁT-J?K'T with the impurity spin state remaining the

same in the initial and final states. We may write the total

scattering amplitude as a sum

<))
A'Sﬂ'a gt "'ZP, A Kr ' 1.34

where the suffix P denotes the contribution from the
scattering which is to the P+ﬁ order in J. The louwest

order (first Born approximation) calculation of the elec-
trical resistivity has been made by Kasza (24) and Yesida
(25) and in particular the latter author was able to explain
the negative magneto-resistance observed in some of the
magnetic alloys. The significant step taken by Kondo was in
extending the calculations to #third. order in J and thereby
showing that (i) higher order terms in the perturbation theory
coﬁld explain many of the experimental observations including

the resistance minimum;
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(i) More importantly inspite of the fact that -Hey ¢& F
its treatment by perturbation theory becomes invalid at
sufficiently low temperatures.
In the second order approximation there are two dis-

tinguishable processes:-

(a) the direct process in which the incident electron, K ,

is first scattered into an empty intermediate state q& and
I'4

then finally scattered into K 3

(b) the exchange process in which an electron from a filled

state %_ is scattered into the final state ﬁl and sus-—
sequently the initial electron from 5, is scattered into the
émpty state QE . The intermediate,state has an electron in

KT , another in &'lr and a hole in %, . Eguivalently
we can say (6) that the first scattering creates an electron-
hole pair while in the second scattering the created hole
annihilates the electron with momentum &' to create an
electron in the Final state K' .

Owing to the exclusion principle restriction on the
intermediate state the Fermi cccupation or distribuition
function is involved in the scattering amplitudes. In the
case of the potential scattering term and the non spin-flip
part of the exchange term in equation (1.31) the Fermi factor
cancel out because of the coherent addition of the diregt and
exchange processes in the second order perturbation theory
being considered. Thus in calculating the residual resis-
tivity due to those terms the first Born approximation is
sufficient. However, this cancellation does not occur for th
spin-flip terms in the exchange part of 4¥;A_and it is this
non-cancellation that is responsible for the experimental

anomalies observed, The contribution to the electrical

resistivity due to these terms has been obtained as
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ﬁ,(T) = K, ﬁ(fp)csz(S+;){' + _4~Tﬁ{?l;) La %} .

Wwhere the conduction band density of states 12(iﬁ) is
assumed to be constant over the band width 2W, € 1is the
ihpurity concentratioh and Rm 1is a constant involving
atomic parameters. If we add the phonon resistivity (f'v—rs
at low temperatures) and the resistivity due to potential
scattprlng then the total resistivity is given by s
o) <Rl Ve R RB)TSEN 1 T2 T | T

1.36

We note that this equation does not strictly give the full
temperature dependence of the total resistivity because UWe
have not given the temperature—dependence of the resistivity
due to the potential scattering term (the first term in
equation (1.36) is simply the residual resistivity due to
potential scattering). |

For 1€ 0 the logarithmic term increases as the
temperature is decreasedjwhen this is combined with a decreas-
ing phonon resistivity a resistance minimum is observed. The

temperature of the minimum is given by

Tin = 47 {P’@ E C}

Y5
which shows that T min X & as is experimentally observed.

For T £ T min

.F(T) ~ A-BeclaT
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|
where A and B8 are constants, The predicted logarithmic

variation above the minimum has also been widely observed,

On the other hand, for J % 0 the resistivity is well
behaved, decreasing continuously towards the residual value
as the temperature decreases. The effect of similarly in-
cluding higher order terms in the perturbation theoretic
calculation of the properties of various othsr physical
parameters has been extensively reviewed by Kondo (1), and
so we shall be  content to simply observe that such calcula-
tions do equally predict anomalies in the temperature varia-
tion of those parameters,

1.8, The Kondo Divergence

Although the logarithmic term in equation (1.35) gives
a good account of the resistance minimum observed in a number
of dilute magnetic alloys the fact that it diverges as the
temperature decreases towards absolute zero is clearly unde-
sirable and of course physically unacceptable, As T tends
to zero, we must recover the unitarity limit in which the
resistivity should attain a saturation value given by equation
(1.13). Such a saturation of the electrical reSistivity
appears to have been observed for Cufe, CuCr and AuVv alloys
(see reference 2 for references to the individual papers).

However, the perturbation theory used in deriving
equation (1.35) is not valid all the way doun to absolute
zero. It in fact ceases to be valid as soon as the second
term in that equation becomes comparable with the first term,
This happens For‘jpﬁu-rk uhere Tk’ - called the Kondo

temperature, is deFiﬁed by |

—_ ~ 4lTPCE
Ka le = N—Q T‘ﬂ 2
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Before continuing with the diS[PSSiOﬂ Wwe may mention that the
logarithmic singularity of equation (1.35) may.be suppressed
by a sufficiently large magnetic field; for example, if
3%3)7’(;7. the 1In T term is replaced by a 1n 3}" B term.

There has been a considerable number of attesmpts both
to remove the divergence at T = 0 and to account for the
physical properties of the systems below the Kondo temuera-
ture. A review of these attempts has been given by Kondo (1).
Essentially the logarithmic singularity is assumed to occur
because the perturbetion"theoretic treatment of the s-d
exchange Hamiltonian will always break down at sufficiently
low temperatures sinee the impurity -conduction electron
systam is in reality a many-body system. Conseguently non-
perturbative methods are sought which would describe the
gradual transition of the alloy system to a highly cerrelated
state for T & T, . The transition must be gradual because
no sharp phase transition can occur in a system with a small
number of degrees of freedom. Heeger (2),by drawing an
analogy between the phonon induced electron-electron inter-
éction (which may lead to superconductivity) and the indirect
electron-electron interaction via impurity-spin excitations,
has been drawn to ponder whether the Kondo divergence does
not signal the onset of abmany-bedy condensed state, as is the
case in superconductivity, As mentioned garlier, an excellent
reviey of the theoretical descriptions of the guasibound
state supposed to be formed by the impurity spin and the
conduction electrons below Tk has been given by Kondo (1).
A very concise but readable review has also been given by
Phillips (26) and this iecludes,a table summarizing the

temperature dependence of some physical parameters as pre-

dicted by various theoretical models, Finally we may mention
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that another explanation cf the Kondo divergence which intro
duces some dynamics into the HF thecry has been proposed

by Mills (3). Recall that in the HF solution of the Ander
son model (section 1,3) an wup-spin electron feels only the
average Coulamb repulsion u<ru7 due to dowun-spin elect-
rons., Mills therefore suggests that to go beyond the HF
approximation the up-spin electron must be allowed to feel
the instantaneous Coulomb repulsionLlQ& i.e., the fluctuatio
in the interaction energy must be allowed for. O0One way of
doing this would be tc replace the intra-atomic Coulomb
potential by a fluctuating effective magnetic field. Suppose
that this effective field has an amplitude h and is 'freczzan
at the time-independent value of hg, Then in the non-mage
netic limit(%& <<') the free energy, G, of the system

sketched as a function of hg 1is as shown in figure 1.1(a)

nl 2 G

> ,‘° - |:|o 'Q"Ho

N U
SRl | M Yooy

Fig. 1.1 Sketch of the free enerqgy (G) as a function

of the effective magnetic field (ho) in the
non-magnetic and magnetic cases (after ref. 3)

G exhibits a nearly parabolic behaviour with a minimum at

ho = 0. In the magnetic limit (%% 77‘) G has two minima,
at + Hy say. In the latter case it is possible that the
effective field, apart from fluctuating about Ho ¢en also
change sign from - Hg to 4 Ho while the free energy still

remains near the minimum valus, This latter fluctuation

corresponds to spin-flipping of the impurity spin.
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However, for the im%urity spin to be flipped it must tunnel
through the energy barrier in figure 1.1(b). The contribu-
tion to the free energy by the repesated flips of ths impurity
spin is negative and is about Ae- , which the authors
suggests is e Kejl , if 3 is as given by equation (1.32)
énd é&"’LJ . The only comment we wish to make here is
that the suggestion that ZX”VLJ seems unreasonable, For
the relevant systems, experimental observations (see ref. 2
for details) give values of [X of a few tenths of an elsctron-
volt so that [X is at least an order of magnitude smaller
than W,

1.9.- Localized Spin Fluctuations

There are a few unsatisfactory features of ths HF
theory of local moment formation. 0One of them, already
discussed in section 1.5, is the overestimation of the ten-
dency towards local moment formation through the neqlebt of
electron-electron correlations.

A second difficulty is that the HF model of a mag-
netic impurity requires the impurity spin to have a well-
defined direction at all times, which would only be the case
if there is a strong effective field acting on the spin i.e,
gither the alloy is automatically ferromagnetic or else a
very strong externél magnetic field is apﬁliéd (3). Clearly
no information can be obtained from this model about the
temperature-dependence of the magnetic susceptibility, 0On
the other hand, a proper theory must allow for the thermal
fluctuations of the impurity spin,

An even more fundamental difficulty and one which is
physically unacceptable is the fact that the HF solution of

the Anderson Hamiltonian predicts a sharp boundary betueen
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the magnetic and non-magnetic VBS. A magnetic VBS exists
if UZA whereas the VBS is non-magnetic if U<a | such
a sharp phase transiticn is reminiscent of a second or higher
order thermodynamic phase transition. However, whereas a
proper phase transition would involve the cocgperative order-
ing of a large number of microsystems within a macroscopic
volume the local moment formation transition is an entirely
local phenomenon involving a small number of electrons within
the impurity cell., Conseqguently fluctuations are bound to
be very important since from statistics the amplitude of the
fluctuation of any extensive'thermodynamic variable pertaining
to an assembly of N subsyétems, is o N% . Thus near the
HF instability one should excect large amplitude spin fluc-
tuations which would smear out any phase transition from the
nonmagnetic to the magnetic VBS., Hence there is again the
need to introduce some dynamics into the HF theory,

It was this need to introduce some dynamics into the
HF theory that led a number of authors (15,27-31) to propose

the replacement of the localized impurity spin by localizad

spin fluctuations (1sf).

In section 1.8 we mentioned that the Kondo divergence
has been explained in terms of the formation of a many-body
singlet state (often referred to as the Nagaoka condensed
state). A simplistic way of viewing this is as Féllous (32):
as T —> T, the s-d mixing becomes stronger as more and
more electrons hop per unit time into and out of the VBS,

For T & Tk the conduction electrons in the vicinity of the

VBS become increasingly spin~polarized with their spins aligned

predominantly antiferromagnetic to the impurity spin. Thus
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the impurity spin becomes progressivelygsurrounded by an
extended cloud of antiparallel spin~polarized electrons
which compensate its net magnetic moment and reduce its
observable value, Eventually, for T << Tk the impurity
moment is completely compensated leaving an essentially non-
magnetic impurity.

A localized spin fluctuation is defined as the repeated
scatterino between an electron and a hole of opposite spin
on the impurity site (31), It has a certain lifetime denoted
by'1&£. Instead of regarding the disappearance of magnetism
below Tk as due to a cloud of compensating electron spins
the 1lsf model suggests that a magnetic impurity will appear
to be non-magnetic if the thermal fluctuations are much
slover than the spin fluctuations i,e. if -é?T_ <L 1;;

h

At higher temperatures —T.ZL kgT%F the spin

fluctuations are slower than the thermal fluctuations of the
temporary moment they describe so that there is then no
observable difference between a spin fluctuation and a genuine
spin. This description of a smooth transition clearly obviates
the need for the sharp phase transition required by the HF
theory,

The contribution to the static magnetic susceptibility

by a non-magnetic impurity has been calculated (12) within

1Y = 92“ : G5
A w_,,,p') "(OA(GF) 1,40

the HF theory as

This is clearly an enhanced susceptibility which diverges at
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the HF instability. However to characterize fully the
magnetic response of the system we need the dynamic suscep-

tibility and this has been obtained (15,31) as

K (w) |
‘ (w) - - N 1.41
Tx;i "— LJjKJkJ) .

uhere‘xxﬁa is the local susceptibility in the absence of

enhancement effects. Rivier (15) has also shown that eqguatio
(1.41) can be uwritten in the form
z
g e
‘)( (J*O A
| T

-C;"_H‘w 1.4

f

U

where

{ — \JﬁE;(EFJ
sy T €2 1.4

"

Gbserve that (i) in the limit w=® 0 ue recover the static
susceptibility (equation (1.40)) )
(ii) as

-ts_F —p 0 Xal(w) becomes

more sharply peaked so that the magnetization resulting from

any applied field remains for a longer time.

As already explained for Ts,ﬁ < KGT ' L’\
an impurity appears to be non-magnetic whereas for T;F KgT-
the impurity is magnetic. Rivier and ZucKermann (30)

therefore defined a Kondo temperature T, in the 1lsf model

-1
as KE—E; = hl[iﬁ 1.4
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with the proviso that Tk merely indicates a change of regime
and not the well-defined temperatures given in theories of the
many-5ody singlet state,

Mills (3) however, disagrees with this idea that ths
Kondo effect and 1lsf are 2quivalent. His argument is
essentially that the Kondo effect enters in the extremely
magnetic limit U&(‘EF) 771 hereas the 1sf model applies in
the limit UPA(%F)-{[ . In the magnetic limit the free
energy is as sketched in figure 1.1(b) with two minima., The
Kondo temperature is defined in this model as T where T
is the time reguired for the local moment to tunnel from one
minimum (say % ) to the other (& Y. If U&(GF) 7?1 the height
of the barrier is large, and hence T 1is large (i.e. louw
Frequency spin fluctuations) giving a very small Tk.

On the other hand, for Llﬁ!ﬁF)<<l the free energy has
only one minimum (fig. 1.1(a)) and Mills arques that fluctua-
tions in the effective internal field are negligible.

As \lfi(ip) increases towards unity large fluctuations
may occur with little cost to the free energy because the
curvature is proportionzl to {'-UP&(?F)} . The characte-
ristic frequency is proportional to the curvature and is low
near the HF .instability limit. Thus according to Mills,
altthQh the Kondo and the 1sf regimes are both characte-
rised by the occurrence of low frequency fluctuations the

two phenomena occur for different values of the quantity(iﬁg%a'

1.170 Exchange Enhancament in TM alloys:

Concept of Paramaanons

In the sn-called in€ipient ferromagnets it has been

assumed (33,34) that there exists a semi-phenomenclogical
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short-range repulsion between the d-electrons which although
not strong enough to give Ferromagnefism outright, yet appre-
ciably enhances the low-temperature paramagnetic susceptibility
over the ordinary Pauli paramagnetism as calculated from the
band structure density of states, In such a circumstance
one attributes the susceptibility esnhancement to the existence
of spin fluctuations otherwiss referred to as either para-
magnons or critécallx damped spin waves.

Wolff (35) has shown that for a system of strongly

interacting fermions the wavz-vector and freguency-despendent
susceptibility is given in the random phase approximation

(RPA) by
£:( qu)
(2,w) = ’Xo 3
pee: —u F(e{,W) 'P(%F') 1.45

X o= X © l '32}123 P (%)

Pauli susceptibilitys -(3(?,;) i§ the total density of states

uhere is the
at the Fermi level. U 1is the screened (and hence shaort-
ranged) Coulomb potentiél through which the electrons interacte.
qulub is the generalized Lindhard function.

As q: , w=»0, F(%HN) —>» |  so that uwe recover
the HF criterion for ferromagnetic instability i.e. k‘fxifl=7.

The Stoner enhancement factor § 1is defined as

S = ‘% = ‘{"" U'F(EF)}-I .1.46

uhere7(4$ is the spin component of the observed susceptibility;

for Pd O L0 5o that UP(EF) = 09

The electrons are expected to interact with the paramagnons

much in the same way as electrons and phonons do. Conse-
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quently there is a correction to the one-particle self-energy
due to the virtual emission and reabsorption of paramagnons.
The result is an increased eFFecﬁive electron mass with a mass
enhancement factor given {36) by

it = l’*-g-("‘—g_

m

#

where m is the bare-band electron mass and m 1is the
enhanced mass, This mass enhancement clearly should be
reflected in the electronic specific heat as an increase in
ar , the coefficient of the linear term in the specific

heat, since by definition

¥ = Um ot LM

T-20 |
Hence if K* is the enhanced value then
E*L - _ﬁi? ,
% m
F#or Pd with S = 10 we therefore expect, from eqguation

~ mF .
(1.47), that - 1 6 » which value should be compared to
a value of 1.66 obtained from the experimentally determined
2{ and the calculated band structure density of states (37).
In addition to enhancing the value of K’, the para-
magnons are also predicted to contribute to higher order terms
in the electronic specific heat. _ This contribution is cal-

3 e 0
culated to be of the form —r ln 1;#

o

and is called the

where -r,-_‘__ =

spin-fluctuation temperature. Tp 1is of course the Fermi

@

temperature, Thus for a strongly exchange-enhanced system

like Pd the electronic heat capacity is expected to be of

the form 3 1.

™y -:.xT{"‘%‘} *F‘Tz t g(%#) l";’z 1.48
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where the ﬂff term represents the phonon contribution at
low temperatures, and S'~”K1;ﬁ . We may remark here that
up to nou the predicted TslnT term in the heat capacity has
not been observed in Pd or Pt.

The effect of electron-paramagnon interactions on the
eiectrical resistivity will be discussed in a later section
(2.8(vii)).

In applying the concept of paramagnons to the problem o
nearly or weakly ferromagnetic alloys two models have so. far

been used., The first model (38) is the uniform exchange

enhancement model which uses a concentration-dependent

spatially-averaged exchange interaction betuween the d-electro
so that the alloy is treated just like a pure metal as dis-
cussed above. This model predicts that (a) ¥ A ("‘jx
where TK is the uniform static susceptibility;y

(b) the coefficient of the Tz term in the impurity ele-
ctrical resistivity should vary as 7(2 )

(c) the specific heat at lou temperatures should vary as

Cv SBT? 4 212 (5'5 ( {_) ln(T{_)

T 1,49
where f)-x ! CV ' S and Ts.ﬁ are all concen-
tration-dependent, and in particular

-1
0 2\ (e ]
T = [ %G-)F ¢)
1.50

X = 4 9Hs S P )
S - { k9 f(f’;)]‘

where \J(C) is the spatially averaged intr@-atomic Coulomb

interaction.
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For S92 equation (1. 49) rede‘es to

[, 1L
Cv sy +ﬁ1'z+ 7-2-7—'—5" Tﬁ.-l» {(n ,’{- 7("> 1.51

whereSL,?Q and —T;f. refer to the host matrix,

The second model is the local exchange enhancement

model (39-41) which assumes that the main effect of the
impurity is to change the local intra-atomic Coulomb inter-
action. This model was orginally proposed to explain those
properties of PdNi alloys which could not be accounted for

on the uniform exchange model (42) and in general for dilute

alloys of 3d impurities in ispelectronic 4d or 5d hosts

with negligible exchange enhancement (40),. An increase in
the linear term in the specific heat was obtained and also

3 but the model did not

a correction term proportional to T
give any TzlnT term as obtained with the uniform enhancement
model. The model was later extended (41) to the case uwhere
the matri¥ has significant exchange enhancementsIn the single
impurity limit there exists a strong mass enhancement and a
TzlnT term; the T3 correction term obtained by Lederer and
Mills (40) was found to be small. The main predictions
of the local exchange enhancement model are as follows:-
(a) K’»TK' , and the coefficient of the T2 term in the
electrical resistivity are all linear functions of the impurity
concentration, and hence are proportional to one another;

L d4¥ ot
(b) the quantity~g depends on the characteristics

¥ dc

of the host metal and on the change in local intra-atomic

aX

!
Coulomb interactionj it is also proportional to "—'-x Ac >

specifically
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p—— a—

|
Y (4 -%;FZ%E) TY" Ac : 1.52

where 'f(iF) and ffﬁf;)are respectively the bare-band structu

A _ 3 f(fp) 1 AX

and the observed specific heat density of states.

(c) at lou temperatures the specific heat is given by

3 T

2 AY flo b= -3}

S oqfire ) T[T ﬁ]1.53
Tsf

A~z So

The above equation shows up another difference between the

where

localized and uniform exchange-enhancement models. The
_r$lﬂ‘r terms have different concentration-dependences
and also different values of Tsf. (see reference 41 for
the relation giving Tsf on fhe localized model).
Equation (1.53) also shows that on the local enhance-
ment model éhe lou-temperature specific heat data may be
analysed in the form
. , 2
& w YF (BB T
""-i'-' - :

1.5

where Aﬁ L C . This follows because Tsl"%l ~ TS
if _l;; Z’ZOK . From their specific heat measurements
Chouteau et al (43) estimated that for the Pd-Ni system
Ts}. ~400t8 K g Ty ~2014 K .
Other contributors (44,45) to the theory of paramagnons
obtain essentially similar results for the specific heat,
Differences and refinements of course occur with respect to
the details, especially of the concentration-dependence and

3
the temperature range of validity of the 'F (‘.T‘ - term,
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For instance Fulde and Luther (45) shou that the ‘r31n‘1-
term should, at lou temperafures, be replaced by the term
(lf ln (T‘l'.rd\n?)
Tsg T

where Timp characterizes the impurity scattering.

For temperatures sufficiently low that T <L Timp the
above term becomes practically indistinguishable from an
prdinary 'T3 term, In conclusion we note that a very recent
review of the paramagnon theory has been given by Mills et
al (46).

17.71 Local Environment Effects

Within the last decade or so it has become clear from
experimental observations that the magnetic properties of atoms
depend strongly on their local environment especadlly for TM
impurities in a metallic host. This dependence has been
observed for a variety of alloy systems by varying the tem-
perature, alloy composition and the thermal and mechanical
treafment of the alloy. Historically the first local environ-
ment effects to be studied related to order-discrder effects
(47), although some observable effect of atomic ordering on
the saturation magnetization and magnetic anisotropy of h“ng
was reported (48) some ten years earlier. However, the first
detailed experimental analysis of the local environment effect
was made on a dilute alloy of a magnetic impurity in a binary
disordered non-magnetic host. By studying thé Pd concentra-
tion dependence of the NMR measurements of the C::q resonance
of dilute concentrations of Co in de.ghw~” alloys

Jaccarino and Walker (49) concluded that the magnetiza-

tion of a Co impurity takes place discontinuously. A Co
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atom 1s magnetic with its maximum value of 1ﬁﬂus only if it
has at least two Pd atoms as near-neighbours; otherwise it
is non-magnetic, This local environment model was also uséd
to explain the observed average magnetic moment of Fe atoms
in the NB’MO"" matrix., An Fe atom assumes the full momant
of Z.W‘Bs if it has at least seven Mo atoms as near-neigh-
bours. Local environment effects have also been observed in
AU_V alloys (50,51) where av atom is magnetic if and only
if it has no other \,'atom as a nearest neighbour (but see
reference 52). However the most interesting examples of
local environment effects occur for bimary TM alloys in
which there exists a critical concenfration for the onset of
flerromagnetism, Magnetization heat capacity and neutron
diffraction measurements have severally or jointly demonstrat
unequivocally the inhomogeneous nature of the onset of ferro-
magnetism in CuNi, RhNi and PdNi alloys. Specifically near
their respective critical concentrations these systems are
now known to contain magnetic clusters and it is the inter-
action between these clusters that is believed to give rise
to ferromagnetism. We shall not attempt to catalogue all the
careful experiments that have finally led to the above con-
clusion, A good review of the local environment effect has
been given by Garland and Gonis (53) and this bontains refe-
rences to many of the original papers.

Because of the many factors that have to be considered
atomic clustering or short range'aorder, statistical fluctua-
tions in local environment, interactions between magnetic

clusters or between individual local moments in cluster$-

it 1s hardly surprising that very few microscopic theoretical
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treatments cof the laocal enviranment effect exist. We shall
consider the work of Kim (54) and of Garland and Gonis (55)
since only these bear directly on the problem of the local
environment effect,

Kim (54) was the first author to attempt a microscopic
theoretical treatment of the local environment effect. He
generalized Anderson's Hamiltonian (equation (1.14)) to
include the interéiions betueen impurity atoms and also the
Coulomb intsraction between conduction electrons of the host
metal, The latter was to allow for a possible sxchange
enhancement of the metal host (see section 1.10). For this
purpose the orbitally degenerate 3d (or 4d) electrons of
the TM host were regarded as conduction electrons! The
interactiaon between the solute atoms is given in the form of

a direct transfer integral

?’Pef = Z —T:J dig dic . 1.55

0T

+ .
where CLHT, d‘f are the usual fermion creation 'and annihila-

i

tion operators for a J spin at the solute atom, The

Ha

matrix ‘element is a function of the species of the

)H’«

and Tjji 1is of course zero. The local environment effect is

and

impurities as well as their separation., Ti; is real

introduced by assuming that the effect of the presence of the
: jg‘ impurity near the iH% impurity is to modify the width
of the #ﬂ VBS, say through a change of the density of states
at the Fermi level. Suppose the width of the Uﬁ VBS changes.
ANy +o A, = A7+ AL

from

o
as a rssult of a change in the density of states fraom . (EF)
15
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- s
to fgCEF) Juing to an interaction betuween the and j‘&

{
‘impurities. The following two possibilities can then arise:-

(a) U ‘PO(EP) <L but Uiﬁ(EF> Z 1 1.56

corresponding to the situation in say (CuNi where the presence

of Ni near neioghbours enhances moment formation, and
. p© P (F) <L
(b) Uu e (&) 7/‘ but Ut'P ?F ’ 1.57

as may be the case for AE\/ .
If the position of the VUBS is near EF equation (1.56)

can be rewuritten as

L > |

S W

TA; (DS + 8B 1.56a

and similarly for equation (1.57).
Avoiding the » Green's functions and operators uwe

fimally obtain that Slh can be expressed as the sum

. 1) 52) (3)
car = SAY 4 SAD + A

]

, G) - ? ,
S g[ﬁ; comes from indirect impurity-impurity interactions
via the host metal conduction electroms and is given by

AP VY ARER)

1.59

where ék{%CEF) is the change of the Fermi level density of

states of the host metal conduction =lectrons at the L’
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impurity site due to the presence of other surrounding impu-
0
rities., Since Aﬁcip) can be positive or negative SA; ><O

Using a number of simplifying assumptions one further obtains

Z cos (2¥e r‘j)

b
§-é—-—§- L 2.. 1.60
Ve .

i
A’ D)

where Y:] is the distance between the tuo impurities. The

. . o | .
oscillatory behaviour of SAL has the same origin as the

R K K Y interaction (see section 1.12 below). If we consider

only the nearest neighbours of which there are say 2o then

$80 _ 4a cs(%n)

A (24 )

[

1.61

where Yy is the near-neighbour distance. Since —I £ Cﬁcz&"b)

£1 it is guite possible for \8&‘;‘)] 0-1 A.;o

for a single other impurity in a near-neighbour site e
SA(:') is due to the direct transfer inter-

action between impurities and is always positive, Again

using some simplifying assumptions

(2) ;
SA;2 = Z -—,—"13——— 1.62
) A

and if we consider only nearest neighbours for which _J?‘-"T

we get 2) -r 2 '
ol = 2"(5’ 1,63
AD
o o
where A] = A for all j *
(3) . . . V. T
SA; is some sort of cross term involving both ¥4 and tj-

{
Its magnitude is assumed to lie between those of SA‘;) and
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)

SA¢7 . 1t is not aluays easy to determine,a priori, which
of SAEO and SA;(z) is more important for transition metals;
but for RE metals S‘A? clearly should dominate SA?) .
Nonetheless, using plausible values of the relevant parameter

Kim was able to show that it is possible for

1§22 22 sa”

In either case SAES) may be neglected compared to the
dominant term, For ‘ SA(;') 1 77 S&gﬂ
equations (1.56} and (1.57) may be satisfied since b o.:c‘)><0
But for ‘ S‘Afo' £< gAacz) only squation (1.57) can
be satisfied. We thus have a fairly straightforward expla-
nation of the local environmenf effect,

The author then goes on to discuss the onset of ferro-
magnetism at the critical concentration., He starts off by
assuming that in the single impurity limit the impurity does
not have a localized moment and then calculates the total
(i.e. including both impurity and host metal electrons) magne
tic susceptibility in the “paramagnetic" state, including the
effect of interagtions between the impurities, between the
impurity and the host, and among the host-metal electrons.
These interactions have to be taken account of because the
mégnetic susceptibilities of the impurity and host metal
electrons cannot be independent of each other. The procedure
yields a set of coupled equations for the impurity and host
susceptibilities which are then solved using a mean field
approximation to give the result that the condition for the
occurrence of a localized magnetic moment is exaétly the same

as the condition for the onset of ferromagnetism in the entire

system,
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Finally the adtho: discusses a number of critical con-
centration systems and in particular for CuNi alloys he suggests
hat the polarization clouds observed in neutron diffraction
measurements (204) arise from critical exchange enhancement
of the matrix surrounding a single magnetic Ni atom just
as in PdFe, rather than from a coupling of local moments
induced by cooperative effects.

Garland and Gonis (53) while accepting the validity of
Kim's treatment of the environment effect in local moment
formation, houever, rightly criticize the unshysical result
regarding the onset of ferromagnetism. They attribute Kim's
result to the mean field approximation used in evaluating
the matrix susceptibility because such an approximation
essentially reduces to a collective electron model of band
Ferromagnefism. On the other hand uwe mustvnote_Kim's argument
that it is impossible for the impurity susceptibility to
diverge (corresponding to local moment formation) uwithout the
matrix susceptibility diverging if all the interactions within
the alloy system are considered. In view of this an cbvious
conclusion is that something is not quite right with the
Friedel-Anderson-Wolff theory of local moment formatian,

Garland and Gonis also cfiticize Kim's view of the
polarization clouds in CuNi. In our vieuw this criticism may
be unfounded because as will be shown in subsequent chapters
the onset of ferromagnetism in those systems uwhich are known
to exhibit "giant moment" or "polarization cloud" character-
istics is essentially the same. These characteristics arise
from the occurrence of a phase transition at the critical

concentration,
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More impaortantly Garland and Gonis discuss an addition
effect which may arise from the hopping (or direct transfer)
integral which Kim (54) dia not consider, The hopping inte-
gral Tij may split the localemergy levels and give rise to
structure and broadening of the d-band. The additional effec
refers to this possible splitting of the initially degenerate
localized levels (into bonding and antibonding states) and to
the change of their occupancies. This is esseﬁtially equi-
valent to some crystal field effect since the covalent admix-
ture (through Tij ) is equivalent to a stronglcrystal field.

Garland and Gonis then give a qualitative discussian
of the local environment effect as it épplies to ™ impu-
rities in non-magnetic hosts. We shall comment only on
CUNi alloys in view of what has been said above. Photoemi-
ssion data (56) &n Cu-rich (2 77 at % Cu) CuNi alloys
show that 6d~ ~l ev and A ~ 042w . But the authors
conclude that an isolated Ni impurity atom cannot support
a local moment, which is rather puzzling. Using thé above
values in equation (1.20) gives PA(SF) = 0S4
state ( fVY. atom; also the effective (i.e. allowing faor
electron-electron correlations as discussed in sectiaon 1.5)
value of (Ul + 43) ~6-T €V for Ni in Cu (see reference
2 for details)., It is therefore Cleaf that the HF insta-
bility limit is well exceeded! Nevertheless let us assume
that for some other reason the Ni atom does not develop a
local moment. We then have to consider the effect of the
transfer integral T ~ 0.15 ey for nearest-neighbour Ni

atoms, For a particular Ni atom with Z nearest neighbours
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the highest artibonding level energy éd T oisz - | RV
it therefore follows that a given Ni atom reguires ;5‘3J7
Ni nearest-neighbours to support a moment,

Garland and Gonis then go on to argue, rather tenuously,
that all these nelighbouring Ni atoms must alse carry local
moments, so that their view of a polarization cloud in CuNi
alloys is that of a group more than 7Ni atoms all carrying
(presumably the same!) local moments.

The importance of the study of local =znvironment effects
liesin the fact that such a study could yisld the essential
features necessary to formulate a proper theory of the magne-
tism of the transition metals. The pros and cons of the two
extreme models of ferromagnetism - the purely localizzd
Heisenberg madsl and the completely itinerant-electron model -
are sufficiently well known (53,57,58). However, it is now
generally accepted that any plausible theory of ferramagrnetism
must contain attributes of both the localized and itinerant
models and one steF in this direction is the introductian of
lacal correlations into the itinerant-electron picture, Though
this is a step in the right direction it probably nhas not gaone
far enough. ,In particular, the local envirénment effects
suggest a lacal-moment poigt of view and this cannot readily be
described within a collective-electron model, 1In the same
way the existence.of a spin-glass magnetic state (see chapter
2) clearly falls outside the limits of the itinerant electron
model; These notuithstanding Qe share the sentiment expressed
by Waber (59) that the present tug-of-war between the localized
and collective electron models of ferromagnetism may be an

action replay of a similar one that cccurred many years ago
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in another branch of Physics, namely, the wave-particle dua-
lity of light. As is now history, there was no victor in
that contest, The same situation is envisaged for ferromag-
netism and in fact it does not seem to us, in the light of
all the available experimental data, that the localized and
band aspects of Mmagnetism are mutually exclusive. They,
in fact, are necessarily complementary!

1.72 Interactions within an Alloy System

We shall now consider some of the interactions that
may occur within a given alloy. These are taken to irclude
(a) the spin polarization of the host matrix;

(b) direct inter-impurity interactions;
(c) indirect inter-impurity interactions via the conduction
electrons of the host matrix,

The Moriya Rules

Using the s-d exchange model Moriya (60) has discu-
ssed both the spin polarization of the host matrix by a mag-
netic impurity and the direct impurityeimpurity interactions
and obtained a number of semi-empiricel rules which govern
the sign of these interactions, The rules may be summarised
as Follou;:

(a) Spin Polarization of the host matrix

For simple metal hosts
(i) when the impurity atom has a nearly half-filled d shell
the induced moments are mostly antiparallel to the

impurity moment,

(ii) when the number of electrons in the impurity atom increases

there is an increasing tendency touards parallel spin

polarization.
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For transition metal hosts

(iii) when the d-band of the host metal is nearly half-

filled the Znduced moments are mostly negative;

(iv) when the number of electrons in the d-band increases
there is an increasing tendency towards parallel spin
golarization.

In addition there is also the usually positive contri-
bution arising from the direct exchange interaction between
the impurity atom and the conduction electrons of the host
matrix. Thus with the above rules one expects that in say
a Pd matrix Ffe, Co, and Ni impurities will give ferro-
magnetic coupling with the Pd atoms while Cr will giye
an antiferromagnetic coupling; Mn however will probably
give a small but positive spin polarization because of the
positive contribution from the direct exchange coupling.

(b) Direct Interaction between Impurity Atoms

The direct ipter-impurity interactions comprise crysta-
l1line field effects and some covalent admixture of the impurity
states. Their effect is to split the VBS orbitals of energy

- +
Ecr into bonding and antibonding orbitals Eir‘ and g.;a-

respectively., For transition metals the crystalline field
splitting of orbitally degenerate d-levels is usually much
smaller than the width of the VBS and so the effect may be
neglected, In the case of the covalent admixture of impurity
states (which, as stated above, may be regardéd as a strong
crystal field effect) further discussion by Moriya (66) leads
to the following conclusions:-

(v) the localized magnetic moment already on an impurity

atom is not greatly influenced by that on a neighbouring

impurity atom provided that the former is sufficiently large
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and is in the "saturation range", (N.B. Moriya had already
lshoun that when a localized moment appears it usually has
fairly large value or a substantial fraction of its satﬁra—
tion value),

(vi) however where an impurity is just above the HF insta-
bility limit then its moment be significantly Changed by the
covalent admix@ure;

(vii) A moment may be induced on a non-magnetic impurity
atom which is a near-neighbour of a magnetic atom. The
induced moment 1s negative for atoms with nearly half-filled
d-shells and positive for atoms with nearly filled d-shells;
(viii) if all the neighbouring impurity atoms are magnetic
then there is a tendency for antiferromagnetic coupling for
atoms yith nearly half-filled d-shells and ferromagnetic
coupling for atoms with nearly filled d-shells,

The last two rules have also been obtained by Kim (54)
and it is pertinent to recall that Zener (22) had in fact-
used such rules to explain some of the lattice structures
of .the transition metals.

(c) Indirect Inter-impurity Interactions

(i) The RKKY Interaction

The idea that the exchange interaction between a loca-
lized impurity magnetic moment and the conduction electrons
can lead to an indirect coupling between the localized moment
derived from a similar problem involving nuclear magnetic
moments. FrBhlich and Nabarro (61) first suggested that the
contact hyperfine - . interaction between s-state:
electrons and nuclear magnetic moments could lead to a

coupling between the nuclear moments. This suggestion was

later put on a gquantitative basis by Rudermann and Kittel
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(62)who also showed that it led to a broadening of the NMR
absorption., With respect to the magnetism of metals
Vonsovskii (63) and later Zener (22) proposed this indirect
mechanism as the cause of the ferromagnetism of some of the
transition metals., The Zener model involved an antiferro-
magnetic direct exchange interaction between nearest neigh-
bours which 1is qutueighed by a ferromagnetic indirect exchange
interaction. The conduction electrons were assumed to be
uniformly polarized with spin parallel to that of the impurity
and, as it was shown later, the indirect ferromagnetic coup-
ling turned out to be independent of the separation of the
interacting moments, a clearly physically unreasonable result.
More detailed investigations of the indirect exchange inter-
action were carried out by Kasuya (24,64) and Yosida (65),

The former investigated the effect of the interaction on
magnons and on the electrical resistivity while the latter
used it to explain the magnetic properties of the CuMn
system, Consequently the indirect coupling of magnetic moments
by conduction electrons is usually called the Ruderman-Kittel-
Kasuya-Yosida (or RKKY for short) interaction,

To obtain an expression giving the form of this inter-
action we follow the method outlined bynuhite (66) which is .
both elegant and fairly straightforward.

On the s-d model the interaction between an impurity
spin Ei( located at say the origin of the coordinate axes

and a conduction electron spin $i at Ju  is given by

2 = -TZ S 5
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Therefore each conduction electron spin experiences an effec

tive field

-J s, suw)
3}13 = 1.6

Boss)

On a linear response theary the response of the electron gas
to such a perturbing field is given by the magnetization

M(¥y) defined as

M) 27((%)2% Bep (P

where ‘X(q') and Beff (%) are the Fourier transforms respec
tively of the magnetic susceptibility and effective field.

From equation (1.65)

—J S4

B (8 = 94

Definino the conduction electron spin density s(r) by
Mer) = 9 Seth)

it follows that

N = 2Jd54 5T ‘tr
s -5 =50 = Bk ;,17((9()2

1.68
For a free electron gas
X(9) ""'XH.,«; \C(gf/zf;)
1.69
where . . ( [4X
4 + L Ci-x ) Lo u-zc) 1.70

Fi) =3  4x
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is the Lindhard function: Evzluating ths sum over Q£ in

equation (1.68) one obtains

- 2¢ P CoS(ZKp")
st) = 3754 ad Jsin 2% - 2%

Y (K v)? 1.7

where n 1s the number of conduction electrons per unit
volume. Equation (1.71) shous that the presence of an impurity
spin sets up an oscillating spin polarization in its neighbour-
hood. These spin-density oscillations havé the same form as
Friedel's charge-density oscillations which result when an
electron gas screens a charged impurity. Anocther impurity

spin 94’/ at L interacts with this induced spin density

leading to an effective coupling between. the impurity spins

iven b
g y 3nK’ —J‘z _,L(ZK;I") S S‘d'
.:Tpeﬂkxy = |23r£?

_Sm:-l

34-

yLoS’j

where +(y) -_—

is called the Ruderman-Kittel function. For vy small f(y)

'igand since f{(y) = 0 first for y = 4,49 it follows that
rec 4
2Kg

cally and for greater distances the coupling becomes anti-

for the impurity spins are coupled ferromagneti-
ferromagnetic and so on.

This oscillatory nature of the RKKY interaction results
from ths infinite slope of X(%) at q/:: 2K . Thus
finite temperatures or finite conduction electron mean free

paths which tend to smear out this singularity will also

smear out the oscillations in :T(r) at sufficiently large
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y* . De Gennes (67) has shown that for a finite elactron
mean free path A the RKKY function is multiplied by a fact
™.

The RKKY interaction is very important not only beca
it is responsible for the magnetism of RE metals where its
oscillatory nature leads to helimagnetism but also because
it is probably the only interimpurity interaction that exist
for dilute concentrations of magngtic impurities in non-
magnetic hosts. In the latter case it does lead to the nouw
well-known spin-glass statej,at sufficiently low temperatures,
in which the oscillatory nature of the interaction €@nsures
a nearly random freezing of the impurity spins,

For KgV 77-"- ) ﬂzmy K r
which shows that the interaction is very long-~ranged. This’o
course, means that irrespective of the diluteness of ﬁhe
magnetic impurity concentration there will aluayé be a spin-
glass type ordering of any existing magnetic centres at
sufficiently low temperatures. Another important consecuence
of the inverse PB-dependence of the RKKY interaction is the

existence of scaling laws for spin-glasses, accaording to

which the spin-glass ordering temperature, Tsg, is a linear
function of the impurity concentration while the reduced
magnetization, gg , and the susceptibility, 7[ , are

functions of T/g , the reduced temperature, and B/c’ the

reduced field i.s.

M/C = F(T/c; 8(6)

and X = + T/C) 1,75
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We may point out that the above outline of the deriva-
tion of the RKKY interaction involves some rather extreme
approximations which include® |
(a) wusing a free-electron band structure for the conduction=-
electrons and hence also the free electron approximation for

REAE |
(b) @ssuming that localized electrons on the impurity sites
do not overlap;
(c) .letting the exchange interaction parameter , J, be wave
vecter - independent i,e. a delta-functicn interaction is
assumed.

The generalization of the RKKY interaction to non-
spherical Fermi surfaces has been discussed by Roth et al
(68) and by Rivier (15), They find that in general %kgxgy
falls off as r—3 and oscillates with a period corresponding
to a calipering of the Fermi surface in the direction of Y.
For the special cases aof Parallel or cylindrical regions of
the Fermi surface a slower fall off, going respectively as

r" and P.z , 1s obtained thereby considerably increasing
the range of interaction. However for Pd with its scaf-
folded Fermi surface Rivier (15) has attempted to show that the
ﬁ‘?lau . is stillvvalid. Further discussion of this problem
including some other relevant references is given in the
review article by Freeman (69)«

The use of a free-electron gas approximation For-XXQ)
clearly ignores the effects of correlation and exchange which
are thought to be important particularly for the incipient
ferromagnets (see section 1.10). Various authors (35,70,

see also 68) have shown that the effect of any electron-
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electron interactions is to increase the range of polariza-
tion. For a Stoner enhancement factor of about 10 the spati
range of polarization could be increased by up to 50%®

Finally we observe that the fact that J in the Hamil
tonian of equation (1.64) is assumed wave-vector ind@pendent
results in a spin~density oscillation whose asymptotic form
~ —l'_-a“"(zxpr) ; this form houever diverges at the origin.
Several attempts have been made to re2move this unphysical
result (see reference 69 for details).

(ii) Zener's double Exchange Mechanism

The double exchange mechanism was first proposed by
Zener (71) as providing a ferromagnetic coupling between tuo
cations of the same element in an ionic solid through the
exchange of valence states via the intervening anion., Suppo

r L s .
T and C represent two valence states of a cation in a

C
given ionic solid. Then the exchange mechanism can be though
of as a process in which an electron jumps from say the c*t

ion to the intervening anion'and simultaneously a second

electrbn jumps from the anion to the Cz* ion. That this
coupling is ferromagnetic may 59 seen from the simple argumen
given by Zener and Heikes (72).

The relevance of this double exchange mechanism to the
ferromagnetism of the transition metals is its possible
applicability to Ni, especially when ué consider the s-d ex
change interaction in conjunction with Van Vleck's minimum
polarity model (73) involving mainly 3d'°  and 3d®  Ni

atoms, In this case it is obvious that the conduction elec-

tron gas would fulfil the role of the intervening anion.
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CHAPTER 2

The Phenomenology of the Onset of Magnetism
in Tragsition Metal Alloys

2.7. Introduction

In the preceding Chapter we outlined the Friedel-
Anderson-Wolff(FAW) theory of local maoment formatian
according to which an impurity introduced dilutely into

a non-magnetic matrix can carry a local moment only if
UedT S
TA

been defined. We also discussed saome of the difficulties

, Where the parameters have already

inherent in this approach the most pertinent being the
absence of any dynamics in the theory, a defect which was
partially corrected by the introduction of the concept of
a localized spin fluctuations (1sf). The 1sf model
provided an alternative explanation of the apparent
disappearance of a local moment below a certain temperature
Tk (the Kondo temperature), an effect that had hitherto
been attributed to the formation of a many-body singlet
state (the Nagaoka spin-compensated or condensed state).
Following this theoretical approach the experimentally
observed properties of dilute binary alloy systems con-
sisting of a solute element (which is usually magnetic

in éhe pure state) and a non-magnefic metal host have led
‘to a rather broad classification of solutes as either

"good moment solutes", "Kondo solutes" or simply "no-
moment Solutes" according as whether the solute is observed
to be magnetic, magnetic only above Tk or simply not

magnetic at all - within the temperature range of measure-

ment, Likewise the solvents have been classified as
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i
simhle metal, simple transition metal and enhanced transi-
tion metal solvents (74). 1In general "good moment solutes"
in simple metal solvents arse obsefved to lead to spin-
glass ordering in the dilute concentration limit, with
the possibility of long-range magnetic ordering setting
in at higher concentrations, On the other hand, for either
the "kondo moment" or "no_moment" solutes apparently the
first magnetic state that sets in is the ferromagnetic
state (e.g. CuNi)., 1In such cases the onset of ferro-
magnetism has hitherto been discussed (75-79) as a

transition from a strongly exchange-enhanced paramagnetic

regionf(also labelled "nearlyvfefromagnetic") to a weakly
Perromagnetic regime, oftentimes identified as weak

itinerant ferromagnetism. The transition occurs at a

certain concentration, called the critical concentration,

of the magnetic impurity.

Qur aim in this Chapter is to show that only a single
concentration-dependent parameter is necessary to.specify
ths magnetié behaviour of a given alloy and, follouwing from
this, to present a unified, albeit semi-phenomenological,
model for the succession of magnetic states as the impurity
concentration is varied within the given alloy system.
Specifically we propose that the onset of magnetism in
these alloys is essentially a phass transition from a

non-magnetic region (non-magnetic in the sense described

below but certainly distinguishable from thses paramagnstic
region) to a magnetically ordered state at a well-defined
(at least in principle) critical concentration, Cm, of

the magnetic impurity. For this purposs, we shall regard
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the spin-~glass state as a magnetically ordered state even
though ideally the individual spins are randomly oriented
throughout the system, This is because, as mentioned

- below, we can define an order parameter for the spin-glass
state. Thus magnetic ordering should not necessarily be

taken to imply long-range magnetic order. In particular

we shall fully explore the thermodynamic consegquences in
the case where a transition occurs from the non-magnetic
region straight into a ferromagnetic reqgime, deriving in
the process, some relations which enable a fairly precise
determination of the critical concentration to be made. UWe
may remark here that owing to the difficulty of understanding
some of the complex phenomena that accompany this phase
transition the concept of a well-defined critical concen-
tration has been recently questioned(80). As will be.shown
for the CuNi and PdNi systems, without a proper quantita-
tive analysis the determination of the critical concentra-
data
tion from a consideration of the experimentalLbecomes some-
Whatsubjective in the sense that ad hoc criteria are often
used. Such a process has at least, in the case of the
afore-mentioned alloy systems,led to wrong values of the
critical concentration which is something that is not
particularly'helpFul towards a better and fuller under-
standing of the behaviour of these systems.

In the section immediately following we critically
discuss the fFriedel-Anderson-Wolff theory of local moment
formation and suggest an alternative and probably more
helpful model. We then go on to discuss how this model

bears on such important problems as the Kondo effect and
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and the magnetism and superconductivity of the transition
metals., In section 2.3 we discuss the succession of mag-
netic states as a function of the impurity concentration
while section 2.4 deals with the corresponding order of
the phase transitions. In section 2.5 we explore many of
the attendant phenomena involved in the non-magnetic-
ferromagnetic phase transition. 1In section 2.6 we analyse
som@ of the available data on a number of alloy systems in
the light of the theory developed in the previous section.
Section 2.7 criticizes the applicability of the model of
weak itinerant ferromagnetism to these systems and finally
in section 2.8 we outline a simple gualitative theory of
spin-glasses,

2.2.4 A Critigue of the Friedel-Anderson-Wolff

Theory of Local Moment Formatiaon

There are two main short-comings of the.Friedel-
Anderson-Wolff (FAW) theory of local moment formation,
one of which is the absence of any dynamics in the theory
as previously discussed. Many properties of a large number
of alloy systems can be easily understood onjassumption
that as the temperature tends to zero the electrical and
magnetic properties resemble those of a non-magnetic VBS
whereas_above some characteristic temperature the proper-
ties correspond to those of a magnetic VBS. The FAU model
clearly does not allow for this kind of transition which
was why the concept of localized spin fluctuations was very
welcome. The other defect of the FAW model is the fact
that the intraionic correlations are completely neglected.

An impurity atom is first stripped of all its electrons

outside closed shells (i.,e. of its s- and d- electrons)
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and then the impurity potential is allouwed to interact with
the host conduction electrons without any consideration of
the Hund's rules correlation. Such an approach has been
criticized in the excellent review article by Wohlleben

and Coles (4) who maintain that the traditional models
could be producing qualitatively wrong trends bscause of
the tendency to overemphasize the itineracy of the impurity
d-electrons. They suggest that for real magnetic impuri-
ties ionic Hund's rule correlations may be morzs important
than conduction electron - local electran correlations. In
other words, theory should have concerned itself with the

problem of the persistence of local moments rather than

that of their formation, The other main points stressed
by the authors may be summarised as follouws:-

(i) - Redefinition of a local moment: "A local magnetic
moment exists if the expectation value of the Z-component
of the moment operator over a vﬁlume of the order of the
lattice cell has a finite value in the limit B,—2 O,
T—>» 0", (B,1is the magnetic induction). The Z-component
is chosen because it is the quantity measured in observa-
tions in an externally applied magnetic field; moreover,
in such measurements one cannot distinguish fluctuations
of magnitude of the magnetic moment from the fluctuations
of the Z-component.

(ii) With respect to the above definition a local moment
can exist in metals only in magnetically ordered state
which of course iﬁﬁlies the existence of a sufficient
concentration of magnetic centres, In the dilute limit no

such moment can exist even if an effective moment is
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observed in the form of a Curie-Weiss law at higher tem-
peratures because as T—>0 the ground state of the system
consisting of the local maoment interacting at least residuall

with the conduction electrons must become a singlet state,

Apart fraom the expected Coulomb and exchange interactions
between the impurity and host electrons there could exist
residual crystal field interactions and residual spin=-
orbit coupling, the latter resulting fraom the incomplete
guenching of the orbital moment.

(iii) Consequently there must exist a temperature, T¥*
say, below-which the motion of the axis of the local maoment
is dominated by the intrinsic fluctuations due tao these
residual interactions with conduction electrons rather than
by thermal fluctuations (which give the Curie-UWeiss:
behaviour). The magnetic susceptibility of the impurity

in a finite field will be less than without the residual
interactions and the zero-field susceptibility cannaot

diverge at absolute zero because

b X = Me

o
B‘%:ec ™ 1
(iv) For an ordinary electron gas the effective moment is
in principle measureable above the degeneracy temperature
Tg, uwhere the static susceptibility should obey a Curie
law, Nevertheless, even below Tg the Z-component of

the maoment can be observed provided measurements are dane

on a sufficiently short time-scale t & h
Kg Tg and over

a sufficiently small volume. Therefore, it may be useful
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to regard the Z-component of the magnetic moment ' ( /4% )

as fluctuating intrinsically with a frequency

vi = KB

h

In the same way the isclated local moment which has a charac-
teristic temperature T%* may be observed if measurements

are done in a time t &L h
KB T*o

T* is given by the Kondo-Suhl-Abrikosov formula

I
T"" _ ‘);_Q’ [Ta| @ (&)

where :Lk_ is the (negative) effective s-d exchange
integral which may be written as

Toa = Jo5 3
S is the impurity spin and Jo depends only on the matrix.
This approach ties in with the 1sf model propesed by
Rivier and Zuckermann (30) among others, but the authors
suggest that these spin fluctuations are diFferent'From
those that are thought to occcur in alloy systems where the
host is exchange-enhanced e.g. PdNi,
(v) In some RE metals and intermetallic compounds inter-
mediate valence phases are known to exist in wnich there is
a continuously reversible variation of the proportion of
the valence phases with either pressure or composition of
the system, O0Other features of the phenomena associated
with "soft" RE moments include the absence of magnetic
order, a constant susceptibility as T-» 0, and an "inter-
mediate" susceptibility at higher temperatures., The basic

ingredients of the intermediate valence state seem to be
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only the occurrence of two ionic states and a conduction
band. Physically it is more reasonable to imagine that the
intermediate state is spatially homogeneous i.e. the time
average is identical on each ion ('temporal mixture')

rather than being a "spatial mixture" - a static spatial
distribution of ions with different integral valences. The
occumence of a temporal miXture is of course, in line with
the hybridization (or mixing-in) betuween the 4f and
conduction-electron states as required by the FAW theory.
In the magnetic state little or no mixing apparently occurs.
The authors then conclude that at least non-magnetic rare-
earths and possibly also TM impurities’may have well-
preserved Hund's rules correlations even in the non-magnetic
limit.

(vi) Fimally the authors give a brief discussion of the
Hirst ionic model (81) uwhich can explain many of- the
experimental features observed for RE metals and their
compounds., In this model ionic many-electron states are
assumed to exist, Hund's rules correlations result in an
integral occupation of the magnefic shells., Conseqguently
the ionic states may be perturbed but cannot be broken up

by interactions with the conduction electrons. The relative

positions of the ionic energy levels are given by

E =L n(n-0€0 4 NVo + conslant
s >

where &o is the electron-electron interaction energy
within the magnetic shell; Vb is the nuclear potential

energy and N is the occupation number of the shell,
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X
.'- En = ";'(:(n"nmin) éc 4+ constant 2,2

The value of A is continuously variable being affected
by pressure (via the band structure) and local environment.
The interaction of the conduction electrons with the local

electrons results potentially in an effective width X\

given by equation (1.24). However, the mixing can occur
only if the excitation energy szc -~ lfn"fn-n ‘3
thus there exists an effective energy gap for mixing whose
value depends on ﬂ,ﬁn . Effective mixing can only

occur if

A 2 Ewe

which condition replaces Anderson's Stoner-type criterion
for the HF instability.

The above points have been dealt with at some length
because we agree with these general points raised by those
authors even if not in their exact defails. However, before
-expanding these points we would like to examine exactly
how the Anderson theory applies to real alloy systems.,

We recall that on this theory an impurity atom should carry
a localized mament if
(U +4-:T)6F+ > 1 .
mA (equation 1.25)

e shall therefore discuss how the experimentally determined
values of the effective Coulomb and exchange integrals

compare with the measured widths of the virtual bound states.
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Such a comparison has already been made by Heeger (2) and
once again we shall be content with just a summary of the
relevant points.

(a) The free atom values af Ll range fram 13-20 2\’;
while J & 1 ev. (82), If these values applied to metals
then all impurities would be magnetic since £\ is expected
to be about 1 ev. However, the value of Ll in metals is
reduced owing to screening by conductian electrons and ta
d-electron many-body correlation effects, According to
Herring (82b) for Ni Uegp ~ 0:5ev ang Te,q. ~ Ol av;
if these values are taken as being representative af the

TM group with respect to the dilute impurity problem then
no impufity atom would be magnetic, The existence of
magnetic impurities with effective moments nearly equal to
the maximum possible suggests that (Ll + 43) eff is of
the order of a few electron volts.

(b) Spectrascopic and phaotoemission experiments on alloys
of Cu, Ag and A4 with Pd, Mn, and Ni (56, 83-85) clearly
confirm the existence of VBS. For AuNi, AgPd and CuNi
only a single VBS was observed but for "AgMn both the up-
spin and down-spin VBS were observed, at +1.6 ev. and
-3.25 ev. respectively,uwith respect to the fermi level,.
Thus for AgMn (u*47)¢#'-‘ Sev_  the Cumn data indicate
a similar value., Since the splitting is due to intra-
atomic Coulemb and exchange interactions one wWould expect
this result to be independent of the matrix.

(c) Values of (U + 43) eff can also be indirectly
obtained from an analysis of the enhanced susceptibility

data for "non—magnetic" impurities. Such analyses for
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CuNi and BeNi systems gave (U + 4J3) eff /w» 6 - 7 gv.
almost independent of the matrix., The épparent constancy
of the deduced values of (U + 4J) eff shows that metallic
screening is not overly sensitive to the details of the
host,

(d) 1In addition to the condition for the existence of a
spin magnetic moment (equation (1.24)) Anderson (12) also
derived a condition for the formation of orbital moments

(u __3‘)‘# E(Q(EF) = | y

where fﬁj(fp) is the impurity density of states per
orbital at the Fermi level. The nearly complete guenching
of orbital moments of Fe-group atoms in noble metals sets
an upper limit on (U-=J) eff whereas the existence of spin
moments for Cr and Mn in these hosts gives a lower bound

to the value of (U +43) eff, Using such arguments Yosida
et al (86) deduced that for TM Ueff ~~ 3.5 ev ~and

Jeff -~ 1 ev almost independent of the host matrix. Ue
see from the foregoing that estimates of (U + 43) ef f

from the optical and magnetic susceptibility measurements
are about the same showing that d-electron correlations are
also not very effective in reducing the Coulomb and exchange
interactions in the dilute alloy problem in clear contrast
to the situation suggested by Herring (82b) for the pure
transition metals,

(e) The width, A , of the UBS is expected to be host

dependent, since it depends on the density'of states of

the conduction electrons at the d-level resonance. Houwever
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estimates of this parameter for TM impurities in simple
metals from a wide variety of experiments give values of
Z:& lying between 0.2 — 0.6 ev,

From the above values of Ueff, Jeff and‘z£§ it

is clear that for TM impurities in simple metal hosts

(U 1—43-)9#
=A > |

which is well above the HF instability and hence these

impurities should in all cases be observed to magnetic,
The fact that experimentally this is not so shows up &
basic deFecf‘QF—Anderson's.theory of local moment formation.

Having noted (i) some of the valid points raiéed by
Wohlle ben and Coles (4) as outlined above, and (ii) the
fact that the experimentally determined values of U, J
and Zl require that, according to the HF  instability
criterion, TM impurities in simple metal hosts should
aluays be magnetic and, above all, recognizing the basic
defects of the FAW theory as already discussed we now
suggest the following model to explain the magnetic |
behaviour of TM alloys.

(2) Outline of Model

(a) We accept the experimentally proven (and physically
plausible) existence of virtual bound states,

(b) In the FAW model there exists initially only a single
impurity d-level resonance which is then broadened by
interaction with conduction electrons into a VBS. This

VBS may or may not be spin-split depending on whether the
local moment instability limit is exceeded or not, 1In
contrast we shall assume that in the favourable cases

(i.e. with the possible exception of Sc, Y and La
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whose free atom d-shells contain only a single electron)
the intraionic Coulomb and exchange correlations are
sufficiently strong to give two resonance d-levels corres-
ponding to EQJT and Eii& + In other words, the d-level
resonance is exchange-split ab initio, The splitting is
such that the resulting magnetic moment is almast the same
as would be expected on the basis of Hund's rules correla-
‘tions for the d-electrons in a free atom, The implicit
assumption is made here that the impurity atom S-electrons
merge into the host conduction band, The exactyform of

the exchange splitting may depend on a number of other
factors such as crystalline field effects but we shall
ignore such fine details for now., We take it that the
exchange splittingywhich will be denoted by -£§o, is of
the order of the intraionic Coulomb interaction, U.

(c) The effect of the conduction electrons is, as before,
to broaden the exchange-split resonance levels into spin-up
and spin-down virtual bound states via the s-d mixing
interaction (but note the discussion below). Each resonance
level now acquires a width JAY given by equation (1.271)
with the proviso that fi(EF) is now the density of

states per spin index of the hoét conduction electrons at

the Fermi surface., Thus owing to the s-d mixing inter-
action the localized moment now acquires and intringic
fluctuating frequency, or to put this in.another way, there
exists now a characteristic temperature, T* for the local
moment-conduction electron system, The lifetime, Tsf,

of the localized spin fluctuations is defined by
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X
-1
}\'thp = t(5-1‘ , 2.5

which is the same as equation (1.44) except that we have
replaced Tk by T¥. This replacement is considered
necessary because Tk was first introduced as a result
of the Kondo divergen€e problem (vide section 1.8) which
we shall later show to have no general bearing on the
local moment problem., T*, which will also be called the

local effective degeneracy temperature,is given by the

Kondo-Suhl-Abrikosov formula - equation (2.1) - which
however is modified as follows:- instead of equation
(1.32) for Jsd, which strictly is valid only in the

limit fa~'7> A , We propose that

W -2l

~~

Jed = Ao (A 2.6

In the Anderson formulation this relation i1s approximately
valid in the case where the impurity atom is fully spin-
polarized with say the up-spin VBS full and lying below
5}: while the down=-spin VBS lies at an energy ~ U
above éEF (see reference 87 and also section 1.6,
equation (1.29) above). However equation (2,6) may
actually be more valid than is immediately apparent.
Hitherto, we have used s-d hybridization synonymously
with s-d exchange interaction. There is however a subtle
difference between the two, as clearly expressed by

Ziman (87). In principle the s-d hybridization only

links s- and d- states of the same spin whereas the
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s=d exchange mixing interaction involves s- and d-

electrons of cpposite spins. Applying perturbation

theory to the latter situation gives an expression of the
form of eguation (2.6). From equations (1.21) and (2.6)

we obtain that

Tsa ﬁ(i,:) = TA.

and so iTA

————

-T;:; ' = QT;} él‘— 34 2.8

Q

where Tf 1is the effective degeneracy temperature of the
host. For example, for AgMn Do 5 ev, Te~ T =
6.36 x 10% K and with A ~ 8.5 ev one gets
T*Mn ~ 10 mK, which is of the right order of magnitude
(74). Similar values would be expected for Cu and Au
~matrices. However we shall emphasize that even though we
believe the %unctional form of equation (2.8) is correct
its method of "derivation" is certainly less than rigoroﬁs.
Equation (2.8) shows that if ZSD = 0, which either
implies complste s-d hybridiZzatien or a full d-shell, then
T*imp = TF; as should be expected. For a finite Z&o it
follows that T*ipp is always less than Te. On the
other hand, for D =10 i.e. an infinitely sharp resonance
level, 7% = 0, This situation is however impossible
because for an isolated impurity atom there will always
exist residual local momentfcbnduction electron inter-
actions (4) so that T%* may be extremeLy small but cér—

tainly finite., Note that the important parameter is the
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ratio of Fay . If this is small then the system has

a high characteristic temperature} Physically, we could
say that the s-d mixing intéraction broadens the
resonance levels so mucﬁ that they nearly merge into a
single VBS which would appear to be non-magnetic. But
if % > 1, then the system would have a very lou
characteristic temperature and would be readily observed
to be magnetic,

A comparison of our approach to the local moment
problem with the traditional Anderson model 1s illustrated
in figures 2.1 and 2.2, The diagrams are self-explanatory.

In retrospect it does seem that Ziman (87) actually
did not fully agree with the details of the FAW theory,
For one thing, he started off with the exchange-split
d-level resonances as we have done but then failed to
consider the dynamics of the system.

(d) 1If the orbital angular momentum is not completely.
gquenched there will exist a residual spin-orbit Coupiing
of the form

#50 — )\_L_ § ;_:)\[LES-Z +i{L*S-+L’S+}]

2,9

where )\ is the spin-orbit coupling constant and the
other symbols have their usual rﬂeanfnj. The first term
in equation (2.9) splits the impurity d-levels and the
corresponding VBS. It is this term which is responsible
for the left-right asymmetry in conduction electron
scattering and hence also for the Hall effect (88),

because the phase shifts are dependent on the eigenvalues

of Sz. The second and third terms mix the spin-up and
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Schematic Illustration of Local Moment Formation
in 2 Simple Metal Host

Fig.2.1: The FAW Model Fig.2.2: Proposed Model
{after refr.3)
A p(E) A PCE)
host d-band
- Ea & €4y, B4t 'E
(a) no s~band; single sharp (a) d-resonance exchange-split
: d-resonance, ab initio but levels zge-
CE) . ' . nerate in the absence of
he !\ecg) the s-band.
64-,»
7/'\Tl 24 N
7T, \__/ )& \
& .
gd r € Ecvy\ &LJ/ & €
“(b) s-band broadens rsso- (b) d-levels Groaderned by
: nznce into a YBS: here s-band; here A~As == that
the V23S is non-magnetic , _Wbo . v
i.e. U+4:7' Z | T; —Qg’ is high,

TA
\ pCE) ' A pCE)

S

qg tod

$
N A AWE
\ i \ /\)/;\‘

A & ’

(c) VvBS magnetic; (c) | <
W4T | small T,

A



-79 -

spin~down VBS., This splitting is usually weak since Al_._s_
is much smaller than the exchange splitting. However

Yafet (89) has shown that when the VUBS is spin-split A
may be enhanced owing to what he calls "the lowering of

the correlation energy". He obtained that

Ao
)\cr - 2.10

1-(U-T) £,<Ee)

where )m is the unenhanced spin-orbit coupling constant.
Observe that if both equation (2.4) and (2.10) are correct
the appearance of an orbital moment would be accompanied
by an infinite spin-orbit coupling constant. Ianoring
this aside one can see that any intra-ionic spin-orbit
coupling would give the resonance levels a finite width
ZXSO , even in the absence of the s-d exchange mixing

interaction., In general therefore, we should uwrite

ZS_ = ZBSk{ + [Xso ' 2.11

where lei is the width arising from s-d mixing inter-
actions and ng: will be taken to include the effects of
both the intraionic spin-orbit coupling and also that
between the residual impurity orbital moment and the
conduction electron spin. l&go Should be particularly
important for elements at the beginning and end of each
transition series.

(30 Having outlined the essential details of the model

we can now discuss some of its immediate consequences:
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(1) Local Environment Effects

As defined by equation (2.8) T*imp applies to only
an isolated impurity atom. This,of course, is an ideal
since it is not practicable to put only a single impurity
atom into a given matrix, In practice one therefore has
to consider a finite concentration of impurities and hence
the concomitant interactions amorngst them. As discussed
in section 1.11 the effect of interimpurity interactions
may be taken as a change in the effective width of the
VBS. This proposal is in line with suggestions made by
Caroli (90) and Tournier (91) that Friedel oscillations

of charge density, induced by other impuritiespgenerate

a local variation of the density of the UBS at EF and
so are able to influence the magnetic behaviour. Instead

of equation (2.11) we should now write

A — ANsd +Aso +A4‘L

where Z&Aﬁk is the contribution to the effective width of
the VBS arising from interimpurity interactions, The
resultant effect is that ZB. becomes concentration

dependent so that *

T:; = _T;MP <L’)

Table 2.1 shows the variation of the width of the VBS

with impurity concentration for the AuNi system (85).

Table 2,1 Variation aof ZX Wwith impurity concentration
C for AuNi system

C at % Ni Zl ev, éil eV,
1.2 0.129 0.485
1.8 0.102 0,457
4,7 0.059 0.534
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The authors cautioned against determining VBS parameters
from transport properties alone.

According to equation (1.58) ZSAA, consists of three

e ‘ &) (3)
te A = 84 4847 « S0 ;
w

SA comes from indirect interimpurity interactions

mediated by the host matrix conduction electrons. Not

surprisingly it has an oscillatory behaviour similar to

the RKKY interaction and so it may be positive or negative;
SA@, is due to a direct transfer interaction between

the impurities and is always positive;

Lastly SA(;) is a cross-term between S‘A(‘) and g‘d})

As mentioned in section 1.11 it is not aluays possible

l) 2)
to determine, ab initio, which of SZ! and E;££ is the

could

(1)
dominant term. The possibility exists that '8(1
. 5
be much larger or much smaller than S&&. . In either
< (3) _ . .
case We may neglect A compared with the dominant

term. Thus for the {th impurity

Nc ' Q) S;AFU
Apb) = Z 8\Ai * J 213
j‘:f-i

but if we consider only the nearest neighbours of a given

impurity atom then

) 2)
A = As‘A + Ay +2°C{SA + 84 2.14

where Zo 1is the coordination number of the lattice,

(&
Since Sﬂﬁ is aluays positive we should perhaps rule

Q) 3
out the possibility that ISA I Lg A because
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this would imply that in all cases T¥imp will increase’
as the impurity concentration increases. It is more

si”| z s

physically plausible to suppose that in all cases

In fact, Kim (54) has shown that

ERENEY

where o is the nearest neighbour distance and T 1is
the direct transfer integral between impurities., In the
tight-binding approximation the bandwidth K ~ 272 -
Therefore, for transition metals T -~ kh where hh
is the bandwidth of the d-electrons, For the host metal
E(EF) ~ E‘T where Wec is the bandwidth of the
conduction elegtrons and N is the number of atoms per

unit volume. Thus

Ve Y
A ~ 4 ,&’c 2.16

If ue take 2Kglo ™! , then 2
wl Gzz N(V;A?
,--———-—-—— ~ lbZo ke LY 2.17

sA?

Now N%<Vsd> is of the order of one particle energy,
~ 1-2 gy say while UWec ~ 5 ev and Wd ~ 3 ev. Since
the smallest value of <o is 8 (lattice structures are
either bec, fcc or hep) it immediately follows that
at least 'S‘Aa’l 7~ SAcZ) . Equation (2.14) gives
an approximate relation for the variation of the width of

the VBS with the impurity concentration. Let us suppose

Ld (2 O
that, in fact, lS { 7SA ) ; then since SA) could
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be positive or negative there exists the possibility of
interimpurity interactions increasing or decreasing the
width of the VBS. 1In the latter case T¥imp decreases as
the impurity concentration increases and ue can immediately
define a critical concentration, Cm, above which all
impurity atoms should be observed to be magnefic by

stipulating that
T*imp (€m) = 0 2.18

As Zko » the exchange splitting, depends mainly on the
intraionic Coulomb and exchange interactions and paossibly
also on the lattice structure (via any crystallins field
effects) it is not much affected by the interimpurity
interactions. Therefore T%*(Cm)=0 implies that l} (Cm)=0,

and hence we obtain that

ASA -+ As,
z{ 88"] - SA“’}

It is obvious that the above scheme allous the formation

Cm £

2,18

of magnetic clusters and so provides a ready explanation
of local environment effects, Ffor,if ogwing to statis-
tical fluctuations in the impurity concentration,a given
impurity atom finds itself with 2 nearest neighbours of
its oun kind (uwhere 2o Z 7 ZoC ), then the width of

its VYB3 will be less than the average width for the
impurity atoms so that its local characteristic tempera-~
ture will be less than T¥imp., Denoting the characteristic

temperature of an impurity atom surrounded by <% other

t it i
atoms of its oun species by T, we then have that
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T*20 & T*zp-1 L versnend T¥, L oo - L T*ipp 2.20

If an observation is made at a temperatdre, T exp, only
clusters containing at least z impurity atoms will be
classified as magnetic if T exp 22» T¥z, A cluster
containing (z-1) impurity atoms may be observed to be
nearly magnetic because T¥z-1 may just be greater than

T exp. Thus we have an explanation of why it'is'possible
for pairs, triplets, etc., of impurity atoms to appear to
be magnetic whilst individual impurity atoms do not., 1In

o)
the same way if SA is positive then
T*,o P T¥zgo1 P DTRY ceenD TRy 2.21

but,of course,in this case no critical concentration would

exist for the truly disordered alloy; however,the system

can still be magnetic if for some impurity concentration
there exists an ordered structure of the alloy in which
an impurity atom has no nesarest neighbours of its own
species, as 1in AU4U. Observe that because of the
oscillatory nature of SAY it e possible for the first
and second nearest neighbour impurity atoms to affect a

given impurity atom in opposing ways.

(f{) The Kondo Problem

The magnetic phase diagram that emerges from our

model is sketched in part in figure 2.3
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As the impurity concentration is increased the characte-
ristic temperature decreases from a value T*, appropriate
for the single impurity limit (equation (2.8)) to zero at
the critical concentration c¢p above uwhich a magnetically
ordered state exists:Ihe magnetic region (M) is separated
from the paramagnetic region (PM) by a normal phase
boundary. The PM region is also demarcated from the non-
magnetic region (NM) by the boundary traced by the locus
of T¥ipp as a function of the impurity concentration.
As already mentioned (section 1.9) and as will be further
discussed below (sections 2.3 and 2.4) the transition from
the NM region to the PM region cannot be a proper phase
transition, It is dominated by spin fluctuation effects.
Usually the onset of a magnetically ordered state
is preceded by a cluster-region. The magnetically
ordered state could either be ferromagnetic or spin=-
glass, but in the latter case there is the possibility

of long-range magnetic order setting in at higher impurity

concentrations. Only in a few cases (Rufe and MoCr) does
it appear that no such cluster regions exist there being

a straight transition from the non-magnetic region to Q&
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spin density wave region (otherwise referred to as

"itipnerant antiferromagnetism").

We wish to consider the origin of the Kondo diver-
gence which, in various ways, has been primarily associated
with the existence of the non-magnetic region., Let us
take an alloy with an impurity concentration which is
slightly greater thanm cp. Such an alloy will clearly
have a fairly low magnetic ordering temperature, T say.
Sufficiently above T, the system consists of a collec-

tion of very wsakly interacting spins from which conduc-

"tion electrons may scatter. We recall that the effective
impurity - conduction electron exchange integral consists
of two terms - a direct positive (i.e. ferromagnetic)

term and an indirect negative term. Ffor the 3d tran-
sition metal impurities the indirect term generally
dominates giving an effective .negative exchange integral
Jsd, The possible exception is Mn which may give a
slightly positive nett polarization (see section 1.12(a)).
For rare-earth impurities, however, the opposite appears
to be the case (except for Ce ) there resulting generally
a positive effective exchange integral. This differencs
in the behaviour of 3d transition metals and the rare-
earths is important when we realise that the explanation
of the Kondo resistance minimum reguires an s-d Hamil-
tonian with a negative Jsd whereas the Abrikosnv-
Gor'Kov theory (92) of paramagnetic impurities in supar-
Conductoré‘uses an s-d Hamiltonian with a pogsitive Jsd.

Not surprisingly the latter theory works particularly

well for superconductors doped with Gd.
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For an s-d Hamiltonian with a negative exchange
integral we have seen (section 1,7) that carrying out
perturbation theory calculations beyond the first Born
approximation can explain the occurrence of a resistance
hinimum. At temperatures below that corresponding to
this minimum the resistivity variss as 1nT. The pertur-
bation theoretic calculation unfortunately ceag€es to be
valid at a temperature, T , defined in equation (1.39),
and it is this temperature that has so far been taken to
signal the onset of the non-magnetic regime, It is this
assumption that we wish to clarify and in doing so to also
point out two aspects of the Kondo effect that appear to
have been confused with each other. The two aspects of
the Kondo resistance minimum refer to two different regions
of the phase diagram sketched in figure 2.3. In the region
to the right of Cm the impurity spins are uell-defined at

all temperatures and interact with one another. Above _n;

the interimpurity interaction enerqy is smaller than the
thermal fluctuation energy amnd one is justified in consider-
ing the $— A Hamiltonian as the only perturbation on the
electron energies, thus deriving equation (1.35) as outlined.
However, this perturbation calculation ceases to be valid

at about the temperature corresponding to the energy of

the inter-impurity interactions. In other words, in this
cass tHe divergence of the lnF term in the resistivity is not
due to the onset of the non-magnetic regime (Tui-ﬁZP) but

is the result of the neglect of interimpurity interactions

in the original Hamiltonian. In most cases of interest

(excluding Pd-based alloys of Mn, Fe and Co) the magnetic
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ordering that sets in is a spin—glass type for which both experiment (93) and theory

(94) appear to indicate a resistivity varying as
—_ -3
pCT ) = DT 2.22

where D is a weak function of the concentration. Experimentally (93) D is

found to vary as c-./; or equally as Inc.  In a hand-waving sort of way one may

expect the resistivity for T £ T, to vary as the sum of eq.(1.38) and (2.22)

i.e. _ Yo
pr) = A-Bell pre 2.23

2Bc )é; e

Consequently a resistivity maximum occurs at a temperature To ~ (ﬁ'

s then To ~ co'8. This concentration dependence

we take it that D~ ¢
is nearly the same as that expected for Ty (& Ty ) in a spin-glass system for
which the scaling‘ laws are applicable i.e. Tp,eCc. In fact, near ng
and above, the resistivity does not vary as Tz"z but ratheras T. This

would give To~ ¢, However, eq.(2.23)> should not be taken too seriously

because we are not certain that both the In T and the T3.’z terms should

be simultaneously present for a spin—glass alloy . What we wish to point out

is that the maximum in the resistivity of a "dilute™ TM alloy is closely
related to the onset of spin-glass freezing.
At sufficiently low temperatures the excitations of the spin-glass state
should be frozen out and -P(T) should then tend to its residual value,
ﬁ . Thus we expect the electrical resistivity of alloys in the region

¢ 7 ¢y to vary with temperature as sketched in Fig.2.4
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Suitable examples of alloys to which preceding discussion should apply are
alloys of Mn with the noble metals and also with Zn and Cd.  For
these alloys cm is only a few ppm as previously mentioned and even
for such concentrations interimpurity interactions are bound to become
important ot some finite temperature, This has been clearly shown in the
ultra-low temperature susceptibility measurements of Hirschkoff et al, (98) -
interaction effects were observed down to concentrations of about 9 ppm!

In the special case of Pt Mn a minimum occurs near the spin-glass
freezing temperature (95) and has been aitributed to the fact that the
electrostatic potential due to the difference between the core charges of
Pt and Mn is larger than the Pt bandwidth (530).

We should compare the above explanation of the resistivity
maximum observed in some alloys exhibiting the Kondo resistance minimum
with that proposed by Beal-Monod (97) and Matho and Beal-Monod (98).

These authors considered a pair of spins S], 52, coupled by an exchange

ﬁf = - Ho §' ) ..S
MBM 2.24

where the spin-coupling energy W, has the spatial dependence

energy
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of the RKKY interaction, The eigenstates ‘j,@> af
the above Hamiltonian are characterized by the total spin
guantum number j=0,1 ...., 2S and the magnetic quantum
Aumber m, + m, = =Jy eseeeey + jeo The snergy levels E%

are given by

gJ = constant - LW j(j+) ) s

and are (2j + 1) - fold degenerate in m. Inelastic transi-
tions are assumed to occur from a given level j to
neighbouring levels j &+ 1. Using a perturbing
Hamiltnnién consisting of a potential scattering term and
#QMBM and carrying out the perturbation calculation to
the third order in Wg the authors derived that the
additional resistivity due to a single pair of interacting

impurity atoms is given by

\DP _ ot fCEF) {\/2+ ]os} 2,26

V is the potential scattering term, and Rm 1is an atomic
constant first intrnducea in ssction 1.7 (E_%%;—:\zt{q where
m*¥ is the effective electron mass, ) is ths valsency of
the host matrix and N is the numbar of atoms per unit
volume). Pps is the spin-part of the pair resistivity.

It is giuén by

T 4+ a (14'*"_:1,)&) Wy o

——————————————

( —_
HP"—'T: Te

a2 _2 %l 2.27
1+ a7l (O +'I'?—‘l s Wa<o

where

r’ A~ & P "FCEF> ’
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" Wo
and ES¢++( _E;%' is the effective spin amplitude i.e.
the factor S(S+1) modified by the exchange coupling lg
For o0 Lim qu,c _ S¢s+) W, 7o
| T-?O O J “0(0
It is the thermal variation of st?F which is the dominant
effec£ of the pair interaction on the resistivity, A
cansequence of the interaction is a modification of the
"Kondo temperature" of the pair,-T;K , as a function of
the coupling strength UWger For antiferromagnetic coupling
Tpk tends to zero at some value of Wy whereas for ferro-
magnetic coupling Tok decreases less rapidly and does
not tend to zero.

The calculation was then extended statistically to

cover all pairs in a random dilute alloy, the resistivity

Plc, T) being developed as a function of the impurity
concentration up to the C? term., The resulting expre-
ssion was then used to analyse the experimental data on a
number of alloys of Mn with Au, Agyp Zn and Cd. Satis-
factory agreement was obtained for two AuMn alloys (con-
taining 500 and 1000 ppm Mn) and on AgMn (558 ppm Mn).

For higher and lower concentrations agreement was poor.

It is fortunate that the systems selected were those that
have extremely low critical concentrations. Consequently
no "Kondo divergence problem" really exists because the
concentrations whose data were analysed are well above the
critical values so that the impurity spins are well-defined

at all temperatures. Therefore the fact that a satisfactory

fit was obtained for "moderate" concentrations is a welcome

development because it does indicate another method for
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calculating the electrical regsistivity of spin-aolasses as

will be briefly discussed later (section 2.8)

The other aspect of the Kondo problem refers to the
region of the magnetic phase diagram where the impurity
spins are not well-defined at all temperatures i.e.for
concentrations € << €, . In this case we have to consider
the gradual transition from the paramagnetic region to the
non-magnetic region (see figure 2.3), a "transition" that
is dominated by spin fluctuations, It is this particular
phenomenon that has been incorrectly described as the
formation of a magARtic singlet state and to whichjyconse-
guently, a great deal of theoretical effort has been
directed (or misdirected!). A review of these theoretical
efforts has been given by Kondo (1) and Grliner and Zawa-
dowski (6). Tables summarising the predicfions of the
temperature dependence of various physical parameters
according to different theories of the singlet state are
given in references 2 and 26, We briefly review the
situation as it applies to the electrical resistivity,

An exact solution of Nagaoka's equations of motion (99)
derived by using Green's function techniques was obtained

by Hamann (100). His felation for the resistivity was

n T,
(7) = Ko 'P(f”)c - TI¢E 2 / " 2.28
£ LinE) +m 5‘(5+.)]2
This curve has an inflection point at T = Tk where P(T)

is linear on a logarithmic temperature-scale. Ffor Ln7177[n7k

one obtains

e~ {1+ aTRE T
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which is of the same form as Kondo's result (equation (1.35)),
while at sufficiently lowu temperatures that Ln (-.I—I) > 1SS
K

equation (2.28) reduces to

-2

i “S(5+0)
-\~ c | -
f( ‘) ~ QmF(EF) { 4 lhz(T/Tx \ 2 .30

Appelbaum and Kondo (101) developed the variational ground
state model first proposed by Kondo. For the resistivity
they obtained

2 IV
)= R 1N -l oy, (F )

2.31

vhere qV’ is the phase-shift due to potential scattering.
Equations (2.28) and (2.31) have been fitted with varying
degrees of success to a number of systems, HeegerT (2)

has shoun that Hamann's equation (equation (2.28)) fits
the resistivity data on CuCr (£ 28 ppm Cr) very uell at
temperatures above_n‘CVQKj but below this temperature the
fit is very poor. On the other hand, the Appelbaum-Kondo
formula (equation (2.31)) fits the same data over a narrou
range in the low temperature region (< o-8 K ) The
latter formula has also beenrfitted to resistivity data on
AuV (0.8 and 2% V) and CufFe (13, 80 and 400 ppm Fe) (10).
These fits however, have been criticized by Star (102) who
attributed the apparent agreement betueen the data and the
Appelbaum-Kbndo (AK) theory to either poor experimental
accuracy ol Very high impurity concentraﬁions. For example
in Cufe he found that for impurity Concentrationé of about

50 ppm Fe the resistivity showed a temperature dependence
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of the form _a
PT) = (1-al ) 2.32
—2
where Ck ~ ‘K
But for a Cufe alloy with an impurity concentration of
SUﬁ ppm the AK formula fitted the data well with Tk = 50K,
Ster also found a T2- dependence in dilute PdCr, PtCr and
AuV alloys, as had been earlier observed in AlMn and AlCr
alloys (103)., It is now being gradually accepted that
the general behaviour of the temperature dependence of the
electrical resistivity of alloys in the region of the
magnetic phase being discussed is as follows (104): at very
lou temperatures ( | << -rﬁ;P ) the resistivity decreases as
in equation (2.32). This low temperature quadratic beha-
viour then gives way to a region in which the resistivity
decreases linearly with temperature and this in turn is
succeeded by a higher-~temperature region which is closely
logarithmic. It would appear that the linear region'is

2 45 a 1nT

merely a consequence of the crossover from a T
behaviour. None of the very sophisticated theories of the
singlet state has so far suggested this behaviour. On the
other hand, the spin fluctuation theories of Zuckermann

(105) and particularly Rivier and Zlatic (106) tend to
reproduce this behaviour. Neither this nor the experimentally
observed behaviour is surprising. The Kondo problem is

really nothing other than a manifestation of the spin
fluctuations of the magnetic system (localized moment +

conduction electrons). Well below the spin fluctuaticn

temperature, T*imp, one should observe behaviour
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resembling that of a Fermion gas, with simple power laus
for various physical parameters., Well above the spin
fluctuation temperature the s-d Hamiltonian of Kasuya (24)
and Yosida (25) as used in Kondo's theory (23) is appro-
priate and one gets the logarithmic behaviour observed in
the resistivity. Spin fluctuation theories redeveloped
along the lines of our model (which would mean restruc-
turing the Anderson Hamiltonian or introducing a completely
new Hamiltonian to reflect the existence of a localized
impurity moment) will be able to successfully bridge the
gap between the very low and very high temperatures (i.e.
relative to .1€:? ). In this connection one would question
the validity of Wilson's recent phenomenclogical theory
(107) which,in essence,is a theory of the -singlet state.
The theory assumes an effective afm coupling betueen "an
impurity atom and a conduction electron which is temperature
dependent., In the non-magnetic limit this coupling is
infinite (or much greater than the banduidth,Ki7; ) so
that the conduction electron is locked with the impurity
giving rise to a singlet state., 0On the other hand at

high temperatures the coupling becomes weak ((4K5TF )
and the impurity spin fluctuates freely. Thus as one moves
along the temperature axis from the paramagnetic regime to
non-magnetic limit the coupling changes from being weak to
intermediate (near Tk) and finally to very strong at low
temperatures. A very readable account of the theory is
given by Nozieres (108). This model of a temperature-
dependent effective coupling should be contrasted with the

spin fluctuation model in which the coupling is constant
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but the different regimes are determined by the ratio of
the interaction energy to t%e thermal energg- One good
thing though about the Wilson theory is that the impurity
atom is always magnetic even if its spin is supposed to
be locked in with.that of a conduction electron at very
low temperatures. Before concluding this discussion of
the Kondo problem we shall comment briefly on the resis-
tance minimum that occurs in the second aspect of the
problem. We have mentioned that for alloy systems in the
relevant concentration region the resistivity decreases
logarithmically at sufficiently high temperatures. UWhen
this decrease is combined with the phonon resistivity a
minimum results, However the temperature of this minimum
is not necessarily restricted to low temperatures where the
phonon resistivity na'T—g so that one should not expect\
that Tu:n ‘\'Cllg (equation (1.37)).

In fact experimentally the resistance minimum almost
o))

20
where *ﬁp is the Debye temperature; for example for

always occurs at temperatures greater than about

CuCr (109) the minimum occurs at about 30 - 40 K,compared
with a Debye temperature of 325K for Cu (calculated from
tabulated elastic constants (1103. In this temperature

region the phonon resistivity could vary either as T3

or- as AT2 + BT4.

It might be pertinent to mention that it would appear
that not all resistance minima are Kondo-like, A good
example is the resistivity of a Bd 4% Rh alloy which

exhibits a minimum at about 7.5K (111),

We have thus shown that Kondo-like resistance minima
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may be observed in two different regions of the magnetic
phase diagram. One minimum occurs in the magnetic regqgion

( € YCm) and it is to this minimum that Kondo's original
theory (23) is fully applicable, as outlined in section

1.7 (particularly equations (1.35)-(1.37)). The Kondo
divergence in such a case is due to the phase transition

at Tm, marking the onset of magnetic osrdering (usually spin-
glass type). The resistance minimum is accompanied by a
maximum at still lower temperatures. The other resistance
minimum occurs in the non-magnetic region ( C &< Cm )

here the Kondo divergence is due to the transition into

the non-magnetic state, an event dominated by spin fluctua-
tions. In this case beloQ the temperature of the resistance
minimum the resistivity varies as 1n7, T, and finally
tends to the unitarity limit as T2, It was the failure

to recognize these two aspects of the Kondo problem that

led Mills (3) to conclude that the Kondo effect occurs only
in the magnetic limit (HF criterion) whereas localized spin
fluctuations occur in the non—mégnetic limit,

We should however, sound a note of caution by recallin
that in the non-magnetic region there is the possibility of
magnetic clusters forming say throufgh statistical fluctua-
tions in concentration. Such clusters (mostly pairs for
dilute impurity concentrations) are bound to affect the

resistivity of such systems, e.q. Star (102) has observed

that in CuFe
e = ﬁ-"c{c)Tz_%C)(nT 2.33

.
f) = 2S¢ + 4000 2 (/uJZe.le)

where
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and 9(() ~ 3000 Cz (/L(./Z-cm) |

The effect of clusters will also be observed in the
magnetic susceptibility; one has to consider nearly magnetic
and magnetic clusters in addition to the non-magnetic single
impurity atoms, Tournier (91) has given a short discussian
of the observed phenomzna,

() Exchange Enhanced Hosts

Since the ultimate aim of studying the properties
of magnetic alloys is to be able to explain the magnetic
behaviour of metals it is only logical that we should
explore how our model for a dilute alloy carries over to
a pure metal, The central feature of the dilute alloy
problem is the occurrence of VBS for both spin directions,
It is the magnitude of the width of the VBS relative to
the exchange splitting that essentially determines the
characteristic temperature of an impurity in the metal host,
For binary alloys we had considered three contributions to
the width, &\ , of the UBS (eguation (2.12)) these being
the s-d exchange mixing interaction, the spin-orbit coupling
and the inter-impurity interactions, In the single impurity
limit one could neglect ﬁhe contribution from the last
mentioned interaction and thus obtain the limiting value of
the characteristic temperature ;_E?. , for a given solute
atom. As the impurity concentratiomn increases so does the
importance of the inter-impurity interactions and, as
discussed, it is the main cause of the concentration-
dependence af Z& and hence of -p o It is clear that
in the limiting case of a pure metal one should consider the

effect of d-d interactions as being dominant, with any s-d
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interactions and spin-orbit coupling effects being "per-
turbations", It is also clear that in the same limit we
cannot strictly talk of virtual bound states. UWe therefore
propose that for a pure transition metal there is a de fact:
broadening of the former atomic d-levels into a d-band

caused by interatomic d-d electron interactions but that

this d-band is exchange-split by the intratomic Coulomb

and exchange interactions. In view of the procedure
adopted for the alloy problem it may perhaps be more con-
sistent to start off with exchange-split atomi€ d-levels
which are then broadened into bands. However, the order

in which the exchange-splitting and broadening occur is
largely irrelevant, as what matters to us is the end result

which is the existence of up-spin and down-spin d-bands.,

It is pertinent to mention here that the overlap integrals
between near-neighbour d states (equivalent to crystal

field effects) lead to different energies for d-wavefunction
of symmetry tﬁg or ‘Lg . We shall now take ZS to repre-~

sent the additional width of the d-bands due to s-d exchange

mixing and spin-orbit coupling i.e. equation (2,11) holds.

Thus one can correspondingly define a characteristic tem-
*

perature -T; (or an effective magnetic degeneracy tem-

perature) for a pure metal as in equation (2.8) 1i,e.

* _TAo,
T, =T. e 248 2.34

where TF is the Fermi temperature of the metal. For the
simple métals in uﬁich the d-band is either full or non-

&K
existent clearly Q¢ is zero so that -];‘ =T -
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On the other hand, for the transition metals Ag is expected
to be finite so that T%¥h should aluays be less than TFo
We may now reurifé equation (2.8), replacing TF by

| "T;:: —_ -1- 42"%E( )
T a’%{(éég)h +(%‘2).}

F 2.36

where the subscripts i ‘and h imply that the appropriate
parameters refer to the impurity and host matrix respec-
tively. The addition of an impurity to a metal host may
alter the value of AH and this may increase or decrease
T*h., In our previous discussion we had tacitly assumed
that Z&h was constant and so only considered the concen-
tration-dependence of AL thereby deriving an expression
for the critical concentration (equation (2.19)). This
procedure will be approximately valid only for simple

metal hosts for which T*h ~» TF and in which the impurity
UBS lies sufficiently below the Fermi level, Thus for say

CuMn T¥*h and T*imp vary as sketched im figure 2,5

D
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For transition metal hosts the situation is no longer simpl
and one would have to consider how a particular impurity
affects;th especiaily through its =ffect on the density
5? states at the Fermi level since both s- and d-
states are present. The position of the VUBS with respect
to the Fermi level then becomes important., Thus for say

a Pd host the fe UBS may lie below the Fermi level while
those of V lie above it, as is known to be the case for
dilute Ni-based alloys., Consequently, one can expect Fe
and V impurities to affect a Pd host differently, the
former decreasing T*¥h or at worst leaving it unaltered
while the latter will increase it (because its electrons
are emptied into the host band).,

It is in the context of én effective degeneracy
temperature that one should view the properties of the
so=called incipient ferromagnets Pd and Pt. They should
simply be regarded as having very low characteristic
temperatures, It has been known for a long time that the
susceptibility of Pd exhibits a maximum at about 85K
(112-118)., Above the temperature of the maximum the suscep
tibility can be fitted to a Curie-Ueiss law with an effec-
tive Curie constant that has been reported to be almost
the same as in pure Ni (119). Foner et al (115) reported
observing a small maximum in the temperature dependence of
the susceptibility of Pt but in the data of Hoare and
Mathews (112) and Budworth et al (113) only a change of
curvature is seen. Consequently we shall confine most of
our d;scussion to Pd especially, as brieflymentioned

below, the temperature dependence of the susceptibility
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of Pt could be more interesting than hitherto imagined.
In the dilute alloy problem it is expected that for
T f*imp a Curis-Weiss law should be observed., 0One
hay, by.analogy, identify the temperature of the suscep-
tibility maximum in Pd as its characteristic temperature

4

i.e. T*, «& 85K, Since T_. = 8.,13x107K (37), using

F
equation (2.34) we estimate that for Pd

Bo ~ 4.37

A

If we take A, for Pd to be the same as in Ni i,e. ~ 0.4 ev
(120), then A ~ 0.09 ev. Now suppose for the sake of
argument that we neglect spin-orbit coupling and put A=Agd
only; then an estimate of Jgq may be obtained by using
equation (2.7). This however, requires a value for @(E;)
and so we shall assume that | 'e((i!'-) ~ 30 'e(‘??) .

Band structure calculations (37) give fﬂf;)= 1.20 states

{ ev atom per spin index; thus ﬁ}f;) ~ 0;04 state f av

atom per spin index giving Jgg (Pd) A~ =3.7 ev., This
value is not unreasonable although it is certainly larger
than it should be because of the neglect of spin-orbit
coupling, The g-factor for Pd has been estimated at 2,6
(121) which would mean that the orbital contribution to

any Pd moment could amount to as much as 30%, as compared
with about 10% generally for Fe, Co and Ni.‘ The relative
orbital contribution would even be higher than 30% in the

case of Pt since it is the heaviest transition metal.

Alternatively, suppose :5? is constant for Ni,

Pd and Pt, Then for Pt with TF = 11.27x104K (37) T*H ~ 118K

which is about the temperature"at which Foner et al (115)
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report observing a méximum in the temperature variation of
the susceptibility; for Ni with TF = 6.7x104K we obtain
T#*, A~ 70K, It would mean that it is the Fefromagnetic
ihteractions betueen Ni atoms (leading to a Curie tem-
perature of 631K) which stabilize the moments on the Ni
atoms at low temberatures. A further discussion of this
point will be given =2lseuhere,

It will be pertinent here to note the following
tuo observations which may have a bearing on the inter-
pretation of the magnetic behaviour of Pd and Pt., These
are that -
(a) thermopower measurements on "pure" Pd (122,123)
showed the existence of a maximum around 60K, an effect
that was attributed to phonon drag. We should houwever
recall that well-defined maxima have been observed in the
temperature dependence of the thermopouer of dilute Aufe,
AuCo, AuV and Cufe alloys (10) at temperatures correspondin
to their characteristic temperatures. The fact that the
maximum in the thermopower of the Pd specimen occurred
around 60K instead of near 85K is most probably attribu-
table to the impurity of the "pure" specimen., Fairly lou
concentrations of magnetic solutes like Fe or Mh could cause
T*, to decrease, No thermopouwer measuréments on pure Pt
seem to be reported in the literature.
(b) the temperature dependence of the shear modulus C44
(in standard notation) of both Pd and Pt shows an anomalous
variation near the corresponding characteristic temperatures
(124-126)., This time the anomalies have been interpreted

as reflebting the temperature variation of the electron
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contribution to the shear moduli resulting from the overlap
of the Fermi surface across the faces of the Brillouin zone,
If could well be that the occurrence of the anomalies
in the-magnetic susceptibility, thermopower and shear
modulus at about the same temperature is merely coinci-
dental but the chances are that these anomalies have the
same origin which, it would appear, is magnetic.
We recall that the large magnetic susceptibility of
Pd has been attributed to a strong uniform exchange enhance-
ment caused by "critical spin fluctuations" or paramagnons.
In an earlier discussion (vide section 1.10) we mentioned
some of the expected consequences of the existence of para-
magnons but we shall now briefly review these in the light
of the experimental evidence.
(i) An enhancement of the magnetic susceptibility relative
to the Pauli value 'as calculated from the band structure
density of states at the Fermi level is expected., The
enhancement factor, 5, is defined by equation (1.46).
For Pd Chouteau et al (127) have estimated that 5 2% 10.
On our model of an effective degeneracy temperature for
Pd one would also expect an enhancement of the normal
Pauli susceptibility. Using equation (2.5) to define the
lifetime of the spin fluctuations in Pd and assuming the
validity of equation (1,42) one is led to expect that

L GMsTy = gabh
Moo= TR

2
Since X?aU‘i - 3““%'!(.7,: it follous that

s ~ IF ~ 10° which is about

T*h
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two orders of magnitude larger than the estimate of Choutea
et al (127). However, as discussed shortly belouyit seems
that eduation (1.42) is not valid so that putting S =~ Tr

_ T¥*p
is a bit simplistic. In this connection it is of interest

to point out the similarity between the susceptibility
calculated on the 1sf model (equation (1,41) and that
calculated on the exchange enhancement model (equation
1.45)). An obvious conclusion would be that paramagnons
are not really differant from localized spin fluctuations
which is,of courseyour viewpoint although Heeger (2)
disagrees., He instead suggests that two important diffe-
rences exist between localized spin fluctuations and para-
magnons namelyethat the impurity problem is localized so
that there can be no explicit wave-vector dependence of

the susceptibility and secondly,that the paramagnon approxi-
mation provides a good description of the exchange enhance-
ment modsl up to the Stoner instahility limit while the HF
approximation (Anderson_model) is only applicable well away
from the HF instability limit. Both points are incorrect.
The paramagnon approximation in its present form has been
shown to be good only for sufficiently dilute PdNi and PiNi
alloys and even then a localized exchénge enhancement model
has to be used, Also it is now very well-known that the
paramagnon theory has not yet provided a satisfactory
quantitative description of the critical concentration
region of any alloy system, In fact, one may ask how would
paramagnon theory explain the experimentally proven (128,
186) inhomogeneity of the onset of ferromagnetism in the

PdNi alloy system?
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(ii) A second effect of the existence of paramagnons is

the enhancement of the d-electron mass. The mass enhance-

m*
@ent, m, is given by equation (1.47) and should be
reflected in an enhancement of the coefficient, ¥ , of

the linear term in the specific heat. From the observed

and calculatad values of this linear term it was determined
(37) that %* = 1.66, which value should be compared with
that ( -~ 6.4) expected from equation (1.47) using S¥% 10,
Na reasonable explamation of this glaring discrepancy sesems
to have been advanced apart from suggestions that attribute
it to approximations ip the theory such as the use of a

single spherical band, the inmadequacy of the random phase

approximation etc.

(iii) A further contributiom, A~ T° 1In TI?’ to the specific
. S
heat is also expected, with Tsf A IE (see equation
5

(1.48)). This T3 term is supposed to give rise to an
upturn, at low temperatures, in the plot of Cv against T2,

as sketched in figure 2.6 e
Cv &
T

Fig. 2.6
Sketch of %l as predictsd

by current paramag- »
hetic theory. ¥ 1

(¥=%) rvr”

\
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Such an upturn has not yet been observed for either pure

Pd or Pt and even for dilute PdNi and PtNi. alloys.

In some other systems wherz such an upturn has been observe
detailed investigations have decisively shown it to be due
to the presence of magnetic clusters (see section 2.5(xi)

below). The presence of the T2 1n =— term is also

Tsf
expected to modify the coefficient ofsthe phonon contributi
to the specific heat (equation (1.54)). Although such a
modification appears to have been observed in PdNi alloys
(43) the effect is not peculiar to this systam since it
is observed in all other alloy systems where such measure-
ments have been carried out and, more importantly, there
certainly seems to be a definite correlation betueen this
behaviour and the critical concentration for the onset of
ferromagnetism, An altarnative explanation of this corre-
lation is also offerred in section 2.5(xi) in terms of the
effect of the magnetic clusters.
(iv) A contribution of a T2 term to the elesctrical resis-
tivity of the alloys. Such a T2 term has been widely
observed but then such behaviour is also expected on the
1sf model of Rivier (15) and others (27-31)., In fact, as
Lederer and Mills (39) have remarked the T2 law simply
reflects inelastic electron-zlactron scattering processes
and indicates that the magnetic fluctuations have a tem-
perature-dependent amplitude. Both Kaiser and Doniach (129)
and Rivier and Zlatic (130) have predicted a particular
pattern for the temperature dependence of the resistivity

of such allays. For T/Tsf £ 1 the resistivity increases

2 - .
aséTTF 3 changing to a T/Tg¢ dependence in the high
s
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temperature limit (see section 2,5(vii)). The latter
authors (130) houevef, alsoc insist that %His battern would
hold for thevresistivity due to any guantum scattering
involving the internal structure of the scattering object.
From the above comparison of experimentsl observa-
tions Qith the theoretical predictions of paramagnon theory
it would appear that the latter is not well founded. Such
a conclusion requires an objectiive re~ex@mination of the
concept of paramagnons, As menticned earlier paramagnons
have been primarily associated with inter-atomic d-electron
interactions or correlations and their occurrence restricted
to the soc-called nearly ferromagnetic metals or alloys. It
would, howesver, appear to be more correct to identify para-
magnons with localized spin fluctuations or, in keeping with

current jargon, to call paramagnons the guasi-particles of

localized spin fluctuations. In other words, paramagnons

are a direct consequence of tha s-d exchange mixing
interaction and thereforé are cxpected to occur in a wide
variety of systems where magnetic behaviour is expected.
Thus paramagnons occur as much in AlMn (103), Auv (102),

IrfFe (131), PtFe (132), MoCo (133), AuTi (134) as in the

pure metals Rh, Pt and Ru etc., The only difference is in
the excitation energy of the paramagnons i.e. the fregquency
of the localized spin fluctuations which is determined by
the appropriate characteristic temperature as in equation
(2,5). The existence of low frequency paramagnons (louw

T*p or T*imp) would mean that a given metal or impurity

éfom is‘neariy magnetic but in the case of & pure metal it

would not necessarily imply being nearly ferrcmagnetic as
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well. Thus the fact that Pd (and Pt?) has a louw effective
degenerécy temperature does hot impl§ that it is nearly
ferromagnetic. UWe should bear this in mind, Identifying
paramagnons as localized spin fluctuations is,ﬁouaver,

bnly part of the problem., It does, of course, mean that
the susceptibility of the systems in question can be worked
out with the same fcrmalism as used for the Kondo problem,
Unfortunately it does not appear that an equivalent amount
of effort has been davoted to an exact calculation of the
susceptibility in the Kondo problem as was devoted to the
electrical resistivity, The susceptibility of a free spin
is expected to obey a Curie law (equation (1.1)) while that
of a free electron gas comes from the Pauli paramagnetism.
For an alloy system in uwhich an impurity spin interacts
with the conduction electrons the total susceptibility will
generally be different from the sum of the local (impurity)
susceptibility and Pauli paramagnetism,” It is therefore,
assumed that

XW( zxfupuﬁ@ +-XPnuli + AX

2.3

shere AX is the change in the Pauli susceptibility due
to the s-d interaction$. These interactions also cause a
deviation of the impurity spin susceptibilitcy from a Curie

lau, For example, Yosida and Okiji (135) have obtained that

A 7 Kg T
Kyt :éﬁ {‘*4-3'2?(7F)(" “}
T e 1= 2T, &)
N

with
Mg = My SCH) -
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Tnere is apparently no consensus on the magnitude or form
of the correction AX to X?ﬁu(i (2).

An expression for the susceptibility has also been
obtained using some sophisticated theories of the singlet

state. Thus according to Iche (136)
X ~ L poTa
—— ﬁ-A . 2.39

while Menyhard (137) derived that

Wwhere the parameters ZS and U are as defined in Chapter
1. Equations (2.39) and (2,.40) have been compared (6)
with a similar expression obtained in the 1sf model:

X _ s [_U-'

——

‘S‘F ZWA n—A 2.41

The above expressions do not give any guide about the
temperature dependence of the susceptibility so that we
have to resort to physical intuition. At temperatures well
below the characteristic temperature we should expect a

temperature dependence similar to‘that of a Fermion gas i.e.
2
— T
'7((.1) ~ X 1 1 "(TTEF 2.42

as obtains for the electrical resistivity (equation (2.32)).
7(‘9) is an.effective susceptibility at absolute zero.

Such a temperature dependence of the magnetic susceptibility
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of course, been predicted by the spin-fluctuation theories
of Rivier and Zuckermann (30), Beal-Monod et al (138),
Beal-Monod and Mills (139) aéd even by some theofiesvof

the singlet state (140,141) where in many of these thecrie

ps .
7((0) N~ %:aﬁ* 2.43

Equation (2.42) has been reported to be approximately
obeyed by a number of alloys such as AlMn (142), Cufe
(143) and AuV (144). The guestion then arises - will a
logarithmic term also be observed at higher temperatures?
There is no obvious direct answer to this question but ue
shall note that Misawa (145) has shown that at low tem-
peratures the susceptibility of a nearly ferromagnetic

Fermi ligquid obeys the relation

l
———

Y1) =X —AT T

where A » 0 and T, 1is some characteristic temperature.
From equation (2.44) one can =asily deduce that '7((7-

has a maximum at temperature

4
TMX - -r; e" ’ 2.45

Noting that Pd has been known to have a susceptibility
maximum which has not been previcusly satisfactorily ex-
plained Misawa (146) suggested that equation (2.44) may
well apply to it, as verified later by Jamieson and Man=-

chester (166). A similar analysis has been applied to
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X -Mn and some of its alloys with Fe and Cr (148) and
recently to YCo,, LuCO, and YNi, (149). Houever,’KDjima

and Isihara (150) Eavé questionedmthemapglicability of

Fermi liguid theﬁry to metals with prominent d-band charac-

éeristics. Instead from their many-body theory of the
susceptibilify of metals at finite temperatures they have
proposed the relation

2 2 2 T
xW o -7 .I.) ,-Ef(lnl) + 0-01325 ’"'fé
— =g\

p(C)] 2.46

where S 1is a parameter related to an effective electron
density and TF is an effective degeneracy temperature,
An attractive feature of equation (2.46) is that at low
temperatures it reduces to the form of equation (2.42). A
logarithmic term may also be inferred from the paramagnon

theories outlined in section 1,10, It is therefore apparent

that a proper treatment of the magnetic susceptibility

within the context of localized spin fluctuations should
reproduce the logarithmic behaviour observed in the inter-
mediate temperature range for Pd and the other alloys
‘mentioned above while reducing to equation (2.42) at low
temperatures, -

It will be useful at this juncture to comment briefly
on the temperature dependenca of the susceptibility of the
transition metéls. Most of these metals have a positive
temperature coefficient of susceptibility while V, Nb, Ta,
Pd and Pt (which have some of the highest density of states

at the Fermi level) have a negative coefficient, at least
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at low temperatures (151). The usual explanation for this
behaviour based on tHe rigid;band model is in terms of the

energy dependence of the density of states as expressed by
the Stoner relation (152) 2

e 7) [ ézﬂf) - (¢ 'a‘féi) }
XD = 2y £1E) E* —= lew)3g% \09D 9% [/

A sharp peak in the density of states at E; would then give
a negative temperature coefficient of susceptibility while
a relative minimum would have the opposite effect., Also
depending on the "fine structure" in fii) a number of
extrema may occurrsuccessively. However, it has been
pointed out that at least in the case of Ti (153) the
temperature dependence of the susceptibility would require
a curvature that is several orders of magnitude greater
than that provided by the rigid-band curve. It is thought
that this comment could well apply in. general to many of
the transition metals whose susceptibility increases with
temperature, In other words some alternative explanation
must be sought for the observed behaviour. We have already
Mmencioned that the susceptibility maximum in Pd has been
explained (1§0) in terms of a logarithmic term deduced from
the theory of Fermi liquide (145). However, it is sugges-
ted that the logarithmic term arises from spin fluctuations,
in which case it should be observed for many of the transi-
tion metals. This conjecture appears to be confirmed by
the fact that Rh also has a susceptibility maximum (151).

The susceptibility has been similarly analysed and it is
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found (154) that in fact,

7((0 = 8.26 x 10-7 emug-]
A 7~ 5.8 x 10-13 emu g-]

and.
To = 2720K; L ~Tax = 1650K.
A preliminary analysis of the susceptibility data of Ir (151) has also been

carried out (154) giving

‘X‘O) = 1.3 x 10-7 emu g-]

A = 2,21 x 10-]4 emu g-]

and )
To =~ 1.68 x 104K,

which would give a maximum at Tpmgx 2 104K. It is planned to extend
the analysis to the other transition metals*. It is also interesting to
note that the susceptibility data on V, Nb and Ta (151) appear to
satisfy equation (2.42) with Tf == 4300, 3354 and 4260 K respectively.
These values should be slightly less than the true effective degeneracy
temperatures of these metals, particularly in the case of Nb, because
the specimens used were reported to contain appreciable amounts of Fe
impurity {~ 400, 700 and 30 ppm respectively). We are undble to get
out the Fermi temperatures of these metals in order to obtain an idea of
the enhancement effects.

Returning to the particular probelm of the magnetic behaviour of
Pd we show in fig.2.7 its Curie=Weiss plot. The figure clearly shows that
the Curie-Weiss law is obeyed quite well at sufficiently high temperatures

with _7( N /Lng\LF
=

* Such an analysis has been subsequently reported by Misawa and Kanematsu
(753) and Misawa (754).
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where }v(cﬁ‘_;’}_ l‘fg-,us which should be compared with a
valle of 1.60Mg for Ni (177) within the same temperature
range (T Zr 600K). It may be-highly significant that the
Curie—uéiss constént éorrespohds to the temperature of the
maximum in the susceptibility, which we have assumed is
equal to T¥p for Pd. Could it then be that Pd is not
magnetic bécause its apparent Curie temperature (2 Curie-
Weiss constant) coincides with its spin fluctuation tem-
perature? We shall attempt to ansuer this question
eilsewhere but we shall point out here that for Pdfe
(and PdCo) a plot of the Curie temperature against the
impurity concentration extrapolates to a value of about

80K for Pd from the high temperature side (see section 2.6),

For Pt a Curie-Weiss law is also observed - figure 2.8,

2
XP% ~ Mer
3g (T+ 920

with qu_;:—_ 1.35}(5 . The negative Curie-Weiss constant
indicates antiferromagnetic interactions between Pt atoms,.
However, it should be noted that a more than cursory exami-
nation of the data DF‘Kojima et al (151) reveals that belou
about 900K the susceptibility of Pt appears to vary linearly
with T douwn to a temperature of about 150K. Details of
this behaviour and of the temperature despendence of the
susceptibility of transition metals in general will be
discussed elsewhere,

The discussion will also include recent attempts to
explain the Curie-~Weiss behaviour observed for Ni, Pd, Pt

and the so-called "weak itinesrant ferromagnets" in terms of
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FIG.2,7: THE TEMPERATURE DEPENDENCE OF THE

. SUSCEPTIBILITY OF PURE Pd.
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FIG.2.8: THE TEMPERATURE DEPENDENCE OF THE

SUSCEPTIBILITY OF PURE Pt.
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either spin fluctuations (178-181) or some peculiarities
~of the band structure (185)5

It is trivial to point out that the localized exchange
enhancément m&del %or magnetic impurities follows very
naturally from our interpretation of exchange enhéncement
effects in general., An impurity atom has its own spin
fluctuation temperature which is determined by its own
values of the parameters[ﬁ,andlél . T[his characteristic
temperature is,of course, different from that of the host
(T*h) which may or may not be greatly affected by the
présence of the impurity. Another important point is that
the condition for am impurity atom to appear magnetic is
not identical with the condition for the onset of ferro-
magnetism. This particular point is emphasized in view of
current theories of the magnetism of PdNi and PtNi alloys.

To end this discussion of exchange enhanced hosts we
remark that propoments of the origimal concept of paramag-

nons as a manifestation of inter—-atomic d-d electron

correlations could easily argue that the suggestion that

paramagnons are really localized spin fluctuations due to

s-d interactions is nothing different, This is because the

s—-electrons can always be imagined to sample the d-d corre-
lations via the s-d interactions; certainmly transport measure-
ments alone cannot distinguish betwueen the two viewpoints,
However, such an argument 1s largely unnecessary because

our suggestion is a logical development of the dilute

alloy problem in which inter-atomic electron correlations

do not play the crucial role assigned to them in the usual

paramagnon theories; moreover one can always devise gedanken
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experiments to aid the distinction, What is required is a
proper redevelopment of spin fluctuation theory to reflect
the fact that an impurity TM atom would always appesr
magnetic if there were no s-d or other residual interactions
which give the moment a finite fluctuation freguency., Among
other things such a theory should produce equation (2.42)

at very lou temperatures, give a logarithmic term in the
intermediate temperature range (T£€ T%) and reduce to a
Curie-Weiss law at high temperatures (T P> T*) - i.e,

where any magnetic interactions occurring above T* are not
sufficient to stabilize the moments below it.

(V) Superconductivity in Transition Metals

According to the BCS theory (155) the phenomenon of super-
conductivity is due to an attractive electron-electron
interaction induced by electron-phonon coupling, The

superconducting transition temperature, Tsc, is obtained

i
as _ ’V-F(fF) = (”-I-'eb e'— %;h

whers 'e’:b is the Debye temperature, Pcfp) the density of

2.50

states per spin index at the Fermi level and V is the
pairing potential érising from electron-phonon interaction;
>\Fk= VF(EF) is called the electron-phonon coupling
constant., An immediate consequence of equation (2.50) is
the dependence of Tsc on'eb which leads us to expect an
isotope effect according to which

-T;C My:” = const'an'l' 2.5
for a given atomic species, where M is the isotopic mass,
However, it is now known that the isctope effect in the form
of equation (2.51) is more of an exception rather than the

rule. A host of superconducting elements, especially the
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superconducting transition mstals, do exhibit a varisty
of powsr lauws other than the N-% law required by the BCS
theory. Specifically the failure to observe any isotops
effect in the superconductivity of beth Ru and Os has,
amongst othsr factors, led to the suggestion that their
superconquctivity is caused by spin-exchange interactions
(156)., But for Mo say, where Tsc m™3 the same authors
(156) suggssted that slectran-phonon and spin-exchange
interaction effects may bs jointly responsibls for the
superconductivity. A good deal of significant, even if
circumstantial, svidence exists in the literature linking
superconductivity and magnetism,

Overhauser (157) in discussing the theofy of spin
density waves (SDW) noted the striking similarity between
soms of the equations which occurred in his theory and those
that occur in the BCS theory of supsrconductivity. One
can also observe the similarity between the Kondo-Suhl-
Abrikosaov formula for the Kondo temperature Ty (equation
(2.1)) and the B8CS formula for Tsc (equation (2,50)).
Other arguments in favour of a correlation between magne-
tism and superconductivity have bsen advanced notably by
Matthias (158) and others (156, 159). Unfortunately mors
attention has hitherto been paid to thes problsm of ths
destructive influence of magnetic impuritiss on super-
conductivity rather than the equally important one (in our
opinion) of exploring any possible common origin of magne=
tism and superconductivity especially for the transition

metals.
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Garland (160) in discussing the possible mechanisms
for superconductivity in transition metals has outlined
the experimental evidence which suggest that superconduc-
tivity in TM doces not arise primarily from the electron-
phonon intsraction, These include the absence or consider-
able redugtion of the'isotope effzct in superconducting
TM, the pressure dependencz af Tgz, observations
relating Tgz to the position in the periodic table and
the total density of states at the Fermi level, and the
effects of (especially magnetic) impurities. According to
the author the attractive interaction between the Landau
guasi-particles (i.s. an approximate representation of the
interacting electrons) which causes superconductivity
derives from the following interactions:-

(2) Vph, due to the virtual exchange of phonons, it is
attractive for small energy transfers between the quasi-
particles, Since for ™ @C’EF) <L &@F) , the quasi-

particles involved hewe are primarily d-like so that any

superconductivity would arise essentially from d-d inter-
actions.

(b) v a screenec Coulomb interaction betueen the slec-

=%,
trons. Since the heavy d-electrons cannot follow the motion
of the s-electrons during s-s 1interactions they tend to
"antishield" them and thz possibility therefore exists of
an attractive screened Coulomb intaraction between the s-
electrons., 0On the other hand, both the s- and d- electrons
follow the motion of the d-electrons the Coulomb interaction

between the d-electrons is always repulsive, Therefore we

can put Vg = Vgg. There is thus the possibility of at



-122 -

least two energy gaps existing for clean (i,e. very pure)
TM superconductors, one due to primarily é-like guasi-
particles (Vph) and the other due to primarily s-like (Vgg)
4quasi-particleé. An attractive effective interaction |
arising from some codpling terms between s- and d-band
gap eqguations is neglected. Howevesr, for dirty TM
superconductors only one gap is thought to exist - that
due to Vph‘

In a compariion paper (161) Garland then goes on to
discuss the isotope effectim dirty TM superconductors,

Writing ‘/1(|’g)

T < M 2,52

where § is the deviation from the expectedvisotope ef fect,ie.
the inverse square root of eguation (2.51), the author
attempts.to account for the observed difference between the
reduced isotope effect ( § 2> 0.3) of the TM and the

nearly complete isotope effect ( §~~ 0.1) of simple metals

in terms of band structure effects. He obtained that
A a2
s = {&
Kege 2,53

K: +<Kph>

where =
Kege

and K*C,<:k¥k> are parameters that characterize the net

CDuleb and average phonon contributions respectively to

the electron-electron interaction. It follows that the

" 'de\/"@{'éﬁﬂ parameter™ § is signif‘icant only when

S A -
KC N<ka7 . Numerical values of § were deduced
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which, although subject to very large erraors ('\u 25-40%)
nevertneless appeared to agree with experlmental values..
McMillan (162) has considered the problem of the
transition temperatures of superconductors in the strong-
‘coupling limit (Xpl\ 2 1). He assumed that the BCS

theory is so accurate and sufficiently Wwell-developed

that given the relevant parameters of the normal state

of a metal, namely the electron energy bands near EE ,
the phonon dispersion curves, the screened electron-
phonon and screened Coulomh electron-electron interaction
matrices, one could readily calculate Tge very accu-
rately (say to about 1%!). The effect of the (repulsive)
Coulomb interaction between the d-electrons is given in
terms of the Coulomb pseudopotential, * first introduced

by Morel and Anderson (163).

ME = Ve FCEF) 2.54
| ) Ln EF '
|+ Vc f F) L v

Y 2,58

= ge

where W, 1is the maximum phonon freguency, and the
Coulamb repulsion )1 ::V¢_ eg&)j\éis the matrix element
of the screened Coulomb interaction averaged over the

Fermi surface. The transition temperature was obtained

as - ( \4—)6
Tee = VigRwWm o )\P‘\—M*—%)‘Ph“* 2.56

where <ﬁd> in the average phonon freguency. After some

numerical analysis equation (2.56) is reduced to
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o __[_04(|+ )‘Ph)
TSC = T%—S é >\P'\ "Mx(H- 0-63 )\Ph)

In the weak-coupling limit (Apk <t ) equation (2.56)
‘reduces to the usual BCS equation with /\ﬂ|replaced by

( Aph*-“ﬁ' ). Equation (2.56) shouws that the effect of
the Coulomb interaction is to change the energy agap
function in such a way that the phonon contribution is
reduced from /\pl\ to )\Pl\{!— é——m);)-[*} et >\Ph (‘"0'62}1*)-
Tsc depends on the isotopic mass directiy through the
presence of “©p and implicitly through the Wy depen-
dence of }Xk . From equations (2.54) and (2.57) the

author obtained

2 . h
* ‘eb I+ 0-62 >\P
g£= ‘iV ln l-4sT,¢}

| + ?\ph 2.58
and hence that
7
pre —=
It 2.59
La 22>
1457,

Usina the observed values of § |, T;C and ¥ he estimated
that }ft~10.1 for the transition metals, The author

concludes that »Th depends mainly on the phonon fre-

guencies and is insensitive to large variations in

electronic properties like the band-structurs density of

states, The above treatment neglects any spin fluctuation
effects although the author suggested that their nett
effect might be to increase the value of ﬁi* .

Riblet (164) has explicitly considered the effect

of localized spin fluctuations in Ir-based alloys cf
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Fe, Co and Ni, He argued tnat the screened Coulomb
interaction cannot be expected to be responsible for the
destruction of superconductivity in these alloys since
‘the electrons can always correlate their motion to be
sufficiently far apart to avoid the Coulomb interaction
while still taking advantage of the phonon induced
attraction. In other words the Coulomb intasraction must
be cut off at energies rvEF_))Kg'e])) resulting in the
replacement of }xf by }J . He suggested that spin
fluctuations will give rise to an additional contribu-
tion to the Coulomb -interaction; Such a contribution can
be pictured to arise from the emission of a virtual
paramagnen by one electron and its absorption by a
second electron, This additional term should be cut

of f at energies~h\’s{_ uhere \)s,F = ‘F—-l .

If ‘\VS_F <<EF and AV“F '\'KBGD then the spin
fluctuations will have the dominant effect in suppressing
superconductivity. Representing the coupling constant
for the spatially averaged electron-paramagnon inter-

action by }xs‘c then

'Ux- = |'+;XPH + AS.F.

A

T 2.60

and provided h\{s.F‘\ng‘eb Riblet assumed that the
McMillan formula (equation (2.57)) could be modified to

read

— 1.04( I+ Aph +7\$F_)
Tse = %5_ 0 Nph=Psp —AF(1+0-62)p) 2.61

In the dilute impurity concentration limit LI, PlEE)

and ,Apk may be taken to remain constant while X&F_
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increases linearly say with € so that >\3‘F= ac ; a

‘being a constant. Thus

Ln —Ec(c) ‘”‘{( \-4s "‘Cd }Z ,A‘f 2.62

PR —91,

with - ac
Ao = Aph = p* (1 + 0-62 Aph)

For C_((l,-—ln'l;c“) X C , as was observed experimentally.
Riblet was also able to fit equation (2,61) to the data of
maple et a1 (165) on ThU . We must mention though that
Maple et al (165) had Fittéd their data to a formula given

by Kaiser (166) namely

—CC) _ (A""B)C

(n s = =
Teel® (1- Be)Aph
£, Ce¢)
o - _gicge) Uett
REr) (3l Aph

and PACE) is the impurity density of states (equation

N

.03

where A

20 For rar £ (2; laced (€ :
(1.20)). r rare-earths 6; k) is replaced by fz F)
Equatlon (2,63) readily gives ths critical concentration,

Co, for the disappearance of superconductivity as
plep) (al+) Aph
filee) Uey

However, the applicability of Kaiser's formula to the

Co

system is suspect because according to Maple (167) the

density of states f?(ip) derived by using the formula is

A
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mdch smaller than the value deduced from low temperature
normal specific heat data.

Almost simultansously with Riblet's work Bennemann
~and Garland (168) discussed the occurrence of mégnetism
in superconductors; They observed that the role of spin
fluctuations in suppréssing superconductivity must be
dominant because (i) the initial slope of T4, as a
functien of the magnetic impurity concentration is
usually much larger for magnetic TM impurities than for
magnetic RE impurities owing to the larger s-d
exchange interaction as compared witnh the s=f inter-
action and (ii) in Laves-phase crystals such as VX,

Nb

X, CeRu etc. with chains of TM atoms the suppression

3 2?
of superconductivity depends strongly on whether the
magnetic atoms are substituted into lattice positions
belonging to the chain or net. Starting with a Hamil-
tonian consisting of the Anderson Hamiltonian (egquation
(1.174)) and the phonon-induced electron-electron inter-

action Bennemann and Garland derived what was termed

the generalized McMillan equation:

Tl =ty & Nh-rp-aF - cEd efr

2,65

£(2D

where >\5P = Ca(EF) \/SP is the coupling
constant for the interacticn between electrens at the
Fermi level and the localized spin fluctuations. An
analysis of the ratio of the fractional increase in the

linear heat capacity to the fracticnal increase
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in the magnetic susceptibility for verious superconductors
doped with TM impurities led the authors to suggest that
strong Hund's rule coupling exists for most TM impurities.
£quation (2.65) is more general than Kaiser's formula

(equation (2,63)) because the latter can be re-written

in the form
¥ m

T Nk — ¢ PR Uy
T (&) ~ P Ta =f
se ¢ £ (&)

Most of %the abave discussion has been restricted
to the influence of localized spin fluctuations an
superconductivity, As we do not intend to‘discuss the
uhole'problem of the correlation between superconducti-
vity and magnetism in all relevant systems we shall not
oother about thé merits and demerits of the well-known
Abrikosov-Gorkov theory (92) of paramagnetic impurities
in superconductors, Excellent reviews of the experi-
mentzal and theoretical situations have been given by
Maple (167) and MUller-Hartmann (169) while Fischer =nd
Peter (170) discuss the possible coexistence of ferro-
magnetism and superconductivity, We should however,
point cut that the Abrikosov-Gorkov theory can only be
valid for impurity concentrations such that T*imp(c)<: Tsce
For smaller concentrations one would have to deal with
localized spin fluctuations., It is therefore not sur-
Prising that superconductors containing RE impurities,
particularly Gd, offer the best testing grounds for the
Abrikosov-Gorkov theory. .These impurities should clearly

have very low values of T*imp owing to the very small
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s=f exchange mixing. Thus our preoccupation with 1sf
effects in’superconductors is not totzally injudicious.,

We wish to suggest that spin fluctuations arising
from the s-d exchange mixing interaction do provide a
mechanism that may be partly responsible for the super-
conductivity of the Lransition metals, The mechanism is
identical in most respects to that provided by electron-
phonon interactions. An effective electron-electran
interaction 1s engendered through the virtual emission and
absorption of paramagnons 1n processes similar tu tne
direct and exchange processes invoked in the discussion of
the Kondo effect (section 1.7). However, we do not agree
with Riblet (164) that ths induced electron-electron inter-
action is necessarily repulsive, Following the standard
treatment of the affective phonon-induced electron-eglectron
interaction (171) we may represent the paramagnon induced

glectron-electron interaction by the matrix element of

| Wk [ b
{ECK) _gcg-_g)}‘iu\wn 2.67

where \4+ is the paramagnon frequency and wk-K is

the form

K. e K[ V[K €)™

the matrix element of the electron-paramagnon interaction,
Equation (2.67) clearly shows that there exists the possi-
bility of, the effective electron-electron interaction

being repulsive or attractive, The latter obtains if

| Eco) - S K)| < Wy
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wnich is satisfied if \éé_is sufficiently large i,e. if the
TM has & sufficiently high effective degeneracy tempera-
ture. Ue note that Solyom and Zawadouski (172) had in

fact shown theoretically that the inelastic part of the
electron-electron interaction induced by spin fluctuations

is attractive if the s-d exchange coupling is antiferro-~

maggetic. We also observe that it was the analogy between
the phonon-induced and paramagnaon-induced electraon-electron
intsractions that led Heeger (2) to ponder uhether the Kondo
divergence signalled that onset of a many-body condensed
state, as in superconductivity,

In analogy with the BCS formula (equation (2.50))
we therefore propose that the superconducting transitian

temperature is given by |

T L
To. ='ln £ ¢ .

where )SF is an electron-paramagnon coupling coefficient
given by

>\S'F ~ £ \/.SA,> IO(EF')

2.69

-F(E?) being the total density of states per spin index
at the Fermi lsvel (-E:'E;CEF) far the TM in question)
and }l*_ is, as before, the Coulomb pseudoﬁotential.
There are thus two almost independent parameters which
determine the magnitude of Tg. - the characteristic
temperature, T*h, of the TM which depends on the valus

of 4;2 (éee equation'(2.34)) and the coupling constant

A
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)¥¥_ which depends on both the matrix element of the
s-d mixing interaction and the density of states at the
Fermi level, To get an order of magnitude estimate let

Qs consider If-For‘ which P(‘EF)

per spin index (37);:; from a crude analysis of the tempera-

0.51 state / gev, atom

ture dependence of the magnetic susceptibility (see above)

4
* = -1 . _
T* o~ Toax Too~2 = 10°K; T, 140 mK (173).
Neglecting x these parametars give )SF ~ 0.09 and
hence that LNy ~ 0-17ev.

From equation (2.68) one may immediately make the
Follouing cbservations:

(i) T o< T¥

e s SO that if T¥_ :#: 0, then the

transition metal in>principle, must have a finite super-
conducting transition temperature. Thus for Rh with
T*_ ~ 1650K (see above) and >EF ~ 0.1 (as estimated
for Ir) one obtains T,. ~ B5mK; experimentally, however,
no superconductivity has been observed in Rh down toc at
least 86 mK (174) but then it must be horne in mind that
equation (2.68) applies to an ultrapure sample. Impurities,
gespecially if magnetic, may reduce Tsc below measurable
values, Also as equations (2.8), (2.11), (1.21) and (2.69)
clearly show a large value of T*h would nct necessarily
imply a correspondingly large )\q; and conversely.
Similarly very pure Pd should be superconducting with a
transition temperature of about 1.4 mK again using
)ﬁf’v 0-09 (but see equation (2.71) belouw)
(ii) There is no explicit depehdence on ths mass

cf the atomié species so that the absence of an isotope

effect would not require any additional postulates,
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However, some isotope effect may be expecilad because of

the renormalization of the total density of states by
electron-phonon interactions, IF€5<(T*h, as happens to be
the case for many pure TM, then one can incorporate the
QFFect of electron-phonon interactions easily into equation

(2.68) by using the electron-phonon coupling constant, 0One

obtains |

- &
T =g T g Pk

with the possibility of %Th actually being negative! On

the other hand, if {%)f7 T*,, as for Pd, then
|

Ts«; = l.(LI-‘GLQ— >\ph +}\$‘f ’}L’F 2.7

with the proviso that AKF can be negative, In this case
spin fluctuations may suppress the tendency towards
superconductivity.
(iii). The sffect of impurities is readily taken

into account through their modification of T#*hp and )\gp .
There exists, in principle, the possibility that T¥*p may
be increased or decreased, A non-magnetic impurity may,
however, increase the value of %s¥_through the additional
contribution to the density of states, fDGEF) , Wwithout
sighificantly altering T*hR., Usually, though the decrease
of T*, caused by the presence of a magnetic impurity far
outueighs the concomitant small increase in the value of

>SF' so that Tg. decreases, If we neglect the concen-

tration dependence of, exponential factor in equation

L
(2.70) then we expect that



- 133 -

dTe . — AT

(el
de A 2.72

(iv) From equations (2.34) and (2.70)

% og el
Tee =114 ' 2,73

If for a given column of superconducting TM the exponential
factor in sgquation (2.73) remains approximately constant

then since TF X y%' we get that
B’,sc 43 constant 2.74

as noticed by Matthias et al (156). Table 2.2 lists some

values of TSC for some superconducting TM graups.

Table 2.2 ¥Tse values for some TM groups

Element | ¥ (m3/mole K2) TSC(K) KTEC(mJ/molezK
Ti 3.35 0.457 1.51

Zr 2.80 0.546 1.53

HE 2.16 0.16 0.34%+"
Ru 3.1 0.51 1.58

0s 2.4 0.66 1.58

Rh 4,7 0.085" 7 0.40

It 3.2 0.14 0.45
Notes:

+ Values in the literature (see reference 118) range from
0.39 to 0.49K, so an avarage value has been taken.

++ Estimated value (see text)
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+++ Based on the }fTSC valuegs of Ti and Zr one would
expect a much higher Tec for Hf than guoted, say about
0.7K, We emphasize again thaf specimsn purity 1is an

important factor because the theory outlined above strictly

applies to very clsan superconductors.,

For those elements with a large density of states
at the Fermi level (particularly V, Nb and Ta) the effect
of elecﬁron—phonon interactiaons uill be important sa that
equation (2.74) is not expected to be wvalid,

(v) UWe should perhaps mention that since Tge o< T*,
and since a low T¥

n

behaviour it is then obvious that for the transition metals

indicates a tendency towards maegnetic

supsrconductivity and magnetism appear to be mutually

exclusive,

In conclusion we will like to state that a consistent
explanation of the superconducting properties of the
transition metals and alloys of cne member with another
(seereferences 156 and 175 for a summary of these proper-
ties) can be given in terms of the variations of T*h and

7\#; , with ,KPh coming in whenever fDCEF) is especially
large, o ' | '

Summary

The main points discussed in the foregoing subsection
may be summarized thus:-

(i) The "magnetic state" of a transition metal
impurity.in‘a n&n—magnetic metél host is characterized by
just one oarameter - its characteristic (or spin.Fluctua—

tion) temperature, T*imp' It is defined-by equation (2.8)
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or more generally by equation (2.36). As the latter equa-

tion shous the magnitude of T*imp is determined by the

effective degeneracy (magnetié) temperature of the host
matrix, the exchange splitting; Zﬁﬁ , of the d-level
resonance and the width, A\ , of the impurity ves. Lo
results from intra-atomic correlations and so variss only

-;.'1(: at a(l;
slightl&uyith either nost matrix or impurity concentration,

On the other hand, Z& cantains contributions from spin-
orbit coupling, s-d exchange mixing interactions and inter-
impurity interactions. Ouwing to the latter interattions,

ZQL , and hence T*i is concentration~dependent,

mp?

decreasing from a value appropriate in the single impurity
limit (giving T*O) to zero at some critical concentration,

€., of the magnettc solute. Thus T*. 0, a con-

imp (Cm)
dition which ensures that all impurity atoms would be

observed to be magnetic at all tsmperatures even in the

absence of any form of magnetic ordering. The concentra-

tion~dependence aof T*imp also allows gne to resadily account

for the existence of local environment effscts. Alsa,

although not discussed, it is exp=cted that .Zl will be

affected by an applied pressure P so that T*imp = T*imp (c,P)
(i) It was also pointed out that there are tuo aspects

of the Kondo praoblem, a fact which becomes immediafely

obvious from figure 2.3.  The two aspects refer to the

transition from the paramagnetic region to either the

magnetic region & A Cm or to the non-magnetic region,

€ LKL Cm' In the first casz, the Kondo divergence ressults

from the negiect of inter-impurity hagnetic interactians



- 136 -

which lead to magnstic ordering &at a temperature‘Tm. We
must caution that it is strictly incorrect to assﬁme that
in general magnetic ordering will help to stabilize the
impurity spins. 1In this particular case, the impurity

spins will still 59 well-defined at all temperatures as

just mentioned above. The resistance minimum in this case
should always be accompanied by a resistance maximum at saome
lower temperature. It is to this case that Kondo's vrigi-
nal theory applies fully, with its predicted concsntration

dependence of T etc.

min
In the second case the impurity spins are not well-
defined at all temperatures. As discussed the s-d inter-
actions and spin-orbit coupling endow an impurity spin with
a finite characteristic temperature (or a finite spin
fluctuation frequency). The Kondo divergence in this case
is then the result of the "transition" into a non-magnetic
state, a not-particularly-épt description because any_ﬂ*
experimental probe with frequency \)77 \)S,'C ('-: ...KRB_’('“F)
would .observe the local magnetic moment of the impurity
atom, In defersnce to Kondo and also to correct the above

terminology, we should call this region the Kondo region.

It should be emphasized that the transition into the Kondo

state 1s governed entirely by localized spin fluctuations

so that all theories relating to the supposed existence of

a magnetic singlet state are clearly inappropriate., It

is clearly high time "the less and less fruitful staggering

in the jungle of traditional Kondoism" (4) was stopped,
(iii) The concept of a.spin fluctuation temperature

in the-dilﬁte‘alloy problem can easily be extended to the
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pure transition metals by the obvious modifization that
inter~atomic interactions broaden the d-levels intao bands,

Therefore, the exchange-split virtual bound states of the

dilute alloy problem now give way to exchange-split d-bands

in a pure transition metal, with ZCX now representing the

additional brosdening due to s-~d interactions and spin-orbi

coupling. Caonsequently every transition metal has an
effective magnetic degeneracy temperature, T*h, which, in
general, is less than the Fermi temperature,-TF , as is
apparent from equation (2.34)., 1In this resspect every
transition metal is intrinsically "exchangs enhanced" and
it is also in this context that one ought to consider the
megnetic behaviour of Pd and Pt. However, we have to treat
the case of Pt with some caution because there appears to
be some similarity betwsen its magnetic behaviour and that
of Cr, This similarity will be consid=zred elsewhere but

it will b= mention=d here that it could significantly
modify the current view of the stabilization of spin density
waves in pure Cr,

It has also been argued that paramagnons are, in fact,
localized spin fluctuations arising from the s-d interaction
It is clear from all ths foregoing discussion that any
itineracy of the d-electrons is limited to thelr presence
at the Fermi level and consequently inter-atomic slactron-
alecitron correlations dao not figure as prominently as in
the current paramagnon theorizs. We have suggested *tThat a
redevelopment of these theories to reflect this view of
paramagnons wndld bring the predictions of the paramagnon-

better

theories intoLagreement with experiment,
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(iv) It is also suggested that paramagnon-inducead
attracﬁivé eiectrOn_electron interactions could be primarily
responsible for the superconductivity of tha transitiosn
metals, with electron-phonon interactions being significant
bnly in cases where fDCEkJ is especially large. 1In fact,
since for many transition matals T*h 77'913 s theApossibi-
lity exists that electron-phonon interactions can in some
cases actually tend to supprsss superconductivity. However,
for 135 oD T'*h the relative importance of spin-fluctua-
tions and electfon—phonon interactions is reversed. 3oth
the electron-paramagnon and electron-phonaon mechanisms
for supersconductivity ~ould lead to two separate enerqgy
gaps for superconducting transition mstals, =ach of which

involves all electrons at the Fermi surface (i.e. both s-

and d- electrons. This suggestion contrasts that of
Garland (160) who has sujgested two ensrgy gaps with one
being predeminantly d-like and the other predaminantly
s=like. It should =2lso 5e mentioned that in a recent
publication Kim (176) showed that exchange interactions
could significantly enhance the electron-phonon coupling
constant and soc increase Tsc' This, at least, supports
our contention that spin fluctuations do not always suppress
superconductivity as has been hitherto widely believed.
(v) An apparently trivial point which was omitted
in the main body of our discussion is the temperature-
dependence of the obsacrved =ffective moment, /quﬁqof an
impurity atom. We wish to correct any impression that may

have developsd to the effect that /u%#T) is zero for
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T & T* and then boostraps to its maximum value for l'?,-1
a kind of step-Ffunction behaviour. This is, 2f course,

unphysical, We should instead expecf that
() £(==)
~ 73
/uf-ﬁL { /umax I 2,75

Wuhers /JMAX is the maximum magnetic moment determined
by the exchange splitting and -{:(;%§> is a funetion
that taends asymptotically to unity for T 27 T*¥ and to
zero for T L& T*,

We regrest that it has not bzen possibla to throw
the Full weight of Green's functions, Feynman diagrams,
etc, behind scme of our arguments, Houeger, we cannot be
too apologetic because the one or two crucial assumptions
which we have made are those that usually would be intro-
duced ad hoc in any formal mathematical trzatment., None-
theless, we have tried, uwherever possibl=s, to incorporate
any new ideas (or our interpretstion of existing ones) withi
the currently accepted mathematical framework, Where such
a framework has been found wanting suggestions for improve-

4

ment have been given. The overriding concern has been to

tz2nt and easily readable (i.e,

9]

ensure a coherent, consi
understandable) explanation of the Physics involvsd in the
phenomana so far discussed (and to be discussed). As fer
the lack of mathematical rigour we can sither take solace
in Heeger's observation (2) that very often the significance
and meaniﬁg of the approkimations made in the formal treat-
ment of the local moment problem ar=z unclear even to the

experts in the field! or gladly accept Nozieres' vieuw (108)
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that "a simple qualitative theory is worth more than a

complicated quantitakive theory". Having said this, we
must not, of course, fail to reéognize the importance of
a suitable mathematical theory and it would appear that
the way is now clear for such a theory of the magnetism

of transition metals to be correctly developed.
2,3 The Magnetic Phase Diagram

In the preceding section ue explained how and when the
local moment on an impurity transition metal atom introduced
dilutely into a non-magnetic matrix may be observed. Ue
saw that the observation of this moment depended essentially
on the characteristic temperature (or "spin fluctuation
temperature"), T*jpp, of the impurity atom. Within the
context of our operational definition of a local moment
(secfion 1.7.) no local moment would be observed for
T <: T*imp because no Curie or Curie-lWeiss law is expected
in this range, More generally, houever, we can state that

any experimental probe whose'frequency' i1s less than

* . .

KBT im cannot detect the local moment on an impurity ataom
h

whichywe have assumed, exists ab initio in favourable

cases.,

We have also seen that the characteristic temperature
depends on the nature of both the host matrix and the impurity
~and also, owing to inter-impurity interactions, on

the impurity concentration. For some species of impurity
atoms T*imp decreases continuously from a valus=s T*O appro-
priate.in the single impurity limit, as the impufity concen-
tration is increased and we were thus able to define a criti-

cal concentration, €, for which T*(cm) = 0, For concantrations
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c Z . all impurity atoms should have well-defined épins

at all temperatures irrespective of whether or not some form

of magnetic order sets in at some finite temperature, This

is because the mutual inter-impurity interactions which over
come the destabilizing effects of the s-d interactions and
spin-orbit coupling are not necessarily magnetic in origin,
On the other hand, in thes concentration region c¢ K Coys
which region we call the Kondo region, the spin on a single
impurity atom is not well-defined at temperatures T L T*irnp
and in this region magnetic ordering may help stabilize the
individual spins especially if the effective field acting

on a spin BeFF ~ #%ﬂgfp . It is only in the case of
ferromagnetic ordering that we expect any significant interna
fields.

It has also been mentianed that in the Kondo region it
is possible for clusters of impurity atoms (pairs, triplets
etc) to have a louer’local characteristic temperature, T*Cl,
than an isolated impurity atom and such a cluster cén be
classified as "non-magnetic","nearly magnetic" or "magnetic”
according as T*_, (< T*imp) is much greater than, of the
order of, or less than the temperature at which the observa-

tion is made,. Unless otherwise stated it will be assumed

that the binary alloy under discussion is completely dis-

ordered so that any clusters present are due solely to

statistical caoncentration fluctuations; in these circum-

stances the concentration of a particular cluster is exactly
calculable by standard probability theory, For a lattice
structure with a coordination number Zb the ﬁrobability af
an impurity atom having at least n nearest neighbours of

its own species at an impurity concentration ¢ is given by



Zo ) _
p = Z, CFZ CPC(-CEO f

[

° o - R
where C,r - F"CZO-FJ!

I% ng is the minimum number of nearest neighbour impurity
étoms required in order that a cluster be observed to be
magnetic at a given temperature then the total number of
"magnetic" clusters is simply C.Fao . Note that as
defined né would be a function of temperature so that the
number of such "magnetic" clusters would increase as the
temperature of observation is increased. Also since T*imp

depends on the impurity concentration, n, will similarly do

so, In general

n, = Mo (T, c., B, P> 2,77

where B 1is the effective field acting on the cluster
(internal and external) and P is the pressure. It is
therefore clear that no simple behaviour can be predicted,
Fortunately though any variation in cluster concentration
and size can only be important for systems with large criticeal
concentrations, and even then it does appear that it is anly
in the critical concentration range that the difference
betueen T*nD and T*no—1 is sufficiently small as to
affect the magnetic properties of the system significantly.
For low impurity concentrations only pairs and triplets af
impurity atoms occur in significant concentrations. If the

impurity concentration is ¢ then the concentration of

impurity pairs is



if ¢ is given in

ataoamic percent; similarly

2 20—2
Ciiplels = $20Z-DC (-2

2
-~ ﬁ'ZQC'Eb"D C Fr”ﬂ

again with ¢ in at. %.

In systems uhereAthere exists a natural tendency
towards atomic clustering, as in AuFe and CuNi alloy systems
it is clear that the concentration of a particular cluster
Wwill be higher than the statistical estimate, While it is
not our intention to discuss the exact detials of how the
presence af such pairs or triplets, etc, affects the magneti
and transport properties of diiute non-magnetic alloys, we
can expect a certain pattern of behavigur -~ contributians
toa the magnetic susceptibility and electrical resistivity
which vary as c'% (i.e. as ¢? ar 03, etc), A satisfactary
account of some of these contributions has been given by
Tournier (91) although we do naot agree with a few aof his
conclusions or suggestions., One of these cancerns the
paossible existence of "antiferraomagnetic regions in the
non-magnetic - antiferromagnetic transition"., As discussed
below it is doubtful whether such a transition actually
exists as no system has yet been found to exhibit it,

We can now turn out attention to the magnetic region

as labelled in figure 2,3, Our aim in this section is tao
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discuss the succession of magnetic states as the impurity !
cancentration is increased. So let us consider an alloy
system for which T*O is very'lou - say alloys of Mn with

the noble metals, Qith T*Of~'10 mK as mentioned several times
earlier., The critical concentration will conseguently be
véfy small; a feu Ffm at most, At such lou concentrations
the only important megnetic interaction is clearly the
indirect RKKY coupling which leads to the well-known spin-

glass magnetic order below same transition temperature ng.

The magnetic properties of the spin-glass state will, of
course, depend on the nature of the RKKY interaction and,
as mentioned in section 1.12, the inverse r3 - dependence
of the RKKY interaction gives rise to the existence of

scaling-laus (equations (1.74) and (1.75)). Thus the spin-

glass ofdering temperature, ng, increaseé linearly with the
impurity concentration. Houéver, inspite of the overall
daominance of the RKKY interaction in this low impurity
concentration region there is still a finite statistical
probability that some impurity atoms could find themselves
as near neighbours and subseguently couple their momsnts
through some magnetic interaction., The nature of this
magnetic interaction may be determined from the "Moriya
ruleaﬁ quoted in section 1.12, Thus for impurity atoms with

nearly half-filled d-shells the mzgnetic coupling is anti-

ferromagnetic whereas for impurity atoms with nearly-filled

d-shells the coupling is ferromagnetic, Therefore it is
expected that near neighbour Mn or Cr spins would tend to
couple antiferramagnetically whilst near neighbour CO spins
would couple ferramagnetically. UWe must however, cautian

against an injudicious applicatioh of this particular Moriya
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rule, especially with respect to Fe whose d-shell is just
more than half-filled., It does aépear that the effective
interaction between Fe aﬁoms depends sensitively an their
separation, being anéiferromagnetic if the separation is less
than a critical distance, This point is well illustrated by
the behaviour of the Rhfe system in which first order ferro-
magnetic = antiferromagﬁetic phase transitions occur in alloys
containing about 50% Rh (183), At room temperature the
magnetic phase chanées from ferromagnetism to antiferromag-
netism as the Rh concentration ingreases from 49% to SD%.
The lattice constant of the 49%Rh alloy is 2, 99344 uhlle
that of the 50%Rh alloy is 2.9864& . Also a S53% Rh alloy
is antiferromaénetic at 288K (lattice constant =‘2.987t&°)
but is ferromagnetic at 338 K (lattice constant = 2.997;X )
For sufficiently low impurity concentrations the
concentration of the spin clusters is negligible; for example,
if ¢ = 0,1%, the concentration of pairs of impurity spins is
abaout 20 PF,“ (see egquation (2.78)); The concentration af
larger clusters is evan much less., As the impurity cancen-
tration increases the concentration of these clusters
increases even more rapidly: for an fcc lattice c%aws ~ 0.,12%
and 0. 487 for impurity concentratlons of 1 and 27 respec- |
tlvely. Much more important,however, 1s that fact that there
is a rapidly increasing probability of large clusters formingy
extending say over several lattice spacings. Such large
clusters with their large moments are bound to significantly
affect the physical properties of the alloy in guestion.
The increasing significance of these cluétsrs as the impurity
concentration increases would imply that the scaling laus ecan

only apply in the low impurity concentration region
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(Cm & C & 5% say). Before continuing with the dis-
cussion aof the sucéessibn o? magnetic states we shall briefly
return to the Kondo region, It has been discussed already
how negar neighbour impurity afoms can in some cases help to
stabilize their local spins. This stabilization process is

not magnetic in origin but is due to charge density oscilla-

tions which affect the host density of states at the Fermi
level (see equation (1.59) and also reference 91). It issof
course, possible that the fact that the stabilized spins

would then couple magnetically may "catalyze" the stabilization
process, The resulting magnetic clﬁsters infaract via the

RKKY coupling to give what we shall term a cluster-glass

below an appropriate transition temperature, Tcg' This

phenomenon is often termed residual magnetism. A cluster-

glass will be taken to refer to spin-glass type ordering in
which the magnetic entities involved are clusters of impurity
atoms only, the single impurity atoms still remaining "non-
magnetic", Thus, by our definition, a cluster-glass exists
only in éhe Kondo region, ¢ < c . We shall restate that any
magnetic ordering can only significantly affect single
impurity atoms if the resulting internal field o~ K—;—}—&%E .
Again for low impurity concentrations only pairs or triplets
of impurity atoms will be important and if these are taken
as the magnetic units then the scaling laus would equally be
valid., Thus for AuCo TCg ~ 83 (91) whereas for Cufe (891)
and Aufe (184) T  ~ 2.

In the magnetic region we have seen that as the impurity

concentration increases one would have to consider both the

'"direct!' inter-impurity interaction and the RKKY coupling.
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In AuFe near-neighbour Fe atoms couple ferromagnetically
uhereés in AuMn or QHMn-near neighbour Mn atoms couple anti-
ferromagneticélly.

However, the fm coupling in AuFe must be viewed in
the contsxt of the comment made above in ths case of RhFe).

An alloy in which there are single impurity atoms—uith
well-defined spins and in which some of these spins couple
ferromagnetically to give large moment clusters will be

called a mictomagnet. The only example that has been

extensively studied is 6? course, AufFe. A second example
could be the MoFe system (212), The more general term of

sUperparamagnetism will be taken to include both cluster-

glasses and mictomagnets., In view of the prevalent lax
usage of these terms it is necessary to clearly define the
exact circumstances under which a given terminology is most
appropriate, This is done shortly below.

Irrespective of whether mictomagnetism occurs or not
if the near neighbour impurity coupling is ferromagnetic then

long-range ferromagnetic order is expected to set in when

the percolation limit is reached i.e. when there is a

sufficient concentration of impurity spins which can link

up to form an infinit= ferromagnetic chain., In the special
case where the fm coupling is restricted to just nearest
neighbour sites then the percolation concentration is
reached when 2t least two of the nearest neighbour positions
of a given impurity site AW occupied by impurity atoms

(185); it is given simply by

° T = 2.80
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which works out at 33.3, 25 and‘16.7% for sc, bcc and fce
(or hecp) lattices respectively, Dthér estimates of this
éoncentfation have been givan usiﬁg various approximations.
For exampls, Elliot (187) has obtained

S+

CP - S(zo") 2481

where S 1is the spin moment., By means of small angls
neutron scattering Murani et al (188) have determined that
for AufFe the percolation concentration lies betueen 15 and
17% Fe, which is in good agreement with the valdies given
by-equations (2.80) and (2.81) {(with S ~ 1.5 as observed
for Fe in fcc lattices).

Observe that if the range of fm coupling is less than
the nearast neighbour distance or more generally, if the
range is aluways smaller than the average impurity - impurity
distance, then ferromagnetism may never set in., On the othsr
hand, if the range spans several lattice spacings, then the
effective percolation concentration will bs small.

Ferromagnetism is obvigusly not the only form of long
range magnetic order that exists, 0Other forms include

helimagnetism, antiferromagnetism and spin density waves

(SDW), otherwise called "itinerant antiferromagnetism",

(a) Helical ordering (or helimagnetism) can be
stabilized from the spin-glass regime at an impurity concen-
tration determinsd by the nature of the host matrix (speci-
fically by the nature of the Fermi surface of the host,
which influences the range oF-the RKKY coupling - see
section 1.12). The impurity spins involved are usually

. . Gd
the rare-earths; for example, alloys of gi-} uiﬂw{—rb (189).
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While we shall strive to restrict our discussion to transi-
tion metal impurities only, we shall point out that some of
the discussion can be carried over to the case of RE impu-
rities with only minor modifications (to allow for say cryst
Field effects)., An important point is that such systems in
which helical ordering is stabilized from a spin-glass
regime are usually not "bedevilled" by clustering and are
therefore, the most sui%able candiaates for studying the
properti2s of a true spin-glass, particularly the dynamics.
(b) Antiferromagnetism in the conventisnal Form
where a Qell defined spin exists on a particular sub-lattice
cannot obviously occur in our alloy systems which arsz
nresumed to be randomly disordered. Tnerefore there is no
possibility thét this form of antiferromagnetism can be
stabilized from the spin-glass regime. What would happen
in say CuMn as the Mn concentration increases, is that an
increasing number of nearest neighbour Mn atoms couple
antiferromagnetically, giving local regions with practically
no internal field., The system, of course, still behaves
as a spin glass but its transition tsmperature ng will
slowly increase to a maximum and then decrease as the
number of'voids' (i.e. afm-coupled Mn atoms) dominatzs the
uncoupled spins. The effect should be more clearly reflected
in the effective momsnt or Curie constant obtained by fitting
the susceptibility to a Curie-Weiss law at temperatures

sufficiently above the corresponding transition temperstures.

The Curie constant should exhibit a gentle maximum whilz Ethe
hagnitude of the (negative)'Curie-Ueiss constant should

increase continuously. However, the above picture is a
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rather simplified one of the actual situation that may obtain.
As the Mn concentration increases a gilven Mn atom will even-
£ually find itself surrounded by more thanmjust a single
nearest neighbour Mn atﬁm. In such an event one of three
things may happen:-
(i) the Mn atoms adjust their spin dirsctions in such a
uay as to accommodate their mutual "dislike" of one another
say by the "canting" of their spins;
(ii) the lattice structure changes to a form that may
allow the mutual antiparallelism of the spins - probably
some sort of layered cubic structure;
(iii) both (i) and (ii) occur simultaneously.
(Note that a change of lattice structure could bring about
: observed
a change in thegmagnitude of the local spin).

For wamt of a better descriptivs name we will refer

to this type of system as a disordered intrinsic antiferro-

magnet (DAF).

(c) Amcng the transition metals it is only Cr that
has been unequivocally shoun to possess spin density waves,
This fact has been attributed to the particular nature of
its Fermi surface which through some god-effect happensz
to be Jjust right (a perfect matching of the electron and
hole portions of the Fermi surface) for the stabilization
of spin density wavas (157, 190). However, it seems to us
that the essential conditions favourable for the stabiliza-
tion of SDW include (i) existence of a small localized
mament, fé 0.4 }AB /vatom, (ii) an intrinsic afm coupling
between such moments and (iii) aﬁfairly large s-d exchange

- i #
coupling. These conditions are clearly satisfied for Cr,

[?#' see also ZQ{-Fk;é]
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and possibly for Pt,
Among the transition metal alloys only MoCr is knoun
to exhibit a transition from thz Kondo state to SDW at about

76% Cr (191, 192). This is not in the least unexpected -

not only are Mo and Cr isoelectronic but also they have the

same bece lattice structure with lattice constants that diffe

by less than 10%. A largely Cr matrix exhibiting magnetic
properties that-are similar to those of pure Cr is not
surprising.

UOnhe other system suspected of such behaviour is yet
another isoelectronic pair RufFe (193) with a critical com-
positian of about 50% Fe. Thé reasoh for the apparent
restriction of the occurrence of SDW to isoelectronic alloys
seems to be obvious - the need to avoid large potantial
scatta3ring effects, Accordingly, it 1s possible that in
JcMn SDW will be stabilized from the Kondo region at about
65% Mn if there are no metallurgical complications. One
imbortant point about the transition from the Kondo r=zgion
to the SDW region is that apparently no magnetic clusters
occur at all, It would not, of course, be experimentally
gasy Lo de=tect a cluster qF say two antiferromagnetically-
coupled spins each of momsnt f& 0.4}45 , so that the aosenc
of magnetic clusters is a moot point. It does not appear
that the rather tanuous link between the occurrence of spin
density waves and the superconductivity of one of the con-
stituent elements is of any grszat significance but it
should be further investigated especially in the light of
our suggestion concenning the superconductivity of transi-

tion metals,
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So far we have considered two classes of alloys; one

in which the first magnetic state that occurs is a spin-glass
which may or may not give way to long range magnetic order

at higher impurity concentrations. In the other class of
alloys a straight transition occurs from the Kondo region
into a SDUW region, apparently without any magnetic clusters
ever forming., Owing to the variety of magnetic behaviour
observed in the first class of alloys an equally varied

terminology has been used. This includes cluster-glass,

spin-glass, superparamagnetism, mictomagnetism and lately

disordered intrinsic antiferromagnet (DAF). In order to

clarify the situation and especially to specify the mag-
netic behaviour to be expected, we suggest the following
scheme. The term spin-glass should continue to be Qsed
to specify the magnetic ordering in a system where the
dominant exchange interaction is the RKKY interaction,

A cluster-glass refers to the ordering that may

occur in the Kondo region between clusters of impurity atoms,

giving rise to the so-called residual magnetism. Individual

f

impurity atoms still remain non-magnetic (in the sense

already described) because the internal field that ensues
with the magnetic ordering is usually not effective (i.e.
ce Ko Twp
9 Pe
Above the critical concentration all impurity spins
are magnetic and the magnetic properties obey the scaling
laws, We suggest that this particular spin-glass state be

called speromagnetism, in analogy uith a similar phenomenon

that occurs in some amorphous magnetic materials (194), oOf
all the spinéglass states it is only the speromagnetic

state that can lend itself to theoretical calculations
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because the concentration of magnstic units is known exactly
and also because, ideally, the conditions at all the impurit
sites are identical, Unfortunately, the concentration rangs
over which speromagnetism occurs 1s rastricted to fairly
low impurity concentrations ( ﬁé 5%) .

From the speromagnetic.state;“long range magnetic
order may be stabilized in two cases: helimagnetism far
RE impurities and ferromagnetism for some allois of Fe and
Co (the only proven examples ta=-dais are AufFe and BDCO,
although as discussed below the exact succession of magneatic
states in the lattar system is not very clear). The onset of
ferromagnetism in Aufe alloys is preceded by mictomagnetism

=
}

in which there exist large Fe clusters with their spias
coupled to givs large moments. Ons cannot easily predict
the exact behaviour of a mictomagnet because owing to the
existence of bath single and cluster spins ane has to
consider the interactions between the single spins, betuween
the single spins and clusters and also the inter-cluster and
intra-cluster interactions., It is clearly conceivable that
a mictomagnet would havs a number of czharacteristic temperé-
tures corrasponding to these various interactions, but we
shall consider only two of thase. One is the transition
temperature, ng, characterizing the spin-glass ordering.
This will have to be an average value because the transition
from the spin glass stats L2 the 2aramagnetic state 1s
considerably broadened owing to a di;tribUtion of local

fields. The other characteristic temperature is the tempe-

rature Tcl’ at which clusters of the most probables size

are formed, i.e. TCl is a measure of ths interaction energy

between the spins in a given cluster. Murani (195) has
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- repaorted ooserving thas= twn tamperaturass for Au 15% Fe.
Finally, a speromagnet can give way to disardared iﬁtéinsi:
éntiferromagnetism in 2lloys wher2 the effective interaction
between neighbouring impurity atoms is afm., Tnis applies
mostly to Mn alloys.,

We shall stress again that the abave classification

=

schemeAhelps to give useful information about the type of
spin-glass ordering and especially about the relsvant concen-
tration regime., The main distinction bstw=2en the varinus
typas lies in the.distribution of local fields. With the
exception of the speromagnetic stats whare the local fields
are expected to be uniform all nither spin-glass states have
local staggered fields whose different characteristics servs
to distinguish them - the presence of strong fields amidst
an otherwise uniform distribution of local fields would
indicate a2 mictomagnet, =tc. That the distribution of local
fields in a speromagnet is nearly uniform may be deduced
from the muon-spin depolarization experiments on Cu C.7% Mn

and Au 1.5% Fe by Murnick et al (196) who shouwed that the

distribution of the dipolar fields on the impurity sites

had no strong peaks or singularities, To summarize the

successisn of magnetic states in . "spin-glass allaoys"
is as follous: mictomagnetism)-<4ferromag~
netism

Cluster-glass —P> speromagnetism

(Kondo P—egl D'\>

e.g. Aufe, MaofFe

DAF  e.g. CuMn

glimagnetism

Since cluster~glasses and mictomagnets contain magnetin

—

entities with fairly large moments they may also be referre:

tc as superparamagnets.
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There is yet a third class of allovs for which there
appearé to be a straight transition from the Korndo region
to ferromagnetism, again with a Cluster-glass’ragime existin
just below the critical concentration, The alloys exhibitin
this kind of behaviocur include -

(a) Pd hbased alloys of Mn, Fe and Co and Pt Co J

(b) Alloys of Ni with non—mégnetic metals

(c) a few other alloys of Fe such as UFe and possibly
NbFe. ” ‘

The list is not exhaustive but probably contains all the
alloys at present knoun to show the particular bshaviour
mentioned, The most extensively studied are the Ni and Pd
alloys.

The onset of magnetism in these alloys is essentially
the same as in the spin-glass alloys, the importance of
local environment effects depending on the pezuliarities of
a given host and a given solute., In the Pd-based alloys of
Mn, Fe and Co ferromagnetisn sets in at very low impurity
concentrations ('~ 0.1%), with each magnetic unit seeding
a polarization cloud and so giving rise ta "giant moments",
Both the low critical concentraticn and the onset of ferro-
magnetism (instead of speromagnstism as in say Au-based
alloys) are a direct consequence of the fact that Pd is not
just nearly magnetic (T*_ 22 85K) but nearly ferromagnetic,

h

as compared with Pt which is also nearly magnetic but with

a tendency touards antiferromagnetism (se= preceding section)
Thus Pt based alloys of the same impurities exhibit some of
the properties of the archetypal spin-glass alloys. The

difference in the behavioudr of various solutes - from Co and

Fe for which the Curie temperature TC increases at tha rate
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dTc
dc

4,1K/ at %,‘fo Cr for which a spin-glass state sets in at

of about 52K/ at %, to Mn for which is a leisurely
about 7 at ¢ Cr - can be understood sither in terms of the
spin polari%afion of the host matrix as given by the Moriya
rules (section 1.12a) or, more consistently, in terms of
the poéition af the impurity VBS with respect to the Fermi
level of the Pd host, and the concomitant mutual effect on
the characteristic temperatures of the impurity and host,.
The characteristic temperature, T*O; of Cr in Pd has been
estimated (102) at about 200K which would imply that T*_
for Pd was conéiderably increased from its valus of 85K for
the pure matrix (see equation (2.35)). This wzuld not be
unlikely if, by analogy with Nilr, the Cr VBS were to lie
above the Fermi lesvel of Pd.

In PdFe and PdCo neutron diffraction measuremsnts

(197, 198) have established that the spin polarization of

the matrix is of the form

_Kor
7(("‘) ~ ":/Te 2,82

wh=re r is the radial distance from a solute atom and KO
is the inverse polarization range which has a value of about
D.ZR —1. Now for an impurity concentration c© the average

distance betwsen the impurity atoms is given by (199)

..l/s
y;v - 0-5’;4—(._ ao 2.83

where Ay is the lattice constant; thus for ¢ ~ 0,1%,

';V ~ 5.54Q, and for Pd this gives an average sesparation

of about 22R between the centres of the polarization clouds.
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Since the polarization range (= 1/KO) is about SR it is
just conceivable that the Fergomaéhefism of dilute PdFe and
PdCo alloys arises through the overlap of the polarizétion
clouds seeded by the impurity atoms., UWhile a great deal

of attention (perhaps too much!) has been focused on the
"Special” proberties of Pd, less notice has been taken of
%he Fact—that a critical concentration exists for the onset
of ferromagnetism. Chouteau and Tournier (200) have inves-
tigated the magnetic properties of Very dilute_EQFe alloys
and have shown that residual magnetism exists in éhe cancen=-
tration region below the critical concentration (0,1%Fe)
Just as in AuFe or nge. Thus a cluster-glass regioa»also
exists in the-EgFe system.

The behavidur of the other alloys in the group being
presently considered is simply explained in terms of local
environment effects which, although present in any given
alloy system, are mast important for end members of the tran
sition metal series, This is especially true of Ni impuri-
ties in non-magnetic matrices. Extensive studies (magnetiza-
tion (201-203), neutron diffraction (204), NMR (205), heat
capacity measurements (201, 206) etc) have clearly shouwn
that in CuNi alloys only clustsrs of eight or more Ni atoms
are magnetic in the critical concentratian region ( £ 4B%Ni)
These clusters became Ferromagnéfically caupled (either
through RKKY interactians or through the overlap of the
clusters themselves) when their cancentration reaches a feu
tenths aof an atomic“percent. The existence of such clusters
has also bsen shouwn in many otﬁer allay systems - VUNi,

CrNi, RhNi, UFe, etc and there is no longer any doubt about
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the inhomogeneity of the onset of ferromagnetism in these
alloys. In fact, it would seem that inhomogeneity is a
necessary-Feature of the onset of ferromagnetism in dis-
ordered transition metal alloys since even in spin-glass
alloys the ferraomagnetic region is preceded by mictomagnetism.
The inherent inhomogeneity of this ferromagnetic transition
Has made the exact determination of the critical ccncentra-
tion difficult, partly speculative and partly subjsctive
through the use of ad hoc criteria which sometimes have no
sound physical basis, It is in recognition of this praoblam
that we shall devote the uhole of section 2.5 to either
deriving some relations that may be used to guantitatively
analyse the data or else to explain the physical basis of
any extrapolation procedures,

The presence of the magnetic clusters is reflected in
their effect an the physical properties of the alloy systems,

Thus one can either observe a resistance minimum as in CulNi

(20?), VFe (208), a change of slope in the plot of the

residual resistivity against the impurity concentration

(208) or a magnetic cluster-glass, The culpzble failure to

recognise the existence of such cluster-glass regions in
these systems, particularly CuNi, PdNi and PtNi, has not

in the least helped towards a better understanding of their
properties. Well above the ferromagnetic Curie point, the
magnetic clusters continue to exist as superparamagnetic
entities until a temperaturs, Tcl’is reached at which the

thermal fluctuation energy is équal to the intra-cluster

interaction energy and the clusters therefore break up.

We recall that Murani (195) reported observing T, < 110K



for a mictomagnetic AuFe alley (15% Fé). For VFe T &£ 100K (208)
while for CuNi T. 2 600K (207), quite close to the Curie
temperature of pure Ni. The interpretation of the observed behaviour
in Cu Ni has, however, been questioned by Ahmad and Greig (209) who
found similar anomalies in the temperature dependence of the electrical
resistivity of a Pd 40% Ag alloy as found in several Cu Ni alloys (207)*.

Thus in general the succession of magnetic states in binary alloys
follows three main patterns:

(i) "Spin glass™ alloys

(i) "SDW" alloys

(iii) "Giant moment" alloys.
In spin=glass alloys a speromagnetic (SPM) state is sfcbilized- before any
long-range magnetic order ensues whereas in SDW alloys and "giant
moment™ systems there appears to be a straight transition from the non-
magnetic (Kondo) region into long-range magnetic order. Also in (i)
and (ii) the magnetic state is preceded by a cluster-glass region which
occurs in the Kondo region just below the critical concentration: this
cluster region is apparently absent in (ii). Finally in (i) the fm
state is preceded by mictomagnetism so that one can assume that the
onset of ferromagnetism in disordered alloys is always inhomogeneous.

The magnetic phase diagrams corresponding to the above three

patterns are sketched below.

* The resistivity of PdAg alloys (including Pd 40% Ag) has been
recently remeasured by Arajs et al.(756). The minimum observed
by Ahmad and Greig, which was not confirmed in these recent
measurements, was atiributed to strain effects rather than being
an intrinsic characteristic of the PdAg alloy system.
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Fig.2.9

Magnetic "phase diagram" of a spin-
glass alloy,

Figure 2,9 represents the general magnetic phase diagram
for a spin-glass alloy. The letters NM, PM, SG, FM and

AFM refer to the non-magnetic (Kondo region), paramagnetic,
spin-glass, ferromagnetic and antiferromagnetic regions.

Cp is the percolation concentration already defined, and
applies only to FM and HM, since at the moment we are not
sure hou such a concentration would apply in the case of a
transition to AFM. The other symbols have their usual
meanings. The shadsd area around Cm denotes the cluster-
glass region; one should be extremely careful in interpreting
the properties of a system within this concentration region

because Cn is a sort of triple point and a complex bsha-

viour may be expected. We have emphasized several times
that ‘cluster-glass ordering in the Kondo region can only

affect individual impurity spins if the resulting internal

| | | Ke Trn
field acting on an impurity atom ~ jgjrﬁf.‘
J/M8
Close to Cn where T*irnp ~ 0 this condition may be satis-

fied so that individual impurity spins become well defined

belou Tcg-' The small overlap of the cluster-glass region
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intoc the true magnetic region implies that in this region
the cluster-glass temperature, Tcg’ is larger than the spin-
glass temperature, ng.

The above sketch neglects the complications intro-
duced by inter-impurity interactions which become important
beyond the speromagnetic region and which may lead to
ferromagnetic or antiferromagnetic impurity clusters. Let
us consider some of the details in the case where Ferrohag-
netic c;ustering occurs, i.e. where mictomagnetism is
observed, as in Aufe or Mofe., Firstly, uwe have to delineate
the speromagnetic fegion, {SPM)Auhich is a small concentra-

tion region above ¢ As stafed already the only reason

m.
for doing this is that this is the only region in the phase

diagram where the concentration of magnetic units is exactly

known, a priori. This concentration 'is equal to the impurity

concentration. Neglecting any statistical concentration
fluctuations the situation at a given magnetic unit site is
the same as at any other site, i.e. the magnetic moment,
the local field (dipolar + RKKY) etc are the same. This
fact coupled with the inverse r3 -dependence of both the
dipolar and RKKY interactions essentially account for the |
scaling laws observed in this concentration regime, The
scaling laws may alsc apply in the cluster-glass region
bepause the magnetic units are probably predominantly of a
particular cluster size-=— either pairs or triplets, etc., If
the concentration of such clusters is known, say from an
analysis of their paramagnetic behavicur, then there is no
reason why the scaling laws should not apply. Beyond the

SPM region is the mictomagnetic region whose characteristics
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have also been defined. Here we have a broad transitian

temperature region whose upper bound i8 TCl (measuring the
H

intra-cluster interaction energy of clusters of the most
probable size) and whose lower bound is the actual ng
which, it uouid appear characterizes the impurity spins not
grouped within any clusters,

We think that as the impurity concentration increases

T also increases because the size of the most probable

cl

cluster may increass and, at the percolation concentration,

T should coincide with the Curie temperature, TC, since

cl’
here the ferromagnet is essentially (and by definition) an
infinite cluster. In Aufe this occurs near 16%F e uhich is

about the critical éonceﬁtration. Accordingly,_Far such an

alloy we sKetch a typical phase diagram as in fig. 2,10

_Fig.2.10: Magnetic phase diagram of
o a mictomagnetic spin-glass
alloy, e.g. Aufe, MoFe.
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The above phase diagram closely resembles that given
by Murani =t al (188) who labelled the shaded region as
supérparamagneti&. .

We should perhaps make the following two comments,
The first one refers to the variation of ng with impurity
boncentration. As observed for Aufe ng .increases rela-
tively slowly with impurity concenération instsad of a
rather rapid va¥iation expected because of the fm clustsring.
One explanation of this behaviour is to assume that T8 is

g
proportional toc the numbar of magnetic units. As the

impurity concentration increases so does the number of
impurity atoms grouped into clusters; therefore the effective
number of magnetic units is smaller than the impurity con-
centration and in fact, is only marginally bigger than the
number of spins not grouped into clusters., This is the
rationale behind our earlier statement that in the micto-
magnetic region ng refers to the "loners" i,e, ungrouped
spins., The other comment applies to only AuFe and then well
into the ferromagnetic regime. As the Fe concentraticn
increases the lattice constant decreases and at some point
the near neighbour distance decreases below a critical

value so that neighbouring Fe atoms now interact antiferro-
magnetically, Beyond this limit the comments we made earlier
about the possible canting of spins and/ or lattice distor-
tion in Mn rich spin-glass alloys such as CulMn would equally
apply. This explains the remerk made above that the fm
coupling.betueen impurity Fe atoms in AuFe must be viswed

in the same way as in BﬁFe; It is notﬂualikely that the

metallurgiczal problemsdencountered at the Fe rich end of the

AuFe system are related to the magnetic properties in this



region,

In a DAF spin-glass alloy afm clusters exist, so tThat
the suéceptibility of the alloy becomes increasingly smaller
as the impurity concentration increases. As in the case of
mictomagnetic alloys ng here increases siouly with € as
uéll and uvill actually attain = maximum, albeit a gentle
one. With the exception of little diffzrencss ths phase
diagram for a DAF spin-glass alloy, sketched in figure 2,11
below, 1is essehtially as for a mictomagnetic alloy (fig 2.10).
A cluster tempsrature exists and in this case correéponds
to the afm intra-cluster coupling energy. For Cu 65% Mn
the susceptibility and elactrical resistivity data (219)

indicate that ngv\J 135K while T ~~ 240K. Again

cl

T should jcin up smoothly with 1& at the concentration

cl

where long-rznge arm 9rder i1s =2stablished.

TA

T

) > C
("'70?:( Ma -Fuf‘ C_L_l M,\)

Fig.2.11: Magnetie phase diagram
for a DAF spin-glass alloy
(cf Fig. 2.10)

Note that as in the AufFe case, close ta the concentration

for spin-glass —> afm transition ( ~ 70% Mn in CuMn)

Tcl-fh 2ng. It is not known now what significance,'if

éhy,thisvbﬁséfy§tion has.
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Figure 2.12 i3 tte phase diagram for "SDW alloys"
and ~ "giard moment alloys" in which long-range magnetic

order is stabilised from the Kondo region,

TA

-4 T PM pTe or I
\\\\ /
\
\
FJhd b EM or SDW
CCun:)  (MoCr)
~ Cm P

Fig.2.12: Magnetic phase diagram
of "S0W" and "giant mament®
alloys.

Again the shadasd region is tha clustsr-glass resgion which is
observed only in the case of "giant moment" alloys.

The above phase diagrams should be compared with those

=
]

in current literature, such as the phase diagram o

Sherrington and Mihill (210) - figure 2,13

T A

PM

Fig.2.13: Magnetic
phase diagram
in ref.210. K F:p4

T 1

NV
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One important difference is the clear dslineation of the
Kondo region.

In conclusion let us consider the magnetic behaviour
of the‘solid solutions of the isoelectronic 4d-3d transition
metals:

Y‘+ Sc : The properties of the alldy system are not
knoun, but since Y is superconducting
under pressurs it may be expected that
dilute l—Sb alloys have a similar property.
Zr + Ti : Alloys are superconducting for all com-
positions $Tsc is minimum et the equi-
atomic compbsition.

Nb + V Same as for Zr-Ti

Mo + Cr : Dilute MoCr alloys (£ 5%Cr) are probably
superconcucting but not iﬁ the cubic phasse
(211)8 the system becomas magnetic (SDW) at
about 78%Cr.

Tc + Mn No data.on the alloys are available;
possibly very dilute TecMn alloys may be
superconducting., A magnetic state, pre-
sumably SDW in the hcp phase, may set
in at about 65%Mn.

Ru + Fe : As already mentioned Rufe becomes magnetic
at about 50% Fe, and it is suggested that
SDW occur, |

Rh + Co : Iﬁ is currently though® that a spin=glass
state occurs at about 20% Co and ferro-
megnetism at about 36%; Bui it would

appear that what occurs at about 20% Co
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is a cluster glass which goes gver into
ferromagnetism at about 44% Co. Thus RhCo

is a giant moment alloy, like EHNi. (See

immediately belouw).
Pd + Ni : Magnetic clustersbform at about 0.7% Ni

but ferromagnetism does not set in gntil close

to 2,8% Ni (see below - section 2.6).
It is clear from abové that as one moves across the periodic
table from left to right the isoelectronic alloys change
gradually from being superconducting to magnetic$ SDU occur
in the middle of the table and give way to "spin-glass
alloy " behaviour in RhCo and finally to the "giant moment"
Ferromégnetism of PdNi. Perhaps a similar vafiation OCCUTS
along a column e,g. frcm indications of antiferromagnetism
in Pt to nearly fm Pd to fm Ni,

Comment on the RhCo System

Finally a brief discussion of the RhCo system is nece-
ssary in order to identify the class of alloys to which it
properly belongs, since the current account (213, 214) of
the succession of magnetic states does not appear to be very
satisfactory. As expected local environment effects are
operative since in the dilute limit the Co atom does not
appear to carry any local moment (215). Electrical resis-
tivity measurements (213, 214) exhibited in the form of a
plot of AP‘(’—‘ﬁ.z-—ﬁ_l ) where ‘F__'_ is the resistivity
at a temperature T) against impurity concentration shcwed
two anomalies - a rather prominent maximum at ~~ 20% Co
and a kink at ~s 36% Co. The anomaly at 20% Co uaé
assumed to signal the-oﬁset 6? a spin-glass s£a£e which

then went over to a ferromagnetic state at about 36% Cao,



- 168 -

A recent sﬁudy (216) of the magnetic properties of the system
éttemptea to Fufthef substantiate the above conclusion,
However,after a careful study of the resistivity and magnetic
data we are forced to zconclude that instead of being & spin-

glass alleoy the RhCo system is really ancother giant moment

system in the mould of CuNi or RhNi (which is to be dis-

cussed later), In fact, Jamieson (2%6) did notice that the
tamperature aepeﬁdence ofnthe suscéptibility of the RhCo
alloys resembled that of RhNi alloys. Unlike in the CuNi
or RhNi system where no structural changes cccur, ferro-
magnétism apparently does not set in in RhCo alloys before
the martensitic fcc—$»hcp transformation becomes unavoid-
able. Certeinly the Rh 42% Co alloy is a cluster-glass
whereas the Ferromagnetism-reported (216) for Rh 44% Co
must be viewed in relation to the structural transfbrmation
that was suspected to have occurred, The apparent satura-
tion of the magnetization of this alloy in small fields

( e~ 100 0 ) is similar to that observed by Acker and
Huguenin (220) for some CuNi alloys with concentrations
just below the critical concentration ( ~~ 47.5% Ni). A
fuller discussion will be given elsewhere., Our immediate
interest, in the light of our reclassification of the RhCo
system, is in the significance of the anomalies observed

in the resistivity plot mentioned above. The phase diagram
of the RhCo system, as given by Hansen.(217), indicates that
a martensitic fcc ——f»hcp transformation may occur at low
temperatures at about 40% Cc. Recent hardness studies
(218), hcuever, have shogn"that.hardness—sensitive struc-

tural changes probably occur in two ranges of compesition,
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namely from about 13-20% Co and from 35% Cﬁ upwards. UWhile
acknowledging the difficulty in assessing the evidence for
structural changes in the lower Co concentration range the
author (218) nevertheless suggests that the observed hard-
ness changes indicate the presence of a dome-shaped phase
field with a maximum at about 320K (~~16% Co) and which
widens to between 7 and 25% Co at nitrogen temperature.

For the higher Co contents it was suggested that the maxi-
mum probability line for the fcc—=>hcp transformation runs
from ~360K at 50% Co to ~76K at 40% Co; it is therefore
possible that at helium temperatures the transformation
could begin at about 36% Co! Skipping the relevant argu-
ments, for the moment, we shall just conclude that the
observed anomalies in the resistivity difference plot do

in fact, represent structural changes and so open up the

possibility of using such measurements to study martensitic
transformations.

Perhaps we should caution that as an indicator of a
change in magnetic regimes the resistivity difference plot
(aa— e vVersus c) should.be used with extreme caution,
It should only be used as a last resort after all attempts
to fit resistivity data in the relevant temperature range
to physically meaningful laus (power lauws, 1lnT terms, etc)
have proved abortive. UWith a clearer pattern of the evolu-
tion of magnetism in binary alloy systems gradually emerging
the use of such plots as "magnetic indicators" will be
rendered largely unnecessary,

2.4, The Order Of The Phase Transitions

Typical magnetic phase diagrams for the three main

groups of transition metal alloys have been sketched in
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figures 2.9 and 2,12. As the diagrams show we can distin-
guish four main regions namely - the Kondoc region, the
spin-glass region, the long-range magﬁetically ordered
region (ferromagnetic, antiferromagnetic, SOW or helical)
and cof éourse, thé ubiquitous paramagnetic.fégion. "
The first three regionSgo ovar intoc the paramagnetic
region.at varicus concentration-despendent temperatures,
We shall therefore consider the following traasitiocons:-
(a) Kondo region ———P> paramagnetic region
(b} Spin-glass —P> paramagnetic reqgion
(c) Long-range magnetically
| brdered state ———P paramagrstic region

In additicon there are also transitiocns which occecur as a

function of concentration at a constant temperature (which

for convenience will be taken as absolute zero)., The
latter transitions are =

(d) ths transition from the Kondo regiocn to a
magnetic state (either spin-glass, ferromagnetic or SDW);

{e) the transition from a spin-glass state (random
magnetic order) to magnetic lon_ -range order,

Qur first task is to clarif * the orders of these
phﬁse transitions and toc do this ii will be appropriate to
recall the distinctions between the ’ Tious types of phass
transiticns. 1In a phase transition th. thermodynamic
potential (or the Gibbs free energy), G, remains constant

uhilst its derivatives may change. For a first order phase

tfansition tne first order derivatives of G (entropy and

volume) change discontinuocusly at the transition point

whereas the second-order derivatives (heat capacity, thermal

expansivity and the isothermal compressibility) diverge at
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the transition pecint, Familiar sxamzles include -
(i) fusion, vaporization and suolimation;
(ii) onset of ferroelectricity in displacive ferro-
electficé;
(iii) order - disorder transition of AB, alloys,

In a second-order transition the first-order deriva-

tives of G <change continuously but the second-order

derivatives undergo finite changes at the transition tem-
perature, This finiteness of the discontinuity of the
second-order derivativas is extremely important because

it rulzss out most of thes phase transitions usually classi-
fied as second-order phase transitions, To date it appears
that the only genuine second-order dkase transition is the
transition from normal to superconductivity at the super-
conducting transition tzmperature Tsc' ITyhowsver, the
second-order derivatives diverge at the transition point
instead of undercoing finite discontinuities then we have

a )\ (lambda) - transition (221, 222), a name that arises

from the shape of the heat capacity curve near the transi-
tion point (the same shape as for a first-orcder transition),
To be consistent a )\-transition, should be called a

third-order pnase transition, since the third-ord=zsr deriva-

tives of G would undergo finite discontinuities at the
transition point. This distinction between second-order and
third-order phase transitions is best illustrated by the

variation of the heat capacity curve in the critical region -

figure 2,14, Exampl2s of third-order phase transitions

include -

(i) onsst cf ferroelectricity in order-disorder

ferroelectrics;
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Fig,2,14: Variation of the heat capacity curve
near a phase transition point.
(ii) order-disorder transition in AB alloys:
(iii) the transition from long-range magnetic order
to the paramagnetic stats;

(iv) the He? (1iquid) ———-pHe‘l‘l (1iquid) transition.
Hitherto it has been the practice to lump all co-
operative phenomena as phase transitions of the second arder

but it is clear that the kind of cooperation envisaged in
superconductivity (i.e. a Bose gas condensation) is very
different from the cooperation involved in say long range
magnetic ordering.,

We may also remark that if a would-be third-order
transition involves an appreciable volume strictiaon then
it becomes a first-order phase traﬁsition instead. The
volume striction could either be caused by primary structural

changes as in displacive ferroelectrics, or by changes in
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tne magnetic interactions (spontaneous magnetostriction).

As an example of the lattef case Wwe mention the ninkel
arsenide structure compounds, like MnAs and MnBi, which

lose their spontaneous magnetization ébruptl§ ét some
femperature. This is taken as a first-order ferromagnetic-
antiferromagnefi: transition caused by "exchangz-inversion"
(223). Finally, we note that a phase tfansition can be OFN
dne brdef according to one variable and of another order for

a different variable s.g. metamagnsts undergo a first-order

afm-fm transition under the action of a strong magnetic
field (pbut this is not eguivalent to spin-flopping in an
ordinary afm) while with temperature as the variabls the
transition becomes a third-order transition.

In view of the foregoing, we can now classify the
transitions (a) - (e) as follows:
(a) The transition from the Kondo region to the paramagnetic
region is not a true phase transitinon as already explained
(see section 1.3). The boundary between these two regions
in the magnetic phase diagrams merely indicatss a change
of regime from the Kondo region where spin fluctuations are
dominant to the paramagentic region where thermal fluctua-
tions are more important. This change of regime is reflected
in the temperature~dependence of various physical prooerties
of the magnetic system such as the thermopower (224),
electrical resistivity (106, 129, 130), magnetic suscap-
tibility (see section 2.2), heat capacity (11, 225) etc.
In order to maintain some form of consisteﬁcy in the order
of phase transitions it may bes perhaps appropriate to call

this change of regime a zero~order phase transitinon which,

of course, implies that the thermodynamic potential is not
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conserved during the transition,

(b) Ue propose that the transition fraom the soin-glass
statz ta the paramagnetic state is a praoper secand-arder
phase transitiaon which occurs at the well-definad transition

temperature T the spin-glass temperature, This is because

sg?

(i) one can define an order parameter in tarms of the local

magnetizatiaon whereas no such order parameter can be defined

in the paramagnetic state;

(ii) Numerous measurements aof the AC or very low fiesd DC
suséeptibility exhibiz a very sharp peak at Tgg (226, 227);
(iii) The usual argument against the existence of a proper
ﬁhasé transition has been the rather broad maximum observed
in the heat capacity near Tgg (228) instead of a A -shaped
curve, This argument is, however, incorrect since we have.shouwn
above that thare is a clear definitive distinctiaon between
secand=-arder and third-order phase transitions and this
distinction is alsa reflected in the variation of the heat
capacity across the transition temperaturz (see fig. 2.14).
The broad specific heat maximum may, in fact, confirm that
the transition at Tsg is truly second=-aorder. A further
discussian of this will be given elsewhere although the heat
capacity of spin-glasses will be mentioned brééfly in

sectiaon 2.8,

(c) The transition from the long-range magnetically ordered
states to the paramagnetic region is, of course, an example
of the well-=knouwn coaoperative transition which we have shaoun
should be a third-order phase transition (or a )\—transition).
We should, of course, add the praviso'thaf where there ssists
a spantansous volume magnstaostriction thne transitiaon rsverts

toa first-order,
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(d) The transition from tha Kondo region to the spin-glass
stéte.clearly involvas a chanée of magnetic symmetry. Since
the critical concentration point is a triple-point, the
t:ansition to the spin-glass state must be of the same order
as that occurring at Tsg, i.2. it must be a second-order
nhase transition. By.a similar argument the transition
fraom-the Kondo regibn to gither ferromagnetism or SDW must
be third-order.

(e) We Finally consider the transiticn frcm a spin-glass
state to long-range magnetically ordered states. Such a
transition daes not involve any change of symmetry since
clearly we can define the same order parameter for the

tJo regimes (the local magnetization), Thzrefore, it cannot
oe 2ither a sacond~ or tnird-order phase transition; so by
elimination it must ke first~order, If this is the cass,
the transition must be accompanies by a significant spon-
taneous volume magnetostriction probably leading to struc-
tural transformations., We recall that two of the most
studied spin-glass alloys Aufe and CuMn are metallurgically

problematic, ths former being sutject Lo atomic zlus

ot

gring
while in the latfzsr several allotropic forms may coexist,

In particular, in AuFe uhere small angle neutron scattsring
measurements have canfirmed the existence of the spin-glass -
ferromagnetic transition (183) the obssrved properties for
impurity soncentrations greater than a few atomic percent

are those of a metallurgically metastable system, sincz the
true egquilibrium states consist of tuo phases., The single
phase fcc structure in which the ferromagnetism is observed

is only retained at the temperatures at which observations

are made by quenching from high temperatures. The quenching
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mersly slows down thhe segregation of the pheses so that the

details of the magnetic behaviour depend on ageing,dfnealing,
cold-work, etc. Some "giant moment" alloys such as \fe
also are metalluréicaliy difficult,—thare being a tahaency
towards atomic ordering in a CsCl structures which would keep
the Fe atoms separate, The martensitic foc——whcp trans-
formation in BﬁCo near the critical concentration For tha
onset of farromagnetism has been previously mentioned. We
shall not pursus this gsartlcular proolam any furtiier e

The above discussions on the order of the phases

transitions arsg best summarised in figurs 2,15,
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Wz observe that in the above diagrams the order of the
phase transitions apnears to be conserved!

An important conssquence of the distinction betwesn
second-order and third-order phase transiticng is the
thermodynamic improbability of the coexistence of super-
conductivity and ferromagnzatism, but supercconductivity and
spin-glass magnetism can certainly coexist, The neutron
diffraction mecs_—rements of Roth et al (230) on Ce!__,‘TB,LQUJ
compounds havz clearly shown that only éhorf—range magnetic
order exists in sampias that are superconducting while
samples which exhibit some long-range magnetic order (those
containing more than about 40% Tb) are not superconducting.

Further commants on "ferromagnetic superconductors" will

be made elseuhare,

2.5, A Thermodynamir Tha2ory Of The Onszt Of Ferraomagnetism

In Some Tranmsiticn Metal Allays

2.5(i) Introduction

Having dealt 2t great length with phenomenolngy of
the oaset 27 magnetisn in transition metal slloys in general
we shall now restrict further discussion to "giant
mament alloys" where a transition occurs from the Kondc
region to the ferromzgnetic state. We have already consi-
dered the magnetic phase diagram for such systems (fig. 2.12)
and alsc explained in the preceding section why this transi-
tion is a thnird-order phase transitiom. Our primary aim
in this section is tc Fully consider the thermodynamics of
this transition and for this purpose we shall apply Landau's
theory of cooperative phase transitians {231) especiélly in

the form extensively developed by Belov (232). Soms of the
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properties of a number of these alloy systems hava been
explainad in terms of a transition from a strongly exchange--

enhanced paramagnet to a weak itinerant ferramagnet (75-79,

233-236). However, in what follows we shall attempt ﬁo shouw
that a Qide'range of experimental results is easily expli-
cable only by the thermodynamics of the phase transitian so
that these results are independent of any particular model
of ferromagnetism - a fact that has been previously pointed
out (237, 238) but apparently generally ignored by the so-
called cognoscenti. Furthermore, for all tne binary allays
in question, we have already shown that the onset of ferro-

magnetism is necessarily inhomogeneous, the ferramagnetism

arising from the interaction between magnetic clustsrs., These
clusters also give riss to a cluster-glass region below the
critical concentration for the onset of farromagnatism.

Many of the apparently caomplex praoperties of these alloy
sytems which do not follow from 2lementary thermodynamics
alone may be attributable to the existence of magnetic
clusters; the failure to take a proper account of the effect
of these clustars has, in a few cases, led to & gross mis-
interpretation of the observed data.

The applicability of Landau's theory follous naturally
from the fact that near the critical composition bath the
spontaneous magnetization, M, and the Curie tamwperaturs, T,
are i%evitably small, Consequently, the theory developed
herz should be valid for all temperatures fraom absolute
zero up to, and above, the Curie temperature, in contrast
to the usual Landau theory which is only valid in a2 small

temperature range near ihe transition point. Also since the



- 179 -

magnetic moments are observed on favoured clustsrs only

Wwhose concentration near the critical composition is usually
small (about a Fsw tenths of an atomic percent) the satura-
tion moment per atom would clszarly be small (less than a

Bohr magneton) and so non-integral. That this is so there--
fore, cannot be teken to automatically imply the itineracy

of the magnetic electronsy on the contrary, the very existenc

of such magnetic clusters does rule out the appropriateness

-h

07 any simplistic model of itinerant ferromagnetism. Even
for those ferromagnetic intermétallie compounds where
clusters have not yet been shown to exist - specifically

- a little care should be

Sc,;In, UGe, and PuGe

3 2
exercised in labelling them as itinsrant ferromagnets,
especially in the light of our comment on the relatiorn
between superconductivity and ferromagnetism in transition
metals (section 2.2), i.e., spin fluctuations could be of
decisive importance. However, our terms of reference do
not, for the moment, include the intermetallic compounds.
Their properties will, therefore, be discussed elsewhers,

To be able to use Landau's theory, we need to define
an order parameter., This comes in naturally as the sponta-
neous magnetization in terms of which we can uniquely define
a critical concentration for the onset of ferromagnetism,
We denote this concentration by Ce. As discussed belouw, the
magnetic behaviour of these systems is significantly affected
by an externally applied pressure. Conseguently, it is
important to specify the external pressure in the defini-

tion of ce. Ideally ue would have required a zero external

pressure but it is perhaps more convenient to uss the normal

atmospheric pressure as standard since it may not always be
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possible, ab initio, to know the exact variation, with
pressure, of the specific property being investigated to
enable a precise extrapolation to be made., Thus we shall

define the critical caoncentration as follows:-

Lm M(B.,T) = O

B T—>0 2.84

c—>Ce
for a given temperature T and at normal atmospheric pressure.
M(Bg,T) is the observed magnetization for a magnetic inductian
Bg and at a temperature T; C; is a concentration which is
infinitesimally smaller than the critical concentration. A
direct determination of C¥,by bulk magnetization measurements
is rather difficult because the existence of magnetic clusters
in the critical composition region implies that there will
always be some measureable response in a finite field. 1In
particular, ane cannot know, a priori, that this response is
linear so that the validity of determining M by extrapolating
high field measurements to zero field is questionable. Our

objective includes deriving expressions which would enable a

quantitative analysis of the magnetization data to be made

and hence allow for a proper extrapolation to the critical
concentration., Such a procedure should stop the rather pre-
valent use of ad hoc criteria some of which are subjective
while others have no sound physical basis other than the
fact that they appeared to work in a previous example.

Other methods of obtaining QF depend on the secondary
effects of the onset of ferromagnetism. The most important
of these include the concentration dependence of the initial
susceptibility, the coefficient of the T term in the specific
heat and the coefficient of the T2 term in the electrical

resistivity. These methods and others are described in

greater detail in what follous.
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2.5(ii) The Magnetization and Susceptibility

Follouwing the procedure in reference 232 we define the

thermodynamic potential G as
G = G(P,T,Bg,c,M) 2.8

where in addition to the usual thermodynamic variables P,T
and Bg we have now explicitly included the concentration,

c, of the magnetic impurity. M is the spontaneocus magne-
tization which has been defined as the order parameter.
Within the framework of the Landau theory the order paramete
is not a state variable but just a parameter that has to be
introduced in the theory., Near the critical concentration M
has extremely small values and hence G can be expanded in
even powers of M thus:-

G=G0+am2+b|‘44+.........- 2086

where Gy is the value of G in the non-ferromagnetic state an
the coefficients a and b are, in general, functions of P,T
and €. The expansion in equation (2.86) is possible because
the decisive critsria for third-order phase transitions are
that both G and the order parameter should remain continuous
through the transition point but with the order parameter
vanishing at the transition point itself. Consequently G
may be regarded as an analytic function of the order para-
meter. The restriction to only even pouers of M is, of cours
due to the fact that G is a scalar function whereas M 1is a
vector quantity. For P,T constant G will be stationary
(i.=, SC=D) if one or more parameters are varied., In ther-
modynamic equilibrium G must be a minimum with respect to

the order parameter, Thus the equilibrium is determined by

requiring that (g_q(;l-)l),’l'zo thus giving that either
Mm=20 2.87
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f
M )"

It is trivial to show that for M=0 the free energy is

or

2,88

minimized if and only if a is positive definite which cor-
responds to the non-magnetic state c 4~§%; similarly equation
(2.88) minimizes G if a £ 0 corresponding to the ferro-
magnetic state c')(F « At c=QF, a is zero, However, the
coefficient b(P,T,c) must be positive definite as otheruise
the non-magnetic state would become unstable when c <'€F.
Houever.b is not a critical function of c and may therefore
be considered a constant near G%. Further we assume that
near GF a(P,0,c) is small and can therefore be expanded in
powers of (€F-c) i.s.

a(p,7,C) = K(P,0) (QF - C) 2.89

Thus GT - CTo + og(C_F-C)Mzo. + bMO‘F ‘e

and in the equilibrium state we then have that

M., Lo (C-Cp) 2,90

h

NB: The following notation will be used:-

M= M(BO,T,C)

I

m*

]
]

Mm(P) M(Bo, T,C,P) etc

Suppose we now apply a magnetic field Bg; we shall then get

C—rCBo,Tc,M) = G, +aM? + bMts o~ MB, 2,91

Minimizing G with respect to M as before we obtain the

equation of state for the system near CF as
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2aM + 4BM° = 3, | 2,92

which form is vary familiar when we recall the Belov-Arrott
plots Tar the Ferrohagnetic Curie point. We reiterate,
however, that equation (2.92) is valid at all temperatures,
up to ardabove the Curie temperature,

) In principle a and b may be det=rmined by daoing
corresponding Beslov-Arrott plats near CF and hence CF may
be found. Wohlfartn (76) refars to such olots as "Mathon
plots",

Note that the observed magnetization in the pressence

of an appliad field is
M= Mg + MD(BO) 2.93

where M_ is the spontaneous magnetization and M (30) is the

P
true magnetization induced by thz applied fiz21d, 0One may

MP(B“) = FXV Bo

writa

ume susceptinility. We defins the initia

uhere:&v.is the vaol

susceptibility in the usual way, i.sz.
= 2,94
v T Bro L2387 “

It is then straightforward to show that in the non-magnetic

state

W = Ao (<0 = mfa-ef



Thus as is usually obtained for the ferramagnstic - pzrTamag-
netic transition at the Curie point,
o ——
Av (P T c<c) = - A
»
2,97

'7(\'} (BT, ¢7%)

ME stress that this relation is strictly valid for oanly

the initial susceptibility, and not either the high field

(or paraprocess) suscsptibility.

According to equations {2.95) and (2.96) the initial
susceptibility should divarge at CF’ thus providing one
convenient method for determining the critical concentra-

tion. Ffrom eqguaticn (2.%6),

l

a = ”4_7& 2.98

(2.%%)

and since from equationl b = =~ 735%% it follouws that

AR Tt L

Thus b, the slon=z af thz Belov-Arrott plots, is, within
the approximations made, independent of Soth the tasmparature
and the impurity concentration. By substituting egquations
(2.98) and (2.99) into =guation. (2.92) the magnetic iso-
therms can be reurittern in the altermnative form

2 ° .
L L

N
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which may be compared uwith Mathon's zxpressicn (75)

2 Bo M3
Tg%_ = QTX;'Fq 'Tq? + ’ v 2.101

or the equivalent formula derived by Edwards and Wohlfarth

(235) namely

M LB {1 “'(%)2}

Mz 2,10
oo
since the latter authotrs assume that
T)z
2 2 —~(=
P4o = Mos {.( le
2,103

Observe that in equations (2,101) and (2.102) we have used
‘x; instead of :{Z appearing in equation (2.100), This
is because there is apparently some confusion as to the
exact meaning attached to ﬁx; in the context of weak
itinerant ferromagnetism, The initial susceptibility (or
the static zero field susceptibility (75, 237)) was correctl
defined (234,236) as in ecuation (2.94) but then it has been

wrongly called the high field susceptibility (76, 234, 236,

239, 240) and consequently identified as the enhanced Pauli

paramagnetin susceptibility (233, 235) given by

o NpGE)ps | NgTE PG
eV I;,, G T

2,104

where N is the number of atoms per unit volume, K;,EL are
parameters that occur in the theory of itinerant ferromag-

netism and T¢ is taken as an effective degeneracy temperatur
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Needless to say, there is an obvious and important distinpc-
tion between the initial susceptibility and the high field
susceptibility which becomes apparent when one considers

a typical magnetizaticn-induction curve for z ferromagnet,

as sketched in figure 2.16

M A hask
reld susaeptibddy
slepe = h'gh 'f“ -~ YPau{J
C
Fig.2.16: M.

M=-Bg curve for
a ferromagnet

slope = nitral  suscapbibility.

~

O 7B,

Clearly the initial susceptibility is only equal to the
high field susceptibility for paramagnets and then only at
temperatures sufficiently removed from the transition
temperature, where linear M-Bg curves should obtain, Part
of the confusion between the initial and high field suscep-
tibilities is directly attributable to the failure to
recognise the onset of ferromagnetism For.uhat it is - a

proper phase transition., If this had been realised it would

have become clear that the initial susceptibility would

necessarily diverge asymmetrically at the critical concen-

tration €Cf, whereas the high field susceptibility remains
nearly constant across the critical region. Also the alloys

with impurity concentrations less than C¢ have been rererrea
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to as strongly exchange-enhanced paramagnets; they may well
be "exchange-enhanced" but as explained already they
certainly are not paramagnets,
It may be relevant to mention that the experimentally
determinad value of the initial susceptibility does depend
on the measuring field. From equation (2.92) we see that

near the critical concentration

M 2 B
/3

2
e oM '__L Bo 2.105
X = (58) = 3 G@orP
It is clear from equation (2.105) that the magnitude of the
measured initial susceptibility depends greatly on Bg.
ldeally By should be zero in which case TKZ-——aeﬁO, as
required by theory. The smearing out of the maximum in
the initial susceptibility by large fields should, of
coursa, occur at any relevant transition point - say at
the ferromagnetic Curie point, T or at the spin-glass

C

transition temperature Tgg.

2,5(iii) The Effect of Pressure

The effect of pressure can be most simply discussed
by adding two other terms to the expression already given
for the thermodynamic potential in equation (2.91). Again

follouing Relov (232) we may urite

—g—-XPMl' 5':{ Pz- M Bo

G- G+ “(’C‘)MR*'{:MAF 2.10

b
where K'PM represents the magnetoelastic energy and—%ﬂkp

is the elastic deformation energy, (the sign of the latter
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has been chosen to make it positive for a lattice contrac-
tion); ¥ represents a magnetoelastic coupling coeffi-
ciznt and € is the isothermal compressibility (strictly

at constant magnetization;as explained below in 2.5(iv) it

may be sometimes necessary to distinguish betueen the
compressibility at constant magnetization and at constant

magnetic induction).

QY

5iCs

From the condition that ™ = 0, we determine the

WY

equation of state as

2 o
Qca.(.xp) +4—bM* ’Bﬁ 2,107

P

On comparing this with equation (2.92) we see that the effect
of the pressure, to a first approximation is to shift the

Belov-Arrott plots parallel to ..themselves. Clearly, this

means an increase (or decrease, depending on the sign of ¢ -)
of the spontaneous magnetization which is equivalent to a
shift of the critital concentration. Such a shift of the Belou-
Arrott plots following the application of pressure is well

illustrated by the data on Ni Al (241) and PENi (242).

3

From equation (2.107). we get the analogue of esquation

(2.90) as

Mro = 5‘;{%66-‘@“2")} ‘

2,108

For B = 0 we easily obtain the change A Mo in the
spontaneous magnetization as

- _
AMoo = ‘{M;:" Mof = zb{M’Z,mo}

2,109
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Thus ZQ;MOOO( P, as shown by the above mentioned dat@a on
Ni Al and PtNi. Near cp, MOOO((C-CF)% (equation (2.80)),
therefore, it follows from equation (2.109) that ]A mm‘
should reach a maximum value as c —~Pcr.,

However, to obtain the true magnetoelastic effect
(sometimes referred to as the "VWillari effect" (243)) ue
have to consider the case where Bg # 0. Using equation

(2,107) ue easily get *'F)
+ ~axM
Aﬁqu(FD = hq "Pq== ;22 +1Lb{ﬁfri}4*rq+JVﬁ} 2,110

which again shous that AM(P) X p, Also equation (2,110))

suggests one way of determining the critical concentration.

Near crf,
2
a ~ Xg (C-F -9 and Moo ~ (C-C.p>

; thus
as c —%>c$ the denominator in equation (2,110) decreases

faster than the numerator, so that‘élﬁdincreases attaining
its maximum value at cp. For c <:c%,|¢ﬁfW(P)‘decreases
rapidiﬂ .

"Next we consider the dependence of .ZKM(P) on the
applied field Bgy. We take the special case where c=c;;

then Ao and M2 MY sie M2 %_%E-?

| %
., {AM(P)}C__C$ = {—XCZZ) 5} g:/; 2,111

so that ]Z&N(P),shculd decrease as the applied field

increases,

For c <:CF, a 1is rather large compared
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to the other term in the denominator of equation (2.110),

since both M and M¥ are small, Ue therefore, obtain

{AM(P}} - -3 PMe

°(2.112)

LUN

<<
using the fact that M2 B__ .

dA
Hence below the critical concentration the absolute value
of [SIW increases with the field, showing the opposite
behaviour to that which obtains above the critical concen-
tration., The recent experiments on PdNi (244) are at least
in qgualitative agreement with this analysis - refer to
their figures 2(a) - (c). 1In addition, the data show that
the true critical concentration for the onset of ferro-
magnetism is at least above 2,5 at %Ni and not 2,3%Ni, a
point which has aiready been mentioned,

The same data (fig 3(a)) also justify the earlier
conclusion that:l[limoo‘should reach a maximum at the cri-
tical concentration (equation (2,109)).

It will be useful to estimate the dependence of the
critical concentration on the applied pressure. To do this
we use the already noted observation that the effect of
pressure on the magnetization is equivalent to a change of

the Coefficient a to a new value a(P) given by

CL(P) = QA -+ Xp
2 oy (G- <) +YP

2,113

The condition for the critical concentration under the
pressure P is that a(P) should vanish for small values

of (€¢ - €). 1If C*¢ is the critical concentration for a
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pressure P then clearly

Kol - ) +¥P = O

writing Z}CF = C¥. - €. ue then get that

f§f§£ = égi 2.114
aP J '

Differentiating equation (2.108) with respect to P faor

small P gives aEE

_
QM”ba_ﬁgo - 5-—{’9 oP x
- - pq%o EEEE sincR h4°:& ME
[ 36_,; 2.115

_ 2 oMo 5P
Fﬁ:o a‘) (1-4? o)

Similarly from equation (2.96)

° 2
;ﬁéf = ﬁocc'cpy 3P

(37(; __'__?_C_ﬁ

—_— = >P 2,116

X P
Combining equations (2.114) and (2.115) gives

X, o 2% 2 dMee
e 3;JE =-C,C¢ a{D rﬂoo aJD
f.

giving

2,117

The relations in equation (2.117) are, o% course, valid at
only at T=0 . Simi lavrlj we may consider the
transition from the ferromagnetic state to the paramagnetic
state at the Curie temperature T, We again use the
Landau theory as already outlined to obtain

m- &

2,118
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— !
XD = fg (T

and

2,119

where A_ - A—(C) P) and T 5 lees than  buT close o Te-

In the limit P —P 0 we easily obtain from equations (2.118)

and (2.119) that

o
o ‘BFD 2.120

On combining equations (2.117) and (2.120) we have that for

alloys close to the critical concentration for ferromagne-

tism (with T, & o)

L 9 - 2 e - S
e 3P Ga5h T Tew T %

These equalities may be compared uwith those given by Beille

et al (242) namely

L X, - e g M ‘é—alc
~, 3P c, 2P M. 2P le 2 129

As simple test of these relations we calculate

- (C-C TZ
g% = f_c_ aP from equation (2.121)
= -Q(C‘C’F) aa’P from equation (2.122)
C
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For PtNi alloys Ce = 41.7% Ni and for ¢ =42.9% Ni T, = 14.6K

(see fig.2.34 in section 2.6) while for this alloy

dT

| PY=

Equation (2.121) then gives c_i& = 0.12% (k bar)-] whereas
dC_F aP

equation (2.122) gives AP = 0.25% (k bar)—], as compared with

the experimental value of 0.1/k bar (242). In passing we note that

= -1.52K/k bar ot T = 4.2 K (242).

the authors in reference (242) take the critical concentration as
42,1% Ni but in the same paper a Curie temperature of 12K is
quoted for a 41.4% Ni alloy!

Finally from equation (2.121)

AT _ - __’_. s S
dpP c-g 4P 2.123
Using equation (2.114) for AC% gives
Ak o~ —Te T . 2.124
4P C—C’F o
Since %o s positive definite the sign of ?ﬁ—é depends on that
T.(Cc
of U . Also the behaviour of 6%%) is essentially determined

by that of T.(c). |If, as is found for most of the alloys to be
discussed here,
T c-<)
c o< ( ‘F'
2.125
then equation (2.124) predicts that

dTe .
aP = constant x '&";

Jt constant 5

dTc

in practice —a—‘s may be expected to decrease slowly as ¢ increases,
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since Tc may increase less rapidly than implied by the proportionality

should systematically increase as the

- ): dfe.
to (c cf), however, T, P

concentration ¢ increases. On the other hand, if
2 .
Te < (c-cp) 2.126
f ov—
Adle
as claimed for weak itinerant ferromagnets (75, 233), then [ AP

dle

-— -l
will be expected to remain constant and == o€ [, . As shown

AP
in Table 2.3 the data on NiSAI seem fo confirm the earlier
dTe
conclusion that _E_ AP does indeed increase regularly with T.

This is in spite of the fact that the published values of T appear
to satisfy equation (2.126). As mentioned later equation (2.126)

appears to hold only for alloys where atomic ordering is unavoidably

present as in NFBFe, Ni3A|, etc. For truly disordered alloys equation
(2.125) is generally valid. It is therefore, very striking that for

4T
NiqAl Te ap increases with Tc.



TABLE 2.3

Magneto-Volume Paramaters for Ni-z, Alyg_ ~Alloys
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X Te K -%1-;- Te Sg;— ¥ (=KC)C Moob'c w(=1Y M002
K/kbar _K2/ kbar.  |(g/ emu)‘.?xl.Oé emu/g xlO6

~0.2 30° 0.58° 17.4 ..0,59° - - a: ref. 245

43° 0.50% b: ref. 246
0 3P 0.51¢ 20.7° 0.47° 6.2 18 c: ref. 247

41.5d d:  ref. 241

590 0.42° e: Average of minimum

b . . . and maximum values,

0.5 58 0.48 26.4 0.51 8.6 38

58.1

72° - 0.36°
1.0 71P 0.50° 30.8° 0.49¢ 10.4 53

71,5
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2.5(iv) Volume Magnetostriction and Expansivity

Near a Ferromagnetic Curie point only the exchange
magnetostriction is important and this is necessarily a
volume effect since the exchange is isotropic. Houwever
for the giant moment alloy systems we have been discussing
the onset of ferromagnetism involves the ferromagnetic
coupling of a relatively small number of magnetic clusters,
Owing to the usually low Curie temperatures of these alloys
the exchange interactions involved must be very weak and
hence it will be necessary to consider the magnetic inter-
actions as well, specifically the dipolar and/or pseudo-
dipolar interactions, the latter arising from spin-orbit
coupling effects., UWe suggest that these dipola¥ inter-
actions are the dominant cause of any anisotropy, and hence
of magnetostriction, in the relevant alloys in the critical
concentration region. It may be recalled that the relatively
larqe magnetostrictiaon of the rare-earth metals is usually
associated with large spin-orbit coupling effects.

1f dipolar interactions are involved then one ought
to strictly consider aonly the linear magnetostriction along
the directions specified by the spontaneous magnetizatiaon.
Fortunately, houever, the alloys are usually in the form
of polycrystals so that owing to the averaging effect one
can safely deal with the volume magnetostriction, This will
be done using the general thermodynamic approach already
developed to establish relations for the dependence of the
magnetostriction near the critical concentration an the
magnetization and the applied magnetic induction. To

proceed we note that it will be more straightforward to
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rewrite equation (2,106) in terms of the volume magneto-

striction which will be denoted by w., We now have

2
2 4 _ wwMm -w _MB
- M +bMT— 7= e °
G=Fta « 2K 2.127
Minimizing G with respect to w easily gives
2
Wt Te) = FM 2.128

In general the spontaneous magnetostriction is defined by
2
w(o, T,e) = ZMo 2.129

However, it will be necessary to distinguish betueen the

concentration-dependent spontancsous magnetostriction at the

absolute zero of temperature which follows the onset of
ferromagnetism at the critical concentration and the spon-
taneous magnetostriction which usually occurs at a ferromag-
netic transition point, T.. The former which we denote

by W(c) méy be tentatively attributed to magnetic forces
while the latter denoted by W(c,T.) is due to exchange
forces. From equation (2,129)

2
wee) = ~ Moo 2.130

which implies a lattice expansion since ¥ >0 . Also

W(c) has the same concentration dependence as MZDD i.e.

wee) = ‘%—E CC"-.C) 2.131
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2 !
on substituting for M7y, from equation (24390)e

Table 2.3 above shous some values of W{C) for the Nji
system.

.3Al

The temperature-dependent part of the magnstostric-
tion W(T) is given by

a
w(T) = X(Mg - Mo°>

the magnetizatiaon, Mg.

which will clearly depend on the tempsrature dependence of
Thus

2
w(q T) = W) + WCT) = .4 MD

2,133
The forced magnetostriction is defined as
WCBO} ’/C) —_ N(’JC> = X‘{M'— 0
2,134
Near CF’ Mg =

2,135

giving thé field dependence of the forced magnefostriction.

The data for Zan2 (248) appear to ohbey the above relation -
see figure 2,17

’

1
The forced magnetostriction coe?ﬁicient ,ho, is easily
derived from equation (2.134)

by definitian

Ha = lim Ei!!(ga
30 080

;13'h107(f

2,136
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Al
Fig:2.17: Variation of = with H2/3 for ZrZn

2
(data taken from ref,248),.

T 1 { ! I i ! 1 I
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and hence from equations (2.90) and (2.96),

-2 |
(r\'o °( (C"C{—) J 2,137

thus the forced magnetostriction coefficient is positive
and increases very rapidly near the critical concentration,
in fact, more rapidly than the initial susceptibility
(uhich increases as 'C—Cf'_y. It is paossible that the
magnetostriction measurements reported for NiRK (249) in
which the above conclusion was observed may, in fact, refer
to the forced magnetostriction coeeficient.

It will be pertinent to make the following remarks:-

(a) The magnetoelastic coupling constant ¥ used
here is equivalent to the constant €C used by Wohlfarth
(233, 234, 239, 240) and others in discussing the volume
magnetostriction,

(b) The relation given by equation (2,128) far
W(Bg, T, c) is strictly valid only uwhen the applied pressure,
P (or more precisely the pressure difference, A P) tends to
zero, 0Otheruise we have to obtain the magnétostriction by
differentiating equation (2.106) with respect to P, This
gives

7 . 1< S szz-f‘K,,P
&

2,138

Here 4%# is the isothermal compressibility under constant

magnetization defined as

Ly = -V (%!P)M,T

2,139
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Hitherto we have used both the susceptibility and compressi
bility without defining them rigorously; since volume
changes are also involved, we ought to distinguish between

the susceptibility at constant pressure defined as
% = (3g)
P 36 /DT 2,140

and the susceptibility at constant volume,

- (M
’XV aQo )VI . 2.141

Similarly we should distinguish between the iscthermal
compressibility at constant magnetization defined already
in equation (2.139) and the iscthermal compressibility at

constant magnetic induction
,_L_(ﬂ) ,
v \gP/B,T 2,142

The four quantities defined in equations(2.139)-(2.142) are

4,

related by (250)

Yok = Ake

2,143

| -1
o = X1 - 2t (38 o
KB = ¥y {l - ’\%(\-f'm (%yﬂ)zp,-,—} 2,145

and

o
As an example the initial susceptibility used in many of

the foregoing equations should refer to the initial suscep-

tibility at constant pressure iXE? , which 1is usually,
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and more convenliently, measured,

The Volum= Expansivity

The volume expansivity,Fi , is usually defined as
+(5%)
\V ~21/P
For ferromagnetic substances we may write

Ig':[j"’ +ﬁ” 2.146

where ﬁ% is the volume expansivity in the absence of any
magnetization i,e, ﬁ, consists of the electraon and lattice
contributions, while ﬁ%“is the contribution due to the

temperature-dependence of the spontanecus volume magneto-

stricticn i.e.

M A 2.147
F Ni the C i t tur T Qﬂ
or Ni, near g Curie temperature ! T is positive,

leading to a positive anomaly in the thermal expansian;

%% is large and negative

thereby giving rise to a net negative thermal expansivity.

but for the Fe invars say,

Writing W = W(B,,T,€), we have that

(%Lfr'.)godT + (%E,)T 45

and so dw (3___'_ ( ) {(a&’) aM +(380)M } 2.148

Z

(ba-;f)M (32 )Bo +(%%)TL§5%)M 2.149

In equation (2.149) ('51J«lﬁ‘_° ; the "normal"

volume expansivity; (%%)BO gives the observed volume
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expansivity,/g y including the magnetic contribution

ﬁ __( )(330)M . Thus

p=h - (20 (5 |
6 +(2).(3F)m

Using equations (2.117), (2.114) and (2.90) this becomes

3 Bo
[g-&ﬁo - 4—5(( c_‘c ( ) 2.151

2,150

The guantity (%g?}q can be determined from the magneti-
Zzation curves and is always positive. For the alloys being
discussed ¥ 20 (giving %’% {0 )3 consequently the
magnetic contribution is negative and could well be so large
near €f as to overcaome ﬁ%, and thereby give an overall
negative thermal expansion. If however, ¥ <O ("—$ éla(-%> O)
then there is a positive magnetic contribution to the thermal
expansion,

Alternatively one can immediately determine the sign
af the magnstic contribution to the volume expansivity by
using the Ehrenfest's relations for a third-order phase

transition:-

¢ - CEA,@ _ A
QA_CP{L Na» /_SFB' 2,152

where [§q¢ represents the change in the cr&ical conc-
entration resulting from the application of the pressure P,
and the other increments refer to the difference in the
values of the various parameters in the_non—magﬁetic and

ferromagnetic phases respectively,
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‘ 2
We showv below (section 2.5(x)) that AC’K b 70 so that A‘B
has the opposite sign to Acﬁ .
AP
In discussing the magnetic coniribution to the thermal expansion
we shall restrict ourselves to considering the temperature dependence
of only the spontaneous magnetostriction w(c,T). But firstly we note

the temperature dependence of ED . The electronic term is

given by

B _ Tal ‘KCe(
et V 2.153

where \(d is the electronic Gruneison parameter defined (251)

a[nf’(EF)}
o =1+ { 3V )T

2.154
and Cg|, the electronic heat capacity, is
2 2T
Ca == F (%) Ky
€ 2.155

The lattice term is similarly given by
ﬁ - Kph « CV
Ph T . 2.156
where \(Pl\ is the lattice Gruneison-Debye constant and C,

the lattice heat capacity given by
3

C (T = 'm NK6(6D>

2.157

which is valid for low temperatures (T,,_ 50 =), 6‘3; is the
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Debye temperature of the solid. Thus for normal metals at

sufficiently low tempsratures

— _3
= T 4 bol t ----
Pe Ao 2,15
or in terms of the linear magnetostriction
r —4
N t —-l + Lo f + s mmPrCOr o
e = Ay !
L 2.159

’
' .
uhere Qg Ao, bo and b, are arbitrary constants. The magnetic

contribution to the volume expansivity has been defined in
equation (2.147) i.e.

using equation (2.133). 1If ue assume that ¥ is independent

of temperature (or at most depends only very uweakly) then

4 ME
B = Tz

2.160

Further we assume a temperature dependence of the magnetiza-
tion of the form

2
Mo MR- B

2,161

usually taken to represent the magnetization due to singlse

particle excitations in the limit of very weak itinerant

ferromagnetism (235), Thus :Ef
2
WCC)T) - XMGO{ (- 7:.2}

2,162
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as compared with the relation given by Wohlfarth (238)

namely 2z
_ - __}{0400 7‘2
w (e, l) R ‘ 2.163
e

Howeveryin either case

2
#%4 :-Qlthzé —T-

c 2,164

Since ¥ 7270 one immediately sees that the magnetic contri-
bution to the volume expansivity is negative, \We shall
again pause to make a few observations:-

(i) On . the model of itinerant ferromagnetism it
is stated that Mgy ~ T, (252) - hence equation (2.126) =3

then from equation (2.164)
ﬂ = —~ constant x T 2.,165a
M |

Thus one would expect a concentration-independent magnetic

contribution to the linear term in the volume expansivity.
As already hinted, it does appear that Mgg ~~ Tz only for
alloys in which ataomic ordering occurs near stoichiometry

(e.q. NizAl). For all other alloys which can be completely

disordered Tg ~ MODZ (and hence equation (2.125)) so that
the magnetic contribution to the volume expansivity decreases
in magnitude as T, increases (i.e. as the concentration
increases) because

By « —}%T

2,165b
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Thus as T, increases the magnitude of the negative magnetic
contribution to the thermal expansiuity is reduced.

(ii) Also eguation (2.153) shows that Wohlfarth and
others (see for example ref,., 248) have hitherto not rigorousl
defined the spontanecus magnetostriction for they obtain

(, 0 = O
w (¢ 0) 2.166a

and

) — o Mis

wie le 2.166h

These results imply the absence of any spontaneous magneto-

striction at absolute zero and also a lattice contraction

( ¥P0) at the ferromagnetic transition point. e should
contrast these conclusions with those given by eqguatian

(2,162) according to which

Moe
w(e) = B0 (as in equation (2.130)

which thus implies a lattice expansion and

w(c,7.) = 0 2.167

The latter results,of course, make more sense if the magnéto-
striction arises from magnetic, instead of exchange, forces
as we have already suggested.

Equation (2.163) always gives a lattice contraction

Wwhose magnitude increases as the Curie temperature is
approached while equation (2.162) aluays gives a lattice

expansion whose magnitude decreases towards Tg., The two
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variations are sketched in figure 2.18 below.

In this connection we note that Hayase et al. (253) appear to
be the only authors to have used the correct form of wi(c,T) as
given by equation (2.162), although judging from the references
these authors quoted as sources (ref. 248 and 254) it would appear
that their use of the equation was merely ad hoc. More interestingly
their data on the Feés(Nil_c Mnc)35 alloys confirm very nicely the
fact that w(c) =C (c -cf) as given by equation (2.131). Figure 2.19
shows that equation (2.131) is valid for both the ferromagnetic

(c. = 0.243) and antiferromagnetic (cgq. 2= 0.295) alloys. It is
£ 9 ag Y

possible that a spin glass regime exists between Ce and Caf*
We may alsoc comment on the usual practice of exhibiting magneto-
- . . ' Al 2
striction or thermal expansion data in the form of - v T plots

where

Al —_ L(T)"L(.ro) . T:\&O .

—_— / o

{ L(To) 2.168

I(To) is the length measured at a chosen reference temperature To.

IT) = 1o + % 1(0) w(T). It is easily shown that
4_':. ~ EL{W('T) - W(E)}

{ = 2.169
and hence using equation (2.162) this becomes
Z —z
Ao ¥MeoA T TR T }.
l 3 2.170

L4

Equation (2.170) shows that plots of =—3= against T2 should give
2 2
finite positive intercepts of magnitude -—;—-X Moa A o
2 2
¥ Ma, To
#

—1
3l
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Fig. 2.18

Variation of w(e,T)

with temperature as o
given by eq. (2.162)
and (2.163)
2
~¥Mao

)

1020\1(&)
Fig. 2.19 .

The linear dependence
of w(c) on ¢ for

Feés(Nil_cMnc) alloys.

The squares and
tfriangles refer to
ferromagnetic and 08
antiferromagnetic alloys
respectively. Data
from Ref,253.
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>

4

w(e,T),
Fig. 2.20 Mo

The variation of
wic,T) with T2
as given by
eq. (2.173).

o4 &b 62 {
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To illustrate this fact let us use the data on Zan2 (248) ;
¥ = 1.80 x 10-10 (mole/emu)2 ( the magnetostriction value);
Moo = 720 emu/mole 3
T. = 25K and To = 1.8K. Therefore, we should expect a
positive intercept of ~ 1.1 x 10-7, which the authors (248) referred

to as an "unusual feature” . As shown here it is perfectly normal

and in fact, the frue spontaneous magnetostriction at T=0 is given

by A

2 -
wee) = ¥Moo ~ 6y.3x10 -

The thermal expansion data are therefore really given by

—_—2
b - 2 . 0-406 | .
0° Ww(T) £ 643 ” 171

So far we have used the temperature dependence of the spontaneous
magnetization as given by the model of itinerant ferromagnetism.

Suppose . that instead, we have

Mo = Moo{( —.ATZ}

2.172
as observed for NiAl (241, 255) with A~TZ2.  Then
2 z—-4}
WCCJT) = XMoo {(—&Aq-z+ A
2.173
and 2 — 2—-3
ﬁ =—4XM00{AI’A{}-
m | 2.174

Equation (2.174) shows that there now exists both a negative
contribution to the linear term and a positive contribution to the
T3 term. Moreover, if ATC2 # 1, then wic, To) # O.

1
Specifically, if ATC2> 1, then w(c, Tq) = 0 for Tq = A_ETC

(L Te), but if ATC2 < 1, then wlc, Tq) = 0 for
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Ta 3 Tc. These cases are sketched in figure 2,20 which
also shows the case for which AT02=# 1. The magnetostric-
tion data far the FeGS(NiMn)35 alloys (253) appear to corres
paond to the case AT02~( 1. Equation (2.174) also shows that
in some cases, the negative magnetic contribution to the T
tzrm in the thermal expansivity may be enhanced. For
example, the data on the Ni Al system (241,255) show that

A =2 O.SZTC_Z, so that the magnetic contribution to the

T term is 2.52 KMZOOT which is 26% larger than the
2

Te
value given by equation (2.184). 1t thersfore, follous
that valugs af }{ deduced from thermal expansion measure-
ments by using equation (2.164) will be systematically
higher than the values aobtained from direct magnetostric-
tion measurements by about 26%, Published data (255) show
that the thermal expansion values aof g are larger than

the magnetostriction values by an average of 18%.

2.5(v) Magnetothermal and Galvamagnetic Effects

(a) The Magnetocalaoric Effect

If we neglect volume changes then for a magnetic system

we may write

| T /M
TAS = CBAT -+ %(%‘T‘)g 4B

2,175

where § is the entrapy, EB is the specific heat at constant
field (and constant pressure) and fa is the density of
the system, introduced here because the magnetization M is
per uni:t volume., At cqnstant pressure, the a@diabatic tem-

perature change resulting from a change in the magnetic
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!
-

induction is M
AT (%?)B 48

s

sD
4 D

—

I

a_“i) AR

— — . 2.176
ﬁce( 2T/B

Near the critical concentration (%%)B is expected to be

large, and so there should be a large magnetocaloric effect,.

In fact, using eguation (2.172) ue easily obtain

AT.&MZAB- 5
- fzc%B_E? 77

Further with Tg ~~ (c-cf) and M, ~ (€-cq) %,

nfi -+

~ _ééjé__ o
AT ) 2178

so that by measuring AT (for a given A B) as a function

of concentration the critical concentration may be obtained.,

Alternatively, we may rewrite equation (2.178) in the form

TAS = LAl "‘({oidM 2.179

where CM is nou the specific heat at constant magnetiza-

tion. It immediately follows that
3T B

g = —_— ' 2.180
oM )s,P 2 Cm 1

In a molecular field approach, B = B + AN M uwhere

)\ is a molecular field constant.

‘ (ﬂ) = B, +aM
. ™ /P ﬁCM 2.181
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For C £ Cr, %E <z constant at a given tempsrature so

that

. (B 2 AP

JANLLE S

(AT)S,P - e CM

2,182

but for & 7 €, we may take By L& AN M, giving corres-

pondingly

_ M
(A f)s,P A= :’I?%—CM A ) 2,183

(AT)S,P = —I}é——cm {Mn” Mi} 2.184

From equation (2.184) ue may deduce a relation governing
the field dependence of the magnetocaloric effect near the
critical concentration; for we can take Mg ~~ 0 and
1
m - (Bo)3 <o that
4b 2,
) N 13 82/3
(A' S,P,c = C 4“3
2

2,185

More generally, we can substitute M from equation (2.184)

into equation (2.107) to give

2,186

| 2
2ar+yP) + 8L DlUs 1%
PN Ml (AT
that lot of ( AT) inst 8. hould gi
S0 at a plot o agains TV shou give
s (AT)E
S
a straight line. Also since ¥ >0 for the alloys con=-
cerned, equation (2,186) shows that a d@crease of pressure

should lead to an increase in the magnitude of ( KX‘T%S at

a constant applied field and conversely.
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(b) Maanetoresistance and the Hall Effect

It is not proposad to give a general review of the

o
!

Hall Effect and magnetorssistance phenomena in {ferromagnets.,
An excellent discussion of these has already been given (257).
Our interest lies mainly in the conjectured behaviour of
these guantities in the region of the criticel concentra-
tion for the onset of ferromagnetism and we shall discuss
these by drawing a suitable analogy with the observed
behaviour a2t the ferromagnetic Curie point, The analogy
is justified since the onset of ferromagnetism as either a
function of concentration or temperatur=s is a critical
phenomenon.
Let us d&fine the magnetoresistance as
Ap = M—)
K ]o(T

whersa fD(B,T) is the electrical resistivity of a sample
in a magnetic induction B and temperaturs T K. It is
known that well belou Te and for sufficiently high fields

ééji is positive and incresases as the square of tine
appled magnetic induction. This positive conventional
magnetoresistance is, of course, due to the Lorentz force
acting on the conduction elactrons in a magnetic field.

However, for a number of ferromagnetic metals and

alloys it has been shown that rear T the magnetoresis-

c
tance is large and negative in relatively small applied
magnetic fields (258). At tamperaturas sufficiently above

-2 2 .
c (T;IC ~ 10 ) éﬂf ol Bo ; very close T2 TC 436?9

varies a little less rapidythan BO, while below TC é#?OCBO.

T

More impartantly a direct proportionality bestwsen ths

magnataresistance and the magnetocaloric effect was obssrved
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near the Curie point (258) as shown in fig, 2,21, It uas

possible to write

.é_\-ée_ = ACM <bT)S,P 2,187

where & 1is a constant for a2 given material,

The close corr=spandence between these two quantities
is very remarkable considering the fact that éME_ is
determined isothermally whilszs ( ZKT)S’P is measurad
adiabaticzally. 1t does imply that near TC those effects
are governed essentially by the critical nature of the
transition., WUWe shall,therefore, assume that the same
correspondence exists betwesn the abovs quantities near
the critical concentration for the onsat of ferromagnetism,

Accordingly (i) from equation (2.178) we should

gxpect that
cons mef

(C- “#)3/2

L

4p
P

2,188

and so the magnetorzsistance should reach a minimum at the
critical concentration;

(ii) from equation(2.183) we also expect that

AP o A(MY)
F

2,189

and ther=fore, near the critical concentration

2
é_f_ o B,° 2.190
e
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Fig.2,21: Magnetoresistance and
magnetocaloric effects
as a function of
temperature,

0.6
? 4+ : magnetocaloric effect
(mgyr s : ® : AR in longitudinal field
® ' ‘

oot QO : AR in transverse field
(after ref.258)

T

! v 1 A

| : | i |
o 2 4 6

Fig.2.22: Plot of 25 (T = 25k) against HBfor
N13Al. Data taken from ref,2589.

—————PH?/E’K&g
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valid at 21l temperatures; the published data for NizAl
(252) appear to satis?yvth§>above relation for moderate
fislds ( £ 2T) as shown in fig 2.22. A deviation at high
fields may be expuactad cwing to the incrzasing importance
of the conventional positive magneloresistances;

(iii) by analogy with eouation (2.186)

;Z(a+b’P) + C A_g. Z.—P—-B—f——— | (2.191

Wwhere C and D are constants. It is also possible to

define a "magnetcelastic rasistance" (or simply elasto-

resistance) as

apch _ pET) - PET
> P(BT)

For f.c.c. NifFe alloys (260) it has been observed that

[N
.

RN
\\a}
[R8]

there is a corrzlation between thz2 sign of the elastoresis-
tance and that of the magnetostriction, It will be inte=-
resting to see if the same cofr5¢ation exists for alloys
in the critical concentration region. Since ® 3 0, ue
should expect a Pos&1v2 elastoresistance.

In the case of the Hall effect, wes may write (261)

&+i = ELBo + }AOEL P1

2,197%

Wwhzsre For convenience, w2 considesr a unit current density so
that € is identical with tne Hall resistivity. R is.
called the ordinary Hall coefficient and Rg the spontaneous

HMall coefficient.
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|
?
Near €, we have shown that MO* ~~ (C-C¢) and

.

2a + 4bM% = BU/M (equations (2,90) and (2.92) respectivealy).

Equation {2.193) shows that EH o& M and so it follows that
1

€, oc (€-€;)% 2.194

and

!
(AN
»
—
(\b]
(@)}

cat + 4anf EH2

Mo

where az and D‘ are constants., From sguation (2.193),

(&3]

£, ~ Bg 2.196
Finally, it has been sh2un both experimentally and theore-
tically (257) that

R = a5 + bom2 2.197

wnere ag, bg are constants. In the critical concentration

ragion, we may tnh=arefors, exnect also that

Ry ~  (€-Cy) Z.128

In this section (2.5(v)) we have obtained a number of
relations which could be tested experimentally in order
to assess the suitability of using magnetothermal and
galvomagnetic effects to determine the critical caoncen-
tration for the onset of ferromagnetism,

2.5(vi) Critical Fluctuations of Magnetization

" apd Critiésl Scattering:

It is well known that Eondensing-gases and binery
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liquid mixturss exhibit the phenomenon of critical opale-
sence which is a marked increase in the scattering of light
above the condensation point and the point of demixtion
respectively (262). According to the Smoluchowski-Einstein

theory ordinary light scattering (Rayleigh scattering) may

be attributed to statistically independent fluctuations in
the local density. Near the critical point there is a rapid
increase of the local density fluctuations and, more impor-
tantly, these fluctuations are no longer independent but
have a correlation length which tends to infinity at the
critical point itself. Identical phenomena are also knoun
to occur in solids. Pertinently, it has been experimentally
demonstrated that near a ferromagnetic Curie point the
thermal neutron cross-section for magnetic scattering
increases very rapidly, peaking at the Curie temperature

Tc (263). Van Hove (264) explained the peak at T, by
assuming only a strongly increasing correlation range for
the fluctuations of the local magnetization, in analogy with
the Ornstein-Zernicke theory for fluids.

Now we have proposed that ths onset of ferromagnetism
in many alloy systems is a phase transition., Consequently
we should expect the transition to be characterized by
strongly increasing spontaneous local fluctuations of
magnetization whose correlation range should tend to infinity
at the critical concentration, Cee Therefore, we should

expect critical scattering, of say thermal neutrons, to

poccur near the critical concentration,

The Initial Susceptibility and the Mean

Square Magnetization Fluctuation:

The response of a given system to a small perturbation
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is characterizad by its generalized suscepiibility -7<(?7 MO .
Specifically if we consider a magnetic medium subjected to

a small perturbing magnetic induction B, the ‘'output® of

this system is, of course, given by thé magne%izatioa M
Qhereas the response is measured by the magnetic suscepfi—
tility. 1If the magnetic medium is linear and has transla-
tional invariance it.may be shoun (66, 265-267) that tne

susceptibility satisfies tuwo véry éeneral relations viz

(i) the Kramers-Kronig relations which are simply
disperéién relations connecting the real and imaginary
parts of the susceptibility; they follouw essentially from
the principle of causality i.e., that the response of a
systam should be causally related to the psrturbation
producing it.

(ii) the flustuation-dissipation theorem which

relates the fFourier spectrum of the (thermal) fluctuetions
of the magnetization to the imaginary (i.e. dissipative)
part of the susczptibility.

By combining the Kramers-Kronig relations with the
fluctuation - dissipation theorem and taking tha classical

limit ( hAw << ng— ) one ob%ains tha cglassical fluctus-

tion theorem (268)

Xeog = W (<M - <’}

2.19%a

"

E;’:_“{ M — (M>}l . 2,199k

We thus see that the isothermal static susceptibility is

proportional to the mean sguare fluctuation of the magne-



- 221 -

tization, The above result may also be obtained by a
direct calculetion of the magnetic susceptibility as the
rzsponse to a perturbing static field (269) or from a
general thecry of the fluctuations of extensive parameters -
(262).

7 " More generally near the critical point we may uwrite,

in the guasi-static approximation (266,269), that

2.\ ' 2}
7((1)0) = Qj‘ﬁ'{éM‘}> - <M7/7 2,200
where TKOW) is the Fourier transform of the static suscep-

tibility 7K0ﬂ and the right hand side of equation (2.200)

represents thz Fourier spatial transform of the magnetic

correlation function, Instead of equation (2.86) it may
be more ussful to urite
G = Gg + am? 4 SX <7M)2 +  eees 2,201

where ‘8 is a positive definite constant, The additional
term allous for the spatial fluctuations of magnetization.
This is because at the critica. concentration the terms in
P’l2 and !"14 are negligible (a=0 at C=Cf') and so the SKVM)
term becomes dominant, From equation (2.201) it has been

shown (267) that for sufficiently small wavevectors g,

2 < VoKe T
Ma —éMq/7 = C‘:i‘s%‘[fz 2,202

which is of the well-known Ornstein-Zernicke form,

‘Combining equations (2.200) and (2.202) we obtain



- 222 -

Ao
xX4) = KZ +7,"‘

2,203
where K02 =_‘_.§l_ and Ag = 4% .
If G(r) = <:M(£), M(05>> is the magnétic pair corre-
lation function, then equation (2,203) gives that
_r .
G ~ -g;:—- 2.204

which clearly shows that Kj is an inverse correlation range.

It will be shoun later that N(4) is proportional to the
élastic diffuse thermal neutron cross-section and conse-
quently equation (2.203) suggests that the forward neutron
cross-section for alloys near the critical concentration
should be Lorentzian.

Also from equation (2.203) as gq-—> O 7‘@@) tends to

L
2; but we have shown that as C —» C¢7, —X———BOO so that

%
.F L)

the Criticallconcentration from either side the correlation

Ko

K must tend to zero as C—>»C Thus as we approach

0
between the net spins of the magnetic clusters becomes
extremely long-ranged falling off as l/r. If the variation

of K. with concentration is as

]

v
Ko ~ (C"'—.(-) 2.205

as L —» €. then by comparison with equations (2.95) and
(2.96) we would expect Y = 1 on the model which has so far
Been Gsed. (Actually it is not necessary to invoke the

concentrationhdependencé of’ji to obtain equation (2.205)
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2 _ [a] ~ % (c-
S s
Experimentally it has been found (270) that for CuNi

since Ko -ﬁ),; and in general, K0=K0(C,T».
and CrNi alloys on which fairly extensive neutron measurement
have been made =) ¥ 0,31 (== 5/16). This ohbserved concen-
tration dependence of the inverse correlation range clearly
illustrates the critical nature of the onset of ferromagnetis
We would like to mention that even though T¢c—>0 as c—»cyr
(by definition) so that one can consider the fluctuations
of magnetization as being thermally induced such an inter-
pretation may not be correct, This is because the critical
diffuse neutron cross-section at a ferromagnetic Curie
point oC KgT (see eq.(3.132) below) and would vanish as
T—>0. The fluctuations of magnetization that accur near
cf are those caused by concentration fluctuations only,
To illustrate the difference between thermal and concen-
tration fluctuations let us consider a Cu 52% Ni alloy whose
Tg¥Xt 6BK. Neutron diffraction measurements at ~ 68K would
give the critical scattering caused by thermally induced
magnetization fluctuations but similar measurements at ~
4,2K should give the scattering due to concentration
fluctuations.,

Although the value of the critical exponent in
equation (2.205) is not of immediate importance it is
useful to comment on the value obtained. A discussion
of the phenomenon of the transition at a ferromagnetic
Curie point yields the following power laus:Q

X(T) ~ e, ToTH

2,206

M) ~ el s T

2,207

/s
M(T, B:) ~ B

2,208
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T
where & = [" 'IZI , Bi is the internal field andbft, ﬁ ,
and S. are the critical exponents, These exponents have

been shown (271) to satisfy the scaliné law
— -~
Xt = ﬁ(g ) ° 2,209

In the mean field approximation (MFA) ‘o’ 'B =% a
£~—3 which values satisfy the scallng law, However, recent

theoretical and experimental results have shown that

3}45 4/3; for example for Fe ¥ =1.333 (272) and
for Ni ‘Q=1.35 (273). ‘Valueé of % higher than 4/3
could result fram ﬁhe Heglect of magnetic dipolar inter-
actions at the Curie point (274)., For the magnetic isao-
therm values of 5 =4,22 for Ni (273) and 4.35 for Fe
(275) have been ohtained, in gqood agreément with the
density-pressure isotherm of simple gases at their critical
temperatures.j In the case of the coexistence curve same
magnetic measurements indicate that fg =1 as observed far
gases but for Fe ﬁg==0.389 (275), 1In fact, the use aof the
Padé approximant in the numerical analysis of the three-
dimensional Ising model gives /3 2 0,313 £ 0.004 (276),
If we make the adhoc assumption that a similar relation
applies to the aonset of Ferromagnetlsm at the critical
concentratlon then

M, ~le- @p)"/"’

2,210

instead of the MFA result given by equation (2.90). Since

° - | - -
—X‘F ~ Mm% and K2 N'Xf , it follows that
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as observed (270). It will be interesting to check if

) ,o .
'7(1C ~ (c-<;) ° 2,212

In concluding the discussion in this subsection we briefly
éomment on the expression for the Fourier transform of the
static correlation function. In dériving equation (2.202)
the term in M4 in the expressibn for the thermodynamic

potential was neglected., It has been shoun (277) that

M* = 4b adu

so that instead of equation (2.202) we should now have (278)

2 2 Kg T
4 Mal/ 7 - <Mﬁ,7 = {Cl+4-[><Mz>}+S“},2 2,213

This relation, houwever, can only alter the details of the
main conclusions already reached - the existence of some
critical scattering in the critical concentration region
and the concentration-dependence of the inverse correlation
range.

2.5(vii) The Electrical and Thermal Resistivities

The Electricial Resistivity

The low temperature behaviour of the electrical
resistivity of both the nearly magnetic metals and dilute
alloys of the magnetic metals has been extensively discussed
by a number of authors, (38,39,279), All consider the

contribution to the electrical resistioityvariéing from the
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spin—Flip‘scattering of conduction electrons by spin-
fluctuations in either the d-band of a pure metal or at
the site of a nearly magnetic transition metal impurity,.
In calculating this resistance a Qumber of important
éssumptions i$ usually made, namely,

| (a) that the effective mass of the d-electrons is
much léréer than that of s-electrons and consequently only
the latter are involved in the transport processes;

(b) for alloys potential scattering and the effects
of any“UéS are ignored; accordingly the results are res-
tricted to isoelectroq;qhalloys{ In~addition, inter-
impurity\interactions are neglected so that the theory is
further restricted to relatively very dilute impurity
concentrations,

Using a uniform exchange enhancement model which,

for an alloy, implies that a magnetib impurity merely
increases the average exchange esnhancement factor Schindler

and Rice (38) derived that at sufficiently low temperatures

1: 2
£ (1) ~ A“‘)(—‘- ) 2,214
sf s |

valid for T £ 0,1 Tge, where -@F(T) is the spin-
fluctuation resistivity, It was also deduced that

z .
ACC) DC‘XCC), where —X(L) is the magnetic susceptibility
of the alloy. The authors then tried to use the theory
to explain their experimental data on pure Pd and three
PdNi alloys containing 0.5, 1.0 and 1,66% Ni. From the
upper limit of the temperature range over thchhthe T2 low

was valid they estimated Tgf e~~~ 80K for Pd and 140, 100

and 30 K respectively for fhe alloys,' The latter values
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would imply that Tge attains a maximum value at some Ni
concentration lese than 0.5%. Houwever, the fit of their
data to eguation (2.214)-is'Far'Frem being satisfactory so
that the meaningfelness—of the estimates of Tgf for the
alloys is questionable, A more glaring discfepancy betueen
theory and experiment concerns the variation of A uitth .
Experimentally A o(ix. , in contrast to the guadratic
dependence predieted'by theory.

On the other hand, Lederer and Mills (39) used a
localized exchange enhaneement~model in which a magnetic
impurity increases the exchange enhancement only in the
unit cell containing it., Their theory again predicts a
guadratic increase of the epin fluctuation resistivity with
temperature and more importantly, that the coefficient of
the T2 term should vary linearly with both the impurity
concentration, €, and uithj( , in agreement with the
results obtained by Schindler and Rice (38).

Kaiser and Doniach (129) extended the theoretical
calculations of Lederer and Mills (39) to higher tempera-
tures and were able to shouw that (i) ﬁ%(T) changes from a
72 to a T dependence at T ~ 0,25 Tgp; (ii) the data for
various alloys/should all fit a plot of fg versus %%%-,
wvhere F; is some normalised resistivity (per impurity
atom). The quantities F§ and T/Tsf are dimensionless
so that the above plot is referred to as a "universal curve
)2

The curve varies as (T/Tsf in the lou teeperature limit

(T << T in agreemeht eith.equation (2.214), and as
st/
(T/Tsf)vin the high temperature limit, In oreer to analyse

ehe‘daea for some alloy systems it was assumed that one

could urite
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ﬁ“P = ‘Dakﬂoj —‘Ph“.{_ - FS‘F_(T) +fn7m-maj 2,215

uhere is a temperature-independent resistivity

ﬁon-—m:aﬂ
due to non-magnetic impurity scattering. For dilute
impurity concentrations this procedure neagly egliminates
the phonon resistivity. An examination of the fit of the
universal curve to the PdNi data of Schindler and Rice (38)
shows that the agreement with theo:yhfor the 1.0 and 1.66%—
alloys is definitely much better than for the 0.5% alloy.A
For the latter a marked deviation from the curve is observed
%or temperatures as louw as 5K whereas no significant
deviation is observed for thé more concentrated alloys
up to ~ 20K, Clearly this is paradoxical because
in view of the'assumptions mentioned at the beginning of
this subsection it is the more dilute alloy for which the
theory is expected to be most valid. However, for Ir D.S%Fé

the fit to the universal curve is ekcellent, at least .
Qp to 30Kj3; the T2 law changes to a T law at T ~~ 7K giving
Tef ~~ 28K for this alloy. Above 30K the increase of f;F
with T is slouer than a T-law and this was attiributed to
a temperature dependence of the exchange parameter e

An attempt was also made to fit the resistance data

on Rh 0.5% Fe (280) but only a linear portion betueen
0.3 - 3Kvuas identifiable. Owing to the absence of the
T2 regime Kaiser and Daoniach (129) expressed strong reserva-
tions about the applicability of their model to highly
exchange enhanced systems (with enhancement factors-2 100) e
Since then the T2 regime in RhFe has been found (281,282)“
so that the modél certainly Ha; a wider applicability thén
originally envisaged.

A more comprehensive discussion of the resistivity
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of alloys has been given by Rivier and Zlatic (106, 130).
They have grouped alloys into two classes nameiy ’
(a) "Kondo Alloys" such as AuMn, AlMn, etc, which
are suﬁpéséﬂ to exhibit a resistance mimimum and
(b) "Coles' Alloys" in which both constituents are

transition metals 2.Q. Eﬁge, PdNi, etc.

For a "kbndo allo}"ﬁthe authors calculated the
resistiuity éue to conduétion electrons scattered by a VUBS
undergoing spin fluctuations. The scattered conduction
electrons are assumed to be those that form the impurity
VBS and hence are already at the unitarity limit so that
the additional scattering by the localized spin fluctuations
can only cause the resistivity to decrease., A universal
curve was again obtained according to which the resistivity
decreases as (T/TSF)Z at low temperatures (T << T_r) and
as lﬂ(T/TSF) for T 3> Tgr; between these two regions there
exists an intermediate or changeover regime where the
resistivity varies linearly with temperature.

For a "Coles' alloy" the resistivity was assumed to

be due to the scattering of conduction electrons by loca-

lized spin fluctuations with no VYBS keing formed i.e. the
electrons do not have to be scattered into an extra orbital
(VBS) before seeing the lsf as for a "Kondo alloy"., The
resistivity obtained turned out to be a mirror image of
that for a "Kondo alloy" i.e. it increases as (T/Tsf)z at
low temperafures, then as (T/TSF) for T 2 0.14 T4, as
ln(Tg?) for T - Tgf and finally tends to the unitarity
limit {identified with the Yosida spin-disorder limit) as
(4 - Iii). Thus there exists both 1nT and l/T dependénces

T : _
in addition to the T2 and T regimes already obtained by
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Kaiser and Doniach (129). The 1nT regime has been shown

to exist in'ﬂhFe, IrFe and EEFe ailoys. It was this region
that Kaiser and Doniach (128) attempted to explain in terms
of a temperature;dependent exchange enhancement.

Following the above resume of the present state of
the theory of the electrical resistivity of metal alloys
we will make the following comments:

(1) The stated distinction between "Kondo alloys"
and "Colés"alloys" is not very meaningful_br useful., UWe
have-alreaéy discussed at great length (vide section 2,2)
under what conditions a resistance minimum may be observed,
~ The resistance minimum hitherto observed in AuMn, CuMn etc.
is different in character from the resistance minimum

observed in CuCr, AlMn, PdCr, PtMo, etc. The latter minima

are due to spin fluctuation effects involved in the magnetic =

non-magnetic changeover whereas the former are caused by
the spin-flip scattering of conduction electrons from well-

defined spins and in these cases the minima should aluays

be accompanied by maxima at sufficiently lower temperatures.
Also these minima are necessarily restricted to low tem-

for

peratures only (T £ 0,05 BD). A decisive criterion
observing resistance minima due to spin-fluctuations is
given shortly below (equation (2.226)).

(2) UWhereas the Rivier-Zlatic theory uses only a
single band for "Coles' allaoys" 6ur approach to the general
problem of the magnetism of the transition metals and their

alloys involves identifiable sp~ and d- orbitals, even for

a pure TM host; thus it is always a tuwo-band modsl, One can

then cohéide: the combined effects of s-d hybridizatién and

s—d exchange miking interactions, the latter being responsible
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for the existence of localized spin fluctuations since it

has been stated that the d-band in a TM is exchange-split.

This exchange-splitting of the d-band is the main differenc

betueen a simple metal host and a non-magnetic TM host; the

latter is, ab initio, "exchange-enhanced" owing to the

occurrence of paramagnons and thus has an effective magneti

degeneracy temperature, T¥*, which, in most cases, is much
?

less than Tg (see equatibﬁ (2.34))., Otherwise impurity

UBS exist iﬁ fM hosts just as mucﬁnas in simple metal hosts,

the observed hagnetic behaviour of an impurity being
determined in either case by the relative value of T*imp
to the observation temperature, UWe may recall that tne
magnetic properties of dilute Ni-based alloys have been
explained using the concept of VBS (7). If Cr VBS exist

in Ni, there is no a priori reason why they should not
exist in say Pd.

(3) We have already discussed hou spin-fluctuations
can give rise to superconductivity in some TM especially
those with high characteristic temperatures (see equation
(2.68)). Otherwise a non-magnetic TM should exhibit a spin
fluctuation resistivity which varies as (P&*h)z at lou
temperatures (T { T*,) as predicted by the various spin
fluctuation theories (38,39,129,130). The upper limit of
this T2 regime is as given by Schindler and Rice (38) or
by Rivier and Zlatic (130) i.e. T ~~ 0.1 T*,, (The uni-
form exchange enhanceﬁentnmodel (38) may bé'appliéd to a
pure TM even though the spin Flu;tuétions are still loca-

lized): It would appear that the Kaiser-Doniach theory

(129)ﬂundérestimates the range of Qalidity of the T2 lau,
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For Pd uhere the T2 law has been observed up to about 8K
(38) T*, = 80K as already suggested (see section 2.2).

2 - .. . ‘ . B -
law has also oeen observed in a large number of TM

AT
(283) but neither has the upper limit of the T2 regime been
éleagly identified nor are we sure that there‘are no other
processes (e.g. Baber's electron-electron scattering process)
which contribute to the T2 term. Howsver, for those metals
whose T¥*, can be estimated from ,j( (T) we can readily

state fﬁe apprnximate upper limit DFifﬁe T2 regime, Thus

for Pt with T*, ~~ 150K, the upper limit is about 15K

while for Rh with T*_ ~~ 1650K the upper limit is about

165K. B |

In general, at low temperatures, the resistivity of a

non-magnetic TM may be written as
- + +
’f%w =P +—f;: + ﬁ;s fu G 2.216

uhere f: is the residual resistivity; <F is the spin
fluctuation resistivity which varies as (T;E)z; Fzs
represents Baber's electron-electron scattering i.,e. the
scattering of s-electrons from the heavier d-holes through
a screened Coulomb interaction (s —=st; 4 —dl) and it
‘varies as T2 also. 19 is the resistivity arising fraom
the phonon—inducéd scattering of s-slectrons into the
d-band (i.e. s — d; dl——e>dll);at low temperatures it
varies as T° (284). Finally E; is the more familiar

resistivity due to phonon-induced scattering of conduction
electrons within a single-band (the s-band) and is given by

the Bloch=-Grlneisan formula uhi?h predicts a T! dependence
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at louw temperatures, Thus at louw temperatures

_ 2 —_—3 s
ﬁl"l > 2,217
vhere a,b, and c are arbitrary constants, The purpose of
writing equation (2,217) is two-fold: firstly, to shou
how simplistic it is to analyse the low temperature resis-

tivity of a TM in the form

—n
f%bq =+t 4 ( 2.218

where n 1is often non-integral e.,g. for Ru N2 4,75
(283,285); secondly, and more importantly, to highlight
the difficulty of identifying the T2 term due to spin
fluctuations especially for those metals with very high
characteristic temperatures (the coefficient of ths T2
term o (T*h)_2 e.g. the superconducting TM., The diffi-
culty is further compounded by the fact that we cannot
think of a way of separating the Baber term from the
spin-fluctuation term. However, we shall hope that a fit
of the lou temperature resistivity of a TM to equation
(2.217) will shou which terms are important and also that
for those metals with T*hfg 103K the spin-fluctuation
resistivity will dominate the Baber term. Incidentally,
we will note that for those TM which are superconducting

a lower 1limit of T2 regime is obviously the superconducting

transition temperature, T

Sc

(4) A TM impurity in a given host matrix has a
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spin fluctuation temperature given by equation (2.36), The
presence of the impurity also affects T¥*j through its
effect on the host density of states at the Fermi level,
The concentration-dependence of T*, is partiéulérly impor=-

tant for a TM host., We shall subﬁose that we can write

Emp = g - = ﬁ, 'P(_) t ﬁf:) 2,219

f Y hast

where the terms contributing to f? are as follows:~-
im

a) R/ is the resistivity due to the impurity

potential scattering, i.e. the impurity residual resis-

tivity, It is given by equation (1.12) i.e,

fa _ .lDTfRC .{SW\? A + Sin fY\L} 1:12

or in the alternative form (286, 287)

fv ~ %:ergkkc {‘— cos 28y <°S QSM} 2,220
[t

1

where
T Z

2ov =Ty +t My = PR 2,221

(cf equation (1.11))
_ awS 2,222

r—

liﬂn = ﬂl.f - qlT LYY 7

_ (im Swl(T) .

s
" T-oe0

2.223

-5 is the effective spin of the impurity atom which, in the
ideal single impurity limit, is temperature-dependent (see
section 2.2 - summary). Strictly Z, the impurity—host”

charge difference, should be replaaed by an effective
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value that allouws for any distortion of the lattice by the

impurity., According to Blatt (288)

Z@ﬁc 2 Z - % 2,224

where .é%gi is the relative change in the volume of the

unit cell containing the impurity and is given by

A2 _ (x0T &8e
S2

(-6 Ao 2,225
Qo . : : .
15:‘ is the fractional change in the lattice parameter
in percent per atomic percent impurity and 6" is Poisson!
ratio.

For a given host, say Cu, and in the ideal single

impurity limit fQ should give a peak in the middle of the
transition series, near Cr, We shall take the single
impurity limit to denote impurity concentrations less than
about 0,1 Cy, where € is the critical concentration for
the onset of magnetism, In addition, the resistivity must
be measured at temperatures mﬁch lower than T¥*5 (the spin
fluctuation temperature in the single impurity limit).

Thus for CuMn where T*¥, ~ 10 mK and €; ~ a few ppm,

fb can only be propérly determined for 7 £ 10 mk and
for Mn concentrations e~ 10-5%. When this prescription

is consistently carriedodt only a single peak should be

observed, Otherwise a double peak may result, This point
is clearly illustrated by the data of Kedves et al (292)

on Al-based 3d alloys.

(b) ﬁ;:(T) is the temperature-dependent resistivity
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due to spin fluctuatiaons at the impurity sites., Again in
the dilute impurity concentration rsgion (€ £ 0.1 &)

we suggest that this resistivity is giuenNBy

2,228

P (T) = Acos 38y ’FCB"/ T)
¢

. 2omke ) )
where = j;E?z; . The temperature-dependence of

the spin-fluctuation resistivity is as derived by Rivier

and Zlatic (130) i.e
f ~ [ LL IHP 5

~ T gor 0t TapSTE e
—rﬂ\P ’IC .
~ Ln(l) elCoY [ V4 l"‘P
xi‘\P

and tends to the Yosida spin-disorder limit as T ! as

T—= a0 ., Laborde and Souletie (287) have proposed that

Noc
]os{:(-(—) = f;c;«’ﬁé@sgsvf(&n)éf( .

os 28mCT
where 'FCT) = co3 Q.SM - e 35 >

WoC

T .
Since spin fluctuations are important only for concentrations

) allous for RKKY intesractions between impurities,

below € we do not think it is advisable to include the
effect of inter-impurity interactions because uwe C;nnot
determine, a2 priori, what the magnetic units are i,e.
whether these are pairs, triplets etc. In other words,
it will be more useful to restrict the‘discussian to the

' . 2
dilute impurity limit, Also in Laborde and Souleties
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scheme (287) F(T) is determined essentially fraom the
temperaéure-deﬁéﬁdence of the magnetic susceptibility.

What we wish to stress in eguation (2,226) is that the

sign of the spin fluctuation resistivity is determined only

by the phase shift due to potential scattering. If Zgrr2
2.5, 28\/ 7 Tr/2 sa that fD is negative and a reéistance

'4 S'p
minimum ic observed, This is the only criterion for observing

a resistance minimum du€ to spin-fluctuation effects, Any

other resistance minima have nothing to do with the magnetic

~—E> nan-magnetic ch@Ageover. For a given host matrix the T2

term changes sign as Zgep increéses, as is well illustrated
by the resistivity of Rh-based 3d allcys (289) aor of Pd-based
Soeffici F 2 oC (T*, )~
(coefficient of the T" term (T imp
clear that PdCr say will show a more pronounced resistance

alloys. Since it is

minimum than either PtCr ar RhCr, It should by now be much
clearer why any classification of alloys into "Koncsg" or
"Coles" alloys is not very relevant, CulMn will exhibit a
spin~fluctuation resistance minimum provided we worked in the
appropriate caoncentration and temperature regimes (C 4110_5%
Mn; T € 10 mK)., We abserve that the phase factor in
equation (2.226) occurs in the Appelbaum-Kondo expressian
(equation (2.31)) and has also been introduced phenomenologi-
cally by Loram et al (132), |

We should caution that care has to be exercised in
obtaining ‘O'"“P’ The definition of this guantity as (Pa“dﬂ
—-f;m% ) assumes that fisk is essentially unaltered by the

presence aof the impurity, However, uwe have already mentioned

that T# = T#, (€) ard for TM hosts where there is an intrin-

sic spin fluctuation resisfzvity the concentration

dependence of T¥*p will surely alter
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both the magnitude of the T2 term in the resistivity of

the host and the upper limit of its range of wvalidity.
Thus in PdCo, for example, T¥*, decreases as the Co
concentration increases so that the magnitude of the T2
term in the resistivity of the host itself increases but

its range of validity is decreased. It would appear there-

fore that, as defined,(%mP contains an additional term

—x A .—*-(C)‘l
Aﬁmp N~ ) =y 2.228a

—_— 2
e Taea )

3 2 ST;,* 2.228b
- — %3
(h(ﬂ
wherc S‘T‘;* = Th*(o) - T"\* (C) 2.229

resulting from a change in the spin fluctuation temperature
of the host. For PdCo Sﬁﬂ% is positive so that 13"? as
obtained from the experimental data is larger than its

true value uhilst the converse is true for PdCr. It is

to be hoped that in the dilute limit (c £ O.%cm) the effect
may become negligible particularly for those hosts with
high T*p values.

Another problem that can be validly raised is whether
paramagnon-paramagnon interactions in a dilute alloy can
occur, As proposed there are at least two types of para-
magnons in a dilute alloy - those of frequency KB “\

corresponding to the spin fluctuations of the host matrix

X
and those of freguency KB Lﬁ? representing the spin
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fluctuations at the impurity sites. It will be noted
that because of the exponential Factof in equation (2.35)
T*h is at least an order of magnituds greater than %*imp
éﬁ that, to a first approximation, any interactions<5etuaen
the paramagnons may be neglected.

(5) So far we have discussed two mechanisms that
"lead to resistance minima namely

(a) The spim fluctuations associated with the change
from a mégnetic tc a non-magnetic regime at T*imp: but only
when the impurity-host charge difference is such that the
phase shift, Sv s rl74.-'

(b) The spin-flip scattering of conduction electrons

from well-defined but non-=interacting magnetic units

(individual spins or clusters), As already discussed
(section 1.7) this scattering gives rise to a 1nT term
(equation (1.35)). 1If,in addition, the exchange couﬁling
between the conduction electrons and the magnetic units

is negetive, then a resistance minimum.resu;tglat a tem-
~perature given by equatiqn (1{37). ~ The "Kondo divergence"
merely reflects the neglect of the interactions betuween
the magnetic units which, 2s mentioned several times
~earlier, leads to a resistance maximum at a still lower

temperature.

We shall now mention a third mechanism that could
conceanbly give rise to a resistance minimum. This referS
to a reduction of the phonon-induced interband s;d scatterin
resulting from the energy dgpendence of the density of
states at the Fermi level. This deﬁendence modifies the

resistivity by a factor (1—AT2) where A is given by the
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second term in the brackets in equation (2.47). It has
been suggested (291) that this factor is also important far
s=-d impurity processes so that in alloys where A is appre-
ciable, the decreasing "s-d resistivity" when combined with
the ideal resisﬁivity (increasing as T° at low temperatures)
léads to a resistance minimum, This explanation has been
advanced to account for the minima observed in PdRh (111)
and PdAg (209). Houwever, in the case of PdAg alloys, the
resistance minima were originally explained in terms of
scattering from "exchange-enhanced localized packets" aof
holes (294), a viewpoint that has recently been supported
by Murani (295).

The resistance minimum observed in a Pd 4% Rh alloy
(111) was not observed in a later investigation by Puruins
et al (296)., 1f the presence af this minimum is confirmed
then the explanation in terms of a reduced s-d scattering
is certainly plausible but then a resistance minimum should
also be observed in Pt ~ 4% Rh and Pd- and Pt- based alloys
of Ru, Ir, Os, etc of similar concentrations. On the other
hand the possibility of a Rh atom bearing a local moment
in a Pd- rich environment should not be discounted (557),
so that case (b) above may still apply. NMR measurements
at low temperatures (558) show that the local Rh suscep-
tibility 7(2h~7?7x24 and is extremely sensitive to statistical
fluctuations of the local environment. Alsoc perturbed
angular correlation studies (559) indicate that at lou
temperatures the Rh atoms are nearly magnetic with
T* ~/100K, As discussed'in Chapter 64in RhNi a Rh atom
surrounded by 12 Ni nearest neighbours has a fairly large

moment (¥ 2.6},!3) but this moment "disappears" as soon
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as there is a Rh nearest neighbour. A similar effect could
exist for PdRh and,in fact,Gersdorf and Muller (560) have
suggested that a Rh atom surrounded by 12 Pd atoms has a
very high paramagnetic susceptibility.

Having discussed the nature of the spin fluctuation
resistivity which occurs in the dilute impurity concen-~
tration region where inter-impurity interactions may be
presumed to be negligible we shall once more return teo the
critical concentration region for the onset of ferromagnetis
where inter~impurity interactions must be considered.
Specifically, we need to consider the effect of the magnetic
clusters which we have shown to be necessarily present in
the transition region. As mentioned above (see comment
5(b)) and also by Beck (297) the spin-flip scattering of
conduction electrons from these clusters should lead to
resistance minima and indeed such minima have been observed
in CuNi (207, 293) and VFe (208) alloys. In the latter
case an abrupt increase in the slope of the plaot of the
residual resistivity against impurity concentration. is

also observed at the same concentration at which the

resistance minimum first occurs., This correlation confirms
that the resistance minimum is due to the pres ence of
magnetic clusters. For CuNi no residual resistivity
measurements in the relevant concentration region (£ 30%Ni)
have been reported but a similar change of slope should be
expected, If the magnetic clusters interact to form a
cluster-glass then the resistance minimum will be accom-
panied by a maximum, This is the explanation for the

resistance maximum and minimum observed at low temperatures
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for Cu 46% Ni (207). This alloy is not ferromagnetic as
generally assumed because, as shown below (section 2.6)
the critical concentration is <& 47.6% Ni.

Also near the critical concentpation, Cpy WeE should
consider the scattering of conduction electrons by critical

fluctuations of magnetization., 1In the ferromagnetic regime

(c >'cf) these critical fluctuations are similar to the
spatial fluctuations of magnetizatiaon that uswually occur
near a ferromagnetic Curie point with the modification that
in the present case T, ~ 0OK. 1In the non-magnetic regime
(c & cf) spin fluctuations do occur,

In both cases the scattering of conduction slectrons
gives rise to a T2 term in the electrical resistivity whose

coefficient is proportional to the initial susceptibility.

In the dilute concentration region the initial suscep-
tibility is, of course, identical with the high field
susceptibility and is proportional to the impurity concen-
tration (39); however, close to the critical composition the
initial susceptibility wvaries as {c - Cfl - (equations
(2.95) and (2.96)) so that the coefficient of the T2 term

in the electrical resistivity peaks at the critical concen-
tratien. This is not surprising because at the critical
concentration the fluctuations of magnetization are greatest,
Thus we can give a physical explanation of the now standard
procedure for obtaining Cp by plotting the coefficient of

the T2 term in the resistivity as a function of concentratian
(193, 298, 299), We note that as in the case of the initial

susceptibility the peak in the coefficient of the 72 term

should be asymmetric, It has often been the practice to

analyse the louw temperature resistivity of an alloy in the
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critical concentration region in terms of the phenomeno-
logical relation (ﬁf-eq.(2.218))
n

‘a('r) = £ +a(c)T . 2.230
The exponent n is determined from the best fit of eq.(2.230)
to the measured resistivity over a selected temperature
range - 1.6 to 5K (214a,300) or 4,2-300K (301,302) and the
coefficient a(c) thereby determined. The critical concen-
tration is then estimated from the maximum in a(c). This
proc@dure is incorrect because there is no theoretical or
physical explanation of why n should vary smoothly from abou
1 to 2 through the critical concentration; alternatively,
what meaning should be attached to the coefficient of a
term whose exponent is continuously varying as a function of
the impurity concentration? Mathon (75) has attempted to
obtain the temperature dependence of the resistivity in the
critical concentration region. Using the concept of a

uniform exchange enhancement of spin fluctuations he

predicted that away from the critical region fD(T) o T2
while near the critical region f’(T) oC T5/3, i.e. n is
never less than 1.5, The model upon which Mathon's theory
is based is clearly unsuitable and, in any case, the T5/3
law has not been observed in any of the relevant alloy
systems, However, such a T5/3 dependence has been reported
for Zan2 (303) over a temperature region spanning the
ferromagnetic Curie point., Firstly, we suggest that since
we are concerned with a phase transition as a function of
the impurity concentration any analysis of the electrical
resistivity data should be restricted to the lowest tem-
peratures only (about 0-5K). Secondly, since magnetic

clusters are present in the critical region their contribu-
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tion to the temperature dependence of the electrical resis-
tivity must alsoc be considered, It has already been
mentioned that the clusters could give rise to a resistance
minimum to be followed by a maximum just above the tempe-
rature, Tcg, at which the clusters "freeze in'" to form a
ciuster—glass. We consider tuo specific cases:-

(1) UWhere Te¢g is well below the louest temperature
of observation., In such a case the observed resistivity

may be represented by
— Tz_. bInT
er) = f + a) 2.231

The origin of the 1lnT term is obvious,

(ii) uhere Tcg is well above the highest temperature
of observation, In this case, the observed resistivity will
include that of a cluster-glass which we can take to vary

as T3/2 (but see below = section 2.8), Thus we can urite

—_ —3
el = ¢ + aa)lz + 4 2 2,232

It is interesting to note that the above temperature
dependence has been predicted for the ferromagnetic metals
(315)., The above are the tuwo simplest cases that may be
considered, A wide variety of intermediate cases clearly
exists so that various forms of T-dependence are possible.
While we have stated that the coefficient of the T2 term,
i.e., al{c), should peakK at the critical concentration ue
cannot, a priori, predict the concentration dependence of b
or d except to suggest that either coefficient could exhibit
a peak at a concentration lower than cf where there exists a
maximum number of uncoupled clusters, Leaving these details
aside what we wish to stress is that the critical concen-

tration determined by fittimg the resistivity measurements
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tg a single power law (equation (2.230)) in an alloy system
where magnetic clusters are known to exist is more than
likely to be different from the true value. 1In this context
we should also note that plotting A-P{: 9(4"9-)— P(f"?)}
as a function of concentration may not always be very
helpful, if at all. This is because if no magnetic clusters
appear to be present (as say in the transition from a non-

magnetic state to SDW) then
T ~ ac) T2
™~ + ¢
.fx fi 2.233

and __{3(4_,3,) — .P((-"?) = 475 a(c)

so that no extra information is gained by plotting AP as
well as a(c) as a function of concentration except that AP
is an order of magnitude larger than the corresponding
value of a and probably less accurate. A glance at

figure 4 of reference 193 clearly shows this to be true.

If clusters are present then the procedure may give a

wrong interpretation of the data as has been mentioned in
the case of RhCoj; for PdNi it gives a wrong value of the
critical concentration (2.3% Ni as compared with the true
value of 2.8% Ni). Other systems where the method has so
far been applied (AuFe, RhFe) have not been equally scru-
tinized. It may well be that the usefulness of the plot

( A{D vs c) lies in correlating magnetic changes with
structural transformations and atomic ordering; but whether
this is true or not we suggest that a plot of ZSF)versus c
should always be accompanied by a plot of the resistivity

at the lower temperature as a function of c as well.
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The Residual Resistivity

The presence of magnetic clusters in an alloy system
should be reflected in their contribution teo the resicdusl
resistivity, If we assume that all the magnetic clusters
are identical,.each with a net spin S, and if their concen-
traticn is €%, then their contribution to the residual
resistivity—is

Ap = ATACT T S(S+)

2
o V& Ke 2,234

whers Jg 1is the exchangs integral between a conduction
electrdn and a magnetic cluster, It is this contribution -
that is probably responsible for the increased slope af the
residual resistivity versus impurity concentration curve

observed for VFe (208)., With the onset of long range

ferromagnetic order this magnetic contribution disappears
so that as a function of the impurity concentration the
magnetic EQWFP;PQ?éoq to the residual resistivity peaks at
Ce. Another way of looking at this is to note that,in
general, the impurity residual resistivity is proportional
to the differential scattering cross-section per impurity
atom (304). For the magnetic contribution to the r~ .aal
resistivity the scattering cross-section is,of course,
related to the fluctuations of magnetization which are
maximum at the critical concentration, The obvious limi-
tation to the use of this procedure to détermine Ce is that
it would be difficult to obtain the magnetic contributiaon

to the residual resistivity especially in situations where

magnetic changes are inextricably linked with structural
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transformations,

We may remark that the onset of a spin-glass state
does not seriously reduce the magnitude of the magnetic
residual resistivity. Instead of equation (2.234) we nou

have

ver ke 2.235

Magnetoresistance

Since the effect of an appli=d magnetic field would
be to suppress the fluctuatiaons of magnetization in the
critical region it is expected that the impurity magnetic
residual resistivity will increases while the coefficient of
the T2 term will decrease in an applied field; thus there
should be a negative temperature-dependent magnetoresistance
A decrease in the coefficient of the T2 has been observed
for several PdNi alloys (305,306). A discussion of the
concentration - and field-dependence of the magnetoresis-
tance in the critical concentration region hes already been
given (section 2.5(v)),

It should be noted that a negative magnetoresistancg
may also be observed in spin-glasses.. In the absence of
an applied field there is no magnetization even below the
ordering temperature, When a field is applied some net
magnetization results, It has been shoun (304,307) that
the resulting magnetoresistance is nEQatiué and is'propor—

tional to the square of the magnetization (C€'8quation

(2.189)). For a spin-glass we may take M o B, so that

2,236

N oc B2
€
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2/3 :
as compared with a By dependence in the critical
concentration region'(equation (2.190)). The above beha=

viour (i.e. for €&, =,?€¢) parallals that observed near

the Curie temperature ch

The Thermal Conductiviﬁy
Eorreséonding to the T2 term in the electrical

resistivity there should be a term, linear in T, in the

thermal resistivity., Therefore at the critical concentra-
tion the coefficient OF this linsar term should exhibit a
maximum, From elementary Kinmetic theory it is kncwn that
thekthermai conductivity, g , is given by ¥ ""’C\,VA

where C is the heat capacity per unit volume, \¢ is the

Y
velocity of the‘particles and JQL is the mean free path,
It is thus apparent that the predicted maximum in the
coefficient of the linear term in the thermal conductivity
is related to ths maximum observed in the linear term in
the heat capacity (seé below section 2.5(ix)).

We should also discuss the possible contribution of
the phonon term to the thermal conductivity. Although in
pure metals this contribution -is much smaller than the
electronic term in alloys the tuwo terms may he of the
samz order of magnitude., Nouw thermal phonon resistivity
results from only umklapp-processes which are frozen out
at very low temperatures so that usually in metals and alloys
gaomefrical scattering i.=2., scattering by lattice imper-
fections, boundaries, randomness of isotopic distribution,

degree of atomic disorder, etc, However, in the critical

concentration region we uWould expect some phonon thermal

resistivity arising from the interaction of phonons with
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magnetization fluctuations via the magnetoelastic coupling.
This effect leads to the renormalization of the velocity

of sound and an increase in sound attenuation as discussed
below (see section 2.5(x)). There we derive that the relax
tion time, “C , is given by | T -~ {g r' ‘DMOZ}"
where [T is a coefficient that appears in the Kinetic
equation of motion for the interaction pracess'(see sgction
2.5(x)) and the parameters b and MNgphave already been
defined (section 2.5(ii)). Since b = (87(; my2) "
(equation (2.99)), it follcus that T mw 7(;/;-:

so that
¥Ph ~ ‘Crrl V:’X; 2,237

where Vg 1is the velocity of sound. At lou temperatures

the phonon heat capacity ~—~v T% cansequently

—_ 2 o 7-3
.AL<P;, ~~ Vj_r?_sf_ . . 2,238

Nou '7<; diverges at the critical cancentraﬁioﬁ and so

Wwe should expect that the coefficient of the T3 term in

the thermal conductivity will peak at the critical concen-
tration, 1In fact, since both the electron and phaonon
contributions to the thermal conductivity increase in the
same way near €r 1t follous that another sensitive way of
determining Cf would be to msasure the thermal conductivity

at a given low tamperature as a function of concentration.

2.5(viii) The Thermopower

It is known that the thermopower, @, is the most

sensitive electronic transport property of a metal (304),



- 250 -

being sensitive to %the type of electron scattering mechanism
anrd tir® shape of the Fermi surface, It is also affected by
phonon drag which refers to the fact that owing to
electron;phonon interactions a displacement of fhe‘electron
system (say through the flow of an electric current) leads
fo a diéplacsment of the phonon system as well, since the
latter must come to equilibrium with the elactrons (3C8).
In other words a displaced electron system "drags" the
bhonon system along with it, * |

Owing to the resultirg complexity of the thermopouer
it is not usually easy to explain its observed characteris-

tics in terms of the simple theories developed for it. The

thermopower of a metal or alloy has been shoun (309) to be

given by
o . EHBT{I L o-ze)}
= T3 g L2
3 (e 2 E;: 2.239
uhere U(i) is the value - the electrical conductivity

would have 1f the Férmi energy uwere E ; [e‘ 1s clearly
the absolute value of the electronic charge. A simole

theory (304) shows that

& A\ Ae

o = ,
nmih 20240

where /) is the electron mean free path (mfp) and ’AF is

the area of the Fermi surface. Thus

D e a D (A +2
.a_gum 4 (A-l-aE[Ap

2.241

" showing that, as a first approximation, the thermopouver
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depends on the electraon me'angmpnNEhe effective mass of
the electfons. Since the lattér depends an the details of
the Brillouin zone it is not possible to predict, a priori,
thé éign of the thermaopouer.

[?The first term in eguation (2.241) is, houever,
positiQe because the greater the énergyﬁof an electraon is
the less likely it is to be scattered i.e. the greater its
mfé]. All the same equation (2.239) has been useful in
expiainiﬁg at least qualitati&ely tﬁe variations in the
thermopouwer of the noble metals (Q » 0) and the bismuth
group (large Q but of variable sign). .Tme transitiaon
metals which are of interest to us have fairly large but
usually negative thermopowers. This is believed (304,30Y9)
to be due to the same mechanism that is responsible for the

relatively high resistivity of these metals -~ the scatterin

of s-electrons into the d-band. Clearly then
aZXL- ol ﬁ; ‘EF)

thereby giving a contribution to the thermopower of magnitu
3le[ L° F

This shows that @ depends on the variation of the density

of states with é; . For example for the Ni group of metals
-ﬁi(£> decreases raﬁidly with EE so that § ~can be

expected to be large and negative., mMore quantitatively

if we assume a parabelic band of the form

p(€) ~ (€. -€)%
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—2 2 ;l
then ® = "(_‘_-é—(‘-ij—r (E" "EF> ° 2,242

The addition of say a noble metal to the transition metal
leads to a decrease of ( EL"EF ), (since the d-holes are
being filled) and hence Q should increase continuously
until all thé holes are filled up (at about 55% of the
noble metal). Thereafter Q shouid decrease &aEidlz to

a value comﬁarable to that of the noble metal (309). The
observed thermopouwer data on AgPd and AuPd alloys (310)
follow the trend predicted by theory although a detailed
examination reveals marked discrepancies. The maximum
value of Q@ occurs at about 40% Ag and 50%'Au respectively
in AgPd and AuPd alloys. The vélue for Agbd is nearer the
experimentally determined number of d-=holes in‘Pd, about
0.364/atom (311). 1In addition, the drop in the thermopouwer
when the concentration of Ag or Au exceeds the "critical
value" is not as sharp as the theory leads us. to expecﬁ.
The discrgpancy between theory and experiment is even worse
for CuNi alloys (312). Significantly, however, the variation.
of the thermopower with composition for botﬁ'ﬂgpd and CuNi
is somewhat similar to the corresponding resistance -
composition curves; this again shows that there exists

some correlation betuween resistance and thermopower,

More pertinently it has been shown that near both the
order-disorder phase transitiomn in ﬁ—brass (313) and the
ferromagnetic critical region in GdNi2 (314) the Qariation
of the temperature“der;vatiyesuof the rgsistahce and thermo-
power are essentiallyridentical. VThis_identity shows the

common origin, at least in the critical reqion, of the
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mechanism governing both phenomena, which is clearly the scattering
of conduction electrons by critical fluctuations. We may therefore
expect that near the critical concentration for the onset of ferro-
magnetism where fluctuations of magnetization occur the thermopower
measured at low temperatures (strictly EQ at T=0) should peak at
the critical concentration =~ in the same way as the magnetic
contribution to the residual resistivity. Alternatively, since near the
critical concentrafion P(T)"C T2 at low temperatures a similar
temperature dependence should obtain for Q(T) and the coefficient
of such a T2 term should peak at Cge

2.5(ix) The Specific Heat**

If we substitute equation (2.88) into equation (2.86) we get

G = Gy - bMgt + —mmmmmmm- 2,243

By definition the magnetic specific heat at constant pressure,Cmp, is

" 3G
Cp =Coa = Coyn = “E 5P

2,244
where Cpr Bo and Cp,M are respectively the specific heat at
constant field and constant magnetization and ﬁ, is the density

of the system. Thus in the magnefic state

c =_g_-§-'i—{mf},

2.245

** A more comprehensive discussion of the ™electronic" heat
coefficient of nearly and weakly ferromagnetic alloys has
been given elsewhere (Ododo 1978: J.Phys, Chem. Solids
(to be published)).



1t is clear froom equaiiuﬁ‘(E,ZAQ) that the specific heat
is determinod by the temperature dependence of the spounitaw—
necous magnetization, As in the case of tbe volpme magnheto-
striction {section 2.4(iv)) we shall consider tuo forms of
the temperature dependence of the spontaneous magnetization,
The first is given by equation (2.161) on ths maodel of ueak
itinerant ferromagnetism. Assuming that b is at worst
weakly depeﬁdent on temperature it is easily derived that
. oy, 2
Cm o A’L{?M:o ‘T “t g.élﬁﬁ ! )

N, g 2.246

p*rj T le

as originally obtained by Mathon (75). If we substitute

2

)
for M 00

from equation (2.90) we finally qet that

-,

C*’; - - .;;_M _o (c-<f) T + EM;EMG%C) T"
lo '€ o l&
Writing Cj = ?ﬂ?-r.'%éf T“‘ - Q D
- - 2
and C - Co + CP = -Bf)! W@ (

Q

-

where Cg is the specific heat in the absence of any magnetic

S N 2. Moo X (¢~¢p)

o . ©2.248
8 1

and
(r)(‘({os N ((~ Cf)

5 > -4
4 ﬁ R
e ‘10 T‘ 2.249
io .

{1

B | o . y
Furthpimora 1? equauJon (2. 120) is valid i.e. e =2 Koo )

then equatiuns (2.248) and (2.249) reduce to



S P e O ol (el e
ﬁ’ = 0o 5”{ ( 'f)
e 2.250a
< S (lb
[3’ - OJ '(" D K.Z . .
o 2.250b

These equations predict that the coefficient of the linear
term in the specific heat should decrease continuously in
the ferromagnetic region while that of the T3 term should
undergo a finite discontinuity at the critical concentra-

tion., The expected variations are sketched in figure 2.23

=)

LN - B "
I |w0
| i
! \ ‘l
| 1(} \ )
Ly
'2{0 b /T\%;'\ %’%{ : \\
Skt | ) S
Fal t..,_ _.._\___(;;) ﬁi L| Sl
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| !
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Fig.2,23: Variation of'ﬁq ﬁ with impurity
concentration:

(i) equations (2.250)

(ii) equations (2.251)

On the other hand, for disordered ferromagnetic alloys

— z
equation (2.125) appears to be valid i.e. |le = K Moo ,

so that instead of equaticns (2.250) we now have

A 2 415 : A
¥o= 0 £ K" 2.25%a
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and ﬁs = F&s +

These equations are also sketched in figure 2.23 (dotted

2b
pK‘EZ 2.251b

{
o

lines),
Another form of the temperature dependence of the
spontaneous magnetization is that given by equation (2.172).
This form gives
4 —_ 2T
CM - 1[>Moo{__ qA 1 + 36 Al
P A ‘

—~7
3T+ AT }

2,252

which, if ‘we disregard terms of higher order than A? (since
A~ TC-Z), is essentially of the same .form as equation
(2.246) so that the discussion leading to equations (2.250)
and (2.251) also applies. Although the two forms of the
temperature depéndence of the spontaneous magnefization

may often be practically equivalent in the temperature
region of intgrest (T &L T_) there appears to be an

important fundamental difference. The difference is that

at low temperatures the expression

_ b
Mo = Moo{| TR T}

2.253
may be represented by a quadratic temperature variation of
the form of equation (2.172). This behaviour was first
pointed out by Niira (316) and Mackintosh (317) in connec-
tion with the magnetization of a number of rare-earth
metals and has also been recently confirmed for Fe and Ni
(147). The usual interpretation of_qugpipnh(z,gﬁzy is in

terms of a spin-wave term modified by the presence of a
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magnetic anisotrgpy Factqr. We shall comment on this in a
little more detail in a later section (section 2,7) but we
note meanwhile that whichever form of the temperature
dependence of M, 1is subseqguently ascertained to be valid
cannot account for the observed variatian ofixé and ﬁf with
concentration, KS is found to show a slightly asymmetric
but otherwise smooth maximum at the critical concentratiaon
whereas in many cases ﬁs appears to exhibit a minimum
which is nearly zero and sometimes negative! We sketch
below a derivation of the magnetic contribution to the
coefficient of the linear term in the specific heat aof an
alloy system which gives a plausible explanation of the
maximum observed at the critical concentration in terms of
the critical fluctuations of magnetigation.

In the critical region and in the absence of any

externally applied magnetic field

My £0 ; v= %49z

so that § M ~ M, where KM is the fluctuation in the

magnetization, The probability, P(.g M), of such a fluc-

tuation occuUffing is given by the usual Boltzmann factor
e—éz%_ , where AG 1is the concomitant change in the

thermodynamic potential. From eguation (2.86)

2

AG = G-& 2 a (§M)
_a(sM)*
SoopesMm) = Co "R

where C is a normalising constant determined from the

00
condition that jP(SM) a((SM) — |

giving C’ = (—?—K—BT)& .
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Therefore the mean square fluctuation, <(SM>2>,is given
Y o0 2
M M AEM) - KT
(MY = ¢ (3 P(sM ) - 5~

b

2.254

More conclilsely we may obtain the same expression by using
the classical fluctuation theaorem already stated (eguation

(2.199)). This gives immediately that

LEMY = T X

where jxo is the initial susceptibility as given by equations
(2.95) and (2.96). To obtain the contribution to the
specific‘heat,‘ [&Cmp, arising from such magnetization
fluctuations near the critical concentration we first

calculate.the magnetic entropy s™: )1:>
| 9a (&M

m _ -2 (A5G = -5z ==

ES = > ( CQ) f: o

since the term containing the temperature derivative of
M is zero because %ﬁ% =0, We now make the plausible

assumption that a is a linear function of temperature say
a = Q(CUC-T) 2.255

as used in the Landau theory of the ferromagnetic transi-
tion at T_. Such a temperature dependence has actually

been experimentally observed for some Fe-Ni invars (238). {>
" = T(3")) == TR LEM
Thus ACh = T(E ) = 7 |5

m ol KX
AC’P——-é%KB T

2,256
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which shouws that there 1is an extra contribution to the
linear term in therspeciFiCAheat which corrgla?eg_uith the
initial susceptibility. It is therefore to be expected
that the coefficient of the temperature linear term in the
épecific heat would peak asymmetrically at the critical
concentration. We thus have an explanation of the observed

. . s .
maximum in ?‘ i.e.

o
Y3 - ¥ +°_<¢_K_‘r‘x
19 2.257
o
- a problem that so far has not been suitably explained in
any other way (318-320)., We make the following remarks:-
(i) The simple discussion given above leaves out
two important terms in the expansion of the thermodynamic
potential - the quartic term mea, and the term puS@yﬂﬁ
The latter term may be neglected if we consider anly long
wavelength fluctuations but the quartic te;m is important
bécause it limits the amplitude of the magnetization fluc-

tuations to

«sMiy, ~ (e

2,258

:C_F

instead of the apparent divergence suggested by equation
(2.254). Alsc an exact solution for ((8m)2> can be

obtained when this quartic term is included but this is nouw
in terms of the error function, It is not necessary to
glve here the messy details of the integration since some
of the parameters needed fp: a ngm?rical estimate have to

be determined experimentally in which case equation (2.257)



- 260 -

will be adequate,

(ii) sSince we know that clusters exist in the cri-
tical concentration we ought to consider their possible
contribution to the specific hegat. 1t is sufficiently
well known that the upturn obserdsd at low temperatures in
the plot of Cp/T against 1 for a number of alloy
systems‘is due to the presence of clusters. A discussion
of this.is given.in section 2,5(xi) but in anticipation of

that we note that the specific heat of the clusters should

be considered over two temperature regions - below TCg
(the cluster-glass temperature) and above Tcg . Belou(
Teg the specific heat of the cluster-glass is linear in

temperature and concentration-independent. This rules out

clusters as being responsible for the maximum in 36 (see
also reference 318). Above Tecg we, of course, have a
random array of clusters and the dynamics and .statiecs of
individual spins within the clusters must be considered,
A contribution to the temperature linear term in the
specific heat has also been predicted by Hahn and Wohlfarth
(321) as resulting from the anisotropy energy of the
"guperparamagnetic" clusters., Surely such a contribution
can only be meaningfully discussed belou Teg and therefore
can be included in the effective field distribution used to
derive the linear temperature dependence_of spin-glasses,
(iii) It would appear that the apparent minimum
observed in the coefficient of the T3 term is as a result
of an improper procedure adopted in analysing the specific
heat data. This point is also discussed 1in sectiqn 2.5(xi)

but we can state quite simply here that there is no physical

basis for the apparently large variation of the Bebye
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temperatureS = (obtained from the experimental vallUes of
Ps) within the narrow concentration ranges involved nor can
there be any obwious meaningful interpretation of the
negative vallles of Ps sometimes observed (322)e

(iv) The effect of an applied magnetic field would be
to reduce the fluctuations of magnetization and hence dimini
Ksslightly, as observed by Gupta et al (206)‘and also by
Robbins et al (201), A magnetic field will also effectivel
increase the cluster-glass temperature, Tcg,and hence extend
the temperature range ovef which the cluster‘specific heat
is linear in temperature. This‘point should be borne in
mind when considering the suppression of the upturn in the

Cp/T versus T2 plot when a magnetic field is applied.

(v) It is known that at the ferromagnetic Curie point
a correlation exists between the temperature derivatives of
both the electrical resistivity and thermopouer and the elec
tronic heat capacity (313, 314, 323 - 325). Specifically

for TevTcC m
dae --48 - E'_.P_ > 2.259
dT aT el
the correlation between these guantities obviously stems

from the f@ct that near the transition point electrons are
scattered by fluctuations of magnetization, We may

expect a similar correlation between parameters that may be
usefully and meaningfully defined at T=0@ in the critical
concentration region. It is therefore rel@vant that we have
suggested a similarity in the concentration - dependence of
the coefficientsof the T2 termsin the electrical resistivity

and thermopower at low temperatures and the coefficient of

the linear term in the specific heat, The similarity again
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arises from the occurrence of critical fluctuations of magnetization
at the critical concentration,

In concluding the discussion in this section we shall again
emphasize that the magnetization fluctuations considered arise primarily
from statistical concentration fluctuations but obviously these
fluctuations can also be thermally dependent (e.g. because of the
temperature dependence of the average projection of the cluster
moments in a given direction).

2.5(x) Renormalization of sound velocity and
ultrasonic absorption in the critical region

It has long been known that the dispersion and attenuation
of sound can be very useful in studying both the statics and dynamics
of cooperative (i.e. third-order) phase transitions. It is therefore
relevant to consider similar effects in the critical concentration
region for the onset of ferromagnetism. We shall discuss only the
interaction between long wavelength acoustic phonon modes with the
magnetization fluctuations that occur in the critical region. The
interaction occurs via the magnetoelastic coupling and leads to a
renormalization of both the sound velocity and the attenuation
coefficient. Near < the magnetization fluctuations increase
anomalously so that their effects on the sound velocity and
attenuation are maximal. Specifically the sound velocity is
decreased while the attenuation coefficient is increased. An
excellent treatment of these effects has been given by Levanyuk (327)
and by Young and Bienenstock (328). They considered essentially
the expansion of the thermodynamic potential as given by equation
(2.106) but in the absence of anz c:ppli{agdwﬁeldzi.e.w‘.Z
G - G taM+ S(TM = M " og

2.260
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in which the quatic term in M has been omitted but the term

%(Vvozincluded to allow for the spatial fluctuations of
magnetization (see section 2.,5(vi)). Equation (2,260) is
then substituted into a general Kinetic equation of motion
to obtain the equation of motion of the spontaneous magne-
tization as

2 = 7
ﬂ"%“_{_ + 2aM - 287 M —%NM =) 2,261

where f(r,t) is a randam fluctuating force and f;1 is the
Kinetic coefficient. In addition to the above equation we
also have the linearized equation of motion of longitudinal

acoustic waves

2 —_
ﬁ«%"‘é + Tow ~+ YVZ(M) = 0 2.262

where f; is the density of the system, Equations (2.261)
and (2.262) are two coupled equations for the spontaneous
magnetization and the sound wave, In the louw-frequency lon
wave=length region the sound velocity ¥, and the attenuation

coefficient, oG, are obtained as (328)

VAl Voz{l - ok T ()" } 2.263
64TVt £ (S2) %2

2
27T (2m)* (B
2048 7 Ve QT (Sa)2

2,264

ALs

1
2

where VY is the frequency and Vo = (§¥%R_> s« In section
2.5(vi) it was derived that a = 8K02 s, Where Ko is the invers

correlation range. In the critical concentration region

]
Ko ~[c-Sel %0 tha 2 %
( that (Ssa)lé _ _%;5 ~ lc,cdz

5
and (Sa)% = (’%,)3 ~ {C’C-F, §
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Hence near the critical concentration both the attenuation

coefficient and the decrease in the sound velocity attain

their maximum values, Observe that
z ( ) .
m_———
S (C c )3[2 x 2,265

which compares with a similar relationship near the ferro-
magnetic Curie point. Houever,the above formulae are not
very suitable for order of magnitude estimates of either

the reduction in the velocityi§ound or aof the attenuatian
coefficient since the value of ® is required. In order to
to obtain a more readily usable equatian we shall adapt the
phenomenological approach of BeloV et al (329,330) as used (;4
in their discussion of similar phenomena at the f"errcnmagne’cic:Lr-'e
point, This approach also allows us to include the effect

of an applied field. We shall go back to equation (2.106)
uhich excludes the Sﬁﬂﬂ%erm - justified since we shall

restrict discussion to the long wavelength limit aonly. The

equilibrium magnetization is given by equation (2.107) i.e
2a +50) rapMFr o B

(recall that M* = mM(Bo, T,c,P); M = M(Ba,T,c))

If P=g, then

2

2a + 4bM Ba/M (equation 2,92)) »

R z}'r‘ft

Suppase a varying hydrostatic stress P~ e is applied;

this induces an alternating Componeﬁt of the magnetizatian
caryt
P4PC+) = hqp‘e

sg that the total magnetization is ﬁd
MF = Mo+ M) 5 M77p

The equilibrium conditions are now determined by the Kinetiec

equation
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which after suitable manipulation, is reduced to

__LIZTWMP o W{%ﬂ +3BM2}MP £ 2¥MPM 2,267

We recall, from equation (2.138), that

+ K P

*2

w = EM

2
2 «P4ayMMp + ¥ M

2.268

The last term on the right hand side of equation (2.268) is

the volume magnetostriction in the absence of an applied stress
which has been earlier discussed (section 2.5(iv)). Thus the
additional volume magnetostriction produced by the varying

hydrostatic pressure is given by

Wil P) - W- ¥ M

2,269
Substituting for Mp from eguation (2.267) gluesr1
wi(P) arnrcts +8bM7) - L‘“z:’) A
O R LT Ireres
Define a relaxation time T  as
- Re *
< = P(T’i + bl ) 2.271

then . _—
wP)  _ g +4”FZMZT{'"°2W e
- | + @TyT)*

2,272
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Thus near the critical concentration we obtain for the comp-
ressibility‘,¥t, and the logarithmic decrement ,Ek)the follouw-

ing expressions:

L[y }

£ = K{‘ ¥ +(27¥YT)?

2.273
S - T(2oT) =
2
2
¥ M 2,278

where = i&——————“
h bl = B +gbM?

In the absence of a magretis field (M  Mo) and alsoc in the

static limit ( V~0)
2

= _6-— 2.276
AK 2b

Thus in going through the critical concentration the frac-

tional increase in the static compressibility is

Moo= 3
7 3-bd( 2.277

which, as shoun, is determined essentially by the sqguare
of the magnetoelastic coupling coefficient and the slope of
the Belov-Arrott plots. Substituting for b from equa-
tion (2.99) gives
Moo X,
A =  AY Vo /g
4

mte—

«

2,278

This equation resembles that which may be obtained from

Dﬁring's formula (331) for the anomaly in the elastic modullts
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of Fe-Ni invars, namely

w \2
_yg(ﬁ—

AE = D80

=2

E o™ 2.279
28Bo

w
where ( %%go) is the forced volume magnetostriction, E is
Young's Modulus and (%ﬁi) is stated to be the high field
susceptibility, For alloys near the critical concentra-

tion

Eﬂg. = QRYD4OTK%?

BBO (equation (2.136))
and if we substitute the initial susceptibility for (%_%‘)
- )

equation (2.279) becomes

!éﬁi = —‘% 2 :- °
= - TN

2,280

o
as has been obtained by Wohlf@rth (332) (thougthk is still
referred to as the high-field susceptibility), A comparison

of equations (2.278) and (2.280) shous that

=1 8B
BT T

where B=K~' in the bulk modulus.

Equation (2.277) predicts a step jump (of AK) in the value

of the compressibility at the critical concentration, Sueh
a discontinuity is of course implicit in the mean field
approximation used here, In practice the increase will

be smaller than the predicted value and probably spread out
over a finite concentration range. To obtain an idea of the

magnitude of this relative increase in the compressibility
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let us consider the Pt Ni system for which the values of the relevant
parameters have been measured (256, 333, 334),  For Pt 42.9%% Ni
(which is about 1% dbove the critical concentration)

B = 3.6 x 100 (g/ems)’ (256, 333)

M

© -5
00 1.32 emu/g and X‘F = 30.6 x 10 ~ emu/g (333).

12 12

Using "KN;’ = 0.538 x 10 cm2/dyne and CKP{_ = 0.359 x 10

cm2/dyne we interpolate to obtain cKc:tlloy = 0.45 x 10-]2
cm2/dyne.

B
Thus from eq.(2.278) %E—K = 6.1% = — '—B" .

The values of Mgy (= 2,072 emu/g) and 7(+ (=14.5 x 10_5 emu/g)

given by Alberts et al. (334) give a similar value of % (= 7.2%).

oBG

Since E =38+6r,where G here is the shear modulus it is easy to

show that for a Poisson's ratio of %

AE___L__A_B.—%—&L
= 5 B > 4

2.282
so that a fractional change of 6% in the bulk modulus can only lead
to a 0.7% change in Young's modulus. Since in the critical region
no large changes in the bonding of electrons is envisaged only a small
change, if at all, in the shear modulus can occur. Thus the onset
of ferromagnetism is not expected to cause any large changes in Young's
modulus,
Similarly for Ni3A| (333)
T = 0.47 x 10-6 (g/emu)2 (from pressure experiments)
Moo
o
7({_ = 5.7 x 107° emu/g

and ' c:K

6.58 emu/g

0.42 x 10-]2 cm/dyne
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giving 4% = 0.52% and 4E ~ 0.06%.
E

These small relative changes in either the compressibility of Young's
modulus are in reasonable agreement with the observed values (see note
added in proof in reference 320).

For measurements at non-zero frequencies relaxation effects must

be taken into account. For By = 0 the relaxation time is given by
| - I N ally X'
- z = ?
T= gpnMd 42,1 (c~cp) *
2.283q
= o0 .
j €24 2083

So as ¢ —> ¢ GKC%CK because of the increasing relaxation time.

FI
This effect leads to some spreading out of the predicted increase in

K . From eq.(2.274) it is easy to show that the internal friction

is maximum when

27YT=1

2.284
This will occur at a concentration c* given by
* L 2ry
C = + AL 2.285

using equations (2.283a) and (2.284).
Next we consider the influence of a magnetic field on the

compressibility and the intermal friction. Near the critical concentration.
Bo |%
MD e ( > e
4.b
YZ
AKX = I 2.286

Thus from equation (2.275),

which is independent of the field in the static limit. Observe though

that the fractional increase in the compressibility is reduced by 16.7%.
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1
At a finite frequency V we may still take M ~ 303, so that

From equations (2.271), (2.274) and (2.275) we see that near the
critical concentration an applied magnetic field decreases the relaxation
time and hence increases the frequency for which maximum sound
absorption occurs. Thus the concentration c¢* for which this maximum
occurs (eq. (2.285)) is further increased beyond the critical concentration.
Also the applied field reduces the magnitude of the sound absorption
(eq. (2.274)).

In conclusion we note that it is not necessary to consider the
temperature dependence of AL 4 simply because the derivation is
strictly valid at T = 0 only. However, on the model of itinerant
ferromagnetism AKX is temperature independent because if at a finite

temperature we wrife

AK >~ 4% Mi 7(1:(T)

then Mg is given by eq,(2.161) while

e T2
Lo =Xel-gp

2 0
so that the product Mo 7(1(_(() remains independent of temperatfure.
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2.5(xi) The specific heat of magnetic clusters
and the " A G effect”

In a previous subsection (2.5(ix)) we attempted to explain why
the coefficient of the temperature linear term in the specific heat of
an alloy should attain a maximum at the critical concentration, an
experimental observation which had hitherto not been properly accounted
for especially with respect to the large values obtained. In this
section we shall be primarily concerned with another effect that is
observed in the specific heat of alloys within the critical concentration
region. This refers to an upturn in the plot of =V against T2
at sufficiently low temperatures as seen in the data for VFe (335),
TiFe (33¢), CuNi (206), Rh Ni (337), Pd Ni (42), PdFe (125), etc

and even in the intermetallic compounds NiBAl and Ni, Ga (318).

3
We recall that for a normal metal such a plot should give
: . . 5 s
a straight line from which ¥ and ﬁ may be deduced. From
this point of view the observed upturn was anomalous. An
initial explanation of this effect was advanced in terms of the
electron - paramagnon interaction. This interaction, which has been
discussed earlier on (see sections 1.10 and 2.2), was thought to lead
to an enhancement of the electronic specific heat through the
renormalization of the d-electron mass and also to contribute a

3

term, ~ T In , to the lattice term (eq.(1.54)). It

Tsf
was this term that was supposed to give an upturn in the curve of
2
__C__V versus. T~ at low femperatures ~ see figure 2.6. Consequently
T heat

the rather pronounced anomalies in the specific  data of CuNi (206)

and RhNi (337) were cited as supporting evidence for the theory
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of electron - paramagnon interactions. However no

anomaly has yet been reported for both pufe Pd and Pt

or for some of their alloys in which exchange enhancement
Aeffects are expected toc be pronounced, On the other
hand the upturn observed for a Tife sample (336) was
explained in terms of magnetic clusters, the specific
heat data between 1.4 and 4K being shown to fit an

expregsion of the form

s —3
G = A +¥T +p 2.290

whera A is a temperature independent parameter attributed
to the presence of the magnetic clusters. Egquation
(2.290) has since been used in the attempt to explain

the observed anomalies in YFe (338), CuNi (201, 338)

and RhNi (321) alloys. In the latter two cases it uas
shown that the cluster model gave a more consistent
description of the experimental data than the paramagnon
model, It is not our intention to weigh the pros and
cons of both the cluster and paramagnon models for *the
simple reascn that it is not necessary to do so, Para-
magnons, as the guasi-particles of localized spin fluctua-~
ticns, and magnetic clusters both occur witnin a2 given
alloy system but their effects are predominant in diffe-
rent concentration recions. Paramagnon effects are domi-
nant in the dilute impurity rsgion ( < o-lap ) e

have already suggested a "renormalization" of the existing
paramagnon theoriess so as to reflect the proposed clearer

physical explanmation of their origin and to bring the

theories into better guantitative accord with a2xperiment,
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especially as regards the d-electron mass renormalization and the
specific heat ancmaly currently under discussion. However, in the
critical concentration regiron where a ftransition from a non-magnetic

to a ferromagnetic state occurs it has been shown that magnetic clusters
necessarily exist and it is therefore logical that the physical properties
of alloys in this region be greatly influenced by the presence of

these clusters, It is pertinent to mention that a number of
experiments have been carried out in the attempt to establish whether
paramagnons or clusters are responsible for the specific heat anomaly.
The experiments were of three types namely (i) effect of an

applied .magnefic field:- A sufficiently large magnetic field will
clearly freeze out contributions to the specific heat due to either
paramagnons or clusters, so that it is only the magnitude of the

field necessary to produce observable effects that is important. It

was estimated (339) that magnetic fields less than about 10T(= 100 KG)
should not freeze out the paramagnon contribution so that any

effects observed for much lower fields would have to be attributed

to the presence of clusters. Measurements in applied magnetic

fields have been carried out on some Cu Ni (201, 206), WFe (340),
RhNi (341) and Ni3Ga (342) alloys. In these cases the

experimental results appeared to favour the cluster model although

for Ni3Ga alloys the authors (342) felt that the evidence was
inconclusive.  (ii) measurements of the specific heat down to sufficiently
low temperatures:- as explained below the upturn in the C/T wvs T2 plots

at low temperatures is actually the rising portion of a Schottky
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function. It was thought that by extending the measurements fo very
low temperatures it would be possible to map out the peak of the
Schottky function. Such measurements have been made on VFe (343)

Ni3Gc (318) ond Cu Ni; the data were approximately fitted by

Einstein functions but for Ni3Gc a peak resembling that for o

Schottky function wos clearly observed. (iii) Effects of cold work
and heat treatment: such experiments will only be useful in systems
where atomic clustering or short range order is known to occur, os

in CuNi, because these processes will affect the size and number

of the mognetic clusters. In such cases onnealing moy increose the
susceptibility of the system without increasing the number of clusters

so that the cluster specific heat will be unchonged; on the other hand
plastic deformation, by breaking up the magnetic clusters into smoller
entities, will increose the cluster specific heat but decrease the averoge
magnetic moment (345). The results of the experiments carried out on
CuNi (201, 345) unequivocally fovour the cluster model. Thus, on
balance, the experimentol evidence is in favour of the cluster model.
However, irrespective of thesejour earlier conclusion remoins valid, i.e.
in the critical concentration region magnetic clusters exist ond probably
dominote the mognetic and other physical properties of the system,

We shall now proceed to consider the form of the specific heat of
these mognetic clusters; in doing this we shall bear in mind thot the
clusters will interoct magnetically. Very close to ct the interoction

is presumably through the overlop of the "polorization clouds™ based

on the cluster units ond this overlap is necessarily ferromognetic os
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otherwise it would not occur at all., Below the critical concentration
a possible coupling mechanism between the clusters is clearly the RKKY
interaction.  This interaction will lead to the formation of a cluster
glass at a characteristic temperature, Tcg. Another characteristic
temperature exists but this refers to intra-cluster interactions. If By
is the effective anisofropic magnetic induction acting on the net
spin of a cluster then we can define a temperature Ty given by
KeTa = qMeBa 2.291

At the moment it seems that the effective anisotropy field can only
result from magnetostatic interactions (true dipole-dipole and
pseudodipolar interactions). It is not possible to know, a priori,
which of Teg and Ty is greater. Teg can, of course, be easily
determined by the now well known procedure of measuring the
temperature-dependence of the initial susceptibility. For simplicity
we shall consider the case where Tcg 7 Tq, although the cases
Teg ~ Tq and Teg << Tq are equally interesting. Needless to say,
Bqg is not the effective internal molecular field which would
characterize the intracluster exchange energy. It is .pre5umed that
the clusters remain stable up to fairly high temperatures (much larger
than both Tcé and Tg). Also the two temperatures TcQ and Tq
are not related (at least there is no obvious relation). This is
in contrast to the two characteristic temperatures (ta, Tq ) introduced
by Hahn and Wohifarth (321) because Stq=Ta, S being the net
cluster spin.

Consider the temperature range T » Tcgq. The specific

heat of a magnetic cluster is as a result of the fact that the
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cluster spin has a preferred orientation determined by the
magnetic anisotropy and so can undergo thesrmal excitations
from the easy direction of magnetization. As already
mentioned, in the case of uniaxial anisotropy the anisotropy
can be replaced by an effective field Ba° We can then con-
sider the motion of the magnetic clusters, each of spin S
say, in this effective field, Under these circumstances
the clusters are equivalent to a system of harmonic oscilla-
tors whose energies are guantized, The energy of a cluster,

éil)is given by

8c.( = &, 3P3MB“ 2.292

where o is the ground state energy and o4& M £ ﬁS .

The average enerqgy of a cluster is therefore gltgn by
- &t
ECD) = —Z E {E +3)“8’“84} ke

where the partition Functlonls { _

z. 2 ¢

On working at the algebra in the usual way we find that

for S—> 00

- KeTx |
E() — & +T’“ 2,293

where x = Hence the specific heat per cluster in this

Ta.
-

limit 1is

- 2. X
c ye(M = KeX? oo
C _B____l_. Qex—')z B 2.294

where E(x) is called the.Einstein function (and Ta the

n

Einstein temperature). At sufficiently high temperatcures
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If the atomic concentration of such clusters is c* then
the contribution of the clusters to the specific heat of

ol }
alloy is C?Z:V . Thus the parameter A in equation (2,290)

is given by cl
| A=Cv 2,295
Thus for an infinitely large cluster spin
Cy = HGEX) +¥T +f TS 2.296
which, in the limit T << T, reduces t03
Cy = CFig + T +/QST 2,297

This latter form may be used to estimate c*,
However,in the case of a finite spin the cluster specific

heat has been obtained (318,346) as the Schotkky-type

Function Cf(( s EE(,C) _ E({-'IS-H}JC)]

2,298
which is sketched in figure 2,23 below for 5 = 2,5
ct
Fii.Z.ZS: Sketch of lM%V
va' Versus Tz.
T is in units of
Tao )
(froﬁ reF.318).”m
zs= %a.
" —— ] »
o 20 30 40 S50 60 7o #T2

It is apparent from the above diagram that the anomalous
upturn observed is in réality the rising portion of a
SchotEky anomaly peak., Also from equation (2,298) one
can deduce that a Yconstant® cluster specific heat is
observable only for

Tooe< T << (25+) [a

2,299



- 278 -

So that to obtain an approximately constant cluster specifice
heat over a decade of temperature a very large cluster spin

is reguired. This point should be borne in mind when consi-
dering PtNi alloys where in the critical concentration
region the specific heat data (347) apparently do not shouw

up the existence of clusters in the expected manner, Falge
and Wolcott (346) have been able to show that a Schotkky
function for the.cluster specific gives a better fit to their
specific heat data for some CuNi and CuNi Fe specimens than
either an Einstein function or a constant term,

It should be noted that the above derivation is epproximate

in the sense that in a real situation one may egpect a distri-
bution of spins and effective anisotropy fields. For example
Acker and Huguenin (220) estimate that in CuNi about 90% of
the clusters have a small moment varying from ﬁfain C;540ZN1
to about (2Hg in C_t_IS"’-’ZNi. The remaining 10% of the clusters
have much larger moments lying between 40 and ZZD}JB .

However toth S and Ta should be taken to refer to the most

probable cluster size which in CuNi would refer to the clusters

with moments of about S}%.

Below the cluster-glass temperature Tcg the cluster specific
heat is determined by the inter-cluster interactions which

are presumed to be of the RKKY form. One now has to consider

the prabable distribution of the molecular fields acting on

the cluster units, The normalized probability density dis-
tribution,P(Bi), of the molecular fields, Bi, has been consi-
dered in an Ising model by Marshall (348), Klein and Brout
(349) and Klein (350). A readable and concise descriptiaon

of these Calculafioﬁé is given in reference 26 (pp 483 - 487).
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P(Bi) is approximately Lorentzian (199) but exhibits a shallow
minimum at Bi = 0O, The important result, however, is that

in this temperature range(T<£Tcg) the cluster specific heat

is linear in temperature and concentration - indspendent.
Souletie and Tournier (352) have extended the argument to a

three-dimensional model and shown that in general
—_ Be T 80-)
c* PCB:, T. B°) = 'FC"C?-’ 2 2,300

and hence that
L

C, = Fl&-

where f, F are universal functions independent of the cluster

Bo )
c* 2,301

concentration, From the Marshall-Klein theories
F:('Z*) ~ T/

so that the specific heat of the clusters is

ct _
C*CV = X;j { 2,302

where WEQ is corcentration-independent, Physically the
contribution of each cluster unit to the specific heat is a

Schottky function (with a characteristic temperature

y
7; = Qé%‘ ) but averaging over the values of Bi
gives a linear tempersature dependence, This implies that &3
can be obtained by averaging equation (2,298) over fields
Te
. ¢ Kaleg :
0« B; S = . This has been done by de Dood and
IMs

de Chatel (318) who obtained
*
C'%bg

From the foregoing the cluster specific hsat is expected to

-ﬁ-ZKB 9. S

e———————

= XL A4S+l 2,303
3y *

where 'T23

vary with temperature as sketched in figure 2.24, Below Tcog



it is linear in T while above Tcg it varies like the

Schotkky function, L

Cl
A&
Fig.2.24: |

Temperature
dependence of
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We should note the following tuo observations:- () the
concentration dependence of the number of magnetic clusters:-
Most analys@s of the specific heat data of alloys in the
critical concentration region have made use of equation
(2,297) in which the parameter A is temperature-indepen-
dent and hence directly proportional to the number of
magnetic clusters, The resulting values of A shou a
strong concentration dependence attaining a maximum value
at an impurity concentratibn that is lower than the true
critical concentration given by the concentration at which
the coefficient of the temperature linear term peaks. The
maximum in the value of A is clearly shown in the data for

CuNi (201,353), VFe (343,353), (ggNi)go Al and (gre)go

10
Al1D (353), The concentration at which A peaks (~ 43%Ni
in CuNi) has usually been assumed to be the critical
concentration, Consequently for CuNi there arose the
problem of explaining why in the "ferromagnetic region"

( 77 43% Ni) the number of clusters,cig)determined by diffuse

neutron diffraction experiments (204) is greater than the
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number obtained from the cluster specific heat, C:@ ; also

it was necessary to explain uwhy Cj;fao at the critical con-
centratian, An ingsnious explanation (354) was that the
cluster specific heaf parameter is a measure af the number

of "thermally excitable" magnetic clusters i.e. the "uncoupled”
clusters, while neutron diffraction measursments sampls those
clusters which are ferromagnetically coupled. This explana-
tion is,of caurseyunacceptable. The determination of c*

by fitting eguation (2.297) to specific heat data is impraper
for the reasons already given. The cluster specific heat
should be fitted to a Schathkky function (equation (2.298)
for T ? Tcg in order to obtain c*, Extracting the cluster
specific heat is, unfartunately, é difficult problem becauss
it requires a precise knowledge of both the true electranic
and léttice contributions, As discussed shortly below the
latter contribution can only be correctly obtained fram
elastic moduli constants for the alloy at low temperatures

as done by Falge and Wolcott (346), However, their values

of ¢* do not, as expected, show any strong concentratiaon
dependence. 0On the other hand, cfq tends to zera at the

critical cancentratiaon simply because the spontanegus magne-

tization is used in conjunction with the neutron data to
obtain it, The sponténedUS magnetization clearly vanishes
at the critical concentration but the total magnetic moment
of the clusters, which may only be obtained at very lou
temperatures and high fields, decreases smoothly acrass
Cpe The paramagnetic susceptibility measurements of Kouvel
and Comly (202) confirm the expected smooth variation of

the number of magnetic clusters across the critical
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region, In conclusion we shall state guite categorically
that the reported strong concentration dependence of the
number of magnetic elusters is unreal being an artifact

of the improper analysis of either the specific heat or
neutron diffraction data, In fact it would appear that
the only correct method of obtaining C* is through magnetic

measurements —determination of the saturation magnetiza-

tion at low temperatures and high fields (if at all feasible,
because of the formation of a cluster-glass) and of the

slope of the Curie-Weiss plot at sufficiently high tempera-
tures. We shall have more to say on the neutron diffrac-
tion data in a later chapter.

(ii) The second observation refers to the upturn observed
in.the plots of‘é%y against T2 for some intermetallic com-
pounds, Castaing et al (355) have reported that in the
Vl-cC"c_gz metallic compounds antiferromagnetic ordering is
observed for C7;r”ébut no long-range magnetic ordering occurs
for lower concentrations, The coefficient of the temperature
linear term in the specific heat,'ﬁs,also peaks at this
critical concentration, but the peak was explained in terms
of "guasi-particle dressing with spin fluctuations™, More
interestingly in the non—magnétio compounds an upturn was
observed in the specific heat data plotted in the usual

way. Similar observations had been'reported garlier for
the Pkﬂ1F32 Bl series (356). The peaking of Y3 at the
critical concentration for the onset of long range magnetic
order is,of course,not surprising. We have shown that this

is related to the critical fluctuations oF.the order para-

t T a S . » )
meter. - hus in MoCr ¥ attains its maximum value at 76% Cr
L
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‘whefa transition into the SDW state occurs (191, 192),

A maximum in'KSat about 19% Fe is ssen in the specific

heat data of Cheng et al (335%) for LrFe and would have to

be appropriately interpreted, the existence of "super e
paramagnetic clusters" (357) notwithstanding. On the other

Cv

hand an upturn is observed in the =r. versus T2 plots of
the specific heat of NigAl and NigGa (318) and these have
been shown to be due to the existence of clusters, A peak
in Ksis also cbserved for these alloys. It would there-
fore appear that the specific heat data of the \/|-¢Cr¢ 82
compounds can be consistently interpreted in ter#$of mag-
netic clusters, We shall not, however, pursue this matter
any further here,
Lastly we shall consider the anomalous concentration-
dependence of Ps’the coefficient of the T3 term in the spe-
cific heat, Values of PS deduced by simply fitting the
experimental data to equation (2.290) tend, almost linearly,
to a deep minimum at the critical concentration and in a
few cases such as CrNi (322), UNi (358), CrfFe (335), RhONi
(321) negative wvalues of ‘ﬁs are actually obtained,
Now in the Debye theory of the lattice specific heat ﬁs is
related to the Debye temperature ,©€p,as in equation (2,157)
i,e.

ﬁs = w 2.304a

5By

s

(EEEi%ZfL J mole
0>

Figure 2,25 shows the variation DF-ebuith concentration for

2.304b

a number of Ni alloys. An estimate DF-eimay also be made
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from a knowledge of the elastic constants, UWe have

)
%(cla:hc) = _‘i\;(%ﬂ 3an 2,305

where h is Planck's constant, s is the atomic volume and
vpm is the mean velocity of acoustic phaonons., 1If v; and

vy are respsctively the longitudinal and transverse accous-

tic phonon velocities then 9
3 <&+ T aa
Vm Vi t

since usually VL ~ Qv-t ’ { C‘,‘ /2

Thus Vo & () Ve = (-1 'P:

h
and -éb(elastic) ~ "(—K—; 2,306

Usually éﬁ(elastic) CZ'eb(lou temperature specific heat)

to within 1%. It therefore follows that an anomalous
variation of ﬁs implies an equally anomalous variation of
'eb which, in turn, implies rather large changes in the
shear modulus,., Such a large change in the shear modulus
would reflect a large change in the bonding of the allay
system and, in particular, the apparsntly large increase

in fhe value of G at the criticai concentration would mean

a marked weakening of the nsxt nearest neighbour bonding
(359). 1In the PdNi system (with ce=2.8%Ni) the anomalous
peaking of ©p in such a narrow concentration range is surely
unjustifiable especially as Pd and Ni are isoelectronic,

The situation is even less satisfactory for Pdfe (cp2 0.1%F
Moreover as Gregory and Moody (358) have clearly pointed

out the negative values of /6sthat have been obtained for
some systems can hardly be associated uwith the lattice

specific heat. In the preceding subsection (2.5(x)) we

showed that at the critical concentration there should be
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some reduction in the velocity of sound. Although the analysis applies
strictly to the longitudinal velocity Vi we can take it as giving an order
of magnitude estimate of the corresponding change (if any) in the trans-
verse velocity especially for a polycrystalline solid which may be
regarded as elastically isotropic, Thus for Ni3A| the fractional decrease
in the value of G ~~ 0.5% while for PtNi the maximum change ~ 7%.
The apparent change observed for most alloys is often greater than 50%
(see fig. 2.25) so that it became necessary to find other explanations.
For PdNi alloys Chouteau et al. (43) argued that the observed
reduction in ps was in accord with the predictions of the localized
exchange enhancement model in the theory of paramagnons (eq. (1.54)),
provided a spin fluctuation temperature of more than 20K was accepted.
This explanation was however advanced before the neutron diffraction
experiments of Aldred et al. (128) confirmed the existence of magnetic
clusters. On the other hand, the similar variation observed for PtNi
(347) has been interpreted by Wohlfarth (32) as being a real effect

i.e. that the shear modulus, G, of PtNi alloys actually increases by
over 50% in the critical concentration region - hence the so-called
"AG effect™ by analogy with the well-known anomaly that occurs,

as a function of temperature, in FeNi and FePt invars. Wohlfarth's

proposal stems from the observations that (i) the magnetic and other
properties of the PiNi system appear to be well-explained in terms
of the model of weak itinerant ferromagnetism (334); and (ii) no
upturn was observed in the -:_.\-/~ versus T2 plots of the specific
heat (347). Both observations are in error.  There is no a priori
reason why the on set of ferromagnetism in PiNi alloys should be

basically different from that in all other alloy systems where the
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ferromagnetic state sets in directly from the non-magnetic state. We
have been at great pains to explain why this transition is unavoidably
inhomogeneous. We must therefore conclude that magnetic clusters exist
in the PtNi system at least within the critical region. In this respect
it is of interest to note that both Alberts et al. (334) and Kortekaas
(333) report clustering effects in the "low-field" (-~ 25KG!) magneti-
zation data. I is also significant that despite its apparent "exchange
enhancement” the critical concentrations for the onset of ferromagnetism
in PtNi and CuNi are similar (2~ 42% and 47.6% Ni respectively).
The rather large value for PtNi is probably due to the intrinsic
antiferromagnetism of pure Pt as mentioned earlier (section 2.2). The
apparent absence of an upturn in the —_i‘{- versus T2 plot of the specific
heat of the PtNi is not conclusively indicative of the absence of
magnetic clusters. In the PdNi system where neutron diffraction (128)
has clearly shown the existence of magnetic clusters the specific heat
data do not convincingly show them up. Schindler and Mackliet (42)
had to really convince themselves that a slight upturn near 1.15K in
the specific heat data for Pd 1.95% Ni was a real effect. An even
smaller anomaly was also reported for the 1.66% Ni alloy. Also a
small anomaly occurs in' the data of Fawcett et al. (381) for Pd
1.89% Ni. However, Chouteau et al. (43) did not observe any
anomalies whatsoever between 0.3 K and 3K and for concentrations

up to 10% Ni. So which experimental probe is right - neutron
diffraction or specific heat measurements? The clue to the answer
lies in the observation by Chouteau et al. (43) that Pd 2% Ni was
ferromagnetic! with T, 2 4K. Since, as shown below (section 2.6),

ce= 2.8% Ni it is not unlikely that the failure to observe the
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expected specific heat anomaly is connected with the formation of a
cluster—glass.  Presumably TcgZ 4K for Pd 2% Ni. Below Tg the
cluster specific heat is linear in temperature and so only adds to the
value of 35 . Thus we can suggest that the dbsence of the expected
anomaly in the specific heat data of both PdNi and PtNi is due to the
fact that a cluster-glass already exists in the temperature range of
measurement,

There is, of course, no reason why the anomalous variation of
G-D at <, in PdNi and PiNi systems should be explained individually
and differently while similar anomalies, also at ¢ in CuNi, CrNi,
PdFe etc are generally ignored, It is thought that the anomaly in
all these systems have a common origin which derives from the presence
of the magnetic clusters. The apparent 'e'b anomaly arises from the
fact that in determining ﬁs no proper correction is made for the
cluster specific heat. In some analyses no correction has been made
at all while in others equation (2.290) has been used. We have clrec;dy
explained that an Einstein function (which gives a constant term at high
temperatures) is not an appropriate representation for the cluster specific
heat; a Schottky function is better but only for Tcg<‘< T. However,
the parameters needed for the Schottky function fit cannot be obtained
independently without knowing the value of B3 . The conclusion
therefore is that specific heat data are not very useful for obtaining
the Debye temperatures of alloys whose compositions lie within the

critical region for the onset of ferromagnetism. A better idea would

S
be to assume that ﬁ br ©D ) varies smoothly (or nearly so) with

concentfration and hence to use the data to obtain the actual concentration

of the magnetic clusters in the system and the magnitude of the



- 289 -

intracluster effective anisotropy field. The electronic heat capacity should
be determined in the usual way by extrapolation from sufficiently high
temperatures in order to exclude the possible contribution from the clusters
bglow Teg- The procedure has already been used for CuNi and CuNiFe
alloys (346) but should be more widely adopted. It is encouraging,
however, to note that Einstein functions have recently been used in the
case of CrNi and V Ni alloys (358). The assumption of a smooth
variation of ﬁs with concentration is reasonable especially for isoelectronic
alloy systems like PdNi and PtNi. We have also shown that the onset

of ferromagnetism by itself should not lead to any large dbrupt changes

in the bonding energy of the alloy series. In fact, for the CuNi system
where elastic constants data are available over the whole concentration
range the calculated values of ©p show an almost linear dependence on
the concentration of Ni - see fig. 2.26. A slight kink is just discernible
near c. (= 47.6% Ni) as would be expected. This smooth variation of
©p is in marked contrast fo the sharp peck in ©py deduced from the

specific heat data.

Note Added in Proof

By considering the temperature dependence of the initial susceptibility
a negative contribution to the T3 term in the heat capacity (i.e Ps)
may be obtained. From the discussion in section 2.5(ix)

UMY~ kTN = TX) {1 - T]

where T* is a temperature that characterizes the critical fluctuations of
the order parameter and is minimum af cf. It is then easy to show
. . . . S — K —KO(D) .
that there is an additional contribution to ﬁ a — A Kg which, for
o |
c 2 ¢, can overcome the positive phonon and magnetic contributions.
Details will be discussed elsewhere,
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F16.2,28: VARIATION OF 8, VITH COMPOSITION

FOR CuNi ALLOYS
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zZ.,6 A Discussion of some representative transition

metal alloy systems

In the preceding subsection we attempted to explain the
concentration dependence of some of the physical properties
of transition metal alloys in the critical region for the
onset of ferromagnetism and, in some cases, we were able to
derive guantitative expressions which may allow for a proper
determination of the critical concentration. The parameters
discussed include the spontaneous magnetization (Mgg), the
initial susceptibility (7&;14"47(: ), . .. . . the
coefficients of both the T and T3 terms in the thermal con-
ductivity and the coefficient of T term in the specific heat
('Ks )« A notable omission was the concentration dependence
of T,, the ferromagnetic Curie temperature, UWe shall assume
that just above the critical concentration the parameters c¢
and T¢c are interchangeable so that equation (2.125) is valid

ice. T e (C-<)
but only for a truly disordered alloy.

Using the derived relations we have reanalysed the
existing data on a number of alloy systems in order to test
the applicability of the relations, In doing this we note
that we have only been able to show that the parameters ]fs
and A atfain'their hax;mum values at the critical concentration
and that the approach to this maximum 1is asquetric. The
location of the exact critical concentration is still depen-
dent, to a2 certain extent, on the judgement of the observer,
This uncertainty is removed however, by the predicted linear
dependence aof MZOO, Tec and the inverse of the initial suscep-

tibility. Unfortunately, great caution must be exercised in



- 292 -

treating the published susceptibility data because these
are not aluays the initial suceptibilities required. Many
supposedly "low field" measurements really imply applied
fields of 10-25KG!; also care must be taken to avoid
measuring the susceptibility of cluster-glasses since this
would be expected to be considerably less than the true
initial susceptibility. Consequently in some cases such
data for concnetrations close to Ce have been neglected,
One other point is that all the relevant parameters
must be expressed per atom unit (or per mole or Kg atom,
etc)., This could be important in cases where the tuo
constituent metals of an alloy system have widely differing
atomic weights., From experience the differences introduced
are small but the advantage is that some of the parameters
occurring in the equations which are supposed to be con-
centration-independent remain so., In what follows we
shall only state the deduced critical concentration and
make only thaose comments which are of relevance to what has
been discussed or to what would be of interest in later
chapters. A detailed examination of each system will be
considered elsewhere,
(a) CuNi o \~I
Figure 2,27 shows the concentration dEpendence'Uss (7(mn) 5
M200 and Tg and we obtain that cF=47.6110.1% Ni, A cluster

glass region extends from about 40% Ni up to the critical

concentration, Close to cy and even above 