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Have courage to alter what can be altered,
Fortitude to endure what cannot be,
And wisdom to tell the difference.
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ABSTRACT

The research arises from, or is directly related, to the interpreta-
tion of variable frequency, pulsed radar signals recorded by ionospheric
topside sounder satellites. The work is in two parts. In the first
section the distribution and extent of the polar exospheric plasma s
investigated and an attempt is made to determine the source of the polar
ionisation. The second part is concerned with a laboratory experiment
to examine certain aspects of the propagafion characteristics of plasma
waves of the kind thought to be responsible for some of the 'resonance’
signals on topside Tonograms.

Selected electron density data, derived from Alouette I and II
and from ISIS I satellite topside Tonograms, are used to describe the
distribution of plasma in the topside polar ionosphere and its temporal
and spatial variations. It is shown that there 18 a characteristic den—
sity pattern which is dominant at all phases of the solar sunspot cycle
and that the electron densities often exhibit a solar cycle modulation
much greater than observed at mid-latitudes. The response of the distri-
bution to the eccentrically-rotating geomagnetic pole is examined and
two main effects are derived. Evidence is given for a wave of high
electron density which co-rotates with the L-pole and is indicative of
a possible high-latitude heat source. In addition, the universal time
variation of the latitude of polar electron density gradients is used to
infer a pronounced meridional motion of the plasma distribution in res-
ponse to the rotation of the earth.

‘Then, using data from satellite-borne, low-energy particle detectors,
an attempt is made to relate the observed densities and the measured fluxzes
-of energetic electirons. Assuming suitable models for the polar neutral
atmosphere composition, density and temperature, and using recent labora-
tory measuremenis for the range of chergetic electrons in matter, calcula-

tions are performed to determine whether the observed values of electron
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density can be maintained solely by collisional Zonisation of neutral
particles by energetic electrons precipitated into the polar region. It
is shown that this is the case in the high density plasma 'ring' situated
in the auroral region but at higher latitudes,near the geomagnetic pole,
other production processes are.necessary. Upward fluxes of particles
‘abave the F-region peak (principally of 0" ions) are also important at
polar latitudes and an attempt to measure these fluxes is described
briefly.

The so—~called 'resonances' on topside-sounder data have been inter—
preted in terms of the propagation of plasma waves in the ionosphere at
frequencies close to certain characteristic frequencies of the plasma,
notably, the electron plasma frequency, fﬁ, the electron upper—hybrid
frequency, f&v and the electron gyroharmonics, nfﬁ (n=1, 2, 3, «..).
Experiments conducted in a laboratory plasma to determine the propaga-
tion characteristics of plasma waves near the cyclotron harmonics (the
Bernstein modes), are presented. Measurements which show the ability
of these waves to yield information on the plasma parameters, electron
density, N, and the electron temperature T, are presented and a pos-—
sible effect of the ion 'sheath' examined.  Their role in space plasma

diagnostics in future projects is assessed.
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INTRODUCTION

'There are now a variety of techniques available for the investiga-
tion of planetary plasma environments. Basically, these fall into two
classes: remote sensing methods utilising radio waves received at or
transmitted from the earth, and direct or in-situ observations from satel-
lites or rockets located within the élanetary plasma. Table I.1 forms
a summary of the most important of these experiments and some of»the

parameters measuréd.- - )

Through the combined application of such methods,the characteristics
of planetary ionospheres and their controlling processes are gradually
becoming known. The extent and composition of a planetary ionosphere
is a function of many factors including the composition of the neutral
atmosphere, and the planet's proximity to the sun. In addition, the
interaction between the planet and the solar wind appears to be determined
by the magnitude of its internal magnetic fiel&-and solar wind properties
at the planet's orbit. Selected physical properties and typical para-
meters of the neutral and charged particle enviromments, for planets for
which a plasma envelope has been detected, are shown in Table I.2.

Bauer (;973) has recently reviewed presént knowledge of planetary
ionospheres.

Initially through routine ground-based sounding and more recently
from satellites, the terrestrial ionosphere has been under scrutiny ?or

_over ﬁélf amééntu#y:(BeynoEfénd'ﬂé%ﬁlifféi;l§74*),'\ Surprisinglyvfew of
Chapman's original ideas on ionospheric fo?ﬁationraﬁ;@idlatitﬁde51ﬂ;;é
changéd;"hin that the D, E and Fl regions closely resemble simple Chapman
layers. They are thought to be produced by solar jionising radiations
in the .x-ray and extreme ultra-violet wavelength range. The controlling
processes are dominated by photochemical equilibrium. The F, layer is
still not completely understood but seems to be best explained by the

combined action of a linear loss process (with a loss coefficient,. B, which

*_ . ‘

This reference relates to a special issue of the Journal of Atmospheric

and Terrestrial Physics containing review papers concerned with the history
and present knowledge of the ionosphere.

(R T .
A el




Table I.1

Investigations of Planetary Plasma Envelopes

Technique

Experiment

Measurements

Remote Sensing
radio techniques

Faraday Rotation

Total electron content f Ne dﬁ

Radio Occultation

Neutral and charged particle densities and
temperatures as a function of altitude
Ne(h)r Ni(h), (Ti+Te)(h)r Nn(h)’ Tn(h)

Ionospheric sounding
(a} Ground-based bottomside sounding

(b) Topside Sounding

(a) Ne(h) in altitude range from ground to

altitude of F2 peak density

(b) Ne(h) from altitude of F2 peak density
to altitude of satellite

Incoherent Scatter

N, N.T., T, m, V., Vv, V. as a func-
e i i e i i e in

tion of altitude from 0 to a few x 1000 km

Direct or in-
situ observations

Langmuir and allied direct current probes

N, T, Ny, T, my, E

Electron or ion mass spectrometers

.. T T, (o tic e .
Ne, Nl, o Ty (or particle energy), m,

Interpretation of plasma 'resonance'’
signals and radio-frequency probes

Ner Nyv Tor Tyr Wy

Symbols are explained in Nomenclature (Part 1).




decreases with altitude giving an increasing electron density) and
plasma diffusion. The F2 region is also affected by dynamic processes
of the neutral air. Incoherent scatter radars and members of the Atmos-
pheric Explorer family of satellites are currently investigating the
dynamic coupling of charged and neutral particle distributions and the
complex ion chemistry of the low ionosphere.

However, the situation is much more complex at high latitudes and
ground-based sounding has hitherto given very little insight into
polar ionospheric structure and hehaviour. In these regions factors
additional to those at mid-latitudes must be considered. Here the
magnetic field lines are swept back in the antisunward direction by the
solar wind to form a tail-like structure. Unlike those at mid~latitudes
they do not form closed loops (Russell,1972). Hence processes normally
confined to the higher altitudes of the magnetosphere affect the

topside F,-region. Thus the ionospheric plasma is affected by the solar-

2
wind-driven magnetospheric convection and the associated electric fields.
This region is also subject to the effects of incoming energetic particles
which have their origin in the solar wind and can reach the ionosphere:
either directly at the so-called clefts or magnetic neutral points, or
via the geomagnetic tail. It is thought that such particles may play

an important role in maintenance of the polar ionosphere during the long
winter night when appreciable production by solar photoionisation is absent.
These and other processes give the polar ionosphere great temporal and
spatial variability which a widely-spaced network of ground.stations is
unable to resolve. Only satellite or combined satellite and ground-based

investigations are capable of providing a clear picture of the ionospheric
microstructure.

The regime of magnctosphere-ionosphere-neutral atmosphere interaction
is now a topic of much current interest and is under study from a variety

of satellite and ground-based cxperiments. In particular, such satecllites

as Atmospheric Explorer € and E at lower altitudes and the ionospherxric



TABLE I.2

Comparison da2ta for clanets with known ioroscheres

Earth .1 Mercury Venus Mars Jupiter
Mean radius (km) 6371 2439 6050 3390 635C0
2
Average discance ~
from Sun (AU) 1.00 0.39 0.72 1.52 5.20
3
Mass of planet
(mP/mE) 1.00 0.06 0.82 0.11 318.¢0
Acceleration due -
to gravity (e=m s~2) 980 370 877 367 2500
i
Magnetic moment -
("’:/"E) 1.0 6.4 x 107 <1.0 x 10°%* A3.1x107% (Mars 4) 1.7 x 10%“
S -
Solar flux {I/I.) 1.00 6.65 1.90 0.43 3.7 x 1072
Constituents Q C)2 Nz NO He (confirmed] (:02 (n_a.jor) C(‘J2 (majorl Hz (major)
very tenuous R (exosphere} # (exosphere) He CH, (minor)
Neutral CO He O (mirnox) 02 Nz Ar (minor) :
atmos=
phere
Meutral
Near surface
temperature ~1000 ° <400 180 *20 800 =290
(*r) “500°K (day) .
Altitudinal Very near surface 100-300 {(cay) -9G-250 (day) -
extent (kx) "80-1009 <200 100-1000 (night) | ¥o ionosphere chser- _0-3000
. ved at night
o 3
Peak electron 108 (day) 3. a few x 10% (day) | 1-2 x 105 (day) o s
o | density (elec- ~105 (night) %1 x 109 (day) 10% {night) <s x 103 (night - a few x 10
trons cm~3) urper limit)
o
g | Height of iomi- 200-400 - "L40 (day) 140 {(day) multi-peaked
sation peak (km) A12Q0 {(night) 500-1500
6 + o+
n | Ion species QO H He {P-region)
o; vot (2-region) _ He' (major) o; BT most likely
e + . + . g A + R
H30 (Hzoln (D- Co2 (minor) flO2 '.13 CH3 possikle
r region)
e
Topside plasma’ A150 ‘ - 13 neay peak ' day 35-40 (day) 675 1300
scale height (km) 725 (at 200 km'=
day)
30 near peak night]
1500 at 800 km -
night
~500 (exosphere) To+ Ty ™
Plasma tempera- Tj%1200 { 500 km) - T,%160 28 900 *400
ture (°K) TaV1500 ~5000 (T, + T,)




Notes

Table I.2 (cont.)

Conditions given for the earth are typical of quiet-time mid-
latitudes.

The distance from the sun is in Astronomical Units (AU) where

1 AU = 1.5 x 10!l m.

The mass of a planet, mp, is normalised to that of the earth, mE'
given by 6.0 X 102“ kg.

The magnetic moment of a planet, Mp’ is normalised to that of the
earth, ME’ given by 8.1 X 1025 gauss cm3, .

The solar flux intensity outside a planetary atmosphere, Ip, is
normalised to that observed in the terrestrial exosphere, IE' given
by 2 exg cm™?2 s7! (in the wavelength range 1310-270 i).

Trace constituents (e.g. sulphur, phosphine), which in some cases

may form'a very important chain in the ion and neutral chemistry,

have not been included.

e e o e g o




observatories, ISIS I and II,at higher altitudes are monitoring global
variations of these interactions. These satellites are comprehensively
equipped to sense many parameters including charged particle densities
and temperatures and fluxes of energetic particles. The versatility of
incoherent scatter radars <4n high latitude studies has been impressively
demonstrated by the facility at Chatdnika,Alaska, (Rishbeth, 1976) and
a further high latitude station, EISCAT, will -shortly be observing in
Scandanavia (Beynon, 1974). Ground radars will close an important gap in
satellite observations in that they will sample diurnal variations of the
ionospheric and magnetospheric plasma. These observations will clearly
increase understanding of the polar ionospheric regions merely by
increasing data coverage of such an inaccessible region.

One purpose of the‘present work is to obtain a comprehensive picture
of the distribution of F-region and topside ionisation over the winter
pole and to examine the possibility that such a distribution can be
maintained by collisional ionisation effects of incoming particles. An invest-
igat;on of thisdtypé is appropriate at this time since adequate data
coverage isrjust now becoming available. The survey of the electron
density.distribution utilises seven years of observations from the series
of topside~sounding satellites (Table I.3), Alouette I, Alouette II and
ISIS I.

In suth experiments essentially the delay time, between the trans-
ﬁission of a short RF”pulse énd its return to the sateilite from its
reflection point in the ionosphere, is measured as a function of frequency, f£.
Tﬁése'défaféré'ﬁsuéily5éhbwn:in'E“photographic format called an ionogram.
Auédﬂéﬁéﬁié'example is shown in Figure I.l. Here the time delay, t, has
been convérted to a virtual depth of reflection, h', calculated by
assuming the wave packet propagates a; the speed of light, ¢, so the
ionogram shows h'(f), where h'(£f) = %-ct(f). The three normal electro-

magnetic traces (corresponding to the 0, X and 2 modes) are clearly seen.

These are well understood in terms of cold plasma or Appleton-Hartree theory
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Table I.3 IONOSPHERIC TOPSIDE-SOUNDING SATELLITES
ALOUETTE I EXPLORER XX ALOQUETTE 1T ISIS 1 ISIs 1II

Launch date 29.9.62 25.8.64 29.11.65 30.1.69 1.4.71
Perigee (km) 996 866 502 574 1358
Apogee (km) 1032 1010 2982 3522 1428
Period (min) 105.4 103.8 121.4 128.2 113.6
Inclination (°) 80.46 79.9 79.8 88.4 88.1
S Frequency (MHz) .45 to 11.8 6 fixed .2 to 13.5 .1 to 20 .1 to 20
o frequencies:
u 7.22 5.47
n 3.72 2.85
d 2.0 1.5
i
n | Transmitter 100 8 to 45 300 400 400
g | power (w)

Receiver (band- 400Hz—-10kHz 50Hz-30kHz 50Hz~30kHz 50Hz-30kHz
width)

Additional Particle Particle Particle spec- Soft particle- spectrometer;
expreriments spectrometer spectrometer trometer; Ton mass spectrometer;

Langmuir probe

Langmuir probes; Ion probe




and yleld information on the electron density profile with altitude.
Also prominent are the so-called 'resonance' signalé, or short delay
echoes. These signals, not predicted by cold-plasma theory, appear at
certain characteristic frequencies of the plasma.

From such data the trough-ring-cavity structure originhally sugges-
ted by Thomas and Andrews (1970) is shown to persist, in the F region topside
ionosphere, dgring periods of high solar sunspot number. With
large amounts of data available the variations of this structure a;e
analysed in an attempt to isolate processes which control the ionisation
infrastructure. Thus densitiés and boundaries are shown to vary syste-
matically with sunspot number and universal time.

Only recently have observations of fluxes of energetic particles pro- ’
duced measurements at energies relevant to topside and F-region physics,
i.e. V100 ev. These results have been reduced to the form of energy
spectra (largely from satellites detailed in the Appendix) and used with
data regarding the penetration of electrons into air, in a study to
determine the levels of ionisation produced solely by collisional ionisa-
tion effects of these particles. Comparisons between the observed and
calculated ionospheres are then made.

Farly work showed that interpretation of high-latitude ionograms,
such as that shown in Figure I.1l, is greatly enhanced by use of the
‘resonance' signals. These short-delayed echoes occur at the character-
istic frequencies of the plasma - the electron plasma frequency fN, the
e;ectron upper-hybrid frequency, fT’ and the harmonics of the electron
gyrofrequency, an (n =1, 2,...). MacAfee (1968, 1969a,b) has attributed
these observations to the reflection of plasma waves, predicted by the
hot plasma theory (Bernstein, 1958), from points near to the satellite.
Recent work shows that the wavelength of a wave excited in the magneto-
plasma is parametric in electron density, Ne, and temperature, Te, and
much current interest is centred on possible applications for planetary

plasma diagnostice. Thus plasma wave experiments have been performed with
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Figure 1.1 A schematic Alouette II, high-latitude ionogram with typical scales of virtual height, h', and

sounding frequency, f£. The traces for the ordinary, extraordinary and Z propagation modes are

shown. 'Resonances’ or short-delay echoes at the satellite altitude, attributed to propagation

of various classes of plasma wave, are clearly visible at the electron plasma frequency,fN, the

electron urper-hybrid frequency, fT' and harmonics of the electron cyclotron frequency,

nf (n =1, 2, ...). ’
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.
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the sounder of the ISIS I satellite (Warnock, et al., 1970). Propagation
experiments in space are now being attempted with the GEOS payload and will
form a part of the AMPS Skylab programme.

Work in the secohd part of this thesis describes a laboratory
examination of the propagation characteristics of one class of plasma
wave, those propagating at harmonics of the.electron—gyrofrequency (an)
or Bernstein modes. It is shown that the small scale length of these
waves may make them especially suitable for the measurement of Ne and Te
in plgsma irregularities, or in an ionosphere of irregular structure, such

as Jupiter's (Fjeldbo et al., 1975).

A discrepancy between theory and experiment is investigated and
explained in terms of an ion sheath around the antennae. This may lead
to measurements of sheath thickness. Finally the advantagesof the use

of such waves in space over traditional diagnostic methods are considered.
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PART I

THE POLAR EXOSPHERIC PLASMA
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Preamble to Part 1

The first part of this work is concerned with a theoretical and
experimental investigation of the polar topside ionosphere. It is
made up of three chapters, of which the first contains a comprehensive
summary of current knowledge of the electron density distribution and
itg controlling processes. This is necessarily detailed, due to the
absence of any recent similar survey;

From this chapter two topics are chosen and considered further in
Chapters 2 and 3. The former is made up of an attemét to extend present
ideas on the electron density distribution, through a large-scale survey
of topside-sounder satellite data. The f£inal chapter of part 1 addres-
ses itself +to the question of the source of the polar ionosphere in
winter and assesses the contribution to the total ionisation from
incoming precipitating particles.

Central to this work is a knowledge of electron §pectra. A
study of all known observations was made which is very extensiye and
because of the detail involved this is included as a self-contained

survey forming the Appendix of this section.
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Nomenclature (Part 1)

magnetic induction

corrected geomagnetic latitude

corrected geomagnetic time

modulus of electron charge

electric field

flux of ions or electrons . '
electron gyrofrequency

ordinary penetration frequencies of the F2 layer
extraordinary penetration freguency of the F2 layer

acceleration due to gravity

‘altitude above the earth

. 1
measured plasma scale height = - ﬁ'%g

= kTp/mig, scale height of plasma in diffusive eguilibrium
height of occurrence of the maximum ionospheric
electron density

the tabulated Alosyn parameter

chemical rate constant or Boltzmann's constant
magnetic L-shell or loss of ionisation

local solar time

ion mass

magnetic local time

total ion or electron density

electron density

species ion density

maximum electron density of the F2 layer

electron density at the satellite

production of ionisation

smoothed Zurich sunspot number

;adius of the earth
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time

electron temperature

ion temperature

=Te+Ti

particlé velocity (subscript i - ion and e - electron)
universal time

athsphgriéidegtb

electron loss coefficient or dipole tilt angle
geographic latitude

invariant latitu:de

generalised invariant latitude

ion-neutral collision frequency

solar zenith angle




CHAPTER 1

THE POLAR TOPSIDE IONOSPHERE

1.1 Polar F-region Structure

Before the physical processes active in the polar F-region ionosphere
can be ascertained, it is important to obtain as precise and detailed a
picture as possible of the spatial distribution of ionisation there and
"of its temporal variations. A number of methods are now available for
this purpose and it is appropriate, as an introduction,to examine some of
what has been learnt from the application of several of the most widely-

used of these techniques.

1.1.1 Early ground-based observations

Reference to ground-based methods generally means investigation of
the ionosphere by a vertical incidence, variable-frequency, pulsed radio
sounder (ionosonde). The application of this technique suffers the
inherent disadvantage of wide spatial separation of stations, and this is
often compounded by thepractice of presenting single station data in the
form of hourly or monthly averages (Bellchambers et al., 1962). Hence,
temporal and spatial resolution of ionospheric features are both ,ggitE‘
poor (no better than 15 minutes and a few thousand kilometres respectively),
and it is now known that réiatively élosely-spaced,qbservations are néces—
sary to stqdy the_basic pqlar ionosphgric structuré (&§° of }a;ituae,'A
'Bucﬁau et al., 1970).

However,ya'largeveffort was made during International Geophysical

Year, 1957-58, (I&Y), when, especially in the Antarctic, many ad&itiqnal

stations were established. Reviews of IGY observations in ' the Antarctic

have been given for both qﬁiet (Penndorf, 1965) and disturbed (Patton et

,,_»f B _‘_,.J/ e e P
R -

al.,ﬁiéégffconditions. In- generalﬁpolar data reVealed an 1onosphere

whlch.was much more 1rregular than that found at mid-latitudes. When
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data from many Antarctic stations were collected and instantaneous contours
of fOFZ (the F2-layer ordinary ray penhetration frequency) constructed, the
observed pattern, of which a typical example is shown in Figure 1.1, was
interpreted in terms of a 'tongue' of higher density plasma extending over.
the polar cap from the sun-lit side to the dark hemisphere (Sato and Rourke,
1964) . Similar investigations in tﬁe north peolar region showed analogous
behaviour (Sato, 1959; Hill, 1963). The observed electron density
;

exceeded that predicted by normal photoionisation processes and a hori-
zontal drift of ionisation, from mid- to high-latitudes, was invoked by
Sato and Rourke to éxplain this excess. The drift theories were based
on the E~B interaction, where E and B are the ionospheric electric and
magnetic fields, and predicted drift speeds of V100 m s7L.

Many workers have associated the high electrcon densities observed
at polar latitudes with a corpuscular source of ionisation, similar fo
that carrying energy to the aurora, and have noted the connection between
optical phenomena and electron density enhancements. In addition corpus-
cular ionisation is widely held to be responsible for the unusual diurnal
variation, at a single station, {(i.e. universal time control} of many
ionospheric parameters, such as fOFZ and hmrz, the F2-layer ordinary ray
critical frequency and the height of the F2 peak electron density respec-
tively. This effect has been noted in the Arctic by Dieminger (1959) and
at the South Pole station by Knecht (1959). Dieminger noted a longitude
dependence in the time of occurrence of maximum value of critical frequency
but did not point out that thisoccurred everywhere at 2000 UT. Knecht
(1959) performed a harmonic analysis of winter IGY data and found that,
although variations in solar zenith angle were negligible, a peak occurred
in the diurnal variation of the maximum of the F2-layer electron density,
NmFZ, at 0700 UT. Duncan (1962) has examined data from many stations and

has concluded that diurnal variations of NmFZ were such that maxima occurred

at approximately 0600 UT in the south and at approximately 1900 UT in the
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(After Sato and Rourke, 1964). A synoptic map of Antarctic
monthly median critical frequency, £ F2 (in MHz), at constant
universal time {1500 UT), on a grid oI geographic latitude and
longitude. Also shown, in parentheses, are local times. The
letters L and H refer to areas of low and high values of f F2
respectively. The map, for winter 1957, clearly illustrates
the 'tongue' structure referred to in the text.
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north polar region. Recently, much attention has been paid to these
effects. Oguti and Marubashi (1966) examined f-plots from many Arctic
and Antarctic stations and noted, for stations in the corrected geomag-
netic latitude range 74-78° only, a characteristic enhancement in ordinary
ray F-layer penetration frequency. This feature occurred at a time when
the eccentric magnetic pole was towards the sun, i.e. at geomagnetic noon.
Hence, despite their disadvantages, ground-station observations
using ionosondes revealed a number of interesting and important facts con-
cerning the polar F-region. They revealed the unigque universal time
control of the polar F-layer but above all the wariability and complex
nature of the data showed that techniques of much greater resolution, such
as those described below, were required before the polar F-region structure

could be specified.

1.1.2 Early topside-sounder observations

The launch of the first topside-sounder satellite, Alouette I, in \
September 1962, gave a great stiﬁulus to research on the polar F-region. .
As soundings of the electron density, from the satellite orbit to F-region
peak, were recorded every 18 s, spatial resolution was greatly increased
and recordings of electron density approximately every 100 kms (equivalent
to &l° of latitude),providing almost continuous coverage of the electron
density distribution,became possible.

| Firstlresults at a minimum epoch of the solar sunspot cycle showed
that the ionosphere aﬁ high altitudes and latitudes exhibited large hori-
zontal density gradients. A marked depression of density was observed
at the satellite during local night at about 60° latitude, which disap-
peared towards noon (Thomas and Sader, 1964). Thié feature subsequently
was observed at the f—region peak by Muldfew (1965), who examined plots
of the extraordinary ray F-region penetration fregquency (foZ) ; in the

total electron content measurements from the S66 beacon
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satellite e.g. Liszka (1967) and in the bottomside of the F-layer by
Sharp (1966) using a satellite-~borne ion trap. This is the so-called trough.
Poleward of this depression, Thomas et al. (1966) often found a
sharp increase of electron density, sometimes to values greater than those
found at mid-latitudes. This feature they termed the ‘'auroral cliff' on
the nightside and the 'polar peak' on the dayside. Typically a doubling
of density within a 2° change of latitude was often observed,. with just
_aé}sudaen~a decreésezbn";hé poleward side. Also a region of low
electron density (sometimes ¢1o3 cm‘a) appeared eccentrically centred
around the geomagnetic pole. This regular feature of the polar F-region
is widely known as the 'polar cavity'. Figure 1.2 shows a typical pass
of Atﬁospheric Explorer-C . over the north polar region giving examples
of the features noted above. Thomas et al. (1966) collected topside-
sounder satellite data from the winter of 1962-3 and the summer of 1963
and made an initial examination of the above features, their movements with
geomagnetic activity, local and universal time. They showed that the
distribution of electron density was similar at all altitudes between the
F-layer electron density maximum and the satellite altitude (1000 km},
although features were-more pronounced at high‘altitudes:ln The trough was
obséerved both in summer and winter and appeared to move to lower latitudes
with the approach of local dawn. In addition, especially in summer, the
trough tended to fill towards noon where it pro;ed difficult to distinguisb.
In all cases it was most clear ih.the post—ﬁidnight ééctor. The 'cliff'
was also seen both in summer and winter and a particular survey in the
winter of 1962 and the summer of 1963, for localtiﬁes between 2100and 0600,
showed it to be present on 88% and 85% of all observations respectively.
‘During the summey, observations of the 'cavity' were rare and Thomas et al;
-proposed that ,under constant illumination from the sun,ionisation tended
to fill the low electron density region. All these features were noted

to align along lines of invariant latitude (McIlwain, 1960), and moved
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Measurements of the Atmospheric Explorer~C electron density
probe, for pass 4707 of the satellite over the north polar
region during winter 1974. The altitude of the satellite
varied from 282 to 272 km while these data were collected.
Prominent F-region features, first identified by the topside
sounder, Alouette I, are labelled.
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equatorward with increasing geomagnetic activity,as indicated by the Kp
index. Such behaviour seemed to indicate geomagnetic or outer magnetos-
pheric control of the polar plasma distribution. Further support is lent by
the fact that peaks at 1000 km were seen to appear around geomagnetic sunrise,
with an occurrence frequency maximum near geomagnetic noon and very few
peaks near geomagnetic mid-night. The latter corresponded to the UT
effect of Duncan (1962) ,showing peak densities in the north polar topside
to occur about 1800 UT.

The fine structure resolved, by the Alouette I satellite, for the
first time, had a spatial scale of a few hundred kilometres. This is
just  above the limit of the resolution of the satellite and is clearly
on too small a scale to be discernible using relatively widely-spaced
ground observations. However, such features may become masked, even in
sat;ilite data, if indiscriminate averaging of ionospheric parameters
over time and Kp is attempted. Figure 1.3 illustxates this by showing
two respresentations of,éhe4latitudina1‘variation of electron density at
400 km in summer. . ,E§en on the nightside the trough and cliff ‘are not
visible in the average plot due to smoothing over varying temporal and

magnetic conditions. On the majority of single pass plots of latitudinal

"electron density variations these features are clearly seen.

The large number of variables affecting the éélar plasma distribution
places a constraint on the amount of data required if any attempt is to
be made to isolate the aptivé pr&cesses and their effects. Clearly,
large amoun£s of data are required and Nishida (1967) attempted tb fulfill
this need. From Alouette I data, using 2331 autumn passes (1962, 1963),
403 winter passes (1963, 1964) and 337 summer passes (1963, 1964) he attemp-
ted to obtain a synoptic model of the high latitude F-region for geomagne-
tically quiet times (Kp s 30). To do this, however, he averaged electron
denéity data in bins (dimensions - 4° of corrected geomagnetic latitude by

2 hours of magnetic local time).
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Although these data bins were as small as the data would allow, for
sensible averaging and standard deviations of the sample,it was inevitable
that some of the fine structure would be submerged by universal time and
geomagnetic variations. Nishida presented ¢his results in three forms:

(1) Polar plots of density contours with CGL (corrected geomagnetié

latitude) /CGT coordinates for 950, 600 and 350 km altitude.

(2) CGT (corrected geomagnetic time) variations of density for

lines of constant CGL (50°, 74°, 64°, 56°).

(3) Meridional profiles of density at 0800, 1200, 1800, 2400 CGT.
Of the features distinguished by Thomas et al. (1966), Nishida claimed to
see the trough at 60° CGL and the polar peak. The polar peak appeared
as an isolated peak at 1300 CGT and 76°N CGL but it was not observed at
all altitudeg being more pronounced at hiéh altitudes. However, no polar
depletion was seen and on single passes, Nishida found the auroral cliff
to be small in magnitude and occurrence frequency. Thus it appeared to
have been smoothed out by the averaging process.

In order to avoid losing the basic infrastructure in the-averaging
process, Thomas and Andrews (1968, 1969) and Andrews and Thomas (1969),
hereinafter referred to as TA, performed a large scale investigation of
the north polar topside ionosphere using the electron density distribution

found along single tracks of the satellite, Alouetie I, at the F-layer

peak. Again data from the summer and winter of 1962 and 1963 were used.
"Théy foundvthat the winter’density distribution along a satellite track
w%s repeatable from orbit to orbit for periods of up to ten hours. Also
it was noticed that passes fell into two clear groups illustrated by
Figure 1.4. These two categories seemed to depend on the angle between
the satellite orbit and the Earth-Sun line and were:

(1) Those passes showing two density enhancements separated

by a region of depleted density.

(2) Those passes showing only a single extended enhancement.
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Figure 1.3 Effect of averaging Alouette I electron density data over time
and magnetic activity. (1), from Thomas et al. (1966), shows
the latitudinal variation of electron density at 400 km for an
individual nightside pass on 7th June 1963 (Kp = 5 ). (2),
after Thomas et al. 1965, shows the average latitudinal varia-
tion of electron density at the same altitude for all 1963 sum-
mer passes in the 2100-0500 hr local time sector. The avera-
ging process included all data'irrespective of universal time
and level of magnetic activity. The trough and cliff, clearly
visible on the single pass, have disappeared in the averaging
procedure.

DENSITY, Nx1075el / cns?

' GEOGRAPHIC LATITUDE, deg.

Figure 1.4 Typical examples of the two principal latitudinal electron
density patterns observed by the Alouette I satellite near
solar minimum. The local time of the satellite is also
shown. The single- and double-peaked distributions are
clearly evident.
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Passes in category (1) outnumbered those in (2) by approximately 2:1.

The fact that patterns of density were repeatable and that these
fell into two categories éeemed to suggest a stable density distribution,
independent, to a first order, of longitude (i.e. universal time), which
was stationary with respect to‘thé Sun (i.e. dependent on local time).
From these considerations they therefore proposed the model for the top-
side winter electron density distribution shown schematically in Figure
1.5. (In this figure the density of dots schematically represents elec-
tron density, i.e. the denser the dots, the greater the electron density.)
Thomas and Andrews visualised the plasma distribution to consist of a
ring of enhanced plasma density, containing the auvoral oval (Feldstein
and Starkov, 1967), survounding a polar cavity of depleted density.
Equatorvard of this plasma ving, the trough is situated. In the morning
hours, at trough latitudes,- the sun begins to influence the density
distribution and the trough begins to fill with ionisation, probably solar-
produced, until around noon it becomes entirely filled. Hence the trough
appears rather as a crescent-shaped area of depleted density arbund the
nightside of the earth. This whole structure is eccentrically centred
on the geomagnetic pole and the Earth rotates beneath it.

Also shown in Figure 1.5 are two typical satellite tracks which
fall into the categories (1) and (2) noted above. The transition from
category (1) to (2) can arise through slight movements of thevstructure,
fhrough éhanges in Ké and.universal time. These can eauSE the satéllite
to éample densities in the polar cap or solely within the density
enhancement region. .

| From Eheir data Thomas and Andrews investigated many variations in
’;ghis structure. From 276 observations of the low-latitude wall and 183

observatioﬁs of the hiép—la@itude wall ,they fixed statistical boundaries
of the enhancement region and investigated the equatorward movements of

the low latitude wall with geomagnetic activity,as represented by the Kp
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IDEALISED DISTRIBUTION OF POLAR ELECTRON DENSITY

(1) (2)

TIME

b e e e e
A schematic view of the model electron density distribution proposed by

ude and local time and the darker shading represents

The two latitudinal electron density profiles most often seen by the Alouette
If the whole distribution moved

Figure 1.5 (After Thomas and Andrews, 1969)
Thomas and Andrews. The grid is in geographic latit

greater electron density.
I satellite are shown and the schematic way in which they can arise.
slightly with respect to geographic pole, as would occur if the structure followed geomagnetic control,

then the satellite would sample densities solely in the plasma ring and not in the cavity.

44



25

index at the time of observation and that observed up to 30 hours before
and 24 hours after. No time-lagged dependence on Kp of any significance
was discovered. Summer investigations showed very little structure and
there was little evidence of the presence of peaks and troughs. The
influence of photoionisation was dominant at this time although the polar
domain of the ionosphere was still recognisable from that found at mid-
latitudes by the disturbed nature of the ionograms recorded there. TA
also found that their ideas could be reconciled with earlier ground-based
work. The so-called tongue of ionisation (Sato and Rourke, 1964), which
bore a distinct resemblance to the structure observed by Nishida, is
consistent with large-scale spatial averaging éf the ring structure. The
polar cavity merely disappears during this process. Diurnal variations
identiéalr to ground-based results were discovered for response to geamag-
netic control i.e. a peak in enhancement occurrence was again found near
1800 UT - geomagnetic noon.

Other.topside—sounding satellite investigations found similar
results. Sato and €olin (1969) used electron density data, from the
Alouette I satellite, at an altitude of 1000 km. They examined 1200
passes at various times in 1962,,1963 and 1964 and plotted these on an
invariant latitude-local magnetic time grid. These showed that the polar
region could be divided into three regions where electron density peaks
occurred depending on time, season and the level of magnetic activity.‘
Thé first region waé between 75°'and 80° A (invafiant latitude) aﬁd from
0300 - 1900 magnetic local time and corresponded mést closely to the ring
ébsition of TA. Here, regardless of season and magnetic activity,
electron density peaks appeared and satellite passes showed two enhance-
ments when they crossed this latitude belt at either side of the pole.
Winter disturbed conditions produéed some electron density peaks in two
more regions found,on the nightside only,at invariant latitudes from

60-70° and around dawn and dusk at invariant latitudes >80°. In summer
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there was very different behaviour and electron density peaks (of
magnitude approximately twice winter peak densities) were found in all
the domains outlined above,irrespective of the level of magnetic activity.
Some shift of the peaks was noted with change of season and they were
seen more often during magnetic day. Hence the peaks in Sato and Colin's
region from 75-80° A\ appeared to coincide closely with TA's ring structure,
but additional enhancements of electron density were noted,especially
during magnetically disturbed conditions.

- Hagg (1967} has ;sed resonance phenomena on Alouette II ionograms
to detect a high altitude (>2000 km) depletion region of electron density,
(3102 cm™3) poleward of the expected equatorward wall of the trough.
Significantly, there was no noticeable - recovery or enhancement of

electron density poleward of the trough wall, indicating that the polar

ring structure did not extend to those altitudes.

1.1.3 Recent observations

Following TA's work many techniques were used to furthé# prbbév\\
the topside ionospheric structure. More topside-sounding sateilites
were launched (yiz Isis I, Isis II) and more sophisticated ground—based
methods, such as incoherent scatter, have been developed. Many of these

observations have been obtained during 1968-70 when the solar cycle was

close to its ‘peak'.N

Ground observations . !TA’sldf%ndings;a;; . led Bowman (1969), Pike

(1970,1971b) and De;hpande (1973) to re-examine ground station records

" for the epoch 1958-1964. Bowman used ilonograms obtained at three

Antarctic stations to measure velocity and the spatial dimensions of the
trough. These agreed very well with topside-sounder observations and
were consistent with the Earth rotating under a stationary plasma distri-

bution. = Pike (1970) used IGY Antarctic Egiayér ordinary ray penetration

frequencies for Jﬁne 1958 and largely confirmed Duncan's (1962) results.
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At the four UTs;00, 06, 12 and 18 hours Pikevproduced individual polar
plots of the peak electron density of the F-iéyer and foF2 on a grid of
corrected geomagnetic latitude and local time. . Por Antarctic data :&?(
examined only the 06 UT plois

showed any order and this indicated a ring and cavity structure similar
to that of TA. Pike (1971b) has found similar behaviour in the Arctic
during December 1958. Here, as expected, only the 18 UT plot ordered
the data well and only when a polar plot of f°F2 was made for 18 UT

a distribu;ion appeared which bore a close resemblance to both the
tongue and ring-cavity structure of Sato and Rourke (1964) and TA-

| respectively. A  polar plot of foF2 for the Arctic,December 1958,
is shown in Figure 1.6 with the features mentioned marked. Thus ground-
based observations at solar maximum showed many features - common to

the TA structure of Figure 1.5. All these workers attributed the magne-
tic dayside enhancement and the anomalous diurnal variation to the entry
of solar wind particles down the cleft region of tﬁe magnetosphere.

Entry would appear to be easiest when the angle between the geomagnetic

axis and Earth-Sun line is a minimum,at geomagnetic noon. Deshpande

(1973) examined this non-local noon enhancement in median fon obtained from

several stations and attempted to follow it,and thus the cleft region,
through season and solar cycle, from 1958 to 1964. He reported that
for this pgriod the enhancement showedwthérfdilowigélp;opertiés:

(1) "It.decréased‘with decreasing solar cycle;

(2) It shifted poleward with decreasing solar cycle,

(3) It shifted to lower latitudes during winter.

(4) It was of greatest magnitude during equinox.

A flying laboratory A novel ih&ééiigétive method utilised
an airborne observatory (Buchau et al., 1970). An aircraft,equipped
with a variety of optical and radio sounding probes,recently carried out

flights into both the day and night sectors of the auroral ionosphere.



: Figﬁre 1.6

(After Pike, 1971) Features of the
F-region peak plasma distribution
displayed on a polar plot of cor-
rected geomagnetic latitude and

time (CGL/CGT). The contours . 18
and fiqures refer to wvalues of
median f£oF2 obtained in the Arctic
in December 1958. A tongue of
enhanced density stretches from
the dayside across the pole to !
the nightside. The possibility
of a trough-ring-cavity structure
is suggested by the ‘low values of
critical freguency around the
geomagnetic pole. '

“lonisation
tongue

8¢
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Flights were planned with reference to the auroral oval and it proved
possible to either contract or expand the time of observation of auroral
phenomena by flying with the motion of the oval or against it. (In the
Earth's frame of reference.) Both local time and meridional scans of
the auroral region (70-85° CGL) were completed during 1967-1970.
Unfortunately, at this time, only results for the dayside (i.e. the 07-21
hr. corrected geomagnetic time sector) of the Earth have been presented in
any great detail. Thus Pike (1971la, 1972a, 1972b) ,reporting results
from the ionospherie sounder aboard the aircraft, described a zone,
approximately 2 ~ 4° wide, in the bottomside F-region, of diffuse and

irregular nature, where the stratification into Fl and F. layers did

2
not exist. This region, termed the F-layer Irregularity Zone (FLIZ),
‘is a regular feature of both the summer and winter ionosphere. x Levels
of peak density within the zone are enhanced in winter only to 2 - 4
'lGSJém'3, at a lowerrbase height -of 200 - 300 km altitude. In summer
theretis no denéityiénhancemgnt\but-tﬁgiFLIZ,merely apéears‘as an
irregular layer. Poleward of this zone Pike often observed é iegion of
depleted density in the bottomside. In winter this, however, did not
appear to be a regular structure and was;ndﬁ”sgén ~at all in summer.
From 18 crossings of this zone,Pike (1972b) found equatorward motion of
the FLIZ and an apparent increase in width of the zone, with increasing
geomagnetic activity. From coincident Alouette I electron density data
he was able to relate this bottomside féature very closely with the dayf-.
side sector of the topside plasma ring.'?Despife qnly occasional obserwva-
tions of the cavity it appears that the topside structure,proposed by TA,
maps into the bottomside without any great modification even at solar
maximum, the solar epoch of Pike's observations.

Wagner et al. (1973) have used combined gfound<ifand aircraft-borne

ionosondes to obtain bottomside winter ionograms in all local time sectors.

Unlike early experimenters they were able to use closely-spaced ground
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stations. For very quiet equinox and winter conditions they presented
their observations as contours of electron density on a CGT/CGL grid.
Only data at constant lonéitude were analysed and the contours obtained
clearly showed a distribution which was stationary with respect to the
sun. The trough was pronounced during the morning hours and was posi-.
tioned at &60~65° CGL. Poleward of this,a Qall of ionisation appeared
at 72°. The density enhancement, in this investigation, appeared as a
plateau of ionisation extending equatorward from the auroral oval. Only
on two flights out of 4 which passed over 80°N was the polar cap clearly
visible. However, on some occasions the ring structure is found at
latitudes >80° and this may have coincided with the flights mentioned
above, especially as these were at very quiet periods.

In-situ data o B Cne other method often used for the inves-

tigation of the ionospheric_ plasma is the Langmuir Probe. This samples
the electron density 7Zn situ i.e; in the vicinity of the satellite-.
Examples have been carried on such satellites as Ariel 3, Explorer 22
and Isis I. Miller (1970, 1974) used Explorer 22 and Isis I instruments
to provide data on the trough at both high and low altitudes. 'Two new facts
- which aro§§>"' out of this work were that with increasing sunspot
number, R, the density in the trough was seen to increase. Also he
found that the trough in electron density, at high altitudes (52500km),
was easily seen even on the dayside where, at low altitudes, it was
‘@ifficult to resolve. | |

Ariel 3, however, provided some very interesting data concerning
the overall distribution of electron density in the polar topside.
Launched in 1967, into an almost circular orbit,above the F=layer peak
at 5-600 km, in situ electron densities were obtained every 1.7° of
latitude (210 km) during the summer of 1967 and the winter of 1968.
Hopkins (1974) analysedthe;edata and initially carried out a 'Nishida-

type' averaging using a grid for the polar regions above 60° latitude
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consisting of 126 boxes of varying dimensions. It wvas hoped that such

a scaling would be sufficiently fine to reveal any polar ionospheric
structure (Hopkins, private communication). Hopkins (1974), for summer
and winter, presented his observations in the form of constant UT plots

of electron density, i.e. for each of four UT regions a polar plot of the
electron density variation with local time and latitude was shown. Very
few features were evident in this analysis so Hopkins (1974) re-examined
his data using an individual pass approach. The individual passes indi-
cated a ring-cavity distribution even at solar maximum, thus confirming,
through independent techniques, the Alouette I observations in the topside
region of the ionosphere. Hopking (ibid) discovered that the distribution
described bf Figure 1.5 is regutarly present, in winter, in both Arctic
and Antarctic ionospheres. Hoﬁever, it appears to be much more varied
and less pronounced in the_southern hemisphere, where the cavity is wvery
small (& a few degrees). In the summerr at the maximum epoch of the

solar cycle,both Arctic and Antarctic ionospheres were very featureless.
The polar cavity seemed to be filled with ionisation, in ggreement with
solar minimum results of Thomas et al., (1966) and the trough was rarely
visible.

Very recent experiments . With satellites reliance must be made on

the precession of their orbit for diurnal coverage of densities. For
the topside sounders this period is approximately three months and thus
any data giving 24-hogr local time coverage will have an inbuilt seasonal
variatioﬁ. To overcome this difficulty Whitteker et al. (1976) have
selected a time when the three topside—sounding satellites Alouette II,
Isis I and Isis ITI, were passing over the north polar region almost
éimultaneously. Since their orbits were ,é;;;;;;iar;\’ " the local time
. coverage afforded by each satellite was very different. Where there

were gaps in the local time coverage, conveniently placed ground stations

were used to supplement the data. The time chosen was an April day, 1971,
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at V0440 UT. With measurements from the three satellites and from ground
station data, an attempt was made to construct almost instantaneous
contours of topside electron density over the entire polar region, for
both FP-region peak altitude and for 1400 km altitude. Unfortunately
this coincidence occurred at equinox during local morning and solar
ionisation would play an important part, most of the polar region being
sunlit. . These contours display a tongue of enhanced plasma extending,
across the polar cap, from the day to the nightside, similar to that
observed by Sato and Rourke (1964) and Pike (1971). Accompanying this
enhancement there is an adjacent low density plasma region. This
could be interpreted in terms of the well-known trough region. It would
appear that tye:observations of Whitteker et al. (1976), on that occasion,
showed no polar cavity but it is difficult to assess whether this was due
to photoionisation, convection of -plasma into-the polar cap or merely
large spacing of observations obscurring the cavity feature. In a
further examination of 32 individual Isis I and Isis II winter passes
through the cleft region of the magnetosphere Whitteker (1976) observed

a clear isolated enhancement on 22 occasions,in the same latitude region
as the topside polar ring and the bottomside FLIZ. The enhancement

of density increased with altitude and fell into a broad region 3 - 4°
wide and slightly poleward of the cusp/cleft region. The polar cap
depletion was also evident but during a magnetic substorm was seen to

L Fill wifh i;nisatidﬁ.v fhe lattef reéﬁit could expl&in the intermittent
'v151b111ty of the trough on many occasions. If observation-is made close

to a period when Kp was hlgh then the polar depletion may . still be

1 ;£ecover1ng from the influx of ionisation.

| In éddition to these observations, ground-based techniques are again
coming more into use, especially the incoherent scatter method. For
example, Taylof (1973) has seen the trough pass overhead at Malvern (51°N)

during a geomagnetic storm, and investigated the characteristics of the
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wall of the electron density enhancement. He found it to be closely field-
aligned. Only one such facility exists at high latitudes; that at
Chatinika, but this has clearly demonstrated the usefulness of the inco-
herent scatter technique in the polar region. The advantage of this
method lies in their ability to provide information on a large number of

parameters over a wide range of altitudes.

1.1.4 Ionospheric temperature and composition

Of available ground-based experiments only incoherent scatter can
provide reliable data on ionospheric temperature and composition. Thus,
until recently, in-situ satellite- and rocket-borne ion mass spectrometers
and Langmuir probes have been the principal source of such measurements.
These reveal similar behaviour to electron density in that,in the polar
regions,ionospheric temperature and ion densities exihibit a high degree
of irregularity and large latitudinal gradients.

For all latituaes both electron (Te) and ion (Ti) temperatures
increase with altitude although observed gradients are small, amounting
to v a few °K km ! at high latitudes. At mid-latitudes near the height o
of the F-layer peak typical measured values of the Te and Ti are V1500 and
1000°K respectivély. Here diurnal variations are large with changes of
several hundreds of degrees throughout the local day. Furthermore elec-
tron and ion temperatures increase with increasing latitude and maximise

in the 60-70° geomagnetic latitude region;roughly coincident with the

'

auroral region. These temperature enhancements are strongly éffected by

geomagnetic activity and are thought to be caused by electric field joule

heating. Values of Te and T, as high as 2500-3500 and V1500°K are not

uncommon. Temperatures around the geomagnetic pole aré~lowér'than these,
but still exceed mi&*latitude values. (Typically Te& 2000°K) . At
fpg;;g latitudes thére is little observed variation throughout the local
day. A detailed review of temperature measurements from space has been !

presented by Willmore (1974).
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The existence of two differing ionospheric regimes, at high and
low latitudes, first noted in the electron density data, is also apparent
in satellite ion density measurements (Taylor and Walsh, 1972). TwWo
distinct ion distributions are found and these occur in separate latitude
regions. Mid-latitude observations indicate that at altitudes near the
peak of the F-layer the principal ionic constituent is oxygen (0+), with
nitrogen (N+1, hydrogen(H+) and helium (He+) minor contributents to the
total ion density. In accordance with the diffusive equilibrium theory
of Angerami and Thomas (1964), the concentration of O+ decreases with
altitude and the lighter ions H+ and Hé+ “become more important. At
about 900 km altitude, H+ and He+ are the dominant ions, with O+ and
N+ minor constituents.

The high-latitude distribution is somewhat different. Diffusive
equilibrium seems to break down and in the topside near 900 km the concen-
trations of H* and He+ are‘much less than those at mid-latitudes, while
the density of the heavier ions remains largely unchanged._ The result
is that O+ continues to be the dominant ion to very great heig@ts
(V1500 km).

Latitudinal variations of individual ion species densities give clear
evidence for an abrupt txansition.between these two distributions. At
_n;éé@; when the sun's influence is absent, latitudinal gradients of O+
are.sﬁall. However, at V60° geomagnetic latitude, there is a sudden
decrease in the abundance of the light ions Hfzand He+. This steep-
gfadient seemé.to be éiosely connected to the low-latitude wall of the
electron density trough and the plasmapause (Taylor, 1972).

More recent data suggest that the picture may be more complex than
the one presented here (Grebqwsky et al., 1974), with No+ an important F-
region ion in narrow latitude regions. However, the simplified develop-
ing picture views the polar F-region and topside as predominantly consis-

. +
ting of hot O .
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1.2 The Physics of the Polar F-region

1.2.1 The continuity equation

The distribution of ionisation in the ionosphere is described by

the well-known continuity equation (1.1).

in Table 1.1, processes and parameters which are thought to play some part

in determining polar F-region structure.

This is outlined below with,

i Q = L - V.(Nv) 1.1
where v = v_. + Vv +v
- -4 -e -n
and Vg = diffusion velocity
Xe = velocity due to electromagnetic drift
v, = velocity imparted by motions of the neutral atmosphere.
Table 1.1
i
Term Q L V. (M)
Process Production Loss Movement
Possible Solar uv ionisa- | Dissociative re- | Polar wind
cause tion. Particle combination Neutral air winds
_pre01p1tatlon .x+ + Y >X + Y+ Magneto§pherlc
convection
Recombination Local heating
.
X 4+ e =>X
Influential +——— Neutral atmcsphere - composition and thermo- —>
factors spheric structure
Ionisation cross Ton and electron | Electric fields
sections. Spec- temperatures and convection
trum of incoming | Electric fields patterns. Elec-
radiation or Rate constants tron and ion
particles temperatures and
gradients.
Strength of heat-
ing source
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1.2.2 The neutral atmosphere

As outlined in Table 1.1 parameters describing the neutral atmosphere
enter all three terms of’the electron continuity equation, The produc-
tion of ionisation, whether by photoionisation or corpuscular bombardment,
depends on the neutral constituents and their densities, which, in the
peolar regions, are not well-known. Recently, however, Reber and Hedin

(1974) examined high-~latitude data for N_, O and He from the 0GO 6

2
neutral mass spectrometer and deduced marked differences from the earlier
mid-latitude models of Jacchia (1965, 1971). The deviations took the
form of enhancements of N2 and 0, with a coincident minimum of the He
concentration, situated "70° A at certain universal times. (In the
southern hemisphere maximuam (Nz) at approximately 0800 UT.)
This effect has been built into a recently formulated globalvﬁodel of
neutral composition (Hedin .et al., 1974) and is illustrated in Figure 1.7
for the northern hemisphere. The 'bulge' of enhanced densities is clear
at 1930 UT and is thought to be due to a cyclic variation of thermospheric
heating caused by particle precipitation. Such enhancements Jf neutral
composition appear to be related to the so-called F-region universal time
effect (maxima of foFZ, occur at high latitude stations at NOéOO UT and
Al800 UT in the Aﬁtgrctic and Arctic respectively (Duncan, 1962,
1969; Pike, 1970)).

One explanation of the F-layer ﬁniversal time effect is based on
the raisingland lowering of the layer by ion drifts,ihduged by drag of
the neutral air winds (King-et al., 1971). Calculations of the effects
of neutral air wiﬁds have invol&ed global wind patterns, such as that shown
i%ffigute~i;8,~prodﬁced ‘ by the solar diurnal temperature bulge (Rishbeth,
1972). Recently, observations have shown marked deviations from this
patterq,oftenﬁit@%Efidionalequatorward winds ~400 m ™} at 200 km on the
dayside (Stoffregen, 1972). These observations are consistent with an

additional high-latitude heating source with an energy input comparable with

solar input;"'This is possibly joule heatiﬁg,>thfcu§h electric field effects,



Figure 1.7

Figure 1.8 (From Rishbeth, 1972}
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or soft particle precipitation, which deéosit v30% of their enefgy in

the form of heat. This heating produces wvertical expansion of the ther-
mosphere, composition chaﬁges and vertical winds,which clearly could drag
ionisation up field linés (Hays et al., 1974) The role of neutral air
winds thus requires further examination at high latitudes. Here interactions
with the plasma may be very different from those at midlatitudes,where winds
éﬁélaip maﬁ}ﬂphenomena. It is also unclear whether the neutral air
winds at high latitudes drive motions of the plasma or if the reverse is
true and convective plasma motions pull the neutral air with them. This

is a very complex problem and has been treated in a qualitative way by
Rishbeth (1977) andrquantitatively by Maeda (1976) for model ionisation

distributions. A full treatment of the problem is awaited.

1.2.3 The polar wind

During periods of low magnetic activity, magnetic flux tubes pole-
ward of the plasmapause participate in: the general magnetospheric con-

vection. Over a small area of the polar cap, the field tubes are open

‘ -

to the distant tail of the magnetosphere, while those at lower latitudes
form closed loops.

The polar wind theory arose through the need to explain the deple-
tion of the light ions,H+ and He+, principally on the open field lines,
at high.latitﬁtdes (section 1.1.4). It proposes a field-aligned flow
of 'these ions on open’ flux tubes,from the ionosphere into the magngto-
spﬁerié tail. vﬁlasﬁa properties found in-fhe tail region suggest that,
for steady-state conditions, opposing pressure gradients are not possible,
and fluxes of "2-6 x 108 ions cm™~2 s~! can exist (Banks and Holzer, 1968,
1969). Although polar wind calculations were originally restricted to
open field lines, there are now strong reasons to believe that 'polar
wind' type flows extend to low latitudes,where field tubes are sometimes
open and sometimes closed. However, these steady-state conditions do

not exist and ion flow speeds and fluxes will not attain such high
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values. Closed field lines allow the build-up of opposing pressure
gradients in the flux tube which can eventually cut off flow.

Recently, the calcuiations of Banks and Holzer (ibid) have been
reviewed to include energy considerations and the effect of the flows on
the thermal structure of the ion Aistributions (Banks et al., 1975;

Raitt et al., 1975). Their conclusions are largely unaltefed from those
of Banks and Holzer, except that it now seems unlikely that flows attain
the previously-predicted supersonic speeds. Typical ion density distri-
butions are shown in Figure 1.9, taken from Raitt et al. (1975). The
separate curves for hydrogen refer to different flow velocities at

3000 km. The shaded region indicates the range of possible O+ densities;
the lower boundary corresponding to H+ profile (a) and the upper boundary
to (h). A neutral atmosphere, taken from Banks and Kockarts (1973},
with an assumed exospheric -temperature of 1000°K, was used.

Examination of these profiles shows that the polar wind is largely
a minority ion phégenon. The distribution of the major ion, O+, is
largely unaltered below 1000 km. Thus it would appear that,to observe
polar wind effects,the distribution of plasma above this altitude must
be examined. Banks and Doupnik (1974) have followed this tenet with
data from the Alouette II satellite, above 2000 km, and largely confirmed
it. They detected therma% proton flows within the plasmasphere from
analysis of topside-sounder scale height data. At low altitudes,
wherevo+‘is dominant, théy‘beiieved that uﬁambigudus identificétion of
flow effects was not possible,due to the masking effects of other proceéses.

However, it has béén’suggésted (Thomas and Andrews, 1970) that'small
fié;?éffects should be visible in the altitude range 400 - 760 km, within
tﬁ; c§mpass of Alouette I. The source of H+ ions, which partake in polar
wind flow, is an identical flux of O+ ions from the F-region peak,

where they are produced either by solar or particle effects. At altitudes

. + . +
Jjust above the F2 peak the 0 ions are converted to H ions through the

reaction
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where

L - 2 nwh neh) _ 9 N@EH N©O)
£ 8 N(0) Ky 8 N(H)

Such upward fluxes have been measured from incoherent scatter radars at
midlatitudes (Schunk and Walker, 1972). The existence of larger flows

at higher latitudes may be an important perturbation in Alouette I-measured
electron density profiles.

This has been investigated by examining data from many polar passes
of the satellite, recorded in 1962 and 1963. These data have been pub-
lished in the form of variations, along the track of the satellité, of
electron densities and scale heights at fixed altitudes (Thomas et al.,
1966) . The scale height, '"H, of the plasma, a derived parameter reflec-

ting the electron density gradient, is defined as

The flow equations of Banks et al. (1975) can be simplified considerably_
by making the following approximations
1. Neglect of inertial terms. At low altitudes this is
justified because of the low speeds encopntered.
2. Consideration of a single iOnicléogstituent such thét Ne =
N(O+) in the altitude range 400 - 700 km.
Thus at high latitudes the flux of oxygeﬁ idﬁs is derived, assuming a

single ion constituent, from the equation

. _ . _l__ dNi . ;— dTi . _l__ dTe . Te dNe . mig 14
i =P I, @ TT. da " T dn ' T.N_ an = kI. :
1 1 1 1l e 1

where the subscripts i and e refer to ion and electron parameters respec-
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tively and motion along a field line. In addition

D, is the ion diffusion coefficient = kT,/m.v.
1 i " 7i'in
k is the Boltzmann constant

w_. is the ion drift velocity due to netural air winds.

D
Te
i ] = = t = —_ <<
Rearranging and putting Ni Ne N, D Di(l + Ti) and wy<<u, > 0
. m,g
1l an 1 d i
= - e R S e N [ R
Nuy WUV an T T yr, an et * k@ er) 1.5

Where production and loss are small the ion continuity eguation 1.1 for

steady state conditions takes the form

Vo(Nu) = 0 1.6

The solutions to this equation takes two forms; Nu = 0 or Nu = constant

= F. In these two situations 1.5 can be written in the form:

m,g
l1dy _ 1 d i - .
"Nada T Ty an (TTTy) + k(T_+T;) d Nu =0
1.7
m.g
1 an 1 a i P
— — == — N -
" N dh T +T dh (T tTy) 4 k(Te+Ti) t o u=F

The quantity given by the L.H.S. of equatlon 1.7 is freely avallable from
topside sounder observations as the measured scale helght of the plasma
(equation 1.2). Equation 1.7 shows that the effect of an upward flux of
oxygen ions, supporting a polar wind type flow, is to depress the measured
plasma scale height below that found for the diffusive equilibrium condi-
tions (Nu = 0).

Of the many Alouette I and II passes examined in @a éeafch for these
affects, the general features ofvtheir scale heighﬁ data indicate:

1. A sharp decrease in scale height at 900 km and above with
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increasing latitude near 60° geomagnetic latitude.

2. At 500 km altitude a steady decline of scale height with
increasing latitude,cften followed by a sharp increase in,
and at,latitudes above the aurcral zone.

An example of such behaviour is shown in Figure 1.10. The electron
density data show the typical enhané?ent structure, with the satellitey
sampling densities within the polar cap at altitudes R75° A.

Scale height data reveal a veiy complex structure with loca%ﬂised
troughs and enhancements. The plasmapause shown by the transition from
light to heavy ions, is clearly seen at 900 km near A v 62°, At 500 km
the scale height is found to be typical of an oxygen plasma in the trough
region, being V150 km. Such values predict _' (Te+Ti) v 3000°K
for diffusion equilibrium conditions. However, in the plasma enhancement
region values as high as 220 km are reached,indicating the presence of
very high temperatures, i.e. (Te+Ti) v 4400°K.

Polar cap scale height values at this altitude, however, fall to
100 km or less. Here assumption that a diffusiveé equilibrium.distribu-
tion of an oxygen plasma still exiéts,, even with very low temperatures
this requires unrealistic temperature gradients %E LTe+Ti) % 14° km~l.
Measured temperature gradients have not been found to exceed a few °K
km~! (Willmore, 1974).

Compositional changes such as a change of dominant ion to NO+,
as proposed by Schunk et al. (1976) can resolve the problem and the cal-
culated temperature gradients are reduced to their former realistic
values. However, the extent of the depressed region of scale height,
shown in Figure 1.10, %8° and such composition changes have not been
observed over such a wide area (Grebowsky et al., 1974).

The only adequate explanation of these low scéle heights seems to
be the presence of an upward flux of ions. Using equation.l.7 and with

Te+Ti v 3000°K and gﬂ'(Te+Ti) ~ 3°K km~! scale heights 7100 km predict
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the existence of an upward flux of oxygen ions of a3 x 108 cm? s71.
This is typical of the va;ue predicted by Banks and Holzer (ibid) neces-
sary to support light ion outflow.

At the higher latitudes shown in Figure 1.10, however, the scale
height at 500 km altitude recovers to values typical of diffusive equili-
brium distribution of an oxygen plasma. Thus the flow has either disap-
peared or is masked by some other process. The electron density gradient
is a very sensitive indicator of plasma temperature and it seems likely
that the increase in plasma scale height at very high latitudes is due to
some local heating in source analogous to that producing large values of
scale height in the electron density enhancement regicni Consideration
of equations 1.7 indicate, that for an oxygen plasma, an enhancment of
(Te+Ti) N 1000°K can introduce a positive scale height increment of 50 km.

Observations of high-latitude plasma temperatures from satellites
and incoherent scatter radars have now shown that such temperature
enhancements are possible (Wiilmore (ibid}). Therefore it would seem
that these dominant effects act to conceal the indications of élasma
flow at these altitudes. .Ion fluxes will, therefore, only be visible in
Alouette I data when temperature enhancements are not present,and inves-—
tigations‘of plasma outflows must either be carried out f£rom high-
altitude satellites,whefe large latitudinal temperature éradients are rare,

or be undertaken with simultaneous electron density and temperature data.
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Figure 1.10 Electron density and scale height data from pass 208 of the

satellite Alouette II, over the north polar region. The
pass occurred during local morning with local time varying
between 0700 and 1200 LT. The electron densities illus-
trate a structure typical of the trough-ring-cavity model.
The scale height data in the polar cavity region show both
depressed and enhanced values commensurate with field-
aligned plasma flow and enhanced temperatures respectively.
The figured curves refer to data at different altitudes.
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1.2.4 Electric fields and magnetospheric convection

Much recent interest has been paid to the effects of magnetospheric
electric fields and P-region processes associated with.magnetospheric con-
vection of plasma. . These movements (Axford and Hines, 1961) are due to an
interaction with the solar wind, the form of which remains unclear (Nishida
and Obayashi, 1972). Associated with this convective flow is an electric
field, E, given by vaB, where v is the convection velocity and B 1is the
magnetic field. This field can be mapped down into the ionosphere by
regarding the field lines as equipotentials. The resulting convection
pattern, implied from magnetospheric medels, is shown in Figure 1.11.

Above V200 km altitude the plasma is'frozen in' to magnetic field lines.
Field lines originating in the region of the cleft on the dayside are

open, convect over the polar cap to the tail of the magnetosphere, reconnect
in the tail and then convect sunward as closed field lines until,again they
reach the dayside magnetopause. .

The pattern illustrated is necessarily idealised, and is the subject
of much current investigation. Not included here is the drag of the
neutral air motions on the ions (section 1.2.2). Many methods are now being
used'>; - to detect polar F-region electric fields (e.g. from satellite-
borné probes and barium cloud réleases) and plasma driftvelocities(using

'incoherenf scatter and satellite instruments).  Data at F-region altitudes.
have largely been obtained by satellites INJUN V, IMP 6 and OGO 6.
Heppner (1972) has reviewed thesenmasufementsand Figure 1.12., taken from
Heppner (ibid), illustrates typical magnitudes and variations seen in the
dawn-dusk plane horizontal electric field data. The transition from -
sunward to antisunward flow is seen in electric field measurements>as a
change of sign of the horizontal component. ' Hence in Figure 1.12 convec—
tion, Nl k@ s7!, is aﬁtisunward from \73-84.3-75° (Ex < 0). Often very

strong sunward convection and very large electric fiéld values are observed



D-G7i-426-1

12 MRS MLT

ELECTRIC FIELD
REVERSAL BOUNDARY

(o) MAXIMUM CONVECTION VELOCITIES
NEAR THE ELECTRIC FIELD 18
REVERSAL BOUNDARY

12 HRS MLT

50°® INV

15 9

(b) NEARLY UNIFORM CONVECTION
OVER THE POLAR CAP 8 6

AN SUNWARD CONVECTION N\

(>.75 KM/SEC)
ANTI- SUNWARD CONVECTION A

(>.75 KM/SEC) 2l

] convECTION VELOCITY

{<.75 KM/SEC) 24

Figqure 1.1l A schematic view of average F-region plasma convection at
’ high latitudes derived from INJUN V and OGO 6 data.
(From Gurnett, 1973)



{(Kp=4~). JUNE 12, 1969 E, =HORIZONTAL COMPONENT PERPENDICULAR TO SUN-EARTH LINE NORTHERN HIGH LATITUDES

100 /-
- . +E; "NORTHWARO" , +Ey "SOUTHWARD"

=
3
[ -
a 0%
>
% ol 'H,,\_W_,wf
w
-40
EOE EVENING MORNING
\ . - ~Ey DAWN TO DUSK ‘
, | ' | | | | !
NAGNETIC LOCAL TINE 18ho2m 18ho2m 1ghoim iThrom 1Ths5m 16hs 7™ sy shoa™ 6Pos™ shos™ ehos™ shoan
INVARIANT LATITUOE 539° 611 68.6¢ 762* 838 8.2 nze 653 5740 498 a2

Figure 1.12 Measurements of the horizontal component of the electric field
perpendicular to the Earth-gun line (from Heppener, 1973}).

8v



49

in the auroral zone and in the transition region.

These large electric field values are now thought to have signifi-
cant affects on ionospheric chemistry. Banks et al. (1974) have suggested
that enhanced E,~B drifts, due to enhanced electric field values, increases
ion energy by amounts comparable with thermal energies. Hence,electric
field energisation must be taken into account in termperature-dependent
ionospheric reactions. Particularly, Banks et al. (1974), drew attention

to the important F-region reaction;

+
O + N — NO+ + N

and gave a reaction rate for Te > 750°K of 8.0 X lo-lu(Teff/BOO)zcm3 s !

££

where Teff includes electric fiz2ld effects and is given by:

- . 12
T er T+ .329 E}° °K 1.8

" Here Tn is the neutral gas temperature and E; is the effective 'electric
field (in mvm 1) measured in the moving frame of the neutral gas.
Significant joule heating will occur if ion and neutral velocities are
different. Thus any temperature-dependent reaction rate can be modified

by electric fields. In addition to that mentioned above it is now known

+

5 + 0 displays similar hehaviour.

that02+o+—-¥ro

‘'The effects of such electric field heating on the high latitude
ionosphere,ﬁave been considered by Schunk et al. (1975, 1976). On .the

dayside ,the coupled steady-state continuity, momentum and energy-balance

+

5 and O+ were solved and ion density profiles for . a

. +
equations for NO , O
copious ionisation source computed. These results show that electric

+
fields act so as to decrease the concentration of O and electrons and

. + + . . -
increase those of NO and O, . For moderate electric field, 50 m V m 1,

2
peak densities are shifted to the F1 peak while for large fields, 100 m

- + .
Vm 1, NO can become the dominant F-region ion and the F2 layer disappears.
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In winter or during nightside hours Schunk et al. (ibid) have investigated
ionospheric response to electric fields when no production source is
active. By solving time4dependent equations,they demonstrated the
possible formation of the nightside 'main' trough by a combination of

zZero production and decay of ionisation through enhanced recombination.
They. also investigated the possible involvement of the polar wind and

enhanced recombination through increased N, densities and vibrationally

2
excited N2 temperatures. In combination,these destructive processes
appear strong enough to account for the less-~pronounced electron density
troughs but are not capable of explaining the very deep troughs which are
often seen. Such mechanisms have also been suggested as a possible cause

of high-latitude troughs (Grebowsky &t al., 1974). An example of such

computations is shown in Figure 1.13. (from Schunk et al., 1975) showing

expected dayside ion density profiles in the presence of an electric field
of 100m Vm™l.

The effect of convective motion of plasma-carrying flux tubes has been
examined by Knudsen (1974) who followed the conditions in such & flux tube
as it is convected through the dayside cleft region, over the polar cap,
through the nightside soft precipitation zone and finally equatorward
around the dawn side of the earth toward the sun.

On the basis of derived time constants Knudsen (ibid) proposes that
the diffusion equilibrium state is inappropriate to the cleft F-region.
--Iypicallf a field line takes time, T,r (Table 1.2) to cross the cleft which
compares with the time constant required to establish a diffusive equilibrium

layer at 280 km of T Thus ionisation produced by soft precipitation

a .
will not have time to diffuse away from the a}titude of production and a
normal F-layer will not exist. However, the characteristic time associated
with heating of the plasma is short (= Tt) apd there is sufficient time for
heating to take effect. There is a short lag between application of the

heat source and F-region response so that enhancement of T e will occur at

the poleward edge of the cleft. Thus the effect of passage, through the



Table 1.2

s . ,;; Time constants for processes in the polar ionosphere

Time . , .
Constant Process Expression Magnitude (minutes)

T, Convection time to cross drift AL/v 3

T4 Diffusion H2/D (T, + T, /T ) 275 (at 280 km)

2 3
Ce(ATe) NmFZ X Hp X '2~ K
i —_—— . - N
Tt Plasma heating K(AT/AL) ‘ Ké.e 1
T Recombinative decay gl ~50
N F
T .Polar wind 2 420
p ¢ (HY)

18
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cleft, of a flux tube, is to add ionisation at the altitude of production |
and 1ift the plasma distribution through thermal expansion. Any enhance-
ments of ionisation at 1000 km seen in this region are the result largely
of ionospheric expansion though,production is also active. At F-peak
altitudes, conditions are such that only additional production mechanisms
are most important. In addition, they should be shifted poleward of the
Precipitation region due to lag of ionospheric response. Such effects
have been reported by Whitteker (1976) in coincident electron density and i
electron precipitation data from the ISIS I and II satellites. Knudsen Q
has also noted that the electric field will 1ift the layer with a vertical
drift velocity given by (ng/Bz) cos I, or v X cos I, here I is the magne-
tic dip angle. During dayside hours the drift will act so as to raise
the layer. This is in the opposite sense to the ion drift due to‘drag of

the neutral air wind. A neutral wind of magnitude, u A200-300 m s™! is

n’
expected at cleft latitudes blowing towards the pole and hence ‘the resultant ion
drift v(v - un) cos I. For ionisation crossing the cleft the result is
to raise the layer V30 km. During magnetic storms the height by which “
the layer is raised can be increased by a factor ~3-5. Hence, for this
reason, theoriés involving neutral air winds to explain high latitude
phenomena must be re-examined before any defini;e predictions as to .
ﬁﬁeir line effectéiéanlbé made. Schematically,tﬁé effect of passage of
flux tubes across the polar cleft is shown in Figure 1.14. Here, the
redistribution of ionisation at high altitudes and the enhanced p;oduction
at F-peak altitudes is sgen'ih-électron density profiles on entry to and
exit from the cleft region.

In the polar cap the electron temperature drops with a time constaﬁ?;i

Te and the ionisation profile 'contracts' down the field line accordingly..

-

At a convection velocity v.5-1 km s”! the flux tubes are transported from
A80°A on the dayside, across the cap, to 75°A on the nightside. The time

taken allows the layer to decay with a rate ;v ™l and by a factor 1l/e.
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Figure 1.13 (From Schunk et-al., 1975) Altitude profiles of ion::
and electron density calculated with an electric field
dependent loss coefficient. Here a value appropriate to
an ambient field of 100 mvm~! is chosen and dayside produc-
tion conditions are assumed.
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Figure 1.14 Schematic illustration of changes in the electron density
profile on passage through the dayside cleft (after
Knudsen, 1974).
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On entry into the nightside precipitation zone the layer will
experience similar behaviour to that in the dayside cleft region. However,
due to the harder and more varied precipitating electron spectra (Appendix)
and more complex convection patterns (Heppner, 1972) behaviour of the
plasma is more complicated and less responsive to change. The main difference
between dayside and nightside is that on the nightside the layer is
lowered by the effect of the electric field drift.

Return flow is around the dawn side of the earth at "60°A. if
there is no source of ionisation in this region then a decay in ionisation
is expected,hy a factor of 10 every 2-3 hours,through recombination and
a nightside F-layer trough is formed.

Many investigations. to observe these effects are proceeding e.qg.
Shepherd et al. (1976) ,but these are in their early stages and arernot

yet conclusive.

1.3 An Overall View

1.3.1 Polar ionospheric characteristics and processes

Gradually a combination of data from many techniques is leading
to a clearer picture of the ionospheric layers in the polar regions.
Observations have been carried out in three main altitudinal ranges, i.e.
in the bottomside F—regién (ground- and aircraft-based instruments),
around the F- layer peak and just above (top51de-sound1ng and in-situ
measurements from satellltes) and in the high-altitude topside at 1000 km
ana above (the Alouette,ISIS and in-situ experiments).

These measurements have revealed the ionosphere, at high latitudes,
to be very different from that observed nearer the equator. It appears
as a region of much fine structure in which many processes, not thought
to be active in determining the mid-latitude  distribution, are introduced
largely through the influence of the magnetosphere. This separation of

the ionosphere into two contrasting regions is best demonstrated by a
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tabulation of typical values of the most important parameters encountered
at points within the mid- and high-latitude regimes. Values given in
this comparison (Table 1.3) are taken from data collected at altitudes
near the F2 peak and just above.

The anomaious behaviour of the polar ionosphere is a result of pro-
cesses largely arising from the high electric fields*and low-energy
particle input. Such parameters often neglected at low latitudes must
be introduced into any high-latitude model. The necessary data is now
available from fully-instrumented satellites such as the Atmospheric
Explorer Series and from the versatile ground-based incoherent scatter
radars.

Recently, a large body of data from low-energy particle detectors
has become available and in this work particular attention is given to
the role of low-energy electron fluxes in the particular problem of

maintenence of the F-region in winter.

1.3.2 The electron density distribution

1

Two different pictures have begun to emerge. The spatially- and
temporally-averaged data seem to suggest, quite strongly, a tongue struc-
ture, such as Figure 1.1, with a region of high density plasma extending
from the dayside, across the polar cap, into the dark hemisphere.
Closely-spaced data, along the track of satellites, indicate that the
distribution consists of a ring-trough-cavity arrangement (Figure 1.5).

At very large sunspot number epochs there is some evidence that the
electron density depletion in the polar cavity tends to disappear so that
the trough-ring-cavity structure may be described as a trough-'tongue'
structure. The in-filling of the cavity at high sunspot numbers may
result from a number or combination of reasons such as enhanced convection
of plasma or increased insolation. However, when such complications are
relatively unimportant, as at night near solar minimum, it is clear that

the magnetospherically-induced ionisation in the polar plasma takes the
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basic form of a trough-ring—cavity structure as proposed by TA.

In subsequent sections a large scale survey of the topside polar
plasma is reported in an éttempt ot follow the evolution of the polar
F-region over the solar cycle, and the distribution at epochs of high

solar sunspot number is given particular attention.

Table 1.3

Typical mid- and high-latitude ionospheric characteristics

Mid-latitude High-latitude
Parameter
value value
Electron density (em™3) 105 - 108 8 x 104
(Trough & cavity)
1.5-3 x 10°
(Plasma ring)
Height of maximum hmFZ (km} 260 (winter) V320 (winter)
+ : -
0  density (cm™3) 2 x 1ot 1 x 10% -
+ -
H density (cm™3) 5 x 103 2 x 102
Electron temperature Te (°K) 1500 2 - 4000
Ion temperature Ti (°K) 1200 1500
'Neutral temperature T, (°K) 800 1000
Neutral constitgents %nd © 10.0 ©. 7.0
densities X 10~/ {(cm °) N 0.2 N 0.3
2 2
Plasma scale height (km) 200 (day) 150
Neutral scale height (km) 40 60
Electric field (mvm~!) 1-2 20 - 40
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CHAPTER 2

A SURVEY OF THE POLAR PLASMA

2.1 Scope of the Data Survey

2.1.1 Objectives

Initial studies (Section 1.2) of topside-sounder satellite data
have revealed many features of the plasma distribution in the polar
reéion, notably the plasma ring-trough-cavity structure (Thomas and
Andrews, 1970; Sato and Colin, 1969). These analyses were restricted to
relatively small data bases concentrated at minimum epoch of the solar
sunspot cycle.

However, topside sounder data are now available over the entire
period from 1962 to 1970. - This availability, together with routine pro-
cessing programmes of 'raw' ionograms gives much denser observational
coverage of the ionosphere at all epochs of the solar sunspot cycle.
.Thus large statistical surveys to invéstigate the functional variation of
electron density distribution are now feasible.

Such surveys are important as a guide to the physical processes
active in the polar upper atmosphere and as a test for theoretical models
of this region, since these must attempt to reproduce the experimental‘
observations. Thus, the aim of the present analysis i; to determine the
di;tributiohsof ionisationliﬁ the polar F~region and above and to speéify
both its long- andshort—teim variations. More pafticularly:

(i) Does the ring of enhanced plasma seen at solar minimum
persist to times of high sunspot number?
(ii) How does the magnitude . of the plasma density at the F2
- peak and at 1000 km vary over longer periods than that
during the 1962/63 winter? Is there any long-term systematic

variation as one proceeds from 1962 to 19687



58

(iii) Is the ring of enhancement a complete ring or are there
small sections missing at certain times as would occur if
the enhanced region is in fact two superimposed 'horseshoes’'
of ionisation? The latter possibility has been suggested
by magnetospheric models and by certain particle precipitation
patterns.

(iv) How do magnetic activity and changes of universal time
affect the 'ring'? Are the motions of the boundary corre-
lated with changes in the interplanetary magnetic field?
Are there any similar motions over the solar cycle when the
interplanetary magnetic field is seen to vary in a cyclic

way?

2.1.2 Data base

The basis of this analysis _is,data from the topside-sounding satel-
lite Alouette I, though a small exploratory number of satellite passes from
the Alouette II and ISIS satellites have also been examined.

Alouette I data have been reduced from the raw ionogram fgrmat (see
Introduction) to many tabulated forms suitable for use in large data
surveys. These include density and scale height data from ionograms
monitored at Stanford (NASA, Thomas et al., 1967) and the so-called,
Interpolated N(h) and ALOSYN (Alouette topside sounder synoptic) data
(Canadian Department of Communications, Ottawa). of fhese, only
Alosyn fulfil ‘the criteria . of availability over the entire period 1962-
1970.

Alosyn consists of selected ionospheric parameters obtained from
Alouette I ionograms. An illustration of the parameters tabulated and
thgir format is found in‘ﬁhglﬁgiiigng>The relationship between the
measured characterisﬁic frequencies‘and the physically meaningful parame-

ters electron density and altitude is given by
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N = 1.24 x 10% (£2 - £ f.) 2.1
b4 X H

where fx is the reflected extraordinary ray frequency
L]

fH is the electron gyrofrequency at that altitude.

When fx and fH are measured in MHz, N is given in electrons em™ 3,

On substitution of fx = foZ (the extraordinary ray critical fre-
quency] and fH = fH(hmfz), equation 2.1 yields the maximum concentration
in the F-region, NmFZ. In the Alosyn tabulations, hsz has been taken
as 300 km in all cases, in order to calculate fH(hmF2). The error resul-
ting in NmF2 by this assumption is generally X5%. This simplification
is introduced to remove the need to derive the electron concentration
profile with altitude from the observed virtual height-frequency traces
recorded on ionograms. The resulting quantity, tabulated in Alosyn, is
JFOF2, the ordinary wave penetration frequency of the F2 layer calculated
from the measured foz. Replacing the bracket in equation 2.1 by JFOF2
gives Nsz.

Similarly the electron concentration at the satellite, qu (1000 km
above the earth) is derived by substituting fx = £ _ and fH = f in

xS HS

equation 2.1, where

fxS is the frequency at which the extraordinary ray has zero range

st is the electron gyrofrééuency at the vehicle-

2.1.3.Choice of coordinate system

”1t‘6ﬁe of the main influences of interest is thét of the magnet&sphere
and it is natural to use a magnetospherically related coordinate system
wherever possible. Therefore most of the data are required to be plotted
as functions of generalised invariant iatitude,thi; parameter being directly
derived from McIiwain's L parameter of the magnetosphere. Tﬁis co&rdinate
system has had much success in ordering both magnetospheric and ionospheric
data,and high latitude features seen on early topside-sounder observations

displayed a>tendency to follow L contours (Thomas et al., 1966).

- "

R
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The relationship between generalised invariant latitude at a point

in space and the L coordinate is given by

1
A' = cos™l ([1 + h/PE]/L)z 2.2

where h

R

Of the various time elements used at high latitudes two time co-

altitude of point above the earth

radius of the earth.

ordinates are selected; Local Time (LT) and Magnetic Local Time (MLT).

2.1.4 Data reduction and display

Because of the large number of satellite passes involved and the
the fact that each pass contained on average 20 data points the survey is
necessarily computer=-based. For all passes at a geographic latitude

and N_, were computed and automatically

greater than 40° values of N F
m 2 s

displayed as a function of geographic latitude on plots such as Figure
2.1, showing tyﬁical passes at different epochs of the solar cycle. .
Fach pass has been labelled by the universal time-and the day of the
year. Additional information has been extracted from the Alosyn tabula-
tions and added to aid analysis. These are:

(1) The Kp index at the time of the pass

(2) The local time along the sSatellite orbit

(3) Values of solar zenith angle, ¥, at the beginning and end

| of each pass.

Data in both the northern and southern hemispheres have been treated in
this way though unavailability of southern hemigphere data, due to the
lack of satellite telemetry stations, prevented any close examination of
the electron density infrastructure:inhﬁhejéntarctic.

Conversion of any point on the satellite path from geographic co-
ordinates to the chosen magnetospheric coordinate system was carried out

in two ways:
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(1) A computer routine Qas devised to give the generalised invariant
latitude and magnetic local time of a point in space specified
by its geographic latitude and longitude, altitude and universal
time. This programme utilised the field model of Jensen and
Cain (Cain et al., 1967).

(2) This method is illustrated by Ficures 2.1 and 2.2. From a
computer programme éu;h as that described ébove, contours of
generalised invariant latitude were generated, for altitudes of
300 and 1000 km, and plotted over a polar coordinate grid of
geographic latitude and longitude. As shown by Figure 2.2 the
scale of this grid was chosen so that when the electron density
plots, represented by Figure 2.1, were superimposed on thes
polar grid the abscissae of these plots were tangential to the
80.5° geographic .latitude contour. The abscissae of these
plots thus closely approximated to the track of the Alouette I

and N_, as a function of geographic

satellite.- 'Variations of N F
m 2 S

latitude and longitude, local time and invariant latitude cogld
easily be determined from the appropriate polar coordinate grid.
For ease of analysis a longitudinal reference mark, showing the
direction of the 0° longitude line from the geographic pole, was

computed from the Alosyn tabulations and added to the plots.

2.2 Anélysis Procedure

Electron density plofs from many mdnths in the period from 1962 to N
1970 have been generated from Alosyn data. These plots revealed the
- summer polar ‘ionosphere to be largely a featqféié§; region of high elec-
tron density dominated by éolar insolation; Dﬁ%iﬁé winter, however,
when the solar influence is minimised, the ionoéphere‘was of a very dif-
ferent nature. In agreement with previous work, the electron density

distribution appeared very structured with large spatial gradients.
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Figure 2.lh

Figure 2.2
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A typical computer plot of the variation of electron
density at altitudes of 300 and 1000 km along the track of
an Alouette I .satellite pass during a period of low sunspot
number. When the reference cross and line are laid over the
geographic pole and the 0° longitude meridian on Figure 2.2
respectively, as shown, the abscissae approximates to the track
of the satellite. The electron density at 300 and 1000 km as
a function of geographic latitude and longitude, local time
or invariant latitude can then be read off from the appropriate
Details of local time along

ordinate scale, or N

N300 1000°
the satellite track, the universal time and Kp index during
the time of the pass have been added from the Alosyn tabula-

tions.

A typical computer plot of the latitudinal variation
of density at 300 and 1000 km measured by the Alouette I
satellite during a time of high sunspot number. Other
details are as ;n FPigure 2.1la.

Coordinate s&stems used in the analysis. The circles
and lines represent contours of constant geographic latitude
and longitude respectively. The open circle corresponds to
the geographic pole. Overlaid on this grid are contours of
constant generalised invariant latitude (A') at an altitude
of 300 km calculated from the geomagnetic field model of
Jensen and Cain (Cain et al., 1967). The solid circle shows

the position of the L-pole, corresponding to A' = 90°.
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For these reasons sections of data obtained during the polar winter, when
processes other than those due to the sun appear important, have been
selected for further scrutiny. However, due to a lack of data at solar
maximum some summer plots for this time were examined. Details of the
number of passes examined in the months chosen are given in Table 2.1.
The total number of passes involved is also shown.

The large number of passes used required the use of averaging.
Figure 1.3 and the work of Hopkins (1974) have demonstrated that averaging
values of electron density at a certain latitude over time, can lead to
the masking ' of many interesting features. This consideration led to
the present analysis in which persistent features of the distribution were
recognised on each pass and then aspects of these features averaged. In
particular, levels of electron density and the prominent enhancements of
ionisation, éé represented_by the polar peak (Thomas et al., 1966), have

been examined by the following proceedures

1. , VA computer routine was devised to search for and select enhancemehts
from the electron density data using the following criteria all of which
must be satisfied siﬁultaneously

(a) Enhancements must occur at A' > 60° for low values of Xp
(¢ 2°), and 2 50° for higher values of Kp.

(b) The ratio of electron density at £he maximum £9 that on either
side of theeﬁhagcementnaximum must be .; 2 except in the noon
sectof where a value of this ratio of 1.5 was chosen.

(c) Values of 1ogafithmic electron density gradients (ANe/Ne)/Al
atenhancgmentboundaries must be 2 .1 (degree of geographic

latitude) 1.

(d) Each enhancement must be at least 5 data points in extent.

2. A visual inspection of the data was carried out in a search for

possible enhancements. Passes which contained less than 20 values of
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electron density were rejected.

Interpretatioﬁ of high-latitude ionograms is difficult and large errors
are often introduced;.ﬂ’Ah‘erroxbggde is built into the Aloé&n data and.
vhen this indicated that large errors were present in € 50% of the elec-
tron density values in a plot, this too was rejected. The number of

passes rejected for these reasons is also shown in Table 2.1.

3. On selection of an enhancement the following quantities were cal-
culated and tabulated for further analysis
(a) The average value of electron density in the enhancement.
(b) The average value of electron density eguatorward of the low
latitude enhancement boundary.
(c) The average value of electron density poleward of the high
latitude enhancement boundary.‘
(b) and (c) were assumed to be representative of densities in the trough
and cavity respectively.
(a) The latitude and local times of the boundaries.

(e) The universal time and Kp of the satellite pass.

2.3 The Polar Plasma Distribution

2.3.1 The plasma ring

Each pass examined was divided into those which showed no evidence
of electrén density enhancements, passes indicafing enhancements in poéi-'
tions predicted by the trough-ring-cavity distribution of Thomas and
Andrews (1970) and data showing multiple enhancements. Other passes

were ambiguous.

The results of this classification are shown in Table 2.1 in which
numbers of passes falling into each category are presented.
These indicate that, over the entire period examined, ~44% of all

passes can be explained by the trough-ring-cavity structure and this is



-
| mmseror | mmberor | TMEberer | Meerof | e o
YEAR MONTH passes passes P . P E .
examined redected ing ring ing no ing multiple
€ J structure enhancements | peaks
1962 November 317 37 117 41 68
December 284 6l 112 41 26
1963 January 185 19 6l 9 35
February . 51 2 25 5 13
November 277 32 lel 56 55
December . 240 24 144 40 32
1964 January 234 30 130 - 25 23
November 226 33 134 25 32
December 228 66 107 23 10
1965 January 224 39 124 29 20
December 6 3 2 1 0
1967 January 132 23 39 22 22
December 70 6 32 19 8
1968 May 74 2 25 38 4
June 24 10 16 44 19
November 89 24 30 14 11
1969 | October 13 ‘4 3 2 0
TOTALS 2744 415 1194 434 378
Table 2.1 Details of the data survey.

Passes not included in this table exhibited ambiguous records.

99
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the only repeatable and stable distribution seen. During summer months
this percentage declines due to constant solar illumination of the polar
regions.

It has been inferred from measurements of optical emissions during
IGY (sandford, 1970) and suggested by the electron density measurements
of Pike (1971b) that levels of electron density near the geomagnetic pole
may increase during the solar cycle thus obscuring the polar cavity of
" electron density at solar maximum. However, the figures in Table 2.1
show that the polar plasma distribution is dominated by the plasma ring
arrangement at all stages of the solar cycle. If only winter data over
periods representative of solar minimum (1963-4) and solar maximum (1967-
8) are considered it is seen that the percentage number of passes indica-
ting the presence of a plasma ring is 58% and 34% respectively. Hence
the probability of observing the ring with Alouette I decreases from
solar minimum to solar maximum but is still appreciable.

This initial result led to the adoption of the trough-ring-cavity
structure as the model plasma distribution in the polar topside ionosphere.
As the parameters controlling the ring are not well known further work
concentrates on the long- and short-term variations to determine its con-

trolling parameters.

2.3.2 Continuity of the plasma ring

Eather and Mende (1972), from investigations of high-latitude
opﬁical emissions, have suggeSted.that the pattern'of particle érecipitation
may consist of two 'horseshoes' placed around the geomagnetic pole and
symmetric about magnetic néon and midnight respectively. In this inter-
pretation discontinuities in aurcral and low-energy particle fluxes appear
around the 06 and 18 hr local time sectors With coincident absence of
optical emissions. This has since been proved incorrect by the ISIS II
Auroral Scanning Photometer (Lui et al., 1975) which has clearly demonstra-

ted the continuity of the auroral oval.
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However, it seems apparent from the very different properties of
particle fluxes on the day and night-sides of the earth that there are
two separate sources for such particles. This and certain theoretical
magnetospheric models (Mishin et al., 1970) suggest that there may be
some weakening of fluxes near the 06 and 18 local time sectors. A
possible result of this situation could be that the plasma ring would,
in fact, consist of two superimposed 'horseshoes' of ionisation.

This possibility has been examined in two ways:

(1} The continuity of the ring has been tested at maximum and mini-
mum epochs of the solar cycle. This analysis involved dividing
the satellite passes into hourly local time sectors. Then,
considering each sector separately the ratio of the number of
passes on which evidence of an enhancement was obtained to the
total number of passes was computed.

(2) The local time variation of electron density in the ring has
been studied. Values of density read off by the procedure of
section 2.2, during quiet magnetic periods, have been. classified
into 24 hourly local time data sets, and averaged appropriately.
Electron densities both at solar maximum and minimum have been
treated in this way.

The results are presented in Figures 2.3(a) and (b) which show the
.variation of the percentage occurrence frequency and the average electron
density at the F-layer peak with local time in the ring. The continuous
and broken curves refer to solar minimum and solar maximum respectively.

Figure 2.3(a) shows that thefe are no discon?inuities at the‘local
times expected. The percentage occurrence of the enhancement region
appears fairly constant throughout the local time day except for two sec-
tors. Around noon the probability of Aetecting an enhanceméﬁtiincreases.'
This is in agreement with previous observations of Nishida (1967) and
Thomas and Andrews (1970). However, in the post noon sector there is a

sharp decrease, the reason for which is not clear, followed by a recovery
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The variation of the percentage occurrence frequency of the enhancement with local time for minimum epoch

(continuous curve) of the solar sunspot cycle and at all levels of magnetic activity. A smooth curve has
been drawn through the points merely as a guide. A similar curve.exists for conditions at high sunspot
number ., Also shown, (broken curves) are occurence frequencies of the visual aurora in the dawn and evening
local time sectors for average levels of magnetic disturbance. (Taken from Feldstein and Starkov, 1967).
The two observations do not show minima at the same local times. ’ i
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Figure 2.3b The vzriation of the average electron density at the F-layer peak, le-‘z, within an enhancement, for
magretically gquiet periods for two cases:-

(1) the continuous curve - solar minimum; (2) the broken curve - solar maximun.

A smooth curve has been drawn through the points merely as a guide.
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to previous values towards evening.

The local time behaviour of electron density in the ring at both
epochs of the solar cycle‘(Figure 2.3(b)), is typical of solar control.
Minimum densities reach their lowest values near local midnight while
there is a prominent post—noon maximum. Again no discontinuities or
electron density depletions are apparent near 06 hr local time to suggest
break up of the ring into two 'horseshoes' of ionisation or weakening
of the ionisation source. This result is, despite sparsity of data,

repeated at 18 hr local time.

2.4 Modulations of Electron Densities

2.4.1 Solar cycle variations

It has long been known that electron densities at low-and mid-
latitudes exhibit a stroné modulation with the solar sunspot cycle
(Rishbeth and Garriott, 1969). However, no analysis, at high latitudes,
during winter conditions, has been attempted. It is thus not.known
whether the influence of the sun disappears completely at large solar
zenith angles or if it is maintained by some process other than ultra-
viclet insolation.

A compfehensive investigation of the long-term changes of electron
density has been carried out for winter conditions. Electron density
data from the trough, cavity and ring regimes were obtained by the proce-
dure‘described'in section 2.2 for the months of November, December, and
January at both the satellite altitude and the altitude of the F2 peak.

These data were first averaged irrespective of local time and Kp
index. In cases where more than one month's data were available these
were combined to produce a winter average electron density. The results
of this weréwr§Quced to data tables. . .

To ensure that effects evident in such results were not due to high

incidence of magnetic activity during some periods or because the satel-
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lite sampled local times of high plasma density at a particular epoch
further analyses were performed. The electron density values were
first sub-divided into three data bins labelled by the ambient level
of magnetic activity shown by the Kp index. The three categories and

their assigned Kp ranges were:

LOW - 0 S gp £ 27
MEDIUM - 2° < kp £ 47
HIGH - 4% = Kp S maximum value

Winter averages for these three levels of magnetic activity were then
obtained in a similar manner to that described above. Data samples from
this investigation appears in Figure 2.8.

The iocal time sector of the polar ionosphere sampled by the satel-
lite depended on the characteristics of orbit. 1In order that this should
not bias results the data were classified as to their local time to form
three sub-data sets. Again winter and monthly averages were computed.

The sub-divisions of local time and their labels were: :

MORNING - 00 < LT £ 08 hr
NOON - 08 <LT £16 hr
EVENING - 16 < LT < 24 hr

The éunspot number, R, used to illustrate the solar cycle variation
was the smoothed observed Zurich Relative Sunspot Number. The period
concerned, 1962-1969, was concurrent with the rising part of solar
cycle No. 20 and R varied from a low of 9.06 (October'1964)rtp reach a
maximum of 110.6 in November 1968. This maximum was far exceeded during
previous cycles, particularly 1957-8 when R attained values as high as 205.
To examine the variation of Nﬁfz or Ns, the average values for a particu-
lar local time sector and level of Kp, were plotted as functions of the

solar cycle epoch. The behaviour of R (Figure 2.4) is given for comparison.
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The long-term variation of polar topside electron densities in the
plasma ring is illustrated for specimen c¢onditions in Figures 2.4, 2.5, 2.8
and 2.9. For comparisonithe behaviour of trough and cavity densities
is shown in Figures 2.6 and 2.7. These show that there is a strong
modulation of polar plasma densities at the F-layer peak and satellite
altitudes irrespective of magnetic activity and local time selection cri-
terion applied to data plotted. Densities in the cavity are somewhat
less than those given by Phelps and Thomas (1974). This is due to the
fact that in their definition, the polar cavity was found at all invariant
latitudes >80°. Thus the sporadic enhancements of plasma density some-
times occurring within the polar cap will be included in their averages.

The magnitude of this effect has been investigated by a least-squares
fit criterion regression analysis. The results of this are summarised
in Table 2.2. Values of correlation coefficient obtained were mainly
quite significant. In column 9 the relationship has been expressed in a
similar form to that presented by Allen (1948) for mid-latitude ground~

station data. In general, he and Wright (1962) have found
NF2 « (1+.02R) 2.4

Comparison of this with TaBle 2.2 shows that the effect of the sunspot

number on topside electron densities at high latitudes is similar to that

" at midlatitudes for regions of high density’plésma but is much larger in

the trough and cavity where densities are low.

Results shown inFiéuﬁé ﬁ}aare typical of others in the survey con-
cerning variations of polar densities with increasing magnetic activity.
The behaviour is very varied and no clear trend is immediately apparent

in either the ring, trough or cavity. However, the greater proportion of

the Kp sub-divided into monthly avérages'showed an initial increase of

electron density as Kp changed from low to moderate wvalues. With a

further increase to high magnetic activity the data show a tendency for
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Density | Kp LT Altitude % 1 n r Ne<
sampled Sector km x 1074 | x 1073

Ring aAll All 300 7.241.7 |2.0 £.2 | 8 0.93 | (1 + .03R)
Ring All All 1000 0.6 +.2 | 0.2 *.1 6 0.79 | (L + .03R)
Ring All | Morning 300 5.4 +.2 /1.8 £.2| 8 | 0.90 | (1 + .04R)
Ring - Low All 300 5.3 .3 {3.0 £.3| 8 | 0.93.| (1L + .07R)
Trough | all All 300 0.8 £.1 /1.0 £.2( g | 0.93 | (1 + .13R)
Cavity | all All 300 0.8 2.1 1.0 .1 g 0.81 | (1 + .13R)
where a, and al refer to the coefficients in the equation N(el cm 3) = a + alﬁ

n

X

is the number of points used in the regression analysis

is the correlation coefficient

The significance of column 9 is explained in the text.

Table 2.2

Regression analysis of the function N(R) .

vL
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Figure 2.5 Variation of the average electron density at the satellite
altitude (v1000km), Ng, at all local times and levels of
magnetic activity, for winters from 1963 to 1969.
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Figure 2.6 Variation of N F,, the average electron density in all
local time sectors and levels of magnetic activity at the
peak of the F-layer, in the trough. Error bars are too
small to be significant on this scale.
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Figure 2.7 The variation of electron density averaged over all local times
and levels of magnetic activity at the peak of the F-layer, Ny F2,
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Figure 2.8 Electron dens:Lty data in the-ring. The three curves refer
to the average electron density at the F-layer peak, NyF2, at
all local times but subdivided into the three Kp regimes as

- explained in the text.
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Figure 2.9 Variation of the average electron density at the F-layer
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divided into three local time sectors; morning, noon and
evening.



~
Q

30 r

25

20 F

(a)

o

L]

4
20
'

|
16 18 20 22 24

0900 LT

15
(b) 10
05 | % ;
1 1 L.l 1 1 1 i 1 1
02 04 06 08 10 12 14 16 18 20 22 24
2.0 r ‘
i
100 LT
e
= A \
g I
ZN L L 1 L 1 L 1 1 1 1 ~l'
06 068 10 12 14 16 18 20 22 24 02 04
wLI h
25 {1 1300 LT
i
()

(e)

L1 13 L1
1214 %6 18 20 22 24 02 04 06 08 10

UT (hours)

78

Figure 2.10

The universal time wvariation of electron
density at various fixed dayside local

times, for winter electron density data
near maxXimum number of .the solar sunspot

cycle. The parameter plotted, Ne(ratio)'

is the electron density normalised to the
average value measured at that local time
and over all universal times.  The solid
and broken lines refer to densities at
300 km and 1000 km respectively. ‘The
densities become very high at a universal
time when the L-pole is in the local time
sector concerned, denoted on the plots
(left) by a small vertical arrow. A
typical error bar is shown on each plot,
others are omitted for clarity.
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electron densities to decrease. Thus it seems that the response of the

topside plasma to changes of magnetic activity is very complex.

2.4.2 Universal time effects on polar densities

Although universal time effects are a well-established feature of
the high latitude plasma distribution very few satellite investigations
of such behaviour have been attempted. One such analysis (Thomas et al.,
1966; Thomas and Andrews, 1970) examined passes for the entire winter

period of 1962-3 and plotted, as a function of the universal time, both

00
06 .
4 18
\
\
\
\
\
\
\
: ‘ GREENWICH
LT OF DENSITY 12 MERIDIAN AT 14.30 UT.

SAMPLES  SUN

Figure 2.11 The L-pole, shown by a solid black circle, moves into the

OSQO LT sector at 14.3 hrs.UT. As the L-pole rotates
counter-clockwise with the earth it will move into later
lccal time sectors. '
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the maximum density at 1000 km and the number of passes with a maximum
exceeding a threshold of 1.5 x 105 cm™3 for each pass.

Both plots showed sharp beaks between 1700 and 2200 UT, corresponding
to the time at which the eccentrically rotating magnetic pole, in the
Northern hemisphere, was towards the sun.

However, as correctly pointed out by Thomas and Andrews (1970), this
study did not separate out local time effects; thus the data set may be
biassed due to passes occurring near 1800 UT sampling'densities in the
noon and afternocon local time sectors when photoionisation effects are
expected to increase densities. It is the purpose of the following
to present a comprehensive analysis of satellite observations of high
latitude universal time effects. Both summer and winter months of
Alosyn data have been selected from different epochs of the solar cycle.
Periods were considered when the satellite orbit was such that the
vehicle was travelling approximately perpendicular to the earth-sun line,
and the solar zenith angle was kept almost constant over a pass. Values
of critical frequencies were read at altitudes of 300 and 1000 km and
local times of 07, 09, 11, 13, 15 and 17 hrs, for the dayside and 22,
and 03 hrs on the nightside. Data were restricted to values of gener-
alised@ invariant latitude ~77.5°%5.0° for dayside hours and 70°+5,0°
during local night to ensure that the frequencies were taken within the
plasma ring featﬁre (section 2.2). This excluded all but a few of the
data obtained at 17 hrs. These frequencies were converted to electron’
densities and the results plotted for the winter of 1968-9 in Figure 2.10.
In this diagram, each plot represents data for a different dayside local
time. The average value of electron density was first normalised to the
average electron density 6bserved in the ring at the same local time and
sunspot number and then plotted as a function of universal time. There
is a clear peak of maximum densities for both altitudes at a universal time

dependent on the local time of the sample. The small vertical arrows

in Figure 2.10 denote the time when the magnetic L-pole (latitude 79°N
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longitude 80°W) reaches the local time of the samples concerned. This
is illustrated for the case of 03900 LT in Figure 2.11. At a universal
time of 14.3 hrs, the local time at the L-pole is 0900. In all cases
shown in Figure 2.10, at both altitudes, there appears to be a cyclic
effect with a maximum density within two hours of the L-pole reaching the
local time concerned. Before this densities are well below average and
though high densities may persist after the passage of the L-pole eventu-
ally electron densities fall to low values. Data recorded at times
during local night showed no obvious density maximum.

To examine the variation of this peak over the solar cycle an iden-
tical analysis was carried out on data from the winters of 1962-3, 1963-4
and 1964-5. Some of these results are presented in Figure 2.12. Here
the appropriately normalised electron density, at the single local time,
1300 LT, is shown as a function of universal time for three successive
winters. It is immediately apparent that the density maximum is
present in every plot but is less well defined and of much smaller amplitude
than that seen in 1968, a time of high sunspot number. In all'of the 38
dayside cases examined at two altitudes, 6 possible local times and 4
different epochs of the solar cycle, 27 of these showed definite péaks at
or around the time at which the L4pole coincides with the local time of
the samples. Thus, on the dayside only there appears to be a 'wave'
of higher density plasma rotating in unison with the L-pole. The modula-
tion appears to be confined‘to winter as‘curves similar‘to'Figures 2.10;
2.12 for summer months showed little variation of density with universal
time.

The early satellite results showing a maximum.offA?Qtic densities
near magnetic noon have been associated with the wellrgﬁéwn ground-based
observations of 'UT control' (Maehlum, 1968; Pike, 1970). In the Antarc-
tic this takes the form of a maximum in foF2 at all stations at 0600 UT.

Duncan (1962) also reported a similar but weaker variation in the north
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Figure 2.12 The universal time variation of electron density at a single
(1300 LT) local time at various stages of the solar sunspot
" cycle. Error bars, a sample of which is shown on each plot,
are omitted for clarity. A comparison of these results with
Figure 2.10(a) indicates that the UT peak has a distinct

solar cycle variation.
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polar F-region near 2000 UT. Challinor (1970) has since re-examined
Arctic station data and has found this not to be the case. The time of
occurrence of the maximum in the foF2 diurnal variation is different at
each station and is at times predicted by an explanation of the effect
involving the neutral thermospheric wind system (King et al., 1968)
These winds produce drifts of ionisation along magnetic field lines and
these drifts have a vertical component. At any particular station, as
the position of the magnetic pole changes so does the angle between the
neutral wind and the magnetic field. The maximum upward drift occurs at
a time when the wind is directed along the magnetic field and away from
the magnetic pole. Vertical drifts produced in this way can act to
raise the layer into a region of lower loss rate with a consequent increase
in critical frequency. This mechanism, however, does not seem able
to account for the Alouettg I observations since it should be expected to
be equally operative on the nightside and in summer but this is not the
case.

Other possible interpretations of tﬂis effect should be considered.
The universal time marked by the arrow in Figure 2.10 corresponds to the
highest magnetic latitudes (since the L-pole is closest to the point of
observation at that time). The evidence of this figure alone is consis-
tent with simply a single enhancement of density over the pole itself, at
least on the dayside of the earth. This ecgentrically placed enhancement
would then cause the progressiﬁe @elay in the universal time of the maXi?
mum. Such an explanation is, however, inconsistent with the form of the
density records along vehicle tracks, which show a definite spatial struc-
ture (Figure 2.1). Assuming the presence of this structure (i.e. a ring
of enhanced density), and that the position of the pattern is magnetically
controlled, density maxima as in Figure 2.10 could arise geometrically.
The observations at a fixed local time means that they are made at approxi-

mately the same geographic latitude, while the geomagnetic latitude (as
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a result of the geomagnetic axis eccentricity) fluctuates cyclically
throughout the UT day. Density maxima might then arise as the observa-
tion point (in magnetic cs—ordinates) moves cyclically across this pattern.
However, data have been taken from a restricted invariant latitude range
to minimise this effect. Again the effect should be seen on the night-
side.

The UT maxima are, in fact, very similar to that reported in neutral
densities by Reber and Hedin (1974). They have analysed 0G0 6 data from
both hemispheres for equinox and summer solstice.conditions in 1969.
At invariant latitudes above 65°, during magnetically quiet periods, per-
sistent density enhancements in neutral N2 and O and colincident depletions
of He have been observed, which appear to co-rotate with the L-pole.
Figure 2.13 illustrates this result in an identical format to that used
for Alouette I electron density measurements. Here N2 densities sampled
at approximately 450 km, 1300 LT and 75° A' but normalised to the average
N2 density, at this invariant latitude and local time, are plotted against
universal time. The result is a curve very similar, in slope Qnd ampli-
tude, to those of Figure 2.11, indicating possible connection between the
neutral and charged particle UT peaks.

Reber and Hedin (ibid) maintain that the observed neutral particle
effects are consistent with a high-latitude heat input controlled by the
position of the geomagnetic pole. This mechanism seems sufficient to
raise the neutral particle temperature by “50°K.

If a similar heating process is responsible for the UT electron
density efféct, an idea of the temperature enhancement necessary to produce
the modulation can be easily obtained. Assuming an exponential layer
consisfing of o+ ions in diffusive equilibrium, then the ratio of post- to

pre-heating electron densities at 1000 km is given by:

Né(lOOO) Né(300) exp(-700/H§)
= X
Ne(lOOO) Ne(300) exp(—700/Hp)
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Figure 2.13 0GO 6 sunspot maximum results on the universal time modulation
of neutral N., densities at 450 km for solstice conditions in 1968.
The data have been presented in identical format to Figure

2.10. The quantity N2(ratio)’ represents the N2 density,

normalised to the average density over all universal times,

at Vv75° A' and 1300 LT and is plotted against universal

"time. Error bars, of which a single example is shown, are
omitted for clarity. The curve ig very similar to that shown
in Pigure 2.10(d), with wvery high particle densities near the
universal time at which the L-pole enters the 1300 local time
sector, denoted above by a small vertical arrow.
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where H = with T_ = Te + Ti and the dashed guantities refer to

the heated gas condiﬁion. . For an unperturbed plasma temperature, Tp, of
3000°K and the average values of the electron density ratios, for solar
maximum conditions shown in Figure 2.10, indicate that an enhancement of
Tp, NV200°K, is sufficient to cause the observed modulation. There is
thus a possible close correspondence of the charged and neutral particle
temperature enhancements in the UT maxima and this could again indicate
a possible connectidn between them.

No mechanism_ able to account for these pbservations is yet known.
Two known energy input processes, important at high latitudes, are heating
effects of precipitating particles and enhanced joule heating due‘to the
electric fields of the aurpral electrojet. Some enhancement of one of
these inputs caused by a certain orientation geomagnetic field or an
interaction between the charged and neutral particle distributions seems »

the most likely area of investigation.

2.5 Movement of Enhancement Boundaries

2.5.1 preamble

The variability of the polar F-region is reflected in the fluctuations
of the latitudinal position of the steep electron density gradients whdich
form the boundaries of the ring. However, knowledge of these boundaries
is important in identifying the région of the magnetosphere with which
they are connected by the magnetic fiéld‘lines.

The Alouette data have thus been used in a statistical survey to
specify the changes of boundary position as a function of local time;
magnetic activity, universal time, and epoch of the solar cycle. From
consideration of related observations (e.g. those on low-energy particles},
the amplitude of the variation associated with each of the above parameters

was assessed. Individual effects were then investigated in order of

decreasing amplitude keeping all other variables constant within a small
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range. To ensure availability of large data bases for determination of
small amplitude effects pronounced variations were removed by application
of corrections specified garlier in the analysis.

The data used were the geographic and generalised invariant latitudes
of the foot of the electron density gradients forming the poleward and
equatorward boundaries of the enhancements. The lccal and universal times,
and Kp index associated with satellite sightings of these features were
also noted.

It is important to ncte that the term boundary as used here does not
imply a contour of constant electron density but specifies the position
of a steep gradient or density discontinuity. Thus on the day- and night-

sides, levels of density bordering the boundary may vary considerably.

2.5.2 Iocal time variations

Many high latitude phénomené exhibit large local time asymmetries.
In order to facilitate comparison with such observations an analysis has
been performed to determine the local time behavicur of the electron den-
sity enhancement boundaries. '

The modulations due to changes of maghetic activity, universal time
and solar cycle were minimised by classifying the data into groups labelled
by XKp index, UT and sunspot number. The latitudes of the poleward and
equatorward boundaries were treated separately by the scheme outlined in
FPigure 2.14. Thus data from the solar minimum set could fall into a
possible 288 data bins. All valuesqéppéaring in each bin were then
averaged to give a mean latitudinal value and standard deviation for the
enhancement boundary a£ solar minimum, for that local time; Kp group and
universal time =zone. Sparse data coverage at maximum epoch of the solar
sunspot cycle did not allow as close an examination of the ring boundaries
and, as shown in Figure 2.14,a maximum of only 96 data hins were used to

give realistic values for the mean and standard deéviation of each sample.

The results of such an analysis are best summarised as smoothed plots
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of ring boundaries on a grid of (invariant) geographic latitude -
(magnetic) local time. There are 12 possible plots for the solar minimum
data set and 4 for the solar maximum period each representative of a dif-
ferent level of magnetic activity and UT zone. If, within each Kp and

UT regime modulations due to magnetic activity and universal time are
assumed small, then each plot can be regarded as an instantaneous view of
the electron density distribution over the north polar region. However,
since data were collected over extended periods, as is necessary to obtain
a complete local time coverage from a slowly precessing satellite orbit,
there is an inbuilt seasonal variation which is difficult to assess.

A selection of these plots is presented in Figures 2.15-2.17. In
all cases contours representing the smoothed boundaries of the ring are
presented. Some samples of the pointé from which such contours were
derived are shown. - Solid girclesva:g;ﬁSed for equatorward edge points
and crosses denote ppleward.boundary data. The coordinate system
used here is generalised invariant latitude and mggnetic local time,
since this was found to organise the data in a better manner. .This is
indicative of magnetosprheric control.

Similar boundary contours, drawn in generalised invariant latitude
and magnetic local time, derived from electron density data at the satel-
lite altitude, 1000 km, were in close agreement with those obtained
near the F-layer peak. This would point to the structure being strongly
‘field-aligned at both the high- and low-latitude edges. This extends
Tay;qr’s (1973) ear;ier fiﬁdihérfor the low latitude wall. The 1000 km
.c;npéurs'are omittea‘f?om'the invariant latitude - magnetic local time
g?i@s for éddédkclarity.

Figure 2.15 shows plots obtained at solar maximum epoch for
two different Kp regimes and two ranges of universal time. Similar plots,
derived from data collected at periods of low sunspot number, are shown in
Figure 2.16. Here a complete range of UT zones and Kp ranges is . presen-

ted. Examination of single plots shows a marked local time asymmetry in

1)
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Figure 2.15 The smoothed extent of the plasma ring near the F-layer
peak, shown as shaded regions, for conditions of high sunspot
number and the two levels of magnetic activity and the UT zones
marked. The grids are of generalised invariant latitude and
magnetic local time. The light and heavy lines denote, res--
pectively, .the plasma enhancement’}egibn as seen by Ariel 3
at 450 km, and the FLIZ phenomena of the bottomside F-region.

Figure 2.16 The smoothed extent of the plasma ring as derived from obser-
vations at periods of low sunspot number. A complete cover-
age of UT and magnetic activity plots is included. The
upper set are for the three Kp regimes considered, at a
constant UT of 12 hr. The three lower plots and the 12UT,
Low Kp diagram from the upper set, form a family - of UT
diagrams for constant (low) Kp. The 18 UT low Kp plot is
shown with a typical set of points from which the smoothed
extent was derived. Points ahd crosses denots low-@&hd high
latitude data respectively. Other details-are found in the
caption of Figure 2.16.

Figure 2.17 Diurnally-averaged (all UT's) plots of the extent of. the plasma
‘ ring near the F-layer peak, for low/medium Kp conditions and

at two stages of the solar sunspot cycle. The ring boundaries
are shown as dot-dashed contours and can be compared with
observations of other high-latitude parameters. Here the
electric field reversal contour (solid line) and the 75%
occurrence auroral oval (lightly shaded region) are given.
Reference to Figure A8 (Appendix) gives the correlation between
the region of low-energy electron fluxes and the area of plasma
enhancements. ’
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that ring boundaries on the dayside are found at much higher invariant
latitudes than those found during night hours. This again is
representative of magnetoépheric control since such an asymmetry mirrors
the general magnetospheric configuration with field lines compressed on
the dayside and extending into the geomagneﬁic tail in the anti-sunward
direction. On average a large local time variation of the eguatorward
ring boundary is apparent, amounting to §10° throughout the local time
day. The local time response of the poleward boundary is more varied but
is much less than the equatorward, the nightside location being
approximately 5° equatorward of its daytime position. The result is a
region of enhanced density much wider on the nightside (%10-15°) than on
the dayside (Vv5°).

Also shown, on the appropriate grid, are the extent and position of
various other high latitude observations thought to be related to the
plasma enhancement region. These include the region of enhanced electron
density, at 450 km, seen in individual passes of ‘the Ariel 3 satellite
over the north polar region in winter 1967, by Hopkins (1974).°*' Consid-
ering the averaging involved and the different altitude at which these
data were acquired the extent of the enhanced plasma region as seen by
Alouette I and Ariel 3 shows remarkably good agreément.

In addition the relationship with the F-layer irregularity zone
(FLIZ] of Pike (1971b), thought to be the hmttomside extension‘pf
the plasma ring, can be éssessed. Some of Pike's data‘have been rejected
because they were obtained during summer. However, the locations of the
FLIZ and the ring are in good agreement for winter sunspot maximum condi-
tions,indicafing that the plasma ring in the topside F-region maps intcf'
the bottomside F-layer without great modification.

To enable comparison of the ring to be made with the location of
other satellite observations, diurnal average (i.e. over all universal
times) boundary positions were computed. These are shown, for two

extremes of sunspot number and moderate magnetic activity, in Figure 2.17.



95

A correlation can be made with the electric field reversal (identical
with the boundary between gunward and anti-sunward convection regimes),

as derived by Gurnett (1973), from INJUN V results, or the auroral oval
of Akasofu (1968), which is superposed on one coordinate grid. Reference
to Figure A8 (Appendix) allows consideration of the spatial and temporal
coincidence of the ring and regions of precipitating fluxes. The follow=
ing conclusions can be drawn from this study:

1. The electric field reversal shows close agreement with the
poleward boundary especially in the pre-midnight sector.

This is in agreement with Rostoker et al. (1976).  In the
post-midnight zone and during dayside hours the electric
field reversal is located a few degrees equatorward of the
ring poleward boundary.

2. The auroral oval and particle measurements show excellent
agreement with the extent of the plasma ring. In nearly all
cases the auroral oval lies within the ring boundaries showing
the close relationship between optical and F-region' plasma
density data. The spatial and temporal concurrence of parti-
cle and electron density data is discussed further in Chapter
3 but a cursory examination reveals similar local time asym-
metries.

An idea of response of bouﬁdary location due to changes of magnetic
activity and universal time can be obtained from a study of plots of the
type contained in Figure 2.16. By following a series of patterns at con-
stant universal time through increasing Kp regimes it is clear that both
boundaries-move equatorward; :an identical response to the soft precipi-
tation region. Similarly UT behaviour can be inferred. However, these
contours have been obtained by an averaging process and more accurate
analysis is necessary to reveal the'effect of these two' parameters on

the ring boundaries.
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2.5.3 Response to changes in magnetic activity

It is now well-established that the equatorward boundary of the top-
side plasma ring moves to lower latitudes in response to increasing geo-
magnetic activity (Andrews, 1969). Pike (1972b) has observed similar
relationship for the FLIZ on the dayside. However, no data on the pole-
ward boundary has yet been presented. Both Andrews and Pike found its
location to be so variable that their small data sets were unable to
reveal statistically significant trends. However, some Systematic
changes have been noted in the present large survey and it is now possible-
to give a comprehensive account of the location of the ring under differ-
ing magnetic disturbance conditions.

Only winter data from 1962, 1963 and 1964 were used and these were
first sorted into two-hourly local time bins to remove LT variations.
For all local time groups l;near and polynomial regression equations were
computed using a least-squares fit criterion for both eguatorward and
poleward boundaries. Regression lines were fitted to data sets further
classified into three-hourly universal time zones. ,

Sample computational results are summarised in Figure 2.18. In
all cases no improvement of fit to the points was obtained by the use of
a polynomial relation. In Figure 2.18 the value of the coefficient a;
in the linear regression equation A' = a, - a; x Kp for both the poleward
and equatorward ring boundary is plotted as a function of local time.

In most cases the points pkptted have.been ca;culated from oyer 100 obser-
vations and the correlations for both poleward and equatorward boundaries
were very significant.

R Thé results indicate that in all local time sectors both enhancement.
boundaries move té lower latitudes with increasing Kp but, as is clear
from pigure 2.18, there is a different response on the day- and nightsides
of the earth. On the dayside the plasma ring aépears to contract slightly

since the poleward boundary moves farther towards the equator with increa-

sing Kp than does the low-latitude boundary. However, during night-time
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mines the level of response tochanges of Kp index. The absScissa is the local time of the sample. A contin—
uous line joins equatorward boundary points while a broken line is used to join data concerned with the high-
latitude ring edge.
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the situation is reversed, and theré is large latitudinal expansion of
the region of enhanced plasma.

A possible explanation of this effect is the connection
of the Kp index with the strength of the auroral electrojet. It is well
known that low-energy electron precipitation regions,such as the cleft on
the dayside and the nightside high-latitude zone,move equatorward with
increasing Kp index (Burch, 1969; Hoffman, 1972). If, as suggested in
Chapter 3, the density enhancements are due to the collisional ionisation
effects of these particles,then the plasma ring would follow the precipi-
tation regions to lower latitudes. This occurs on the dayside where the
roleward or high-latitude boundary appears more responsive to magnetos—
pheric control. An analogous weak effect is observed on the nightside
but, as noted - above, this is accompanied by an expaqsion of the ring not
observed during the day. ?his expansion is probably caused by the
auroral electrojet which, during times of high Kp, is enhanced and dissi-
pates large amounts of energy in the nightside ionosphere and neutral
atmosphere. This energy is in the.  form of joule heating and thus one
would expect an increase of Kp to be accompanied by a horizontal and

vertical expansion of the charged and neutral density distributions.

2.5.4 Universal time (UT)'modulations

TA's early model of the topside polar plasma distribution (Section
1.1.3) comprised a ring of enhanced electron density eccentrically located
about the geographic pole. To a first order this was considered to be
stationary with respect to the sun and the earth rotated beneath it. uT
or longitudinal variatiohs were introduced only as small unspecified per-
turbations on the position of the ring to explain the transition between
double~ and single-peaked patterns of electron density observed in satel-
lite pass records. This section will be concerned with an examination
of these pertufbations.

Thomas et al. (1966) first noted that ionisation troughs, at a par-
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ticular local time, were constrained to move along a contour of generalised
invariant latitude as the earth rotated, beneath them. This

and the evidence of the constant UT plots, showing that, approximately,
the ring similarly aligns along L-shells,indicate a possible meridional
oscillation of the boundaries as the magnetic pole moves eccentrically
about the earth's rotational axis.

This effect would be most pronounced in geographic coordinates and
consequently the plots in Figure 2.16 have been redrawn on a grid of
geographic latitude and local solar time. The sample curves in Figure
2.19 were derived from these new diagrams and show, at tﬁe local times
marked, the latitudinal modulation of the equatorward and poleward edges
of the ring with universal time. Despite the averaging involved the
effect is repeatable and very clear. It consists‘of a meridional oscil-
lation of amplitude as large as 20° for the low-latitude edge and 10-15°
for the poleward boundary. The phase of this oscillation is strongly
controlled by the position of the L-pole. Thus in all cases investigated
the most equatorward position of the boundaries occurred at the universal
time at which the L-pole reached the local time of the observations.

The most poleward position of these boundaries was found 12 hours later
when the L-pole was on the opposite side of the geographic pole.

This oscillation can be pictured as a 'wobble' of thé.plasma ring
'erm its fixed position with respect to the earth-sun line,in unison
with the motion‘of the L-pole.

It is clear from the constant UT plots that the ring boundaries
do not follow the motion of the L-pole exactly since at a given local
time they are found at different invariant latitudes at different timgs
in the UT day. This could be due to many reasons, only one of which
will be £reated here in any detail. |

Hoffman (1972) and Burch (1975) have examined the position of

the equatorward boundary of the soft electron precipitation zone in

invariant latitude, as a fﬁnction of the angle between the magnetic axis



100

and the earth-sun line,f. After elimination of substorm effects Burch
has found a 4° shift in the position of the dayside soft precipitation
in response to the annual variation of tilt angles. This change
occurs such that for winter and summer conditions the invariant latitude
of the boundary shifts by 2-3° and +1° respectively from its
equinox location. The maximum universal time dependence was consequently
observed at the winter solstice and amounted to only 2.5°.

The identical relationship has been investigated for the plasma ring.
For two-hourly time sectors the invariant latitudes of the high- and low--
latitude boundaries of the ring were noted along with the ambient Xp,
universal time and date of observation. Data with Kp > 2° were then dis-
carded to avoid inclusion of substorm effects. The remaining boundaries
were normalised to a Kp of 19 by use of the relations derived in Séction
2.5.2. The universal time and day of observation were then used to
calculate the dipole tilt angle, B. The method used is illustrated in
Figure 2.20. This shows the situation at magnetic noon at the winter
solstice. It.is assumed that throughout the UT day, therefore, 8 fluc-
tuates by 22° as the geomagnetic axis moves about tﬁe rotation axis and

there is an annﬁal variation of 47° as the rotation axis oscillates about

the ecliptic plane. The diurnal and annual modulations were represented
by
0 = 11 sin(fl'—2 {UT + .67}) 2.6
§a = 23.5 co‘s(—zlr— 6 2.7
: 365 :

where UT is the universal time in hours and t is the time in days measured
from the winter solstice. §A and 8D are measured in degrees.

The expression for B, in degrees, is therefore

B = 20+ 8D+ 8a ‘ 2.8
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N. MAG. POLE ' Figure 2.20 The tilt angle of the

! N.GEOG. POLE geomagnetic axis with
respect to the earth-sun
line, B. The diurnal
variation is due to the
eccentric rotation of
the magnetic pole about
the geomagnetic axis.

23.5° A further modulation is
. intyoduced by the annual
EQUATOR oscillation of the
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Figure 2.19 The meridional oscillation of the position of the plasma ring
boundaries in geographic latitude with universal time. The
upper and lower diagrams refer to the two different local times;
0600 and 2100. Points were derived from smoothed ring boundar-
ies plotted on a grid of geographic latitude and local solar
time. The size of error bars was obtained from the defree of
smoothing applied at that local time and univerggl : time. Con-
tinuous and broken quidelines have been drawn through the points
referring to the low- and high-latitude boundaries respectively
and the arrow marks the universal time at which the local time
at the L-pole coincides with that of the sample.
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The results of a statistical analysis of data close to the winter
solstice showed that the ring behaved in a-similar way to the soft preci-
pitation =zone. An increase of B was accompanied by an equatorward
motion of the ring and the diurnal variation of the position of the ring
was found to be n2°.

Despite the close agreement of this result with that of Burch (1973),
fér cleft electrons, the correlations obtained were not very significant
and other possible explanations of the modulation of the invariant lati-
tude ring houndaries with UT must be sought. Andrews (1969) has argued
that contours of invariant latitude are calculated from diurnally-averaged
field models. The effects of field distortions are not considered.
Small pT effects, dependent on the field, are therefore likely to be

insignifiéant when compared to these short term fluctuations.

2.5.5 Long-term modulations

The results of section 2.4.1 concerning the level of electron
densities over the solar sunspot cycle prompt the guestion: Are there
similar_ﬁodulations of the boundary positions of the plasma ring? This
has been tested over the period 1962-69 at altitudes near the peak of
the F-layer. As for previous analyses the data were first organised
into two-hourly local time sectors. Using the results of sections
2.5.3 and 2.5.4 the latitudinal positions of the ring walls were then
corrected for Kp and dipole tilt angle (B) variations and solstice
average locations obtained. These averaged, corrected values were plot-
ted as a function of year to assessthe solar cycle influence.

The points exhibited -large scatter but of the 5 local time sectors
considered all the poleward and 4 equatorward boundaries were found to
move to>slightly lower latitudes from 1962 to 1969. Two of the most
regular examples are presented as Figure 2.21. Reference to Figure 2.5

indicates that the modulations appear closely anti-correlated with the

smoothed Zurich Relative Sunspot Number, R. Thus in addition to solar
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cycle control of electron densities,there is also a small solar cycle

effect on the position of the high-latitude electron density gradients.

69 '
2000LT { Equatorward

[
o8

67 -

o))
fop
T

o
5,
©
_Gé- 65 1 i 1 L i
=  B4E
= - [0800LT | Poleward
-l
[ " _
g
._E 82 - T - L -
) 1 -
81 |- a
| R |
e | ]
79 | I ! 4 ] 1 L1y

»" 62 63 64 65 66 67 68
= YEAR |

Figure 2.21 The long-term variation of the plasma ring boundaries.
| The most regular examples of the high- and low-latitude
boundaries are shown for the local time sectors given.
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2.6 Discussion

2.6.1 The Solar-Terrestrial relationship

The foregoing survey has established that there are substantial
solar cycle variations of the polar topside ionosphere. It has been
shown that plasma ring electron densities increase in unison with the
smoothed Zurich Relative Sunspot Number by a factor comparable with
that at midlatitudes while electron densities in other high latitude
regions show a much larger variation. In addition, the boundaries of
the plasma ring show systematic changes and the 'UT peak' of densities
increases from solar minimum to maximum. Other geophysical phenomena
which exhibit analogous fluctuations include the frequency of the visual
aurora (Falthammer, 1972) and the level of ggomagnetic activity. The
process responsible for these changes, as with many other aspects of the
Solar-Terrestrial relationship, is not understood.

At midlatitudes the rise in electron density is presumably due to
increased production of ionisation by higher solar photon fluxes.
Eclipse observation of ultra—vioiet radiations and electron den;ity indi-
cate that this assumption is justified. That solar ionising emissions
show this trend is now well established. Hall et al.(1969) and Ivanov-
Kholodnyi et al. (1972) have reported measurements from various wave
bands of the solar spectrum. In the wavelength range 1310-270 R, which
contains most radiations responsible for the formation of the F2 layer,
the.integréted flu# changes by a faéfof of ~v1.4-1.5 for a change in the
10.7 cm solar radio flux (a good iﬁdicator of solar sunspot activity,
Bauer , 1973) of 2.

However, at high latitudes, especially during winter, insolation
from the sun at F-region altitudes is very weak and . - would not be
expected to have the large effects observed. There are also no known
ways in which the ultra-violet radiations could affect plaéma boundaries,

or cause modulations of the UT peak and the possibility of other mechanisms
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by which the solar cyéle __affects the high-latitude terrestrial ionos-
phere must be considered.

It is to be shown (Chapter 3) that fluxes of low-energy particles
form an important source of ionisation in the polar region, especially
in the plasma ring. Although such modulations have not yet been observed,
it is possible that changes of low-energy flux properties are responsible
for solar cycle effects on electron densities. Sufficient data coverage
must now be available to allow an analysis to search for these changes.
However, the high temporal and spatial variability of such fluxes would
make isolation of solar cycle effects difficglt. Ultimately the source
of these particlesis the solar wind, which has direct entry to low
altitudes on the dayside through the cleft region (Heikkila and Winningham,
1971). Particles incident on the nightside atmosphere are thought to have
come from the solar wind by way of the plasma sheet where they are subject
to some acceleration procegs. Thus fluxes of low-energy particles could
be modified by changes of the source, viz the solar wind, or parameters
specifying this acceleration. The magnetic field geometry could also
be a participant in this modulation Ey allowing entry of a greater number
of particles to low altitudes or by enhancement of magnetospheric-solar

wind interaction.

2.6.2 Solar cycle variations of the solar wind

Since the solar wind with its magnetic field is the principal link
- between the Sun and fhe geomagnetic field, on a simple view we might
expect solar cycle variations of solar wind properties analogous to those
~«found in solar activity and in geophysical parameters.

After ,Wblféfg (1972) unsuccessful search for a change 1in solar
wind conditions over the solar-cycle, Neugebauer (1975), pointed out the
need to consider parameters”averaged over periods of six ﬁonths to remove
solar latitude variations. VWith such corregfions1"' an analysis of data

from many spacecraft has been repeated to search for changes in the solar
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wind.

Various investigations using many different solar wind velocity
parameters, such as the yearly average or the six-monthly average of the
fractional time the velocity was greater than 500 km s_l, have failed to
find any correlation with solar cycle. In fact, fluctuations appear
near random. Intrilligator (1974), however, has found a correlation
between solar-wind stream structure and solar activity. This is shown
in Figure 2.22 in which the number of high-velocity streams is shown
for each year of the solar cycle. On a simple interpretation, streams
may be thought ' as consisting of sudden enhancements of solar-wind
flow velocity and are usually accompanied by an increase in solar-wind
density. So by modification of the interaction between the solar wind
and the magnetosphere through changes in the magnetic field or particle
fluxes, the stream structure could have important effects on geophysical
processes.

Solar-wind density and composition could have a geophysical influence.
Diodato et al. (1974) have clearly demonstrated a 50% modulation of proton
density anti-correlated with solar activity. Also Neugebauer (ibid) has
reported a strong solar cycle dependence of six monthly averages of the
ratio of number densities of helium to hydrogen in the solar wind.
Unfortunately there are no satisfactory theories to suggest how these

properties affect geophysical behaviour.

2.6.3 The inﬁerplanetary magnetic f£ield and the geophysical response

Figure 2.23 shows the variation of the interplanetary magnetic field
over the solar cycle. Here the mean value, modal® value of field magni-
tude, and thelfraction of time the field was greater than 10 vy, all show
solar cycle variations. Schatten (1971) has indicated that the size of
this modulation in the mean and modal values is as large as 50% and arises
frommthe greaﬁef f;eQﬁency-of:qccﬁrreﬁEé pf highér'field magnitudes;

The modal value is the most probable measurement of the magnetic field. -
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Figure 2.22 The number of days high speed streams were observed in the solar
wind for each year in the period from 1965 to 1969. The
data are taken from Intrilligator (1974) and were obtained
from spacecraft observations. Also shown is the smoothed
Relative Zurich Sunspot Number, R, for the same period.
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However, similar maghetic field measurements during 1968-1972, the falling
part of the cycle, showed no significant variation of interplanetary mag-
netic field magnitude. (Hedgecock, private communication, 1977). The only
obvious trend over this period was a decrease in the occurrence fregquency
of high magnetic field wvalues, probably related to the number of observed
high speed streams.

Since the interplanetary maghetic field is 'frozen-in' to the solar
wind, the field lines move with the plasma and, ideally, take an Archimedean
spiral configuration due to the combined solar rotation and radial solar
wind expansion velocities. The field can be directed toward or away from
the sun and is usually ordered into sectors in which the average field
direction is the same for several consecutive days. There is then an
abrupt transition and, for the ensuing period, the field is in the opposite
sense. The field, divided thus into four sectors, exhibits a solaxr
latitude dependence. During solar cycle 20 this was observed as a tran-
sition from predominantly solar-pointing to anti-solar-directed fields,
as the earth passed écross the ecliptic from northern to southern helio-
latitudes. Recent observations suggest that this latitude variation was
not visible near solar maximum, (aftexr 1967), but it reappeared in 1971
with opposite phase.

The relationship between magnetospheric phenomena and the state of
the interplanetary magnetic field has been intensively studied over the
last decade. Much of this work has been concerned with the response of
the earth's plasma envelope to changes in direction of the individual mag-
netic field components. Probably due to the difficult nature of the
problem, no correlation between interplanetary field strength and magneto-
spheric parameters has been attempted.

Burch (1973) has reviewed present knowledge regarding the noxrth-
south or Z-component (in the solar-magnetospheric coordinate system) of
the field. Whilst ‘fhis" has a positive or northward component condi-

tions in the magnetosphere seem quiet. However, a transition to a south-
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pointing field appears to trigger the growth of the magnetospheric sub-
storm phenomena and an increase in the number of geomagnetic field lines
reconnecting to the interplanetary field. One immediate effect is an
enhancement of energy transfer from the solar wind to the magnetospheric
plasma, which results in an intensification of plasma convection and
electric fields in the polar cap. At low altitudes the soft dayside preci-
pitation zone, associated with the cleft and the bottomside F-layer irregu-
iarity zone, move sharply equatorward (Pike, 1972b).

A reversal of the azimuthal or Y-component of the interplanetary
magnetic field occurs as the earth crosses a sector boundary between
regions of oppositely-ditected field.

” Known terrestrial response to these transitions has been summarised
by Svalgaard(l973). Satellite observations have revealed that the azimu-
thal componeﬁt has a distinct influence on the distribution of polar cap
convection and electric fields. Thus when the Y-component is positive
eastward, the convection pattern is shifted towards dawn where maximum
convection velocities are found. The reverse occurs for a positive west-
ward azimuthal component. In summary, it would seem that the north-south
component of the interplanetary magnetic field determines the level of
convection over the polar cap, while the east-west component controls the
asymmetry of the convection pattern with respect to the noon-midnight
meridian.

In the polar topside ionosphere Titheridge (1974) and Shepherd et
al. (1976) have tentatively identified sector -structure-dependent behaviour. -
Examining the heating effects of low-energy particles entering the cleft,
Titheridge found that the position and width of the high-temperature region
depended on whether the earth was in an 'away' or a 'toward' sector.
Similarly, Shepherd et al., after analysis of optical and particle data
from five ISIS 2 winter passes through the cleft region, concluded that
differing characteristics of precipitating low-energy elect;ons and ambient

thermal density distribution were due to transitions between sectors.
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Thus there is some evidence to  suggest that ionospheric parameters

have some depe_ndence on the state of the interplanetary magnetic field.

2.6.4 Conclusions i

Through a large scale analysis of topside-sounding satellite elec-
tron density data it has proved possible to follow the developmént of the
charged particle distribution over the rising portion of the solar cycle.
The work of Thomas and Andrews (1969) has been extended and the trough-
ring-cavity arrangement of the topside plasma has been shown to persist
and dominate at all sunspot numbers. The survey has also provided new
information on long- and short-term modulations of this infra-structure.

The close agreement between the spatial and temporal extent of the
plasma ring at 300 and 1000 km show that this feature is strongly field-
aligned.l It appears as a continuousrband of enhanced plasma, eccentri-
cally placed around the geomagnetic pole. Both the influence of solar
produced photoiorisétion and low-energy electrons are evident, The low-
energy electron precipitation zone and the ring show close,agreement‘in
invariant latitude and local time,indicating a possible connection
between them. There is also a correlation of the decrease of observa-
tional frequency of the plasma enhancement in the post-noon local time
sector with the distinct hardening of the cleft electron énergy spectrum in
the'aftérnooqwhggrs (ﬁcDiérm;d et al, 1975), However, the local time varia-
tion of densities is similarito that seen at mid-latitude ground stations,
taking the form of a steadyﬁincrease during local day to a post-
noon maximum. o Thus there is evidence for bothgmpﬁp—and particle—
ionisation processes in the plasma enh;ncement.regioﬁ.

Further evidence of particle involvement is\found in the behaviour
of the ring boundaries with magnetic activity and dipole tilt angle. On
the dayside the ring and soft-electron precipitation zone simultaneously
move equatorward with increasing Kp With dipole tilt, a similar obser-

vation to that for particle fluxes (Burch, 1972) is reported for the ring
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region. This takes the form of a weak dependence of the position of the
enhancement region on the angle between the geomagnetic axis and the
earth-sun line. Nighttime behaviour is more complex since here substorm
effects are more pronounced and the ionosphere acts as a sink for energy
stored in the magnetosphere. Again the response of the low-energy
particles and the ring (Winningham et al., 1975) to increase of magnetic
activity are similar. The large expansion of the ring is not reflected
by the electron precipitation zones, however, and this could be part of
the ionospheric effect of dissipation of substorm energy.

Thomas and Andrews' (ibid) original model viewed the high-latitude
electron distribution as a ring of high density plasma, surrounding the
geomagnetic pole, and stationary with respect to the earth-sun line.

The earth, rotating beneath this pattern, had no effect. This musﬁ now
be modifieé to include the precessional motion of the structure revealed
by universal time variations of ring boundaries. As the magnetic pole
rotates eccentrically about the geographic pole, a ring boundary oscillates
along a line of constant local time, with an amplitude of ~10°.. The
boundary reaches itstlowest latitude when the magnetic pole enters the
local time sector concerned (Figure 2.11). Overall, this motion takes

the form of a 'wobble' or precession of the ring about the geographic pole.

Electron densities show an analogous dependence on the rotating
magnetic pole. Sampling data within the ring at a constant local time and
as a function of universal time, average electron densities are shown to
be enhanced when the local time of fﬁe L-pole and the sample coincide.
This modulation cannot be explained ly any geometric effect and is unlike

any universal-time -controlled neutral air wind phenomena observed at high-

latitude ground stations (King et al., 1967). Afté%iéhalygi% of OGO 6 neutral

composition data,“égbgf_gnd'ﬁédin (1974) have interpreted identical polar

enhanceménts of O and N2 concentrations as a source of heating, controlled

by the geomagnetic pole. Here, it is found that similar magnitudes of
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temperature enhancement can account for the observed changes of electron
density, and, although processes involved are unclear, this remains a
plausible explanation.

The extended period of observation has allowed an investigation of

the response of the polar topside ionosphere to the solar cycle.
Briefly two main effects have been identified:

1. Trough, ring and cavity densities at all altitudes, local
times and levels of magnetic activity increased in unison
with the sunspot number.

2. The ring shifted to lower latitudes with increasing phase
of the solar cycle implying a slight expansion of
the polar cavity.

The decrease in observational frequency of the ring over the period 1962-
1968 was duelto these modulations. Although all densities increased,
there was proportionately a larger effect in the trough and cavity. Thus
the difference between densities in the ring and those in the trough and
cavity decreased over the solar cycle and enhancements at solar ,maximum
would be less likely to fulfil the selection criteria of'section 2.2.
The cause of the solar cycle changes is not known. Similar pro-
cesses to those at mid-latitudes, where a smaller functional dependence
of electron density on sunspot number has been reported, seem inadequéte.
' Also temperature enhancements at solar maximum,which could cause an
increase of densities, have not been observed (Miller, 1970) . Other
aspects of the solar-terrestrial relationship have been examined in an
attempt to isolate the source of these modulations. of  solar wind
parameters investigated, the interplanetary magnetic field (IMF), which
has been identified as the source of polar cap magnetic field and ionos-
pherie'fiﬁéiié£iéns,shows no clear trend with solar cycle.
It is now well-established that with incréasing sunspot number

energy transfer from the solar wind is increased, resulting in enhanced

‘energy density, tail field and convection velocity.

The impor-
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tance of convection is suggested by the large response (compared with

that of the ring) of the trough and cavity,where it is considered to be

the dominant process (Schunk et al., 1976). Thus, on a simple view,

with the swifter convection velocities at solar maximum, field tubes,
constrained to convect across the polar cavity, would spend a shorter time
in regions where ionisation production is small. Thus thére would be
consequent smaller loss of ionisation and increased densities in the

trough and cavity. Expansion of the polar cavity would support this
argument for intensified convection. Density variation in tﬁéiring present
no problem since they are of the same order as those observed at mid-

latitudes.

2.6.5 Future work

Rostoker et al. (1976) have recently suggested that the topside
plasma distribution can be used to monitor the level of convection within
the polar cap and hence the strength of the solar-terrestrial interaction.
They have correlated the position of the poleward edge of the ring,in
the mﬁrning and evening -local time sectors,with the boundary of the auro-
ral electrojet. (Coincident with the transition from sunward to anti-
sunward convectioﬁ regimesf) Results presented here suggest that their
proposal may be justified during eveging hours,but on the dayside the

boundary of the electrojet is found at consistently lower latitudes than

that of the plasma ring. Thus although care must be taken, the tentative

‘suggestion,that conditions in the topside F-region can be used to infer

magnetospheric cénditions and the strength of the solar-terrestrial
interaction,still remains.

The present survey has been used to specify the variation of the
topside iénosphere Withﬁégﬁwsug§é9t>pumber E"awéba%géfﬁeaéﬁféjéf“intéﬁﬁlqne—
tafy conditiecns. An extension of this analysis, to correlate the fluc-

tuations of ionospheric parameters with individual solar wind properties

uié:éifindiQidual ¢9@pqnent§>6f £he‘ih£erp1anetary magnetic field) and
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magnetospheric measurements, would form a useful part of an investigation
into the ability of the ionosphere to respond to changes of interplanetary
and magnetospheric conditions. It would also represent a rigorous test

of ionospheric effects of IMF polarity recently seen by Titheridge and

Shepherd et al.
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CHAPTER 3

EFFECTS OF PRECIPITATING PARTICLES

3.1 Introduction

The ionosphere at high latitudes often exhibits very different
characteristics from that found in mid- and low-latitude regions (Thomas
and Sader, 1964). On ionograms, this transition is often seen to occur
in the region of the low latitude wall of the trough, the ionospheric
extension of the plasmapause (Andrews, 1969). At high latitudes the
ionosphere seems much more irregular and disturbed, and, in addition, very
large electron densities and spatial electron density gradients are often
detected, in both summer and winter, day and night (Chapter 2).

These large values of electron densities are difficult to explain in terms
of the processes responsiblé for creating the mid-latitude ionosphere and
therefore a very important problem arises as to the source of the ionisa-
tion in the polar domain. Figure 3.1 illustrates the problem. The plot
labelled 1 shows the maximum electron density at the F2 layer (Nsz) as
observed by the topside-sounder, Alouette I, for a pass. over the north:
polar region in December 1967. The electron density is plotted as a funec-
tion of solar zenith angle, ¥x°, énd on standard theory would be expected
to decrease with increasing values of X. However, an enhancement, typical
of the plasma ring phenomepon, §Chapte; 2}, is clearly seen and appreciable
electron densities (&105 electrons cm'3)4are present even at larger zenith
angles. Curve 2 (figure 3.1) shows how simple Chapman theory fails to
account for these obsérved densitigs. Using the modifigqichapman func-
tion and recently derived numerical approximations to it?(Smith and Smith,
1972), the electron density associated withthe Chapman production mechanism
was calculated under the following conditions (taken from Bauer, 1973):

1. A neutral atmosphere of oxygen atoms only at a constant

temperature of 1000°K
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Figure 3.1 A demonstration of how simple Chapman theory fails to account
for observed polar F-region densities in winter. 1 shows the
electron density at the F-layer peak, as measured by the satel-
lite Alouette I on 27th December 1967, 1608-1623 UT. The
electron density is shown as a function of solar zenith angle
and the geographic latitude and local time of the satellite
are shown at the top of the figure. 2 shows the electron
density at the F-layer peak expected from modified Chapman
theory. Details of this calculation are found in the text.
While there is good agreement at zenith angles 380°, appreciable
electron densities persist at large zenith angles where
Chapman's modified theory predicts no production of ionisation.
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2. A solar photon flux outside the atmosphere of 9.0x10% em™2
3. An absorption cross section of 5.0x10718 cm?
4, A linear loss mechanism of the type BN. (8 ~ 2x10-12gm™3s71),

The two curves agree well for zenith angles <90° but above 90° there
exist appreciable densities not predicted by simple theory. Hence, there
appear to be active processes other than insolation maintaining levels of
ionisation over the polar region. Since the lifetime of ionisation in
the F-region is approximately a few hours, these processes must be contin-
uvous and of a kind which can account both,for the magnitudes,and the dis-
tribution pattern of the observed densities. It is intended in the sec-
tions which follow to examine quantitatively the extent to which the
production processes associated with precipitating low-energy particles
are able to account for the values of electron density, and the stfucture
of the spatial electron deqsity distributions observed and summarised in
Chapter 2. An assessment of the importance of this process will be
given. Here the term 'precipitated particles' refers to those electrons
and protons which are found to be entering the atmosphere from great
altitudes. They are to a first approximation tied to magnetic field
lines and as well‘as motion parallel to the magnetic field, they are
acted on by forces which cause them to spiral about the field line and
drift in a direction perpendicular to it.

It should be noted that the enhanced electron densities observed at
high latitudes may be caused, or contributed to, by a number of other
possible mechnisms such as:

1. Horizontal movements of ionisation from low latitudes

(Knudsen, 1974)

2. Vertical lifting of the ionosphere (Knudsen, 1974)

3. Enhanced production processes (Sato, 1973; Kamiyama, 1966)

4. Depleted loss processes (King et al., 1967).

,'Amongéngancédvprodﬁction processés are £he‘ibnisation_éffécté of

* so-called precipitated particles. . Other processes cahﬁdi,bé éécluded,
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but there appears to be little direct experimental evidence that they can
be of primary importance in providing the large observed densities.
Whilst they remain plausible contributory sources of plasma they will not
be considered in great detail inﬁﬁhis work. However, it is possible
that effects such as vertical and horizontal drifts may considerably
modify the ambient density distribution and be responsible for the

unusual diurnal variation-of high-latitude hF2.

3.2 Precipitating Particle Fluxes

It has long been known that particles, chiefly protons and electrons,
of energies greater than a few keV are found at high latitudes. Such
particles have been identified as the cause of auroral emissions through
processes of collisional excitation of the neutral atmosphere. However,'
recently, with the improvement of experimental techniques large popula-
tions of protons and electrons with lower energies of hundreds of eV have
been detected. The vast majority of such measurements have been made by
satellites though important contributions have arisen out of ground- and
alrcraft-based studies. Since a knowledge of the energy spatial and tem—
poral distributions of such particles is now acknowledged as a prerequisite
of any high latitude F-region study,such measurements have been collected
and summarised in the Appeﬁdix.

To reduce particle measurements to a form suitable for use in theo-
retical calculations of f—region behaviour various simplifications and
approximations have been made. For reasons discussed in the Appendix
only electrons are considered and the spatial distribution is represented
by four speétral types. These spectra and their characteristics are given
in Table A3(Appendix).

It was found possible to make analytic approximations to these spec-

)
tra expressing them in a Maxwellian (ClE exp-E/a) and power law (CZE )
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form. These approximations, which are within the accuracy of the
measuring instruments, are illustrated in Figure 3.2. Table 3.1 shows

values of the constants Ci, C o and § used in these approximations.

2'
For each spectrum the total energy of the particles available, ETOT'

is calculated by:

E
max
E = E J(E) 4dE 3.1
E .
min
where Emax is the high-energy spectral cut-off

Emin'is the low-energy spectral cut-off.

This important parameter, which specifies the total energy input

into the atmosphere is listed for each spectrum in Table 3.1.

3.3 Calculation of Production Rates

3.3.1 Energies from .l - 10 keVv ]

One of the most widély—used approaches, to the calculation of pro-
duction rates, involves the use of the Monte Carlo method and takes account
6£;straggliﬁgﬂ7éffeCtsAf‘r'ie.g. Maeda, 1965). This is a very lengthy
computational technique so here a much simpler method is used which gives
an approximate answer, yet represents a great simplification. In addi-
tion calculations involve so many other unknowns, such as the polar
neutral atmosphere, that the use of a very involved, and accurate teqh—
nique seemsvof little practical value.

The method emng?edxis due to Rees (1963, 1964, 1969) and is based
on the earlier experimental work of Grﬁn (1959}. Grun approached the
problem by injectinénmqgiéééfggéi&electron beams,of energies varying
from 5 — 54 keV,into air. The luminosity produced was examined and iso-
photes of emission presented. In this way, all orders of scattering
were included and a choice of scattering cross-sections avoided. Using

these lﬁminosity profiles, ‘and assuming that the lﬁﬁinosity produced was
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Figure 3.2 Z&nalytic approximations to the typical low-energy electron

fluxes shown in Figure A9 (Appendix). Details of parameters
specifying these curves are given in Table 3.1.



Table 3.1

Differential energy spectra of precipitated particle fluxes

in the polar ionosphere (electrons em™2 57! ster™! kev'l)

Power law

Maxwellian form

*
Transition

energy (keV)

Energy range
(keVi

E
TOT

(ergs cm™2g71)

Polar rain

Soft dayside

Hard dayside

Nightside-

2.90 102 g~°37

3.75 1010 g°833

2.61 10° E #°33

4.00 106 g73°67

8.36 10% g71°68

2.65 10? E exp(-E/0.1)

Best approximation in
energy range was two
power law spectra

4.71 10° E exp(~E/3.0)

4.20 108 E exp(-E/1.1)

0.08

0.15

0.40

.05 - .25

.05 - 10

0.01

0.64

2.35

*

The transition energy defines the energy ranges where the observed flux is best represented by the

power law or Maxwellian form.
law type spectra.

In the case of the soft dayside the transition is between two power

TCT



122

proportional to the energy deposited,Rees (1963) performed a numerical
integration of the angular distribution of Grun's isophotal contours and
was able to calculate a normalised, energy dissipation distribution func-
tion, A(z/R)}, which gives the fraction of energy deposited at a depth z
in the atmosphere for a particle of total range R. This was possible
for anarbitrary pitch angle distribution of incident electrons and the
functions for the pitch angle distributions indicated are shown in

Pigure 3.3. Over the energy range 5 - 54 keV, A was found to be inde-
pendent of energy, and although Maeda questioned this at low energies,
Rees has extended the lower limit of energy to .4 keV.

The range data used are those collected by Gledhill (1973).
Gledhill has gathered together the experimental and theoretical results
on the range-energy relationship for electrons in the energy range .1 -
600 keV. He found many workers had used different definitions for range.
He standardised the data by.converting them to practical range, RP' as
defined by Berger et al. (1970). Figure 3.4 shows Gledhill's curve of
practical range RP (in gm cm™2) versus energy in keV. These r?sults
fall off on the low range side of the graph and show a tendency to deviate
more at low energies,indicating larger ranges than gxpected. Most
experimental data necessarily use a monodirectional beam and Gledhill
used the results of Berger et al. (1970) to convert these results to iso-

tropic (over downward hemisphere) pitch angle distributions. Thus using-

R
p (IDH)
R
P (MD)
Gledhill has given the range-energy relationship as

0.926

' = -5, + 1. + .215x2 - 0.43x3 3.2
loglO Rp(IDH) 5.133 1.358x 215x X

Here x = loglOE and the units of Rp are gm cm~? for an ene?g&{mﬁlgépﬂthe
‘range .1 - 100 keV.
The electrons precipitate into two model atmospheres, the static

diffusion model of Jacchia (1971), for an exospheric temperature of 1200°K,




123

2.0

MONODIRECTIONAL

AA(z/R')

ISOTROPIC (0° - 80°)

| IO DR T N T B |
0.2 0.4 0.6 0.8

z/R

Figure 3.3 The energy dissipation distribution function, A{z/Rl, as
a function of the fractional penetration distance, z/R,

for two pitch angle distributions of electrons.
(From Rees, 1964).

) |
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: E (kev) |

Figure 3.4 The practical range, R, (as defined by Berger et al., 1970)
in units of atmospherit depth, as a function of electrc.m
energy. The curve is from Gledhill (1973) drawn by him
as a best fit through the experimental data for which
references are given in Gledhill.
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and the CIRA 1965 atmosphere. Unfortunately atmospheric models are
constructed for midlatitudes and it is not known if they are closely repre-
sentative of the polar atﬁosPhere. It is known, however, that tempera-
tures in the polar regions are greater than those at midlatitudes and this
parameter was adjusted accordingly by comparing model densities and
composition with results obtained over the Antarctic region by the satellite
0G0 6 (Hedin and Reber, 1972). Atmospheric parameters and characteristics
are shown in Table 3.2.

Defining depth as length times density for a homogeneous absorber,
then for the atmosphere at an altitude h, the depth is given by:

2]

z = deh =
h

where P s the pressure
From Rees (1963) the energy deposited between depths z and z+dz from elec-

ah = & 3.3
[ es E:

Q|+

trons of initial energy E is given by

SE = A(z/R) J (E,q) -ERidz dE dQ eV cem™2 s ! ‘3.4
Whatse Al s dhe  solud angla rona coluel, s parhclos u_rQ. theadent.
If J is not isotropic and is a function of pitch angle o then it should
be noted that R now refers to practical range,shown as RP in equation 3.2
and A(z/R) is the appropriate energy dissipation function for the pitch
angle distribution chosen. In equation 3.4 J(E,q)dEda is the flux of
electrons in fhevrahge of energies E ﬁo E+dE and pitch énglés o to a+dc.

Hence from the definition of =z
dz = p(h) dh
and the energy deposited per unit volume is given by &E where

§E = J (8,a) T A(z/R)p(2)dE a2 ev om™3 571 3.5
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f
Altitude 1og10 p Temperature 1og10 z
km -3 °K -2
gm cm gm cm
90 -8.461 183.0 -2.7300
%6 -8.942 187.1 -3.1070
100 -9.264 197.1 -3.4821
106 -9.729 227 .4 -3.8824
110 -10.015 259.0 -4.1137
120 -10.618 373.4 -4.5450
130 -11.061 512.7 -4.8342
140 -11.386 642.7 -5.0517
150 -11.638 750.3 -5.2272
160 -11.844 834.7 -5.3773
180 -12.175 952.2 -5.6345
200 -12.447 1027.5 -5.8564
220 -12.684 1078.3 ~6.0563
250 -12.998 1126.7 -6.3273
300 -13.449 1166.7 -6.7291
360 -13.916 1185.4 -7.1572
400 -14.198 1191.0 -7.4240
500 -14.841 1196.7 =8.0290
600 -15.427 1198.5 -8.5746
700 -15.966 1199.2 -9.0424
800 -16.447 1199.5 -9.4110
1000 -17.152 1199.8 -9.8748
Alt;iude NN) N(0,) N (0) N(A) N (He)
90 13.7498 13.1724 11.6094 11.8276 8.9685
96 13.2681 12.5623 11.8914 11.3469 8.4878
100 12.9472 12.3118 11.8132 11.0250 8.1659
106 12.4825 11.7986 11.5658 10.5339 7.7591
110 12.1969 11.4804 11.3784 | 10.1506 7.6914
120 11.589% 10.8096 10.9636 9.3527 7.5288
130 11.1378 10.3128 10.0464 8.7668 7.3985
140 10.8012 9.9422 10.4120 8.3285 7.3036
150 10.5372 9.6503 10.2324 7.9807 7.2338
160 10.3186 9.4071 10.0877 7.6886 7.1805
180 9.9578 9.0032 9.8571 7.1985 7.1017
200 9.6519 8.6585 9.6683 6.7764 +7.0422
220 9.3759 8.3461 9.5016 6.3917 6.9927
250 8.9943 7.9131 9.2755 5.8557 6.9291
300 8.4057 7.2428 8.9328 5.0228 6.8378
360 7.7380 6.4811 8.5485 4.0735 6.7391
400 7.3059 5.9879 8.3009 3.4583 6.6764
500 6.2560 4.7888 7.7003 1.9619 6.5254
600 5.2404 3.6289 7.1200 0.513¢% 6.3800
700 4.2550 2.5033 6.5571 6.2390
) 800 3.2976 1.4097 6.0102 6.1022
1000 1.4615 4.96l16 5.8398

Table 3.2 An example of atmospheric parameters used in the computations.
These were taken from Jacchia (1971) and are appropriate to
an exospheric temperature of 1200°K. Number densities are
logarithms to the base 10.
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For primary energies in the range considered, 35eV is necessary for the
production of one ion-electron pair. As the major neutral constituents
of the upper atmosphere are O an§ Nz,the ions formed are O+ and N;' The
latter rapidly recombines so we are concerned with the production of oxy-
gen ions only. Making the assumption that within a volume the production
of an ion species is proportional to its contribution to the total mass
density,the production rate of ions of the ith species due to all incident
energies and for precipitating pitch angles i.e. |a[5 m/2 is
1 E Py (2)

Q;,(z2) = 3% J J J (B,0) T Mz/R)Mz) D77y dE ase 3.6
£ E

Since the polar region only is under consideration it is justifiable
to neglect effects of the magnetic field. Rees (1964) has shown that
its effects for an extended source are negligible, since the field lines
are almost vertical. Magnetic reflection has been neglected by assuming
that any untrapped particles at 1000 km will not suffer any noticable

effect due to a converging magnetic field. )

3.3.2 Energies below .l keVv

It is clear from spectral measurements that densities at F-region
altitudes may be very dependent on the large population of electrons in
the spectra at {100 eV. Although measurements of spectra at these ener-
gies are very reliable the part they play in the creation of ionisation
is uncertain. Abové, the method of Rees (1963), initially used ih the
energy range .4 - 10 keV, has been extended down to even lower energies
(viz. .1 kev}. lThis c¢an be justified due to the uncertainties of
other parameters and the fact that polar conditions are so var@able that
an order of magnitude calculation only is feasible. However, criticisms
of this method at such low energies are based on the fact that 35 eV is
lost from the primary electron in the creation of each electron-ion pair.

Such quantal steps in primary electron energies seem well-established
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where the primary electron energy is much larger than that necessary for
the creation of each electron-ion pair, but at low energies - a few hun-
dred electron-volts - thié approximation appears likely to become progres-
sively less applicable (Banks et al., 1974).

Recently, theoretical approaches to energy deposition and thermali-
sation of soft electrons have made great progress (Banks et al., 1974;
Mantas and Walker, 1976) ,largely through attention to photoelectron prob-
lems. Mantas (1975) .used the Boltzmann equation, to determine heating,
ionisation and excitation of the neutral gas, for isotropic monoenergetic
electron beams of 25, 50 and 100 eV. Figure 3.5 shows Mantas' calculation
of the ionisation due to monocenergetic beams of unit flux at the three
energies. Here, using an adaption to Mantas's technique, (Mantas, private
communication, 1976) an estimation of production rates is obtained for
experimentally measﬁred intensities of electrons, at energies €100 ev
(typical of the dayside soft region). in order to determine the relative
importance of the contribution to the total ionisation of these electrons.

From Figure 3.5 it is possible to interpolate at various'altitudes
to find the ionisation rate due to unit incident fluxes of energies inter-
mediate to 25 and 100 eV. For each specific altitude this gives a measure
of the way energy is deposited as a function, qhﬁE), of energy between 25
and 100 eV. Such a function is shown in figure 3.6 . for éh altitude of
900 km. The smooth curve drawn through the true points at 25, 50 and
100 ev haé né physical basis and‘is burely for convenience. For measu-
red spectra the total pfoduction at each altitude for electroné 25 S E S
100 in electrons cm 3 s ! can be written simply as

100

= J q,(E) J(E) &E 3.7
25

£S5

In this way a very approximate altitude production profile can be

synthesised.
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Figure 3.5 ] ' . Production rate profiles for O+ ions for a
unit flux beam with the three indicated energies. Other
ion production rates have been omitted from the orlglnal
diagram since they are orders of magnitude less than ot

» production except at very low altitudes. (From Mantas, 1976)
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3.4 Derivation of Electron Dengity Profiles

T¢ determine the electron density profiles which would result from
the calculated production.rates it is necessary to solve the continuity
equation for electrons in the polar ionosphere. We take into account
only the production, loss and ambipolar diffusion terms. Ionisation of
neutral particles by collisions with energetic electrons is assumed to i
be the only production mechanism and effects such as neutral winds and
atmospheric heating are neglected. The calculation is simplified by
assuming diffusive equilibrium to exist at 1000 km (although this is open
to doubt over the polar regions, especially over the polar cap}. This
restriction was later removed and the effect of an upward and downward
flux of particles at 1000 km was investigated.

To obtain an expression for the diffusion flux, the coupled equations
of motion of ions and electrons in a vertical magnetic field at a level z

are taken (Thomas et al., 1966):

k 4
m, V.V, = m.g - eE - n, 3z (niTiZ 3.8
k 4
= . - = = 3.
me ven Ve mlg * e ne dz (neTe) °
where e is the modulus of the electronic charge,

E is the electric field due to the charge separation in the
ionosphere, |
z is theafﬁbébhégy:depth measured positive "downwards",
and all other symbols have their usual meaning. These equations are
valid at heights near and above the F-region peak where collisional terms
are much greater than inertial ion and electron accelerétion terms.
However, despite the fact that the polar ionosphere is considered to be

of a single ion species (o+) and collision terms are not large, at great

altitudes, where the mean free path becomes large, the full momentum

equations may be required (Banks and Holzer, 1968). Ssato (1973) in fact
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neglects the use of the full momentum egquations even at 2500 km which may
not be a valid assumption.

Thus with charge neutrality

n, = n, = N charged particie density
v, = ve = v diffusion velocity
and m.v, >> m v
- i'in e en

the ambipolar diffusion flux can be written approximately as

N du dN) 3.10

- _ Hg X _ g, _gN
F o= R = v, [H ( dz) dz
in

where the plasma scale height H isaafqnctionof altitude given by

K(Te + Ti) .
H(z) = Qe
19
Hence
aN N du _
az - Ef(l "dz) for Nv = 0
or
dN N dH F
o - E(l—a_i) -3 for Nv # 0

and Hg/\)in is the ambipolar diffusion coefficient D for a vertical mag-
netic field and F is the diffusion flux.
Taking the familiar continuity equation for steady state conditions

in the absence of horizontal movement at a level z;

d
- - = = 3.11
Q(z) L(z) az (Nv) 0

where Q(z) and L(2z) are production and loss rates per unit volume at a
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level z, equations 3.10 and 3.11 combine to give a second-order differen-
tial equation which can be solved by a fourth order Runge-Kutta technique
from 1000 km (where diffuéive equilibrium was initially assumed, Nv = 0)

to a level where diffusion is again small at an altitude of 180 km. The
altitude where diffusion is again small is not precisely known and several
different values, between 150 and 200 km were used. The second constraint
placed on the solution was that between the integration limits the inte-
grated production and loss rates must be equal.

An expression for the altitude-dependent scale height was found
from experimentally measured polar values and approximated as a linearly
increasing function, rising from 80 km at 150 km, altitude, to 200 km at
1000 km. (This corresponds to Ti + Te = 3780°K if g = 980 cm s72,)

Thus, remembering that z is positive downward,

bz 3.12

where b = 12/85.

The value of the diffusion coefficient used was that of Dalgarno
(1964) and Yonezawa (1966), namely 2 X lo'lg/neutral density (cm? s—l).
The height dependence épmes in the exponential fall-off of neutral density
which dominates other effects such as those of temperature.

The ionospheric chemistry involved in the loss processes at the
heights concerned and for polar létitudes is n&t known so only three reac-

tions were considered. The important processes were taken to be dissocia-

tive recombination with the rate determining interchange processes:

0 + N, —> NO' + N " rate ky
of + oo — of + o rate k

2 2 2
N+ + O —_— NO+ + N rate k
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A comprehensive review of laboratory measurement of ionospheric reaction
rates has been given by Ferguson (1975) who summarised attempts to measure
rate constants at temperaﬁures approaching those encountered in the iono-
sphere. Lindinger et al. (1974) have measured rate constants at tempera-
tures up to 900°K but this still falls short of the desired 2000 - 2500°K
range. The difficulty is, to some extent, being surmounted by experi-
ments in which reactant ion kinetic energy can be varied from thermal
energy into the eV range corresponding to temperatures of several thousand
degrees. It is not yvet clear if knowing the rate constant as a function
of ion kinetic energy is eguivalent to knowigg it as a function of tempera-
ture. However, it must be a large step forward since a prominent, if not
dominant, effect of temperature is to increase the collision energy of

the reactants. Making this assumption gives values, at 2000°K, for the

rate constants shown in Table 3.3.

Table 3.3
ky 6 x 10713 (cm3 71
k, 1 x 10711 u
k, 7.9 x 10712 "
(from Ferguson, 1974)
Hence:
oL + + +
L = Kk [NJ[O] + k,[0,][0] + k,[O] [N:]

With oxygen the dominant ion at polar latitudes and molecular oxygen
densities well below those of nitrogen the above expression reduces to
the first term of the right hand side only so that the rate of removal

of oxygen ions (assuming the dissociative recombination processes go
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quickly enough to ensure that [O+] = N, the total charged particle density)

becomes

L = k X (molecular density) x N. 3.13
Thus the discrepancy between laboratory data and that inferred from
ionospheric measurements appears to be resolved by assuming that the
temperature and energy dependence of rate constants are identical.
Yonezawa (1966} found the rate constant kl in3.13 to be 6.5 x 10 13

while k, from table 3.3 gives 6 X 1073 giving remarkably good

agreement.

3.5 Computational Results

Using equation 3.6, altitude profiles of ion production rates have
been derived, and used as input data for the calculation of the resulting
electron densities from egquations 3.10 and 3.11. A variety of atmospheric
conditions, incident energies and pitch angle distributions have been con-
sidered so that the most important factors governing the magnitude and

form of a corpuscularly-produced polar ionosphere could be isolated.

3.5.1 Production rates

The main results of production rate calculations are presented in
Figure 3.7 and Table 3.4. The former shows altitude production rate
profiles of oxygen ions for various electron spectra, in the energy range
.1 - 10 keV, incident on a Jacchia (1971) model atmosphere. Also a
similar curve, marked Mantas (<100 eV), is shown to indicate production
rates due to fluxes of electrons of energies 25 £ E £ 100 eV, in the soft
dayside or cleft spectrum. These have been calculated from the approxi-
mation to Mantas and Walker's (1976) method. The latter, in tabular
form, summarises the maximum values and altitudes of production found in
Figure 3.7.

Several points are immediately apparent regarding profiles such as
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those of Figure 3.7:-

1. Production rates,., Over the range of spectra, corresponding to 4dif-

ferent regions of the polaf ionosphere, there is a substantial variation
in the height and magnitude of the production maxima. This appears to

be due to the distribution, in number and energy, of electrons in the
incident flux. Thus the soft day- and nightside spectra givé similar

_ peak production rates, but these are found at very different altitudes
because of contrasting number fluxes at a few hundred eV and a few

keV. Electrons with characteristic energies of arouna a few hun-
dred eV are found to deposita iargg?‘proportion of their energy at F-
region altitudes between 250 and 400 km. Those with energies 21 keV,
however, have greatest effect at altitudes X200 km.

The values of peak O+ production rate and the altitude at which this
occurs, shown in Table 3.4, should be compared with those given by
Rishbeth and Garriott (1969), for photoionisation in a similar neutral
atmosphere by an overhead sun. They have shown that for typical mid-
latitude conditions photoionisation can provide a peak productién rate
A800 ion pairs cm™3 s™! at A170 km altitude. Such a figure would indicate
that the fluxes in the polar cavity and the hard-dayside reglon are
incapable of supporting appreciable electron densities. However, preci-
pitation in the nightside ring gives an ionisation production peak magni-
tude and height in close agreement with the solar-produced layer and
“would, by anélbgy, be expected to suppofﬁ similar densitiés:" The case
vof the cleft region, where the soft—dayside flux is found, is very interes-
ting. Peak production is of similar order to that given by solar effects,
bﬁt it is formed at a much higher altitude. In this region chemical loss
is less effective and thus higher densities than those at mid-latitudes
might be predicted. However, production rates are not an observed icno-
5phericAparameter and conversion to electron densities is ﬁecessary to

allow comparison with experiment.
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2. Integration limits Initial investigation of the effects of exten-

ding the energy integration range by reduction of the lower limit to 75
and 50 eV showed that onlf production by the soft dayside electrons was
appreciably increased. To assess the contribution of electrons <100 eV to
total production in the soft dayside region, where the spectrum has the
largest content of these electronms, the approximation to the calculation
of Mantas and Walker (1976) was applied. This showed that energies of
<100 eV could be safely neglected without modification of the conclusionmns,
since production rates (for E < 100 eV) were a factor n102 down on those
above 100 eVv. Tt is clearly indicated by the curve marked Mantas

in Figﬁre 3.7. ‘

As previously mentioned, artificial cut-offs were applied to the
lower and upper bounds of the fluxes of Figure 3.2 by ‘the energy limits
of sensor sensitivity. Extrapolation of the curves through these
limits and computation of the resulting production rates, allowed an
assessment of the importance of such cut-offs to be made. For all spec-
tra, exceptthqsein the hard~dayside region, the modified profiles »
exhibited unimportant production enhanceﬁents of N2-5%. Only the hard-
dayside fiux, when extrapolated from its lower limit, gave substantial
increases in production, even to levels above those-predicted for the
soft dayside flux. However, there is very little evidence for such an
extension of the energy range for this flux. In fact, data from the
ISIS I SPS for transits of the aayside high—latitude region, show order-
-of-magnifude decreases of fluxes of electrons with energies approximately
a few hundred eV and less, on passing from the soft to hard-dayside zones.

3. The neﬁtral atmosphere Although the curves in Figure 3.7 were com-

puted for a Jacchia (1971) model neutral atmosphere at 1200°K similar
calaulations were performed for models of different composition and tem-
perature. The shape and level of the altitudinal production profile
'ﬁib?éd to \be_“yg;y dependent ~on the distribution and concentra-

tion of neutral constituents. Although individual constituents do not
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Figure 3.7 Altitude profiles of oxygen ion production rates computed for

the spectra noted in the key. All except the curve marked
Mantas (<100 eV) have been computed for atmospheric conditions
noted in Table 3.2 and integrated over the energy range

0.1 - 10 kev. This Mantas curve is the contribution to pro-
duction rates of the soft dayside flux component with energies
25 S E S 100 eV and has been calculated from an adaption of
the results obtained by Mantas and Walker (1976).

Table 3.4

+ .
Maximum O production rates

Région Production rate Altitude (km)
(ion pairs cmf? S-l)
Polar rain 2.9 £0.2 x 101 280 *10
Soft dayside 4.0 £0.1 x 102 300 *15
Hard dayside 6.8 £0.3 x 101 110 10
Nightside 2.2 +0.1 x 102 120 *15
The errors are.introduced by uncertainties in reading

from the curves of Figure 3.7.
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exhibit the same ease of ionisation, the separate ion production rate
profiles closely follow the altitude profile of the corresponding species
neutral number density. Thus in the F-region, and above, where the
dominant neutral is the oxygen atom, computations have shown that inclusion
of production of all ion species has a minor effect on total ion density.

s s + . . .
In addition, N, ions, produced by ionisation of the N

5 molecule, are

2
quickly lost through the recombination and cannot make an appreciable
contribution to the stable electron density distribution. However,

at altitudes above 1000 km, where hydrogen and helium become more abun-
dant, and below 200 km, where O2 and N2 are important, ionisation of

these neutrals must be considered. Thus at the very low energies (V.1
kev) at which electrons deposit their energyvin the F-region,the magnitude
of the neutral temperature can, through its influence on the neutral
oxygen distribution, play a»considerable part in.fixing the height of the
production maximum.

Further investigations of the temperature effects have shown that
consequent redistribution of neutral constituents influences all aspects
of the production rate profile.

It is known that temperatures are often enhanced in the high-latitude
Precipitation regions and also largely govern the distribution and compo-
sition of the neutral atmosphere. The neutral atmosphere, in response
to é;<inc£ease of”temperature, undergoes a thermal expansion with the
‘resulﬁ tha£ at a fixed altitudefﬁhe totalidensity a#d thé-proportion of
heavier species are increased.

Temperature effects - have been examined in two ways. Figure
3.8 shows one of these investigations. Here the variation of the height
of the production maximum with electron energy is given, for identical
modei atmospheres, with differing exospheric temperatures. At high elec-
tron energies, approximately a few keV, the temperature variation has

negligible effect since electrons penetrate to low altitudes where the

atmosphere is dense and has small thermal response. However, at energies
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The curves show the altitude of maximum pro-

duction of oxygen ions as a function of energy for two extreme

temperatures.

It is apparent that the effect of temperature

becomes increasingly important at progressively lower enexgies.
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~l keV temperature effects become noticeable and increase with decreasing

energy.

3.5.2 Electron density profiles

Using the production rate profiles, given in Figure 3.7 as input
data ,the corresponding altitudinal variations of electron densities have
been computed fiom equations 3.10 and 3.11 and are presented in Figure
3.9. Values of peak electron density and the altitude, read from those
profiles are set out in Table 3.5. The results show that in the
soft dayside, nightside (roughly coincident with the ring) and, to a
lesser extent the hard dayside region, soft electron fluxes can support
considerable levels of electron density. The structure of the incident
electron spectrum plays an important role in deciding the electron
density profile. This is evident in the soft day- and night-side zones.
Production maxima resulting from these two spectra are very similar
(Figure 3.7) but the heights of peak production are very different. The
nightside spectrum peaks at very low altitudes where chemical loss is
large. Hence, the maximum densities expected in the nightside region are
a factor of 2 down on those on the dayside, whose spectrum-gives peak
production V300 km where regombination is small and diffusion is the most
important process. To some extent, therefore, the 'softness' of the
spectrum can determine the magnitude and altitqde of the peak in electron
density.

As expected, from tﬁe low intensity of the spectrum, the steady
electron densities predicted for the polar cap are small, being orders of
magnitude less than those in the intense precipitation regions. However,
computations of production due to sporadic fluxes (polai squall, polai
shower) noted by Winningham and Heikkila (1974) indicate the possibility
that such events could support.values of electron density similar to
those of the soft dayside region. The variable nature of these observa-

tions makes conversion of these production rates to steady densities very
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difficult.

Further calculations were performed to investigate the effects of
a 'polar wind' type flux of ions and variations in the value of the loss
rate due to high latitude electric fields and temperatures.

Figure 3.10 shows the results of relaxing the constraint of diffu-
sive equilibrium placed on earlier integrations. The region used is
the soft dayside since this appears to be the region where polar wind
type flows are most often observed (Shepherd et al., 1976). Two cases
are presented corresponding to upward and downward fluxes, through the
1000 km level, of 5 x 108 ions em™2s”t. The results, in accordance
with Banks and Holzer (1969) and Banks et al. (1975), show, that for the
major ion, therg is very little modification of the diffusive equilibrium
distribution. An upward flux slightly decreases densities at all alti-
tudes above 200 km and has little effect on the height of the peak.
The reverse occurs for a downgoing ion flux of identical magnitude.

ihe'way in which the idés‘caeffidiéﬁt, 8, is modified by fluctﬁations
in electric field magnitude and temperature, and resultant chanées in the
auroral ionosphere have beén outlined in section 1.2.4. Of these para-
meters,electric field is the dominant influence,for one of magnitude 50 mVym~!
often observed at the polar cap boundarf, and an extreme temperature
enhancement of 820°K,produce an identical response in B.

Investigations have been carried out, with a constant neutral tempera-
ture of IOOOQK, for values of B from 8.8%10 12 to 1.6x1071l cm 3 g1, cof—

1 respectively. Typically,

responding to field strengths of 0 and 100 mVm™
with 8 increasing over this range, maximim oxygen ion density decreased
by a factor of 4 and the layer‘was réised by ~50 km.

Recently, Schunk et al. (1976) have extended such investigations far
beyond the scope of the present work by deriving ion density profiles for

all important F- and E-region constituents with varying ambient electric

fields. Their calculations show that such fields can cause important

reductions  in F-region electron densities.
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Figure 3.10 Consideration of 'polar wind' type flows of ions on the

topside electron density profile. Here the diffusive
equilibrium constraint on the solution has been relaxed
in the soft dayside region to allow both upward and down-
ward fluxes of ions through the upper boundary at the
1000 km level. As is apparent the effects are small.
The scale height of the plasma is modified at high alti-
tudes, being different for each curve. However, the
variation is too small to be noticeable on such a scale.



3.6

142

Table 3.5

© .Maximum calculated.electron densities

Region Nmax hmF2 (km)

(electrons cm™3)

Polar cap 5.70 0.5 x 10% 310 #15

Soft dayside 1.55 0.2 x 10® 310 %10

Hard dayside 1.52 +0.2 x 10° 212 £10

Nightside 7.40 +0.4 x 10° 235 10

The errors are estimated from consideration of the integration
step length and uncertainties introduced by reading from the
curves of Figure 3.8.

Discussion .

The production rate calculation

As an electron penetrates into the atmosphere it experiences colli-

which cause it to be scattered in two ways:

Eia;tic-or.Coulomb scattering from atoms and nuclei at high energies,
and orbital electrons lower down‘the'energyvscale. The effect of
such scattering is to defléct the particle through wideAangles but
leave the particle energy unchanged.

Inelastic scattering with orbital electrons. The incident beam

is degraded in energy but is not deviated from its original trajec-

tory by this process.

As a result of these collisions, the primary flux of electrons, as

it penetrates the atmosphere, has a constantly changing energy and pitch

angle distribution. In addition, ionisation and excitation of neutral
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constituents can occur to produce additional or secondary icnisation
which are alsoc subject to collisional ipfetéétions.

To describe this behaviour models of increasing sophistication have
been derived. At energies X500 eV the problem is vastly simplified by
the introduction of a continuous slowing—down approximation. For the keV
energies there is great uncertainty concerning specific processes involving
both inner and outer shell electrons. However, -the fractional incident enerqgy
lost per collision is small, and the discreteness of losses becomes un-
important in following the history of an incoming electron. Thus the
problem ig reduced to that of calculating the energy deposition as a func-
tion of altitude and assuming that one the creation of one ionisation pair
(ion-electron) requires 35 eV. Kamiyama (1974) has used this approxi-
mation as have Berger et al. (1970, 1974) in their Monte Carlo computations
for incident-electrons R2 kev

At lower energies (§400 eV), electron transport must be con-
sidered since interactions involving outer shell electrons and the’
discrete processes of energy loss and scattering become ihcreas}ngly
important. This energy range has received little attention since ionisa-
tion and excitation cross sections at energies of qpprox}mately awfew‘hﬁndxed
eV are not well known. However, recently, Banks et al. (1974) and Mantas
and Walker (1976) have approached a solution from the analogous treatment
of photoelectron transport. In the domain of discrete effects these
‘afdreméntiqhéd tréatments,use two-stream transport equations to describe
‘eiéstic and inelastic scattering through the atmosphere.

Thé approach used in section 3.3 of”this thesis utilises experimental
data on the pentration of electrons .into aii,repoited by Grin (1959) for
energies 4-5keV, and extended d_?_wr_; "to 2 keV by Cohn and Ca;édoneia (1969) .
The qsexof’e%perimehtai résﬁlté_aQOids selection of cross—sectionméhd choice of
scattering processes modelled;since all physical effectg considered in
theoretical investigations ﬁust be present. Rees (1969) has processed

Grun's data to derive the fraction of incident energy deposited in an
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absorber by electrons, as a function of its fractional penetration. He
found this to be almost independent of energy in the range 4 - 5 keV and
extended its applicability down to 400 eV. At energies 2500 eV Banks

et al. (1974) have found excellent agreement between %onisation predicted
by their theoretical model and that calculated by Rees, using a continucus
slowing down approximation and experimental data. This work further extends
Rees' computations down to 100 eV,to take some account of the large popu-
lation of electrons recently observed with energies of several

hundred ev. Although large angle scattering and electron-electron inter-
actions become increasingly important it is not expected that there are
extreme differences between microscopic processes at energies V2 keV and
hundreds of ev. |

The shortcomings of treating discrete processes as continuous are
recognised but are not congidered to be so substantial as to modify the
conclusions of the study. The work merely seeks orders of magnhitude
of electron density made possible by collisional ionisation. No infor-
m?tion on optical excitatién o?revolution of the flux with altitude is
attempted. Due to the variability and lack of knowledge on the polar neutral
atmosphere and the derived dependence of calculated production rates on
this parameter, no production computation can expect to reproduce measured
densities with ~,20% accuracy.

Uncertainties introduced by the extension of continuous losses to
lower energies woqld néed to be large fo be the major source of error
In general, production rates, obtained from computations igyp%ying disf;
crete processes form broader pegks; at;éliéhtly higher'qltitﬁaesﬂand mag-
nitudes than those derived usihg the continuqus ;oss approximation.
Furthermore, it is thought that adoption of theoretical modgls with dis-
crete ehérgy lo§Ses would not modify thé conclusions of this study regar-
ding the ability of soft electron fluxes to account for the observed

electron density distribution.
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3.6.2 Comparison of theoretical calculation with observed electron
density distributions

It is appropriate at this point to determine how closely an iono- '
sphere, created solely by'the collisional effects of low-energy electrons,
and the observed distribution,agree. Comparison can be made in the
following three areas:-

1. Positions, in magnetic latitude and time, of the plasma ring and
precipitation region boundaries.
2. Measured and calculated peak electron densities (NmF2).

3. Measured and calculated peak altitudes (hmFZ).

Such comparisons should be carried out with topside sounder data collected
near solar maximum (1967-9) since this corresponds to the epoch of low-—
energy particle measurements.

1. Spatial correlation The precipitation zones and the experimentally

determined plasma infrastructure can be comgéredby examining Figures A8
(Appendix) and 2.17. The patterns are very similar and, to a first order,
it would appear that the soft day- and night-siae flux zones can be closely
identified with the day- and night-side sections of the plasma éing. This
agreement is extended tg the polar cavity whichco—lﬁtatesvdth the region
where steady polar rain fluxes are found. The position of the hard day-
side region is more confused, but possibly may coincide with the equator-
ward portion of the plasma ring.

Some 'smearing Qut'vof the particle-produced ionisation will occur
and‘close correspondence of the patterns is not to be expected. However,
agreement between the distributions is good, especially with regard to the
day-night asymmetry, evident in both diagrams.

2. Electron densities . Since the soft electron precipitation and

electron density distributionslappear plosely:rélated,this¥iqenti£ication
“can be extended to compa;eAmaximﬁm possible.electron densities computed
usingjthé appropriate form of spectrum, and electron densities at the F2

peak measured by topsidersounaingAsatellites during 1968-9. (Taken from
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Chapter 2.) This comparison is set down in tabular form as Table 3.6.

Table 3.6

Comparison of observed (1968-69) and

calculated densities

Region Calculated Observed
Polar cavity 5.70 x 10% 1.20 x 10°
Day-side 'ring' 1.55 x 108% | 4.00 x 10°

Night-side 'ring' | 7.40 x 10° | 4.20 x 10°

Several conclusions are apparent from these figures.

1. Electron densities predicted for the day- and nightside plasma ring
regions exceed observed densities by a factor of V4 and V2 respec-
tively. Thus there is order of magnitude agreement but the discre-
pancies require further investigation.

2. The calculated cavity densities fall below those measured, by a
factor of ~2. Again there is order of magnitude agreement.
Further examination of the disagreement between calculated and

observed densities reveals that the predicted excess noted in (1) above

ig not disturbing. One assumption,implicit in the computation, is that
all the energy in the incident beam is uséd to create ionisation. Theo-

retical and experimental considerations (e.g. Mantas and Walker, 1976)

suggest’that a substantial fraction of the incident energy appears as

thermal and optical excitation of the neutral and charggd particle popu-
lations. The exact partition of the incoming energy into its various
forms (e.g. optical emission, heat) is not known and it is probable that
it is a complex function of the initial electron energy. Mantas and
Walker's (ibid) computations indicate that at energies 3100 ev only n25%

of the incident spectral energy is lost in the creation of additional

ionisation. Such considerations would reduce all calculated densities,
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but, because of the functional dependence of energy partition on the
incident electron energy, an assessment of the magnitude of the reduction
is difficult. Clearly, however, it is possible-that dayside ring
densities may be ¥educed closer to the observed values while those calcu-
lated for the nightside ring region may fall below measured densities.
Furthermore, the deficit between predicted and computed cavity densities,
considered further in section 3.6.3,will be increased. The variability
and complex nature of the polar regions means that the computational
technique is a very simplified picture and many processes active in the
polar regions are not considered. Among these are Jjoule and particle
heating effects. Such processes will act both to increase the loss

rate through the temperature effect and enhance production through .
increasing the ionised neutral species density. Large local variations
are expected to result from_these perturbations but over wide spatial

and temporal extents it is thought that the calculation can gi§e a good
idea of the levels of electron density expected.

From this and considerations regarding energy partition the agree-
ment between observed and predicted levels of electron density in the
ring is satisfactory but there appears a clear discrepancy for the
region of the polar cavity.

3. ¥F-layer peak altitudes One further parameter which permits com-

parison between theory and experiment is hmFZ, }he altitude at which the
maximum ele;tron density occurs. ﬁ%FZ, however, is not a freg}y*
available parameter. Topside‘ionograms rarely ailow its unambiguous
identification, especially in polar regions where they often contain
blurred or multiple traces. In the case of ground stations, information
on the height of the layer is generally pfesented in the form of monthly
median values of the M(3000)F2 quantity and not direct(measurements of
hmFZ. At high latitudes the interpretation of M(3000)F2 is not clear
but it has been used to infer hmF2 values at high é?gthern latifudes by

Y
King et al. (1971) from
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hsz (km) = ﬁf%%%%?gf - 1l76. 3.14

Using this relation the average diurnal variation of bmFZ, at
several Arctic st;tions, for the months of December and January from 1966
to 1969, has been examined to assess the accuracy of the calculated
values. Subject to the availability of data for this epoch, the stations
were selected so that data coverage of the polar cavity, day and night-
side ring regions and the trough was provided. Details of the stations
used in this analysis are provided in Table 3.7.

Tromsco and Kiruna, stations lying almost entirely outside the plasma

ring structure, as defined in Chapter 2, exhibited an hmFZ variation typical

of those found at mid-latitudes and described by Rishbeth and Garriot (1969).

In each case the F-layer appeared at altitudes above 350 km during local
night but fell to a deep minimum of 5280 km near noon.

In contrast, the three stations at higher latitudesAshowed little
significant statistical variation of hmFZ over the local day. The
details are summarised at Table 3.8. Resolute Bay, at an inv;riant
1atitude of 83°, lies within the polar cap at all times and, for such
conditions, the calculation predicts that hmFZ should be at a constant
height of 310 km. Within-the limits of experimental accuracy the con-
stant height of the layer is observed but it is in general found 20 km
higher than is predicted by theor&. This descrep;ncy is not serious,
howevér, since.ver£ical drifts induced bf electric fields énd thé neuﬁral
air wind system can act to raise the layer. The magnitude of modifica-
tions to thé layer produced by these processes have beeﬁ iﬁvestigated by
Knudsen (1974) and king et al. (1967);j;ﬁd they are quite capaﬁle of
accounting for 20 km variations‘in tﬁélheight of the layer.

Though the plasma ring is sﬁbject to laxrge variations, consideration
of its position and the invariant latitudes of the stations at Heiss and

Dixon Islands suggest that, during local night, they are positioned beneath
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Table 3.7
Station Geographic Geographic Invariant | Polar regions acessible
Latitude (°N) Longitude Latitude to station
Resolute Bay 75 95°W 83 Polar cavity
Heiss Island 81 58 °E 75 Day~ & night-side ring
Dixon Island 73 82°E 67 Trough & ring (possible)
Tromso 70 19°E 66 Trough - day & night
Kiruna 68 27°E - 64 Trough - day & night
Table 3.8
Station

hmF2 (Day), km

hmF2 (Night), km

Resolute Bay
Heiss Island

Dixon Island

329 +3

331 *4

334 4

332

340

337

6vT
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the nightside section of the plasma ring. In local daytime, the posi-
tion is more complex and, although Heiss Island is expected to be beneath
the cleft or dayside ring region, Dixon Island is probably positioned
outside the ring region.

Computations indicate that in the day- and night-side sections of
the plasma ring,l— the soft and nightside precipitation zones, the maximum
electron density should-be located at 310 and 235 km respectively (Table
3.5). Furthermore, the measured hmFZ for a station passing beneath these
regions would exhibit a large diurnal modulation. Table 3.8 shows that
at Heiss and Dixon Islands this is clearly not observed. If the afore-
mentioned neutral air winds and electric fields influence the daytime
layer then agreement in the dayside region is satisfactory,with predicted
and measured vlaues of hmfz falling at 310 and 335 km respectively.
However, there appears to be a serious descrepancy on the nightside
where the calculated values find the layer at much lower altitudes than
are observed. Layer modifications of the type mentioned above are not
capable of producing the large changes necessary to reconcile éheory and
experiment. One possible explanation lies in the form of spectrum
chosen for the nightside zone computations. In this region the spectrum
is known to be harder than that on'the dayside and much more varied.

The differential energy spectrum is thought to consist of a 'soft’

., logarithmic part with the harder electrons of keV energies forming a
Méxweliian distribution. The position in ene#gy and magnitude of this
Maxwellian secﬁion of the spectrum has a great influence on the produc-
tion maximum in the nightside region. It is possible that in seeking
the maximum possible electron density produced by such a spectrum

the importance of the Maxwellian peak may have been overemphasised
'thus forcing the altitude of the production and, consequently, the

electron density maximum to lower altitudes.
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3.6.3 Sources of polar cavity ionisation

It is possible that the following processes, either singly, or in

combination, play some part in the removal of the polar cavity electron

density deficit:

1. Grazing incidence of solar ultra-violet radiation.
2. Sporadic. intense fluxes of low-energy particles.
3. Movement of plasma from high-production regions.

In winter, at high latitudes, although the atmosphere at F-region
heights is not illuminated by the sun, this is not the case at higher
altitudes. However, the solar zenith angle, %, is large, often %lOO°,
and the situation is referred to as one of grazing solar incidence.
Kamiyama (1966) has determined possible production from this source.

He found that the peak of ion production, formed at very high altitudes,
800 km, could provide maximum electron densities 8x10% cm 3 for x &

103°. For larger zenith angles the densities produced quickly became
insignificant. Thus for zenith angles <1039 grazing solar photoiopisation
is capablé of sﬁpporting observed cavity densities. At X > 103°, however,
the contribution is slight. Furthermore the plasma ring cannot be
explained by this mechanism.

As outlined in the Appendix, in addition to the steady ‘polar rain'

MLT
12

Figure 3.11 A schematic view of the
possible convection of
plasma from regions of
high production to the
polar cavity. The con-
vection pattern is the

06 normal two-cell magnetos-
pheric form with modified
convection paths so that
field tubes spend an
appreciable period in the
precipitation regions.
The shaded area is the
high production region.
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discussed previously, Winningham and Heikkila have reported two other
types of electron flux. These they labelled 'polar showers' and 'polar
squall'. Due to their témporal characteristics they have not been
considered in great detail in this work, but they are often very intense.
Trial computations, with Winningham and Heikkila's spectra, indicate

their possible importance as a source of ionisation, for calculated
rroduction rates are comparable with those found in the soft dayside or
cleft region. Unfortunately, no data concerning the occurrence frequency
of such fluxes are available and an assessment of their contribution to
polar cap densities is not . possible.

It has been recently suggested (Knudsen, 1974) that convection of
the F-layer plasma over the polar cap in response to the magnetospheric
electric field plays a profound role in the behaviour of the layer.

Since the exact convection pattern remains unknown, the effects are uncer-
tain but it is probable that as magnetic field tubes convect anti-sunward,
through the cleft, ionisation is added by the soft electron flux. Field
tubes continue to move into the polar cap carrying this extra ionisation
with them. Thus some production from the dayside soft region may Ee
responsible for the level of polar cap electron density. ' Schematically,
this is shown in Figure 3.11. Typical paths of ‘ field tubes,convecting
through the cleft and across the cap from day- to nightside are shown.

Th¢ pattern given by Knudsen has been modified so that field tubes spend

a greater period of time in the soft dayside.high production zone. Such
a pattern ensures that appreciable ionisation can‘be transferred to the
polar cavity. Electron §ensitieé can be enhanced by a few X lOs élect;éps
em™3in a flux tube as it passes through the clgft. This ionisation
will of course experiepce chemical loss in the cavity but from an initial

1

estimate it seems that this may be an adequate source.

3.6.4 Conclusions and future work

Previous calculations of ionisatioh effects of low-energy
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electrons in the ionosphere have eithervused model spectra,not representative
of those observed, e.g. Sato (1973), or have concentrated on other problems,
such as the evolution of the specfrum with altitude(Banks et al. 1974). In
previoué sections,using recently acquired data regarding the overall structure o
low-energy éarticle precipitation, the levels and distribution of electron
density, produced solely by collisional effects of these fluxes, have

been given. It has been shown that the features of the plasma ring are

well explained by such processes but in the polar cavity, near the geo-
magnetic pole, furthe? production sources must be active. An assessment

of the importanqe of some possible sources indicates that plasma convec-—

tion may be the most effective. Assumptions and the major errors inherent
in the calculation do not appreciably modify these conclusionms.

An attempt has been made to isolate parameters important in deter-
mining production rates and electron demsities. The neutral atmosphere,
especially | .- its temperature,is a major influence on ion production.
Thus the approach to levels of ionisation,through a continuous enerqgy
deposition functiqn,seems a justifiable approximation,given the uncer-
tainties in the neutral atmosphere. Before any further calculatioﬁ to
reproduce measured dénsities,using the theoretical models of Banks et al.
and Mantas and Waiker (1976) is made, a more definite specification of
the neutral distribution is required.

Recent and future sétg;lite experiments make further investigation
of electron penetration phenomena feasible. One new approach, different from the
present analysis, in which an attempt is - made to reproduce.average
densities from average fluies, is to examine simultaneous electron density
and particle precipitation data from satellites such as ISIS II. A
direct comparison,between electron densities produced and the electron
spectrum,could then be obtained. However, this does not overcome the lack
of information on the neutral atmosphere but this will become

better known through measurements of the Atmospheric Explorer series of

satellites.
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In the laboratory, further investigation is needed. Gledhill (1973)
has drawn attention to tﬂe sparsity cf experimental data on the range of
electrons in air at energies "1 keV. Indeed, no work has been reported
since that of Cohn and Caledonia in 1969. The experimental difficulties
concerned with the measureﬁent of particle energies of approximately a few
hundred eV have recently heen overcome (Storey, private communication,
1977} . Extension of the work on the range-energy relation of electrons,
described by Gledhill, now seems possible. This, in turn, would give
additional input to: the theoretical models concerning the interaction of
electrons and chérged énd neutral particle atmospheres at very low ener-

gies, where the greatest uncertainty as to the microscopic processes lies.
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ABSTRACT

At high invariant latitudes, 260°, large fluxes of low-energy

(0.1 -10 keV) electrons and protons have been noted entering the upper

atmosphere.

Measurements of the characteristics of these particles

are reviewed including those obtained from both 'direct' satellite

observations and 'indirect' methods, such as analysis of optical emissions.

An 'average' picture of such precipitating fluxes is derived.
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1. Introduction

An influx of particles at high latitudes has long been postulated as
the cause of the various auroral emissions. Early measurements to determine
the characteristic properties of these particles were made by flying
particle detectors on board rockets into visible auroral forms. These
observations revealed that the particles responsible for such emissions
were electrons and protons of energies in the range of a few - 10 keV.

The advent of satellites enabled more detailed information to be obtaiﬁed
and the improvement in detection techniques allowed observations to be made
at progressively lower energies, so that measurements are now possible
over the entire magnetospheric particle energy range from thermal energies
N>l eV to 50 kev, These data indicated that at very low energies,
typically a few hundred eV, there were considerable fluxes of particles.
Calculations (Rees, 1969) have/shown that such particles deposit much of
their energy at F-region altitudes and thus any study of the high latitude
F-region ionosphere demands a knowledge of the properties of such particles
so that their influence can be clearly specified. In addition it has
been postulated (Hoffman, 1972) that these low-energy particles are res-
ponsible for many other interesting phenomena both above and in the
ionosphere, such as the generation of VLF hiss, magnetic purtﬁrbations,

and various optical emissions.

The following sections contain a review of the most important of
fhese obser&atiqns which are pertinent to'F;region physics. | Section 2
details the so-called 'direct' techniques which are largely satellite-
based. A few of the most successful'ihdirecf techniques are included in
Section 3..1 fi@élly in Section 4, an average, in so far as it is possible
in dealing wi%ﬁ.guch variablerprocesses, picture of quiet-time incident
particle fluxes is obtained. The Appendix collects .many of the terms and

summarises units common in reports of such experiments.
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2. Direct Measurements of Precipitating Particle Fluxes

2.1 Introduction

Now the most commonly used method of investigating the structure of
high latitude particle precipitation is that of satellite-borne particle
spectrometers. From rather crude instruments with high (a few keV)
energy thresholds these detectors have advanced considerably and are now
capable of detecting particles with energies from a few electron-volts to
approximately fifty kilo-electron~-volts. They are now carried as a matter
of routine on most satellites investigating the ionospheric/magnetospheric
plasma, and detector and satellite specifications of the most successful
of these are found in Table Al. 1In fact detectors, such as the LEPEDEA

energy
(low energy proton and electron differential{ analyser} and the SPS (soft par-
ticle spectrometer),have become so widely used that it is instructive to

describe the principles of operation of one such example - the Soft

Particle Spectrometer flown on ISIS I and II.

2.2 The ISIS soft Particle Spectrometer (SPS) .

This instrument (Heikkila et al., 1970), shown schematically in
1yo

‘ Figure l;:[was designed to coqnt electrons and protons with energies from
10 - 10000 ev. The instrument consists of two collimating apertures,
placed. perpendicularly as in Figure 1lb, and these provide both an axial
and radial @eam positioned on the the satellite as shown. Energy selec-
- tion is controlled by eleétrostatié deflection and the énergy range is
sampled in 19 steps (including 0 eV). Each step is held for 1 second,
during which time electrons and protons in the two perpendicular directions
are counted for 0.5 seconds. An alternative mode allows a fast energy
sweep to provide quicker spectrum coverage.

Pitch angle information can be obtained in two ways. One is to

compare simultaneous data from both the radial and axial beams but better

pitch angle information results can be obtained from the spin of the

satellite allbwing the radial beam to scan through the sky.
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Counting is accomplished by means of electron multipliers which for
the detection of 1 primary particle provide a voltage pulse suitable for
amplifyinq and counting.

The basic advantage of the SPS is that its radial beam geometric
factor of 1.2 10 ° cm? ster is considerably larger than that of comparable
instruments. This coupled with a wide energy passband (AE/E = .8) gives
a very large count rate and this sensitivity allows measurements of very

weak particle fluxes to be made.

2.3 Early Measurements

The first experiment to measure electron fluxes (Evans et al., 1964)
detected integral fluxes of electrons at energies 280 eV and 220 keV
respectively. Such detectors flown by Sharp et al. (19€9) and others
on board the satellites Aurora I (Burch, 1968, 1969), and Ogo 4 (Hoffman
1969, 1972) revealed several distinct regions of particle precipi-
tation.

Around the magnetic pole, at 380°, a region, which has become known
as the polar cavity (Maehlum, 1968) was discovered. Here, (except for

occasional bursts), there were no detectable fluxes, and these observations

placed an upper limit on the energy influx for this region of .00l ergs

2 1

em™2 ster™! 5! (Burch, 1969).

Surrounding the cavity, on the dayside, early data suggested that
these were two adjacent but distinct zones of precipitation, each a few
degrees in latitudinal (north-south) extent. The poleward zone, very
intense and with great structure, extended from A % 80° to A o 75° and
has been termed the 'burst' (Hoffman, 1969) or ‘soft' (Burch, 1968;
Eather, 1969) =zone. Electrons in this region wére of very low energies,
typically approximately a few hundreds of eV and deposited %.16 ergs
em2 s of (.1 2 E 1.3 kev) energy into the atmosphere. Only pitch

angle information was available at “2.3 keV energy (Hoffman, 1969).

This indicated that fluxes in the burst region tended toward anisotropy.

o
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However, measurements at this energy may not have been typical of the
lower energy regime of the spectrum.

The low latitude region was of very different character. Here
fluxes were steady and weak but were of markedly higher energies -
typically approximately a few keV. Burch (1968) designated this region,
which stretched from A A 69° to A & 75° the ‘hard! zone which corresponds
to Hoffman's (1969) ‘ban@' region. However, unlike the soft zone this
precipitation did not extend through all dayside hours but often terminated
around local noon. Of these experiments only that of Sharp and Johnson
(1968) was sensitive enough to protons and this revealed the possibility
of two proton precipitation zones coincident with electron precipitation.
An illustration of the early data and differing spectral characteristics
observed in these differing precipitation regions is shown in Figure 2.
Here, Aurora 1 observations for a north polar pass are reproduced together
with 6-point energy spectra sampled at designated points along the satellite

track.

Duriﬁé locél night behaviéur appeared more.comélicéﬁed. Again”preci— N
pitation was detected equatorward of the polar éavity but fluxes were of
higher average energy than on the dayside. Sharp et al. (1969) and Hoffman
(1969) found it difficult to delineate hard and soft zones as on the dayside.
Instead they outlined a single precipitation domain at invariant latitudes
A % 65° to A Q 70° in which the average energy increased with decreasing
latltudes. Thus the proportlon of iow energy electrons present in the flux

“decreases with decrea51ng latltude. ‘ Burch‘s data, however, again allowed
separation into high (soft) and low (hard) latitude zZones analbgous to
those on the dayside. He measured the precipitated energy flux to be
n.008 ergs cm~2 s“i in the high latitude region. Hoffman and Burch (1973}
discovered that measured spectra were approximately isotropic over the
downward hemisphere. However, Hoffman has reported very intense bursts

of field-aligned precipitation. These have since been related to the
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inverted 'V' events of Frank and Ackerson (1971, 1972} {(Hoffman and Berko,

1972). They are temporally very variable and of limited latitudinal

extent (typically AL - 1}% invariant latitude, A). In this work they

have not been considered in great detail since their spatial extent is too !

small to have any appreciable effect on the global distribution of electron ?
!

density above A = 60°

2.4 Results of Frank and Co-Workers

Frank and his co-workers haverderived much detailed information on
the distribution of particile flﬁxes“and their characteristics thréugh
investigations with the LEPEDEA (low energy proton and electron differential
enerqgy analyser)‘instrument mounted on a variety of satellites, notably
INJUN V and Ariel IV.

They have concluded that with gross simplification the over-all

character of éharged particle distributions at high latitudes can be descri-
bed in terms of two major zones, one located poleward and the other located

equatorward of the trapping boundary for energetic electron (E > 4.5 keV]

. A

intensities. Equatorward of this boundary at invariant latitudes 70 -

76° (dayside) and 64 - 70° (night;ide) there is a popuiation of electrons
with typical energies in the 1 - 3 keV range; These fluxes are broad,
diffuse and steady and are more intense (vio* electrons cm 2 ;—1 ster™l)
during local midnight and early morning. Intensities seem tojdecrease as
the average electron energy increases. In the early evening se;tor this
zone confr;cts being typically 1 - 2° of invariant latitude in width.

Poleward of this region appears a region of soft precipitation. Here

data show that fluxes of electrons with energies V200 eV form .a background

for the so-called very intense‘(lO9 - 1010 eilectrons cm™? s—! ster—l)

'inverted-V' events. These form narrow bands of precipitation that are
characterised by increasing average energy to a maximum (approximately
a few keV) with a subsequent decrease in average energy as the satellite

passes through the band. These events, located just poleward of the
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trapping boundary, increase in occurrence frequency, width (20-30 km),
intensity and average energy from local noon to a maximum near local mid-
night. Typical energy déposited by such an event is N10 ergs em™2 g7}
ster™l. In addition, protons were also detected by the LEPEDEA including
soft protons similar to those detected by ISIS I in the high latitude
region and often more energetic protons at low latitudes, especially in
the evening local time sector.

An Ariel 4 mounted LEPEDEA has alsc revealed the very complex nature
of the pitch angle structure of these particle fluxes (Craven and Frank,
1975a, b; Frank et al., 1975). The data show that for all local time
sectors fluxes equatorward of the trapping boundary were approxiﬁately
isotropic outside the loss cone except toward the equatorward boundary
where the average energy begins to increase and the pitch angle diétribu—
tion begins to peak at 90°. Poleward of the trapping boundary the
pitch angle distribution encountered depended on the local time sector
sampled. In the post-midnight sector, all fluxes measured exhibited
approximate isotropy. However, during the local day, local evening and
around midnight there often occurred sporadic field-aligned
intensities rising out of an isotropic background. Field-aligned inten-
sities reached a maximum at energies approximately a few keV and at energies
greater than this fluxes became entirely isotropic. At energies N a few
hundred eV, however, there were strongly field-aligned intensities.
'Inverted-V' events displayed similar complexity with isotropic pitch
-angle distributions in the centre bognded-by regiops:s?owipg sﬁrongly

field-aligned intensities.

2.5 The results of Heikkila and co-workers

Due to its sensitivity (section 2.2), Heikkila and his co-workers
using the SPS, were able to obtain significant counting rates over the
polar cavity (section 2.3) where previous detectors had registered

counting rates below threshold levels. Winningham and Heikkila (1974)
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have divided the fluxes observed in this region into three types, accor-
ding to their temporal an@ spatial properties. Very soft (energies

100 eV) and weak electron fluxes (05 ecm™2 ster. !l ev™! s~ 1) were present
at all times and over the entire polar cap region. These so-called
'POLAR RAIN' fluxes (Winningham and Heikkila, 1974) were isotropic,

except for a single loss cone when the instrument looked down the magnetic
field line, and carried an energy flux ~1073-10 2 ergs cm 2 s~}

Further fluxes of limited spatial extent (a few tens - 300 km) were
measured sporadically in the polar cap and named ‘POLAR SHOWERS'. These
precipitating fluxes were more intense than ‘polar rain' and electrons of
energies V100 - 200 eV, assuming an isotopic pitch angle distribution

2

carried an energy flux from 1072 - 10 ergs cm s71, The 'POLAR SHOWERS' !

spectra appeared to change in character as the satellite passed from day-

side into darkness, becoming harder and of greater spatial extent. The
final precipitation type noted in the polar cavity was present only during
times of enhanced geomagnetic activity. This was an intense flux of
electrons with energies of a few keV. Winningham and Heikkilé's (1974)data
showed that this region of fluxes, which they designated "POLAR SQUALL",
extended for V5°A poleward of the soft zone, and carried a total energy

flux of V107! ergs cm 2 ster™! s71,

ISIS I also confirmed the existence of the soft zone on the dayside.
During dayside hours from 0800 - 1000 MLT from invariant latitudes 75°-80°,
Heikkila and Winningham (1971) detected a Qery soft but intense flux of
electrons interspersed with higher energy bursts. As is seen ih Figure 3
the peak in the spectrum occurs near 100 - 200 eV and at energies below
this peak there was often a minimum at 80 eV followed by a steep increase
to very high flux values at even lower energies. Heikkila and Winningham
(1971) attributed these observations to the direct entry of solar wind

plasma down the magnetic cleft or cusp formed by the neutral lines in the

geomagnetic field. Through this mechanism the solar wind was seen to
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2

deposit an energy ™2 ergs cm 2 ster ! s 1. In addition, a coincident

proton flux of average energy "Vv300 eV was also detected but both number
and energy flux levels were typically two orders of magnitude below those
associated with electrons. As far as Heikkila and Winningham's (1971) i
data were able to show, these fluxes appeared isotropic over the downwaxd
hemisphere. Equatorward of this region observations of a hard zone simi- f
lar to that specified by Burch (1968) were reported, where fluxes, at
least at auroral latitudes were isotropic over the downward hemisphere
(Heikkila, 1972).

ISIS I measurements have also been reported in the 2100-0300 MLT
sector (Winningham et al., 1975). Although this investigation was
largely concerned with geomagnetic substorms a quiet-time picture was
presented. From A v 75° to A ~n 70° there appeared a region of cleft-like
precipitation (average energy and number fluxes very similar to those in
the cleft). However, the fluxes on the nightside were an order of magni-
tude less intense and possessed a trapped pitch angle distribution (i.e. '
a peak at ap = 90°). Equatorward of this region, at invariané latitudes
70°-66°, the spectrum hardened appreciably to an average energy 800 eV
and then softened to "3QeV. Here the pitch angle distribution appeared
isotropic for energies <1 keV and trapped for greater energies. At lower
latitudes a weak trapped flux of electrons with energies >1 keV was
apparent and was probably the low energy component of the Van Allen
Radiation Belts. Proton fluxes of scmewhat higher eneréies were present
in both of the first two regions described above. Typical examples of |

these flux types observed with the SPS are shown in Figures 3 and 4.
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3. Indirect Observations

3.1 Introduction

Hartz and Brice (1967) first demonstrated that by global mapping
of particle related phenomena it was possible to indicate patterns of
electron and proton precipitation. They utilised various effects includ-
ing auroral absorption, VLF emissions and optical emissions observed from
the ground and deduced that on both day and nightside there were basic

types of particle flux separated in latitude.

3.2 Distribution of particle fluxes

Work later than Hartz and Brice (1967) has developed studies of
(Eather, 1969; Eather and Mende, 1972) particle excited optical emissions
both from aircraft and theuground and it is now possible, using theoretical
calculations on particle excitation, to derive a great deal of information
on the particle fluxes from the study of the latitudinal distribution
and intensity of certain spectral lines. The most important lines are
the 48618 H emission, N; emissions at 42788 and 3914A and the O oxygen
lines at 55177 and 63005. Table A.2 indicates how these emissions can be
used to derive the precipitating particle species, total energy flux and
average energy of the flux.

A useful summary of such measurements given by Eather and Mende
(1972), indicated satisfactory agreement with satelli;e observations.

From a great deal of data, they determined‘the average properties of
precipitating particlasapa:their global distribution. Dayside electron
‘ pa;terné showed a demarcation into 'hard' (a few keV) and 'soft' (100 -
'206”évl zones with protons 300 eV present in the ﬁigh latitude 'soft'

electron zone. The probable average energy fluxes are V.l ergs cm™2

s 1 ster~! for the 'hard' and 'soft' electrons and V.05 ergs cm 2 s !

ster” ! for protons. The lower latitude proton zone proposed by Sharp

and Johnson (1969) was not indicated by photometry.
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Optical data obtained during local night were interpreted in terms
of a broad region of low-intensity electron precipitation extending from
the polar cavity to the tfough region. The average energy of these
electrons increased with decreasing latitude from 500 eV to 1.5 keV.
Superimposed on these fluxes at lower latitudes there were high intensity
fluxes of energies approximately a few keV. Thus the position appeared
more complicated than on the dayside. The soft fluxes apparently exten-
ded right across the precipitation region with high energy electrons present
only at lower latitudes. Protons of approximately a few keV energy were
indicated by HB emissions equatorward of the ‘'hard' electron zone during
local evening moving poleward until in the post-midnight sector the
proton and 'hard' electron zones were concurrent.

Precipitation patterns for electrons and protons in polar regions
derived from such heasurements are shown in Figure 5. Question marks
indicate zones of uncertainty and the Q= 1 (quiet-time) auroral oval is
superposed for reference. Different source»regions: were proposed for
day and nightside fluxes and hence the precipitation pattern suggested
consisted of two 'horse shoes' with discontinuities at 0600 and 1800 MLT.

However, recent data from the ISIS II Auroral Scanning Photometer
at wavelengths of 4278 & and 5577 & {(Iiu et al., 1975) have shown that
the diffuse and discrete auroral emissions form clear and continuous
adjacent bands approximately along the 70° invariant latitude contour.
Collaborative observations have been répértea by Buchau et al. (1372),
who followed the discrete and diffuse aurora for complete cicumpolar
aircraft flights. Hence, since optical emissions are continuous it
appears that the gaps of Figure 5 near 0600 and 1800 MLT must be filled

in to form continuous precipitation regions.

3.3 Solar cycle variations

Eather and Mende's (1972) data indicated no measureable fluxes in

the polar cavity and placed an upper limit on the precipitated energy
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2 g7! ster”!. sandford (1969) has suggested,

flux of X.001 ergs cm ¢ s
however, that this may not be the case at times of high solar sunspot
number . From a collection of optical data for a time period extending
over the International Geophysical Year (1957-8) to a solar minimum epoch
at 1962-3, Sandford has shown the cccurrence of very large intensity and
latitudinal variations. Of especial interest were the very high intensi-
ties of the 6300 A and 3914 A emissions over the polar cavity inferred
from IGY data. Typical data are reproduced in Figure 6 and, despite the
lack of data at high latitudes, show the possibility of considerable
levels of emission and hence particle fluxes in the polar cavity at high

sunspot number. This effect has not since been observed, however, and

was possibly due to the abnormally high sunspot number of that period.
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4, An Overall View

There still remain unresolved inconsistencies in data concerning the
influx of low-energy particles not least among these being observations in
the soft dayside region or cusp. Here-Frank and Ackerson (1971) see a
zone of 1° latitudinal width with field-aligned fluxes. Heikkila and
Winningham (1971), however, note a region of isotropic electron and proton
fluxes 5° in latitudinal extent. Such observgtions and the very varied

"nature of patterns and structure of precipitating particle fluxes make
any statistical analysis of related phenomena or calculations involving
such parameters very difficult. To make such problems tréctable an aver-
aged picture of this mass of observations, involving gross simplification,
has been attempted.

The first of these is to neglect protons. Recent observatiéns
from the Atmospheric Explo;er-c satellite at energies 2200 eV (Torr et
al., 1976), summarised in Figure 7, show that the total high latitude
energy flux, carried by protons, between 250 and 300 km, is often two
orders of magnitude less than that carried by electrons. On average it
is found that protons carry only 2-4% of the energy in the total energy
flux. In addition, protons, on entering the neutral atmosphere, often

undergo charge exchange reactions such as:

+ +
Hfast + chermal Hfast + chermal

H';ast * othérmal — of;s£ * H:hermal
and thus possess short lifetimes. Hence they are an unimportant factor
in most particle effects which originate lower in the atmosphere (51000 km).
For the purposes of further analysis a second simplification of
dividing the polar regions into the four precipitation zones, shown in
Figure 8, is made. The characteristics of electron fluxes found in these
regions are tabulated in Table A.3. Typical spectra for the regions are

shown in Figure 9. That for polar rain was taken from Winningham and
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Heikkila (1974) whilst the dayside and cusp and nightside spectra were
averaged from those presented by Winningham et al. (1973). Where curves
become discontinuous fluxés drop below sensitivity levels. The dayside
hard spectrum was derived from Hoffman (1972). Here an artificial cut-
off is applied since the lower energy limit shown was the lowest energy
at which Hoffman's detector was operable.

In this account only events of a temporally 'steady' nature have been
included. Fluxes such as polar showers and inverted 'V'-events have been
excluded. However, spectra have been published for such events and hence
computations as to their effects can be made. However, simplification
necessitated their removal from the pattern presented here and it is
considered unlikely that they contribute significantly to the average polar

F-region electron density.
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Units'énd'Definition'oszarticle Fluxes

For a charged particle moving in a magnetic field there can be
three types of pericdicity; cyclotron motion, bounce motion and drift
motion. To a first approximation in a homogeneous field the precipita-
ting particles can be regarded as entering the atgosphere spiralling down
field lines. They are then characterised by their mass, velocity or
energy and pitch angle. The radius of this spiral is given by the particle
gyro=-radius. |

A4 B

Spiral motion of a posi-
=~ tive particle around a
\ magnetic field line

- particle
_~ trajectory

The pitch angle ap is the angle between the velocity wvector and the magnetic

field.
sin OLP = V_L/V Al

Precipitating particles

A term often referred to in particle measurements is the loss cone.
Those charged - particleswhich are lost into the atmosphere, as cpposed
 to those which are reflected back into the magnetosphere by the convergent
geomagnetic field at decreasing altitudes, are said to populate a loss cone.
The loss cone is defined at any location with a mégnetic fiéld B as any

pitch angle ap < 0 where
sinc = B/B A2

where BM is the maximum field likely to be encountered. Particles with

pitch anglés less than o are called precipitating particles. For auroral
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precipitating particles the equatorial loss cone is "3° -in angular extent.

The count rate of a particle detector, R, is given by

E
max
R = G J n (E) J(E) 4E
E .
min
where G is the geometric factor of the detector
n(E) is the efficiency of the detector or the number of counts for

each incident particle

E and E_, are the upper and lower bounds of the energy passband.
max min

J(E) is the differential directional flux.

The differential directional flux.J(E,ap), is the number of particles in a

unit energy interval and unit solid angle crossing unit area perpendicu-
lar to the velocity direction in unit time. Hence if dn particles

impinge on area ds,in time dt and solid angle df

dn = J(E,ap)ds dft 4 dt .

Units are [cm? s ster ev] t. This is the quantity usually specified

when a particle energy spectrum is presented.

The integral particle flux, F, is the total number of particles incident

on a sphere of unit cross-section in unit time from all directions between

energies E . and E .
min max

E
max
Fr = J J J(E,ap)dQ dE A3
E . 47
min

Units are [cm2 s]_1

The integral energy flux, T, is the total energy of all particles between

E and E_. incident on unit area in unit time. Hence
max min
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E
max
T = J J E J(E,0)d0 dE a4
E . 4x
min :

Units are ergs cm 2 s L.

Hard and soft electrons The terms 'hard' and 'soft' are generally sub-

jective classifications of the particle energy. In the regime of F-
region physics, electrons of energy Rl keV are said to be hard, while
those below this energy are designated soft. However, this is not a
strict rule and in some literature the transition between soft and hard
particles may be as high as a few keV. An example of spectral division
into hard and soft components is given in Figure 2A4.

Thus the spectral descriptions soft- and hard-dayside, etc. bhecome
self-explanatory, with the-fdrmér adjective referring to the energy con-

tent and the latter the local time sector in which it is found.



photometers

photometers;
Langmuir
probes; Ion
probe.

*
Table A.l
Satellites carrying low-energy particle detectors
1963 - 42A . .
ATMOSPHERIC ATMOSPHERIC
and AURORA 1 0G0 4 INJUN 5 ISIS 1 - - .
1965 - 90A EXPLORER C EXPLORER D
Launch date 29.6.67 28.7.67 8.8.68 30.1.69 16.12.73 March 1975
. (variable through
Perigee (km) ~300 3808 412 677 570 150 thrust capability)
. ' (variable through
Apogee (km) "300 3928 908 2528 3500 4000 ) ust capability)
. : 89.9
o -
Inclination (®) (94 for 1965 89.92 86 81 88.5 68.4 98
- 904A)
zyie Zf Zi?izzilator +—r—mermimeee  Electrostatic se;ection of particle energy and species
etector and metal P 8y P
foil
Elec— Total energy .2 = 25 keV in 16 bands.
trzﬁs in electrons Fixed energy detector at
AEC AED) . Additi )
of\ A‘Channels 40 — 12000 eV S.kev ( + ‘ ) ddi 1o;a
E 22, 10, 3 channels with peak fixed energies, .2, .38, .72,
. 21 kev energies at 1.4, 1.9, 2.6, 6.9, 18.0 keV
Energies g 46 - 280 eV AED only).
and 0BG keVl 540 - 2400 ev| 200 ¥ 10 - 12000 ev | MEP only)
parti- Total energy 6200-25000 eV 7300 ev (22 bands)
cles Pro- : 2400 eV )
tons 1? protons 400 e 50 - 1500 eV .2 ~ 25 keV (in 16 bands)
o .
E 2 4000 eV
Resolution
- - A 0 O
(LEJE) 162 257 407 307 30%
Pitch angle Pitch angles | All pitch Pitch angle Pitch angle Pitch angles 0 % a_ %180 | As AEC when
information sampled ‘at angles accep-| ranges samp— | ranges samp— | sawpled in when “spin- spinning.When
%) 0, 60 ted <30 led centred led centred range 0 - 180§ ning. ay= orientad 2(45,
P on 0, 30, on 0, 90 obtained by | 45 (only) 60) and 4(27,
60; 90 satellite when oriented{ 35,45,60)pitch
spin angles sampled
Additional None Various Ion mass DC electric Topside soun=| Various spectrometers (ion,
Experiments spectrometer | field sensor | der; Scanning | neutral, uv, photoelectron);

Langmuir probes;
Photometers.

LLT



TABLE A.2

Gntensity of HB line)

Y

Proton| correction

Intensity of Electron excited
+ . +
4278 N2 4278 N2

'

Total electron

energy flux

*
Here the figqures refer to wavelengths
. o .
measured in angstrOm units.

Proton flux

Proton| correction

Y

Electron excited

6300 OI

6300 _
4278

|
w

Ratio

Y

Mean energy of

electrons

Intensity of
6300 OI

~Assume spectral

form (Maxwellian)

8LT



STRUCTURE OF HIGH LATITUDE ELECTRON PRECIPITATION

Polar cavity Soft dayside Hard dayside Nightside
Latitudinal extent R81 77 -~ 81 (afternoon) ve8 - 75 (dawn) 66 - 75
(A°)

75 - 82 (dawn) 70 - 74 (noon)
ILocal time All LT's 0600 - 1800 0600 - 1400 1800 - 0600
extent
Average particle n0.10 nD. 20 vy -5 Decreases with
energy (keV) increasing latitude
from
S - L5

Integrated energy 0.003 0.1 - 0.2 0.1 Average "v.15
content - S
(ergs cm~%ster~1s™1)
Pitch angle Isotropic Isotropic? Isotropic Variable
distribution
Temporal Steady Very variable Steady, diffuse Variable
behaviour

Table A.3

6LT
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AXTAL BERM
!
1
!
/
:7“' Deflecting field
/
/
/
Ve
”’
) q -
Electron \ Electron multiplier
multiplier i
Electrons Protons
-; Deflecting field
/
RADIAL BEAM

Figure Al(a)

Figure Al (b}

A schematic diagram of the soft particle spectrometer (SPS)
carried on ISIS I. Electrons and protons from two mutually
perpendicular directions are electrostatically separated and
guided to particle detectors where they are counted. The
broken and solid lines represent idealised trajectories for
electrons and protons respectively.

10° CONE AXIAL BEAM
Geometric factor = 5 x 10™% cm? sterad

~
A

//‘\'

RADIAL BEAM 406° x 1(G°
Geometric factor
1.2 x 20-3 cn® sterad

\
\
{
{
1

!

I'd

————n e MO G AL GMETR S GG e

spin axis

The positioning and viewing angles of the particle entry
apertures on ISIS I. The positioning of the radial beam
and the satellite spin combine to sample a selection of

pitch angles while the ‘axial beam points in a constant
direction.
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PREC!PITATED ELECTRONS
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Figure A2 (After Burch, 1969). Typical measured and derived data from an

early satellite particle‘detector'on board Aurora 1, for a day-
side pass, 159, on 18th July 1967, during quiet magnetlc condi-
tions (Kp = 1).

(a) Simultaneous measurements of electron fluxes in thé labelled
energy bands as a function of L-coordinate, MLT and UT. The
'soft' zone is evident for L & 40, with high structured fluxes
in the 96-163 eV and 150-820 eV energy bands. A clear transition
to a 'hard' zone occurs near LV18 when fluxes of particles with
energies A1 keV decrease and an accompanying steady increase in

~the number of particles with higher energies isg seen.

(b) Measured spectra in the 'soft' and 'hard' zones showing their
different characteristics.. The spectra designated L and M were
constructed from measureemnts obtainea at tue points similarly

indicated in thehupper diagram. As discussed above these were
.har - . onk . - ..
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Figure A3 A typical electron spectrum observed in the cleft or soft dayside
region by the ISIS 1 soft particle spectrometer for orbit 1603
on June 22nd 1969. Data were taken from Winningham et al. (1973).
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Figure A4 A typical hard nightside. electron spectrum observed by ISIS 1 on
the same orbit detailed in the caption of Figure A3. The essen-
tial difference betyeen the soft day and hard night spectra is
immediately apparent, the energy peak shifting from energies of
approximately a few 100 eV to the keV range, from day to night.
The spectrum is roughly divided into soft and hard components.
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ELECTRON

PRECIPITATION PROTON
PRECIPITATION
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00 00
—-=- AURORAL OVAL, Q1 -—- AURORAL OVAL, Q= |
L] Ll - -
v,z "AURORAL" (I-10KEV) AND °"HARD "AURQRAL" (1-20KEV) AND "HARD"
ZZ DAYTIME PRECIPITATION ZZ DAYTIME FRECIPITAT:ON
DAYSIDE SOFT (0,1— 0.3 KEV) ZONE ZZ DAYSIDE SOFT (X1 KEV) ZONE

e
BB
————

NIGHTSIDE SOFT

Figure A5

(0.5- 2 KEV) ZONE

(From Eather and Mende, 1972). Electron and proton precipita-
tion patterns ohtained from observations of optical emissions,
shown on a grid of invariant latitude and magnetic local time.
The shading is explained in the key. The auroral oval (Q = 1)
is superposed for comparison and the question marks refer to
areas where evidence for precipitation is uncertain.
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Figure A6 (After Sandford,1969). A comparison of the latitude profiles of the median intensities (in kilorayleighs)
~of 5577 and 6300 R emissions observed at periods of high (1958-9) aid low (1963) sunspot number along the

noon-midnight corrected geomagnetic time meridian. The numbered curves refer to values of local K-index
with the arrow indicating the direction of increasing K. The greatest difference between these two sets
of curves appears at latitudes >80° corrected geomagnetic latitude where emission in 1963 fell sharply to
low levels while at solar maximum relatively high values seem to be maintained. Thus although there
are no'data at higher latitudes Sandford (ibid) inferred from these results that high emission levels are
present over the polar cap near maximum epoch of the sunspot number cycle.
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INVARIANT LATITUDE, deg.

(After Torr et al., 1976). The total energy influx between
altitudes of 250 and 300 km, for protons (thin curve} and
electrons (heavy curve)., for nightside hours, as a function
of invariant latitude. The figure demonstrates the relative
importance of particles as a source of energy at high and
low latitudes and that electrons are the largest source of
this energy.
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Figure A8

%///// Dayside 'soft’ zone

¢ Dayside 'hard' zone

An idealised map of steady
electron precipitation at high
latitudes superposed on a grid
of invariant latitude and mag-
netic local time. The polar
region has been divided into 5
sections comprising those shown
in the key and also the polar
cap where various flux types are
observed. (Explained in the
text.)

Nightside zone

(see text)
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fypical electron spectra cbserved in the regions shown in
Figure A8. The nomenclature is explained in the key

In many cases,particularly spectrum 3,artificial cut-offs
are applied by the energy passband of the particle detector,
However, few observations of low-energy particles have been
reported in the 'hard' dayside regime.
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PART II

" EXPERIMENTS WITH PLASMA WAVES
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Nomenclature (Part IT)

magnetic induction = uog

speed of light in vacuo

Electric displacement

Electronic charge (positive)

Elgctric field
wave frequency or particle distribution function-
electron gyrofrequency, wH/Zﬂ
-
upper hybrid frequency
conductance
magnetic field
wavevector
Boltzmann constant
electron mass
an integer, 1, 2, 3, ...
electron density
the electron gyroradius,l/wﬂf?iivﬁﬁ—
position vector
susceptance
time
absolute electron temperature
particle velocity
group velocity
thermal speed of an electron, /T§E7ET
admittance, l/zy= G + 1is
impedance
tensor permittivity
perpendicular component of g, £, (k,w) = e(k,,w)
permittivity of free space

wavelength, 2m/k
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Debye length,= (EOKT/NeZ)%

k_%r2

permeability of free space

collision frequency between electrons and neutral particles
phase angle or electrostatic potential

2nf or 21rfo

electron angular gyrofreguency, lego/ml

plasma frequency ZHfN

2ﬂfT
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CHAPTER 4

THEORY AND EXPERIMENT IN PLASMA WAVES

4,1 - Introduction

Plasma waves occur naturally in a wide variety of situations ranging
frém astrophysicalhplasmas to the earth's upper atmosphere. They can
also be excitéd artificially in the laboratory by anternae immersed in
the ambient plasma, and,.as the so-called 'resonance spikes' on topside-
sounder records illustrated, in the ionospheric plasma. Our subsequent
understanding of these wa§es has resulted largely from the research

arising from the latter observation.

The topside-sounder resonances indicate that at certain frequencies

signals are received continuously, and initial work centred on identification
of these fréquencies. Analyses showed that the frequencies depend on para-
meters local to the satelli;e and are the local electron plasma frequency,fN,

the‘Ioéaihﬁpper hybrid frequency, fT' and the electron gyrocharmonics, an,
(n=1, 2, ...).

Physically, an explanation of the resonances requires a class of undamped
wave at the identified discrete frequencies, whose group velocity matches
that of the satellite, so that a propagated wave packet remains at the

antenna.

The presence of reéonances at the frequencies fN and fi suggest that
electrostatic oscillations of electrons, in directions parallel and
perpendicular to the static magnetic field, might be involved. In this
process, the electrons oscillate against the restoring force of the
stationary ions. However, this type of cold plasma mechanism is unable

to predict waves at the electron gyroharmonic frequencies,

When electron thermal motions are considered, a plasma in an applied

magnetic field is capable of sustaining a great variety of wave motions.
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Many of these wave motions are severely damped, and Landau (1946) showed
.that electrostatic oscillations, at the plasma frequency would, in the
absence of a magnetic field, bechanged into slowly damped propagating waves.
Later, Bernstein (1958), using a similar analysi;, was able to show that
for a hot magneto-plasma and,in the particular case of propagation

striétly perpendicular to the applied magnetic field, damping disappears
and pure real solutions of the dispersion relation exist at harmonics

of the electron gyrofrequency. It is now acknowledged that these slow,
propagating, undamped waves -~ the Bernstein modes, are responsible for

topside~sounder resonance observations at the electron gyroharmonics.

Furthermore, numerical simulations of ray trajectories near fN and fT
by McAfee (1968, 1969), and recent analytical ray tracing of electron
oscillations near nfﬁ_(Bitoun, 1974), have shown that waves of the type
thought to be responsible for satellite resonances can be reflected

' obliquely from an electron density gradient. Buck}ey~(1974) has
demonstrated the principle of a plasma wave radar in showing that, in
certain circumstances, at the resonance frequencies, a swept—ffequency
transmitter in a satellite can excite two waves of slightly different
frequency, which can be received back at the satellite. The resulting
interference pattern can be interéreted in terms of the local plasma
parameters; electron density and temperature, and the possibility of

using such waves as a space diagnostic is suggested.

The ﬁernstein modes have become the subject of extensive laboratory
investigation. Initially, these experiments were primarily designed to
verify the dispersion relation derived by Bernstein (ibid), (Crawford, 1970).
Recently, they have been extended to include all aspects of their
propagation characteristics, including their application as a X

plasma diagnostic tool. Two techniques have been developed for

experimental investigation of hot plasma properties and the Bernstein waves
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excited by applied external -alternating voltages:
1. Direct measurement of excited Bernstein mode wavelengths.

2. Examination.of the frequency variation of hot plasma admittance.

Studies of the type 1, (Andrews, 1969; Clinckemaille, 1970} have
indicated that cyclotron harmonic waves possess distinct advantages

as a plasma diagnostic, éiving accurate measurenents of electron density
and tempeiature. They have very small wavelengths which allow probing
éf small~-scale electron density irregularities and, at distances greater
than several Debye lengths from ;he antenna, neasurements appear to be
unaffected by the form of exciting probe and the surrounding ion

sheath., This is important since the sheath is a liftle—understood region
whereicurrent theory requires,much'developmenta -+ . It is the region
where the alternating voltages couple to the plasma through perturbations
to the particle trajectories and non-linear processes are thought to be

active.

Experiments concerned with plasma admittance (Andrews, ibid; Mantei, 1967)
give great insight into plasma behaviour. They can also be used for the
inference of plasma properties, but may suffer the disadvantage of

dependence on the exciting probe and its surrounding sheath.

The subsequent sections will be concerned with an extension of previous
measurements, with special reference to two areas where previous work has
been sparse. The first of these is an examination of propagation above

the upper hybrid frequency, £ _, where theory suggests that two Bernstein

T
modes are excited. A further study centres on the effect of the antenna
dimensions on the measured plasma admittance and possibilities for the
use of such methods in the determination of sheath size. The implication

of these experiments is discussed, but first a brief theoretical background

will be supplied.
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4.2 Theoretical background , ;i

The theory of wave propagation in an infinite magnetoplasma has recently
received extensive attention, see for example, Dougherty, (1974);
Thomas, (1975); and references therein. Thus only the most relevant

aspects will be treated here. .

4.2.1. Maxwell equations for the plasma. There are two possible

approaches to the theoretical treatment of a’plasma. One can regard
it as a region of free space with;mrmittivityeo, and an internal

assembly of free charges andgcﬁfrents; p If a driven

int and Jinte
antenna is immersed in the plasma the driving charge and current
density form an external source, specified by pext and jext‘ The
first and last Maxwell egquations become:

‘WD = V.e .E = p

int . ext 7 4.1

- dext T dint * EOE

<
>
o]
i}

Alternatively the plasma may be considered as a dielectric with a
tenscr permittivity,e. 4.1 is then written:

- V.

o

= V.g.E = p .
' ext : 4.2

' P—ext t&E

AN 8

If all quantities are assumed to vary as éﬁpi(wt - k.r) then the
operators V and 3/3t take the form -ik and iw respectively. Maxwell's
equations can then be combined to give the wave equation, with sources,
and applicable only after the initial transients have decayed.

| : : > s = i s 4.3
L B GeB) et U g B s e p, Jo

4,2,2, The electrostatic approximation. This widely-used approximation

greatly simplifies the analysis of wave propagation, and it is worth-
while to examine its physical meaning. Waves which are electrostatic
in character possess a negligible magnetic wave field, implying that .

the wave vector, k, is very nearly parallel to the wave electric field,



196

E. Hence as k A E = 0, the wave electric field is derivable from a
scalar potential, ¢, i.e.

E = -V = ik¢ " 4.4

An equivalent statement of the electrostatic assumption is given Iby
S£ix (1962). The electric field components perpendicular (E,), and
parallel (E,) , to k are related by the full wave equation (4.3).
This can be written in the form:

(e.n® - &) E, = EE,
where n = :—)-]5, the refractive index. For E > O, the condition for
pure longitudinal or electrostatic waves, n ;nust be very large.
Hence EE- >> 1 or w/k << ¢
The nature of electrostatic waves is clear from this relation,
showing phem to be slow waves, with phase velocities compérablé
with the electron thermal speed, and\ of short wavelengths (the‘

mm and cm range).

The electrostatic approximation greatly simplifies the wave equation
4.3, which reduces to :

C we.E = i3 4.5
wg-E S -

4.2.3. Transform techniques. It has proved convenient,when using

equations of the type represented by the Maxwell and the Boltzmann
equations, to use transform analysis. In this procedure quantities
which are functions of r and t become functions of k and w by the
application of time and space Fourigr transforms. For the electric
field then

. . +O° I —i.(mt_ r)
E(k,0) = [ ar [ dt B(r,tle" k-xr. 4.6

-0 6]
As an example the transformed permittivity can be defined by the

relation



197

The use of these methods introduces two assumptions. These are
that the plasma must be infinite, or at least of very large
dimensions compared with the wavelength of the waves, and that

the wave fields must be small, so that linear theory can be applied.

- Equations are consequently obtained for the wave fields in terms
of k and w. If comparison with experiment is desired, the inverse
transform must be applied.

v a | aEkwe

(2m* L, c
The evaluation of 4.8 introduces many difficulties involving the

i(wt-k.r)

- E(r,t) = 4.8

form of C, the contour of integration.

4.2.4. The dispersion relation. If an external driving term is

introduced, its current-charge relationship is given by the continuity
equation; ' s

= k.3 ' - 4l
Qpext ELlext A

then an expression for the electric field can be derived by

substitution of 4.9 into the wave equation,

B -k pext

.. §(£{°?) = _-f____.e(li,m).ﬁ T 4.10

The condition for propagating waves is that non-zero values of §_
nmust exist in the absence of an external source. This implies that
the dispersion equation rélating w and k is given by:

keglk,w).k = 0 A 96 5

By chosing an appropriate orientation of co-ordinate axes with
.respect to the magnetic field, 4.1l can be simplified further for
propagation perpendicular to B, the static applied field, to give:

k% = 0 or glkw) = 0 ‘ 4.12

The transformed permittivity is a highly significant quantity since

its zeros determine the spectrum of waves which propagate. Much
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effort has been directed to the determination of the form of gdjk,m)#
in different plasmas. Two special cases, cold and hot plasmas, are

considered below.

N.B. In subsequent work the subscript ; will be omitted and it

is to be understood that e(k,w) is substituted for
el(g ;o) and that the wave vector k refers to a direction

k,, perpendicular to the field Eo’

4.3 The plasma permittivity

4,3.1, Cold plasma considerations. An expression for the cold plasma

permittivity can be obtained using the magnetoionic theory (Clemmow
and Dougherty, 1969). In this approximation charged particle motion
. J

arises only from Lorentz forces acting on the plasma and the
permittivity is a function of w only. For propagation perpendicular
to the applied magnetic field, the permittivity, normalised to the
free space value, is given by:

€. S w?2

£ - 1P 4.13

o w? - w2

H
The form of this expression is shown in Figure 4.1, in which the
modulus of ec/eo is plotted as a function of wH/w. The salient

features of this curve are the null at the upper hybrid frequency

and the infinity at mH/m =1,

4.3.2, The hot plasma permittivity. Thermal velocities are introduced

via the particle distribution function, f(r,v,t). The wave is
considered as a first order perturbation on the particle trajectories,
and this interaction is described as a first order correction to the
distribution function. The wave fields, which must simultaneously

satisfy Maxwell's'equations for the plasma, and the distribution
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function,are linked through Boltzmann's equation. This implies
that 6n1y collisions modify £ along a trajectory in phase space.
If the collision frequency is neglected, the Liouville equation

can be used

of 9
et Y5

5 = 0 4.14

g0
Eql:

(E + v.B).

Assuming that f can be expressed in the formAf = f° + f1 where fl,
the first order perturbation, varies as expi(wt-k.r), 4.14 can be
solved for f1 by linearising'to include first order terms and using
spa#ial and tempo;gltransform techniques. Two approaches may be
adopted;- By the use of the full equations all possible waves can be
derived or, as here, the wave magnetic field caﬁ be setbto Zero

and only longitudinal modes'wiéh Ejlg_derived. The ?}rst order
pérturbation to the electric field and distribution function are

related through current. From Maxwell's third equation,

-e [f)v ddy = (e, - E)-uE oL 4.15

J.J'_nt —1

Here d’z_is an integration over velocity space.

If the initial distribution functidn, fo, has a Maxwellian form

3/2
|77 e

then the equation for fl can be integrated to give

i.e. fo~=N[ - KT

1 + k22 = = f dy exp{~- °% - A(1 - cos y) - l-uyz} 4.16
. w w . 2
H O H
iw = Laplace transformed frequency

]

where s
A = k*r® sin?0

k®r? cos?0

1l
y = ¢‘ - ¢ = variable of integration
Th;s,integral is defined for all s if pu>0,or if s has a small real
component. Bernstein (ibid) showed that when u =.O, for propagation
perpendicular the magnetic field B , S is purely imaginary and Landau

damping is absent. As the wave vector swings away from the purely
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perpendicular direction then damping increases extremely rapidly,
although ‘it is very wavelength dependent. With g = O the dispersion

relation is
w? o 2exp{-A) In(A)

ek, w) Y% _
2L o= 1--% 7 e = 0 D
'eo - - mH n=1A((m/an) 1)

with A =(k2r2/w§)X(KT/m)=(k r)2,r is the electron gyroradius and I

L
is a Bessel function of imaginary argument. Poles are produced in

this expression when m/mH takes integer values.

The wavelengths which propagate are limited, to a certain extent, by
the electrostatic approximation and the Debye length. Although
infinitely short wavelengths are predicted, in theory one would not
expect wavelengths less then the Debye length, éince the wave fields
Gould then be subject to influénces from single particle trajectories

and not collective plasma effects. Hence %}-mus;‘be >AD.Thé electrostatic
assumption breaks down at very long wavelengths and this can be expressed

w
w _kr
H

as where v_ is the electron thermal speed. Since %* Lo,

< &,
VT T T
the expression 4.16 is invalid for m/mH;lO’kr (termed the light line)

and in this region of w/mH electro¥mégnetic effects must be considered.

The dispersion relation (4.17) has been the subject of much discussion
(Buckley, 1970; Tataronis and Crawford, 1970), and it has been derived
for many forms of initial distribution function. Those for a Maxwellian
plasma are summarised diagrammatically in Figure 4.2. Such curves

take two forms depending on whether w < or > w In the former case

o) T
there is a continuous transmission band and any real frequency can
excite two wave numbers, tkl. Fof mcfmqy propagation is only possible
if mo falls into a passband situated at,and just above, the electron
gyrbﬁarmonic frequencies. The dispersion curves permit any frequency
wo, falling in a passband, to excite four wavenumbers, tkl_and tké’

Between the passbands there are frequency domains where propagation

is not possible due to strong Landau damping. The reason for the
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Figure 4.1

Fiqure 4.2

The modulus of the normalised cold plasma permittivity, as a
function of wy/wg, given by equation-4.13. Thls particular
situation corresponds to conditions such that mp/mo = 0.5.
The admittance null at the upper hybrld frequency is clearly
evident. (From Thomas 1975)

-3

© ok

2 K

by -k

K kg

A schematic representation of the Bernstein mode dispersion
relations for the situations where wy < wy and w, > wy (lower
and upper curves respectively). These show how, depending
on the value of w,, one or two propagation modes are possible
and that transmission at wave numbers +k; and-ks is not
physically acceptable,as they correspond to negative group
velocities.
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disappearance of damping at the cyclotron harmonics is as follows.

The particles gyrate about the field lines and return to the same
~position every cyclotron period. Thus as the motion repeats itself,

there is no phase-mixing as in parallel propagation and the resultant

Landau damping is zero.

Of the waQe numbers excited, only those with positive group Qelﬁcities
are physically meaniﬂgful, since only they can carry energy away from
the source. The sign of the group velocity, dw/dk, is given by the
slope of the dispersion curves (Figure 4.2). Hence, the propagating’
‘wave numbers must have positive gradients and only -kl and + k2 satisfy

this criterion.

For specific solutions of the dispersion equation numerical techniques
must be employed. Examples of compﬁted solutions, due to Andrews (1969),
are given in Figure 4,3, The two sets of cur&es give the relationship
between the normalised variables, f/fH and kr. ”There is also a

negative branch, along the kr axis, not shown here. The two families
of curves correspond to the two possible ways of sweeping the

parameter, f/fH' used in experiments. ‘In each case eithér f;g/f or
fN/f"is kept constan? while the magnetic field or the input frequency

is varied.

4.4. Theoretical aspects of experimental situations.

In practice the iinear theory described above must be modified so that it
is applicable to actual physical situations. Experiments are normally
carried out by immersing antennae in lightly ionised plasmas and applying
small radio frequency voltages, specified by pext and jext', The procedure
adopted is then to measure the spatial or frequency variation of some
amenable parameter, such as the electric field or the plasma admittance.

The fine structure of.the electric field and admittance is governed by
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Figure 4.3 Numerical solutions of the dispersion relation (4.11) for perpendicular propagation of cyclotron
waves. The contours represent values of w and k for which €(k,w) = 0. In each experimental

situation there is continuous propagation below the upper hybrid and transmission in bands above
this frequency.

£0¢
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the form of antenna used. Two particular probe geometries have been
treated in detail. These are the cases of parallel infinite grids

(Mantei, 1967, Buckley, 1970) and parallel cylindrical wires (Mantei, ibid).
This linear theory only applies at distances greater than several Debye
lengths from the antenna, fér close to the probe the sheath region is
found;. ;Tﬁe theory can also be improved by théﬁconsideratioﬁ of

momentum transfer between electrons and neutral constituents.

4,4,.1. The zeros of e(k,w) and a collision term. To make the formulation

physically more realistic account can be taken of the effect of
momentum transfer between electrons and neutral particles. This is

done by adding a collision term to the Boltzmann eguation, thus
-?—f— = _vf
9t| collisions S

where v is the electron-neutral collision frequency for a lightly ionised
plasma. Crawférd & Harp (1964), have shown that the resulting change
in the dispersion relation (4.17) is to replace w by (w - iv) and wp’ by

“iv
- Y2
{1 w)wp.

The effect of collisions can be examined by considering an infinite
plane grid placed at x = 0, parallel to the magnetic field Eo' To

this an alternating charge of frequency w, is applied, giving
A iwot
D epext = € § (x)

where 8(x) is.the Dirac delta function. The resultant temporal

electric fieid perpendicular to the grid is
iwt
f dw
2nk2 (w - iv,k) (W - W)}

E(k, ﬁ) = k

In the absence of colllslons the roots of e(k,w) = 0, are for real

k, real. However, the zeros of e (w-iv, k) lie at w+iv and the

electric field, due to real wave number (Thomas, 1975, is
eiwot

*E-kze(wo - iv,k)

-V
E(k,t) = £

+ F(e 1 4.18

<
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The second term in this expression represents a series of damped

complex

terms arising from the fzeros of € . They all are -severely damped
because of the time dependence e-vE and consequently, for large
 values of t,the plasma responds only to the driving frequency. 1In
this case only the first term need be considered and the -spatial
electric field is given by the inverse transform of 4.18.
iw £ -

© ;"} ik. e dk

: ke (W = iv,k)

ikx

4.19

EGe,t) = S I
If v ; 0 then the roots of ¢(w,k) fall on the real k axis, where
strictly speaking the integrand is not defined. To perform the
integration the integrand is analytically continued on to the real
axis, by deforming the integration path around the roots of €(k,w)
as shown in Figure 4.4. 1In this case the field is then the sum of
the principal value of the integralhevaluated over the real klaxis

(the cold plasma term since it is independent of k), and the residues

. evaluated at the singularities (the field due to the Bernsteéin modes).

Collisions shift the poles away from the real k axis so that a real

root found at (wo,ko) is found at (mo-iv, ko—%go. Purely real

solutions no longer exist and collisional damping effects are introduced.
The new positionsof the poles are shown in Figure 4.4, The direction

in which they move from the real k axis is dependent on the sign of

fhe group velocity, obtained from the slope of the dispersion curves.

In thié case the integration can be carriea out along the whole real
axis and, for x>o, the contour must be closed in the lower half k-plane.
This results in contributions to the field from the modes -kl.and +k2

only, i.e. those with positive group velocity.

‘4,4,2, The electric field in the plasma

To examine the structure of the electric field, between parallel grids,

Buckley (ibid), has expanded 4.19 for vanishingly small v. He has
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given, for unit charge per unit area on each grid 5

in t +ik, X ~ik,x Y o iknX
_ 1 e 1 e 2 E_——it———
E(x,t) = -e 2e (W )|y _o ' Ky 28 i thp2t ! ZRen‘Xﬁkn 22
” ok '-k ok 4k a ok 'k
1 .2 n
4.20

The terms in this equation can be considered separately.
1. The first term arises from the pole at k = 0 and is the contribution
due to the capacitively-transmitted field with infinite wavelength
in_ﬁhe electrostatic approximation. It can be shown that the denomina;or

reduced to the cold plasma perpendicular permittivity given by 4.13.

2. The terms involving -k, and k, represent the hot plasma effects

1
and are the fields due to the undamped Bernstein mode waves.
Expressions of the type {k %ﬁ}-% are the éorresponding amplitudes,
and the exponential facto;s indicate that, if the probe separation
is varied, oscillations of the electric field are found. In the
stopbands, between the harmonics of the electron gyrofrequency,

béth k modes are non-existent for propagation perpendicular to

the ambient magnetic field. At frequencies below the upper hybrid

only that mode at -k, is excited. In general, these terms are

1
expected to be of small amplitude and consequently they act as

corrections to the cold plasma term (1).

3. The final term expresses the contribution of the spatially damped
modes due to the complex zeros of & , which occur when W, lies in

a stopband. At small distances from the probe these modes are

present and are thought to be partially responsible for effects

injthe sheath region.

At distances greater than several Debye lengths from the probe, the
resultant electric field between the grids can be considered as

a superposition of the capacitively.coupled cold plasma field

and, depending on the frequency,one or two propagating Bernstein

modes.
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4.4.3. The plasma admittance/impedance. The plasma admittance or

impedance can be derived from consideration of the electric field across the
plasma and the current supplied to the antenna, which is given by the time
dexrivative of pext' Hence, for an antenna current per unit area Io'

and a sepération 2xo, the unit area impedance, %, and admittance, Y

are given by
o : I
o)

1. .
z ¥ o= 2Xq

fF E(x,w) dx
0
1. 1Infinite parallel grids. Mantei and Buckley have used separate

approacﬁes,: * -differing only in detail, to determine the

electric field and plasma admittancefvariation_ across a static

ambient field, between two infinite planar parallel grids. If
 the separation of these grids is 2xo, the driving cha?ge density

is given by
C e e o it - T R :
= - S+ + .21
P gt (K70 Py © {6 xol 8 (x xol} 4.2
where § is the Dirac delta function. This expression is substituted

into . equation 4.10 for the electric field,and the inverse

transform applied to give
o ; poelwt += sin(k xo) e-lkx
VE(x,0) = - { R dk. 4.22

-0

Integrating the electric field over grid separation as in 4.22 provides
the voitage betweén the grids, and this, divided by the current per
unit area, Ib' providés the impgdance per unit area, Z(w). This |

can be treated in several ways - either splitting the impédance

into real and imaginary parts, or inverting to give the admittance,
Y(w).- Mantei (1967) has shown that Z (w) normalised to the vacuum

1@pedance, Z9 (= l/wco yhgrg»Co = ao/2xo) is

—-ig 40 sinz(kx )
o o

2w L ——2 ak - 4.23
e, — ¥ 7 mx_ 1 ke(k,0) -

.\

For grids placed at X = o and x = d, Buckley has obtained an

s

expression fo;'the'normalised impedance similar to that given
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for the electric field, 4.20,and presented it as separate

real and imaginary components.

Thus for grids placed at x = 0 and x = d, Z = R + iX where

- . VA 1 - cos k.4 l - cos k2d

_ R .2 1=, , 5
— = 2 [y 5
/uC . d |-kf ae/akl_k k2 ae/aklk
1 2
‘ _ ) 4.24°
x _ 5o, 2 sinfgd o sinkd
: T e T d {-kz 2 9¢/9k
1/wC e, 4 [k ae/akl_kl k2 e/d lk2

The hot plasma admittance can be expected to approximately follow
the cold plasma behaviour. Mantei (1967) has shown, by
numerical solution of 4.23, that the admittance minimises at

w and it is clear from 4.24 that as w +> W X and R + o, in

Tl
--agreement with cold plasma theory. At -the gyrofrequency cold

plasma theory predicts an infinite admittance. Here, the
dispersion curves (Figure 4.3) show that the wave numbér becones
—«infinite.r«Again-4.24 show -that at m-=~mH7R~and X:=—O.~wHowever,
these formulae were obtained with a vanishing collision frequency.
The ihclusion'of collisions in a numerical calculation of the
plasma admitfance shows that only the imaginary part reaches

a peak (the conductance does not maximise) at the gvrofrequency.

Thermal effects are most prominent near the cyclotron harmonics.

The major behaviour is governed by the'denominaﬁors of 4.23 and 4.24,
and the roots of the dispersion relation e€(k,w) = 0. In the passbands
the real part of the admittance is due solely to the Bernstein

modes. Within the passbands above the gyroharmonics w = Ny,

p>2, both real and imaginary parts of the admittance reach a

maximun.

There are also subsidiary variations superposed on the principal

admittance maxima and minima. These are due to the oscillatory
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component present in'the form of the sin® (kx,) term in 4,23,
and the sine and cosine factors of 4.24. Both the real and
imaginary components of'the admittance and impedance contain
these terms, which result in subsidiary admittance maxima
corresponding to minima of sin’kx, (4.23). These occur when
the electric field, integrated between the plates (i.e. voltage),
reaches a minimum. This condition is fulfilled when the value
of the Bernstein mode wavélength is such that an éven number of
half-wavelengths can be accommodated between the grids.
Conversely, when an odd number of half-wavelengths fit between
the grids, subsidiary minima appear in the admittance. Thus
between admittance peaks or troughs, mH/m changes to allow one
more or -less cyclotron wavelength to f£ill the space across the

_grids.

If in the expressions 4.24 d== is allowed, which is equivalgnt to
: the éold'plasma>iiﬁit‘(0ebye length and ;grmor rad?us = 6),utﬁen
mCoB < O and mcox > JLu The admittance of the plasma in this
appgoximation is proportiocnal to lec/eo[. Thus, the general.
form of the plasma admittance follows this cold plasma expression,
and hot plasma effects merely serve to increase the admittance

in the passbands,close to the gyroharmonics.

Infinite parallel wires. The majority of experiments are

performed with parallel wires as exciting antennaeand Mantei (ibid)
has used a similar derivation to that given abbve for grids, to
obtain expressions for the admittance between two infinite
_cylindrical wire probes, immersed in a hot plasma, aligned along
the ambient magnetic field. For wires of radius a and separation

2x,, Mantei has shown

1 L ie_ © 3_(ka) - J_(2ka)
1 = ' &k
¥ - 2W oc, . In(zx _Ja) g T K e(k,0 AT Dy
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where CO is the vacuum capacitance between parallel conducting

cylinders and JO is a Bessel function.

Qualitatively;this resul£ is similar to that obtained previously
for planar grids. There is a peak at each gyroharmonic and a
nmull at the upper hybrid frequency. In éach passband the
.subsidiary maxima and minima described previously)occur,due to
the oscillatory behaviour of the numerator in 4,25, -However,
these are accentuated relative to the grid situation because of

the lower vacuum capacitance of the parallel wires.

Mantei has inverted the expression given above and has evaluated
the integral, first making. it tractable by introducing a non-zero
collision frequency, to cbtain numerical solutions for the relative
paraliel wire admittance, His results, replotted by Andrews (1969)
are shown in Figure 4.5together with the corresponding dispersion
curves, These curves can be compared with Figure 4,1 which show
the cold plasma permittivity,,asAaﬁfunctioﬁ of m/wﬁ}' ~;? ;QV&

Lo

They are essentially similar with a maximum and a null in admittance,
respéctively at the gyro- and upper hybrid frequency. However, in
the hot plasma case enhanced admittances appear at harmonics of

the gyrofrequency as well as subsidiary oscillatory components

in the Bernstein mode passbandsf The hot plasma effects thus

appear as perturbations superpbsed on the cold plasma b;Fkground

admittance.

+

4.5. Previous laboratory observations

There is now a considerable literature concerned with observations of

effects at frequenciés related to the electron gyrofrequency. Reviews
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Figqure 4.4 The contour of integration used to evaluate the integral 4.19. -
With the introduction of collisions, the undamped poles
(crosses) on the real axis move, in the directions of the
arrows, to the points indicated. The integration contour
then becomes the real k axis and is closed in the lower half
k-plane (shown by arrcwheads). Only those poles with posi-
tive group velocities (-kl and +k2) contribute to the electric

field.
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Figure 4.5 The relative admittance, for parallel infinite wires calcula-
ted numerically from 4.25, for a normalised collision fre-
quency v/wg = .003. The curves approximately follow the
cold plasma admittance with thermal effects at the gyrohar-
monics and subsidiary periodic ripples in between. The way
in which they arise is explained in the text. On the left
the corresponding dispersion curves are given for comparison
(from Andrews, 1969).
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of early work have been given by Crawford (1970) and recent experiments

have been summarised by Thomas (1975).

ihe first indications that cyclotron harmonic wave phenomena were
observable in the laboratory came from the reports of noise emissions from.
a plasma perpendicular to the magnetic field. Wharton (1960) reported
that peaks in the emission occurred at the electron gyroharmonics.

Later.a compldmentary eXperimentiexamined the _ . absorption of
microwave energy in a plasma. Buchsbaum and Hasegawa (1964) noted that
the frequency response exhibited complex variations. . . Strong absorption
peaks were noted at the cyclotron harmonics and additionél oscillatory -«
fine structure. The modulations were attributed to standing longitudinal
oscillations in the plasma,and indirectly Buchsbaum and Hasegawa (ibid)
were able to verify the dispersion characteristics of cyclotron harmonic
waves over a limited frequency range. After these initial results
investigations proceeded along two separate lines.- measurement of plasma

admittance and determination of Bernstein mode wavelengths.

‘1. Plasma admittances. The earliest attempts to purposely examine the

Bernstein modes were made by Crawford et al (1964). They, for the first
time, immersed parallel antennae in the plasma along the direction of
the‘static magnetic field. An alternating radio-frequency voltage was
applied to §ne antenna and the signal transmitted through the plasma,

in a direétion perpendicular to the magnetic field, was received with
the second probe. The dispersion parameter, w/wH: was then varied by
-sweeping wH, via the magnetic field, from low through to high values.
The received signal, proportional to the plasma admittance, was found

to vafy‘in a characteristic manner. Peaks of received signal, and
hence admittance, were observed at harmonics of the electron gyrofrequehcy
and an admittance null appeared at the upper hybrid frequency. 1In

addition to the resonance peaks there was a subsidiary fine structure
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of minor peaks and troughs between successive harmonics.

SubsequentIQVMantei (1967) and.Thomas et al (1970) rigorously
investigated the form of such curves. An example is shown as Figure 4.6,
in which the main features described above are clearly visible. Curves

of this type show a close resemblance to the theoretical predictions

of Mantei (1967). Such curves can be used to estimate electron
density by identification of the upper hybrid frequency. The periodic
'subsidiary admittance ripples have been used to verify the dispersion
relation. Harp (1965), verified that in each wave passband, for an antenna
spacing d, successive admittance maxima correspond to the wave number,

k = 2n/d. Thus, Mantei, using such measurements df wave number from many
correéponding experimental recordé of (wH/w)rbuilt up large numbers of
data for constant electron density conditions. These, whep plotted

alongside theoretical dispersion curves, gave: excellent agreement.

In practicé such techniques of investigating plasma behaviour possess
several disadvaﬂtages. The electron density can often change appreciably
as w, is swept. Thus s?me technique is réqui;gq, ih which the magnetic
field is kept constant. Furthermore, recent measurements, Andrews (1969),
suggest that the form of the admittance records may be affected by the
geometry of the probes and their surrounding sheaths. At present, theories

of sheath behaviour are not well-developed and it is desirable to avoid

such departures from linear theory.

2, Experimenfs with moving probes. To overcome problems such as

variation of plasma density, Thomas et al (1970) devised an experiment
in which the magnetic field and input frequency were kept constant and
the distance between the transmitting and receiving antennae varied.
Subsequentlyrexperiments of a similar type have been performed by

Clinckemaille (1970), Leuterer (1972) and Christopoulos and Christiansen

(1974).
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The variation of electric field between the antenna has been discussed pre-
viously (equation 4.20). It is made up of two or three undamped components,
and the resultant field is the-superposition of the capacitively -

coupled cold signal, and one or two propagating Bernstein modes,

If the wavelength of the capacitive signal is taken to be infinite
then this signal will remain unchanged with distance. Then,at distances
'greater than several Debye lengths from the probe,the field takes the

form .
i(wt—klx) l(wt-kzx)

wt | Be + e .

- E(x,t) = Eo{ael
where o and B represent the respective amplitudes.‘ If the exciting

<~frequéncy»w < W, then only one Bernstein mode is present and the

potential relative to the electrode is given by

A A Dy - st
- A(x) = -E {ox + = sinkx - = (1L - cos kx)} ¥ 4.27
o k k
—The -amplitude -is -consequently given by
1 P
'AZ(X) = EZ{O@XZ + 2_2 +'Z»({,\Q2X2 + _2)% s:.n(kx—¢)} ‘

_ S o ks k 7O k R

t - B B T . 4.28
L -1 .1 _ (cyclotron voltage amplitude)
where ¢ = tanlipx T (cold amplitude)

On moving one probe, therefore, if ¢ is assumed small fi.e. BeﬁFSteinhﬁDde
'amplitudes.are very much less than cold plasma signal amplitudes)the received
signal will be periodically modulated by the sin kx term and maxima

and minima appear in the signal. Voltage ﬁaxima are separated by a

—~distance §x where

In principle, the result is a direct determination of Bernstein mode

wavelength.

In this way dispersion characteristics were obtained by Thomas et al- (1970)

and Clinckemaille (1970). . In practice, the probe.separation is continuously
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varied at different operating frequencies, for fixed discharge

current and magnetic field. Many pairs of w - k meaéurements allow
experimentally~determined dispersion curves to ﬁe synthesised and Andrews
(1969) has shown that they are in good agreement with theoretical compu-
tationé.. ' - i . .-

The variation of received signal, as a function of probe N

separation, for a given ratio of applied freqﬁency and gyrofrequency;

is shown in Figure 4,.7. The oscillatory behaviour, caused by
interference between the capacitive and Bernstein mode signals, is
prominent. Decay of the signal amplitude with increasing probe separa-

tion can also be observed.

_Both Thomas et al (1970) and Clinkemaille (1970) have proposed that
these electron oscillations may be used as a plasma diagnostic. ‘This
technique in a sense, involves the invegse érocedure to that described
above. Assumptions muét first be made, regarding the velocity

distribution of the plasma. Computed dispersion curves, such as those

" of Figure 4.3 are then . - E

derived for a wide variety of electron densities and temperatures.

These parameters enter 4.17 through mP and the electron gyroradius,

KT
r = [ e)% . At this stage there are two alternative approaches.

2
me

Thomas et. al. have used the transmission null at the upper hybrid

frequency to fix the electron density (usually,accu;ate to a few per cent).
Then for a single input frequency, w, fixing the parameter %;, the
corresponding wave number, k, is found. Using r as an adjustable
parameter, and the measured k value, it is possiblé to predict the

range gf vagiation of kr. This can then be matched to the theoretically

derived dispersion curves and using a best fit approximation r, and hence Te)

can be specified with sufficient accuracy.

Clinckemaille, adopted the alternative technique of deriving plasma



Figure 4.6

RECEIVED SIGNAL

216

7 2x107% Torr
6 f=955MHz .
Iq = 300 mA

5 Probe
| spacing=lcm

() :;JI-; | .l fti// | R .;3

The amplitude of the transmitted signal across the plasma or
relative plasma admittance as a function of fiz/f. The form
of this curve is gimilar - to that of Figure 4.1, the cold
plasma admittance. Passbands associated with the gyroharmonics
are visible us to n = 9. ‘ '

: \

2‘ .’
52 p =2 X.lo-“ Torr
T £, = 300 MHz

0 " 200

=

N £1%,=1-6.

P4

<L

m .
= A=-23cm.

) . e

=

*—.

<

-l

i

o

T T T 1T T 1
0.5 1.5 25 35

PROBE SEPARATIONcm

Figure 4.7 The received signal, for a given ratio of applied frequency

and gyrofrequency, as a function of antenna spacing. The
oscillatory behaviour, here at w < wyp, arises from interference
between the capacitively-~coupled signal and the single propa-
gating Bernstein mode signal.
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parameters. He measured the wave numbers (k k2) of waves excited

1’
corresponding to two operating frequencies (ml, MZL below the upper
hybrid frequency. By inversion of the dispersisn relation, it can then
be shown that the wave numbers excited are parametric in electron
plasma frequency and gy¥oradius. This can be expressed as

kl = f(ml, w., r) k2 = f(wz, w_, r)

p P

Thus the' two separate wave number measurements provide two linearly

independent equations with the two unknowns, w, and r, Numerical

P
solutions must be obtained to this problem, but Clinckemaille has succeeded

in deriving values of w_ and r (and hence electron density and temperature)

p

for laboratory plasma situations.

The values of electron density and temperature obtained in this way

have been compared with the simultaneoﬁé measurements of a Langmuir

probe. The results are not in good agreement, especially dataAfor Ter
derived by the different methods. 1In one experiméﬁtal case, Andrews (1969),
found wave techniques predicted a wvalue éf Té“{3.3ev. Langﬁuir probe
measurements on identical plasma conditions produced an estimate of
Te“(!ofev. Thus there appears to be a severe discrepancy between probe

and wave measurements of electron temperature. At the presept time it is-
thoughf‘the value derived from Bernstein mode experiments is the more
reliable,.since there is as yet ﬁo theory wﬁich accurately predicts the

behaviour of a probe in a hot magnetoplasma.

Such experiments show, therefore, that . laboratory = . plasma wave
methods can, in principle, provide accurate estimates of plasma parameters

and are a useful diagnostic tool.
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CHAPTER 5

RECENT PLASMA WAVE EXPERIMENTS

5.1 Preamble

The linear fheory of plasma wave propagatiop,in a direction perpendicular
to a static magnetic field, and recently performed experiments in this
topic, appear in close agreement. Transmission experiments of the type
described by Clinckemaille (1970) and Thomas (1975) have repréduced
dispersion curves first derived theoretica;ly by Bernstein (1958}, con-
firmed the general form of the plasma admittance predicted 5y Mantel
(l§67),and determined that the spatial variation of electric field4in a
plasma, due to a radio~frecuency transmitting antenna, is similar to that
given by Buckley (1970). Furthermore, those experiments suggested that

such waves could be used as a simple space plasma diagnostic.

fdowever, there are several areas where experimental data are lacking and
further work is necessary. One of those areas concerns propagation
above the upper hybrid frequency,~fT. | As démonstratgf in section 4.2,
in this frequency range one might expect there to be two propagating
Bernstein modes of differing wave numbers. This would have the effect
of furthef modulating the admittance records and the spatial variation of
electric field, due to the presence of a third interfering wave. Very
few observ ations of simult;neoﬁs propagation of two electrostatic |
siénals have been reported. In fact, only Leuterer (1969), who used
phaée detection techniques, seems to have been successful in exéiting
both long and short wavelength modes.' There are several possible
cauvses for the absence of the second mode. These include high colli-
sional dampiqg and non-linear wave excitation (Thomas et al., 1970) but

clearly, further experiment is required to examine the agreement with

theoretical mode amplitudes derived by Buckley (ibid).
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Sheath effects have been shown to play a prominent part in determining
the admittance response of antenna systems in space (Balmain and
Cksuitik, 1969). The sheath region, however, is not clearly understood
and, as yet, no comprehensive analysis of its strpcture and behaviour

in a hot magnetoplasma has apbeared. Experimental data on the sheath
are‘also very sparse. First attempts to probevthe region by Crawford
et al. (1967) used electron beams, but more recently, attempts have
been made to ﬁnderstand the sheath through its interaction with the

surrounding plasma.

Thus Crawford and Harp (1964} and Balmain and Oksuitik (ibid) have
examined,theoretically and experimentally,the behaviour of the sheath-
piasma resonance in the absence of a magnetic field. Very few reﬁorts
have appeared of similar effects in a magnetoplasma. Andrews ‘1969)
partially attributed anomalies in admittance records to such phenomena
and more recently,using a complex probe system,Kist (1976) has determined

the dependence of the sheath on such parameters as probe radius and bias.

However, in an anisotropic medium, as results from applying a static
magnetic field to a plasma,it is advisable to ensure that probe geometry
especially is greatly simplified, so that the part which probe size and
form play, in the excitation of waves and admittance of the sheath-plasma

system, can be unambiguously identified.

In this ¢hapter some further experiments with Bernstein mode waves are
described. This work concentrates on the two areas outlined above.

The experimental arrangement described below and, especially, the antenna
configuration adopted are purposely kept very simple. In this way
purer-perpendicular transmission is maintained and the effects of
other parameters such as probe dimensions and collisional damping can

be adequately assessed.
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5.2. The propagation experiment

‘5,2.1. Introduction. To examine propagation of Bernstein modes in

"a hot laboratory magnetoplasma the discharge tube shown in Figure 5.1
has been developed. (Thomas, 1975). In essence this consists of a
glass chamber, 65 cm long and 10 cm in diameter, in which a plasma
is generatéd. Surrounding the chamber a series of coils are arranged
to provide a. suffiéiently uniform magnetic field in the direction
of the chamber axis. Wave propagation in the plasma is facilitated
by £ransmitting and receiving antennae immersed in.the discharge.

These are so arranged that any sigﬁal transmission between the probes
is radial and hence, perpendicular to the ambient magnetic field due to
the coils. External to the chamber but electrically connected to the

antenna are suitable transmission and receiving systems.

The probes are made so that they can be moved radially across the
plasma and the received signal, as a function of.probe,separation
determined. 1In this way the system acts as an interferometer with
the capacitivély—coupled, large wavelength signal taking the part

of the reference arm of the instrument.

5;2;2. The plasma. A stable plasma is produced by collisions of

electrons with. neutral argon gas in the main chamber. The gas enters
through a port beneath the probes and the chamber is continuously
pumped, to ensure a consistent supply of gas. Pressure is maintained

3

- -4
at an ambient level of 10 =10 torr,

The source of electrons is a barium oxide-coated nickel disc cathode

of diameter “S5cm. When heated with some 200 watts of power, sufficient

numbers of electrons are emitted to maintain experimentally suitable
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levels of electron density. Plasma densities are largely controlled
by the cathode current énd the resulting discharge is operated by

~ a current-regulated supply, which applies a éotential of Y50V between
cathode and anode with currents in the range 0-500mA. The electrons
produced at the cathode are accelerated to 50V energy, and pass
through an earthed wire mesh anode, which serves to isolate the

main chamber from fluctuations arising near the cathode. In the

main chamber the electrons are thermalised by collisions with neutral

atoms, the frequency of which,at ambient pressures,is v 1MH=z,

Measurements of éhe radial profile with an in~built Langmulr probe
have shown that the electron density, over the central region awéy from
the walls, is uniform. Consequently, fluctuations in the region

vwhere the probes are situated are small. and on a scale comparable

with the electron gyroradius.

The levels of electron density found in the tubé, easily determined
from the transmission nqll at £he upper hybrid frequency, are listed
in Table 5.1, along with other important experimental parameters,

and the corresponding ionospheric values. The estimated‘electron
temperature given 1is that obtained from the Langmuir probe measurement
but these temperatures are noé thought to be reliable and do not

agree with Bernstein mode -~ determined values,

5.2.3. The magnetic field. The magnetic field is supplied by a

series of coils powered by a voltage regulated supply which allows
the field, and hence the gyrofrequency, to be swept over the range
0-700 MHz,or held constant. Calibration of the field was carried
out with a Hall probe gaussmeter, and near the antenna, it was found
to be constant to 1% over *4cm along the tube axis,and largely

indepéndent of radial position.
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Table 5.1.

Comparison of laboratory and space plasmas

Parameter

Laboratory Experiment

Topside Ionosphere

Electron density (cm—3)

Debye length (cm)

Neutral density (cm_3)
Electron temperature (eV)

Electron gyrofrequency (MHz)

Electron - neutral

collision frequency (MHz)

10° - 10%°

a5 1012

3 -10

0 - 700

a1

&105 - lO5
%10
lo10 _ 10ll

"’002
nO.8

Al x 10
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5.2.4. Signal transmission. Two interchangeable antennae are

connected to a receiver and a transmitter, The transmitted signal
has a frequency in the range 450-1000 MHz, and an ahplitude of
"0.1V. This signal is amplitude modulated at a frequency of 10O00Hz

and to a modulation depth of &10% of the signal amplitude,

The received signal is passed to a heterodyne detector. Here the
signal is first mixed with that from a local oscillator and fed to
a narrow band 30MHz amplifier. After detection and appropriate
audio filtering, the output can be displayed on a chart recorder

or an oscilloscope.

Various antenna types were used in the experiments, including grids
and double probes but most measurements were performed with L-shaped
tungsten ﬁire probes of diameter .1 - .3 mm and arm lenéths v 1-2 cm.
Each probe is movable in a radial direction in the plasma through a
screw thread of lmm pitch. One probe is attached to an electric
‘motor by a vibrationless rubber drive to allcw automatic variation

of probe separation,

5.3. Observations of an Ion Sheath

5.3.1. Background Experimental records of the type represented by

Figure 4.6, the variation of relative plasma admittance with the
parameter fH/f’ often exhibit anomalous behaviour in the range of

of frequencies between fH and fT. “This effect takes the form of a
peak in admittance, not predicted by either the normal cold or hot
interpretations of plasma admittance (Mantei, 1967). Fuithermore, near
the gyrofrequency, fH' where the theoretical plasma admittance

approaches infinity, the measured admittance falls to a minimum.

Several workers have encountered this anomaly but it has received

little attention (Mantei, 1967; Clinckemaille, 1970}). Figure 5.2
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reproduces an example of Mantei's data in which the admittance peak, B,
and the minimum close to the gyrofrequency are clearly visible. In this
case the maximum of admittance is observed at f/fH = fH/f. It has been
suggested (Clinckemaille, ibid; Thomas, 1975) that such data could be due
to the coupling effects of the plasma and the electron depletion or ion
sheath regions, which form around the transmitting and receiving antennae

immersed in a plasma.

To aid the interpretation of results from current and future propagation
experiments in space, a full knowledge of plasma radio-frequency trans-
mission characteristics is required. Anomalous behaviour such as that
outlined above represents one éspect of this analysis and the subsequent
sections describe an investigation of this admittance peak through.the
effect of varying antennae dimensions.

5.3.2. Recent theoretical approaches té the sheath
When any metallic probe is placed in a plasma, thg faster thermal elec-
trons collide with and, impose on it a negative potential relative to the
body of the plasma. This potential repels further incident electrons so
that, in equilibrium; the electron flux to Ehe probe isAequivalent to the
ion flux. Thus there forms, around the antenna, an electr§n depletion
region where quasineutrallity breaks down. The effect, due to the
finite temperature of the electrons, is the so-called ion sheath - a
little~-understood fegion, where the plasma couples to the electrical sig-
nals in the antenna. The size and form of the sheath is the subject

qf much current discussion and its investigation by both experiment and

theory presents a formidable problem.

The interest in the sheath arises from the need to describe the impedance
of antennae immersed in a plasma. Cohsequently, the treatment involved
can vary in complexity according to the model adopted for the plasma, and

the frequency range of 'signals applied to the probe. At high radio
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frequencies the presence of ions can be ignored and, on a simple picture,
the sheéth consists of a vacuum region with an abrupt transition to the
plasma body (Figure 5.3a). However, thermal motions will act so as to
smooth out this transition and the structure shown in Fiqure 5.3b,
including a.linear density increase probably gives a more accurate model
(Balmain and Oksiutik, 1970). Early experiments were left to set the
size of the vacuum region and these found it to be A5 AD (Harp and Kino,
1964; Mayer, 1964) but more recent work (Hall and Landauer, 1971) have
estimated it to be much smaller, i.e. l1-2 AD. When combined with an
expression for the plasma permittivity in the cold approximation, the
vacuum gap ion sheath model gives useful results and in particular predicts
the sheath-plasma series resonance, observed in an unmagnetised plasma

(Craw§drd, 1970).

A more accurate description of sheath-plasma behaviour is obtainéé by
introduciné temperature to the plasma. Initial appfoaches, using the warm
plasma theory, in which particle temperatures are represented by a scalar
pressufe, retained the idea of the vacuum sheath with an abrupt boundary.
The boundary was taken to be a perfect reflector of incident electrons.
(Kostelnicek,.1965). Some electrons will, of cburse, penetrate the sheath
and be collected by the metallic surface. This is especially the case
when a static positive rotential is applied to the probe. If this

applied voltage is large en;ugh,the sheath " may be completely collapsed
and then there is a continuous flux of electrons to the probe. The
situation of the probe potential possessing an alternating component has
been considered by several workers. 'One effect of the sheath is to

shield the ambient plasma from any electric field due to charge on the
antenna. ‘The effectiveness of the shielding is dependent on the

frequency of the.alternating signal. For frequencies less than the

plasma frequency the shielding is almost complete, but for much higher

frequencies (w >> wp) the electric field can penetrate far into the
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Figure 5.3 Two schematic electron density profiles in the ion sheath
region in which the radii and impedances of the vacuum and
transmission regions are defined by S, Zg, t and Zp. The
shaded portion represents an antenna of radius R and the
ambient plasma is' represented by an impedance Z,.
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plasma. This arises because the oscillating sheath edge cannot accomo-
date itself to the changes of antenna potential. This problem has been

considered by Balmain (1966) in the warm plasma.approximation.

However, the most rigorous treatment is that of Buckley (1966). He

used plasma kinetic theory and integrated the linearised Boltzmann
equation for spherical geometry. His approach assumed an initial
potential distribution for the sheath region and determined the frequency
response of the sheath-plasma impedance‘iy considering the perturbations
to the trajectories of particles close to the probe,due to the partially-
screened electric field; As Buckley demonstrated, however, these
expressions show little deviation from the earlier simpler theory.
Several similaf treatments, for different geometries, have also appeared
e.g. Laframboise et al. (1975),but in each situation the presence of an
ambient magnetic field has been neglected. The complexity of the kine-

tic approach to the sheath-plasma impedance in a magheto-plasma has,

so far, prevented the appearance of any formulation of the problem.

5.3.3. Programme of measurements To investigate the cause and behaviour

of the admittance énemaly, between fH and fT' illustrated by Figure 5.2,
many swept-frequency admittance records have been obtained for a variety
of experimental conditions. These data were obtained with antennae of

simple geometry so that complicated sheath structures were not introduced.
' \

A selection of these admitfance curves is shown in Figure 5.4. -In these
particular experiments the transmitting antennae were of simple L-shaped
configuration with their short arms aligned along the magnetic field.

The probe material was tungsten. The receiving antenna was of similar
shaperénd material, but constructed of wire of much iarger diameter, so
that the capacitgnce of any sheath surrounding the transmitting probe

dominated the reactance of the sheath-plasma system. The data set of
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Figure 5.4 correspond to constant anode current, gas pressure and- radio-
frequency applied to the transmitting probe. The parameters varied in
this case are the antenna radiusand spacing, so that the effect of probe

dimensions on the admittance of the system should be visible.

E#amination of the records in Figure 5.4 reveals several interesting points.
It is clear that in all cases the admittance anomaly between fH and fT is
visible. However, in this freguency regime, with increasing antenna
spacing, and, in contrast to the admittance in the Bernstein mode, pass-
bands located near the gyroharmonics (an, n 2 2), the admittance shows

a marked increase. This admittance increase is not explained by simple
theory,being contrary to the expected fall off of electric field amplitude

with distance.

Furtherﬁorg, the peak of admittance between fH and fT appears to occur
at different frequencies for different antenna radii. This shift, to
}ower values of fH/f with decreasing probe size would be the effect expec-
ted if the anomaly were caused by series coupling of a sheath surrounding

the antenna and the ambient plasma.

The maximum of admittance, observed at the electron gyrofrequency in
normal records (Andrews (ibid}, is not present in the curves of Figure
5.4. Indeed, at or near this frequency, the admittance falls to a mini-
mum, in a similar way to thé result obtained by Mantei (ibid),given in .
Figure 5.2. Again this decrease in admittance is not predicted by
simple theory and the existence of én ion sheath around the antenna must

be invoked to explain some of these effects.

Although very few observations of the sheath~plasma series resonance in
a magnetoplasma have been reported, Andrews (1969), has suggested that
the observed admittance anomaly reported here is, in part, attributable

to such coupling of the sheath-plasma system.
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5.3.4. Interpretation of experimental records

Generally speaking, the sheath represents a coupling element for any
transfer of energy between a probe and a plasma. Thereforé it is often
represented in terms of a model network, the combined elements of which,
sheath capaéity and resistance, represent complex physical structures

and processes.

The sheath-plasma' system may be represented by the network of Figure 5.5,

where the plasma impedance between electrodes is Zm' Zl and 22 are stray

impedances to other grounded electrodes, and Zg, the capacitive reactances
i

of the sheaths around the electrodes. Ideally ZSl =%s. = Z = 0; then

2 in

Zm,;a true plasma parameter, is given by

1
2 Voo

For expected sheath thicknesses, and the given geometry we have

Then approximately

<

1
= -(zm + zSl + z52 + zin)

i2
Except at frequencies close to fH' the last three impedances are réther
less than Zm' and they are ig any case approximately fixed. Fluctuatiohs
in the received current in a low impedance detector,when the system is
driven by a constant voltage, therefore represent plasma admittance changes,
and any oscillating component is related to cyclotron waves propagatiﬁg

between probes.

In this network the plasma is represented by the simple cold plasma impe-
dance between two-cylindrical wires,and the sheath formsare those repre-

sented by the electron density profiles of Figure 5.3. In this case the
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variation of nofmalised impedance of thelplasma and sheath with fH/f is
shown schematically in Figure 5.6. This indicatesg that the impedance
of the vacuum region sheath remains capacitive at all frequencies, while
at freqﬁencies between fH and fT, the plaéma is inductive (i.e. relative
impedance <0). In the linear gradient -sheath model (Figure 5.3b), the
gradient regioﬁ contains a small frequency dependent impedance but

this is much less than the corresponding variation for the plasma medium.

It is possible, therefore, that a series coupling of the sheath and
plasma impedances may occur and the impedances cancel at a resonant fre-
quency, which is located just below the gyrofrequeﬁcy, in the region
where the sheath and plasma impedances are of similar magnitude but of
opposite sign. Such a frequency would be expected to shift with the

impedance of the sheath region.

In the cold plasma approximation the relative permittivity of a collision-

less plasma across a static magnetic field is given by

—_ = 1 - —_—r 5.1
€ w? - w2

H -
For the case of two cylindrical antennae of radius R, separation 2d,
length L, each surrounded by a vacuum region of size S and a regime of

linearly increasing electron density of dimension t the impedance of the

plasma between the two sheaﬁhs, Zo' is given by

-1 . :
gz = Cosh _ d/R 5.2
o] lw'ﬂ'ac

Furthermore the impedance of the wvacuum sheath region, ZA' is adequately

represented by

1 R+S
L= —— —_— 5.3
25 imznebL In [ R ] '

The linearly increasing density region can be divided into a series of

infinitessimal elements of width Ar,constant electron density and incre-
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mental impedance AZ_. The total impedance of the' region is then given

B
by EAZB-Balmain(l966) has derived the following expression for AZB:
_ 1 r + Ar
hzg = iw2rie (r) ln{ r ] >-4
Here ec(r) is given by equation 4.13 cold plasma considerations in

Chapter 4, and is,of course, depéndent on distance from the probe through
the electron plasma freguency mP (= (Nez/meo)i). Integration of 5.4

yields the impedance of the transition regiomn ZB. Thus

1 t t+5 +R

Z = EAZ = - 1n[ ] 5.5
- + +

B B 1w2nLeo t + (1 ec/eo)(R S) ec/eo(R S)

The condition for occurrence of the sheath-plasma resonance is then

+ + = -6
Zo ZS_ ZB 0 5.6

5.3.5. Results and discussion' The two simple sheath models illustrated

by Figure 5.3 have been adopted and the predicted position of the admit-
tance peak determined for each set of experimental conditions and for
vacuum and gradient electron density regions of varying dimensions.
These can then belcompared with the actuél value of wH/w at which the

admittance maximum occurs in the records of Figure 5.4.

In agreement with experiment, all sheath models exhibited the same
behavioural trend, viz. the -admittance peak moved to lower wvalues of
mH/m with decreasing antenna radius. In addition a decrease of_probe
separation forced the admittance anomaly to progressively smaller values
of uh/m also. Thus in a qualitative way the sheath-plasma series
resonance explains the variation in position of the admittance anomaly.
In the frequency range of interest the vacuum region sheath is capaci-~
tive while the plasma is inductive. The so-called resonance occurs
where a series caﬁbination of these impedances is zero. An increase

of antenna radius acts so as to decrease sheath impedance and hence the
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resonance occurs closer to the gyrofrequency. Decreasing probe
separation has the'opposite effect,in that the inter-electrode impedance
is decreased and the reactance of the sheath region becomes more important

in the sheath-plasma system.

Of the sheath models adopted that with a vacuum region of extent BAD,
and a linearly increasing density region of size ZAD, gave the best
gualitative reproductioq of the experimental measurements. The agreement
betﬁeen -experiment and the calculated values of wH/w at which the
admittance péak occurs 1is given in Table 5;2 and plotted for varying
antenna radius and for a fixed antenna separation in Figure 5.7. In
general, the.agreement seems satisfactory but it is noticeable that the
simple theory predicts that the admittance peak should occur closer.to
the gyrofrequency than is observed in practice. ' This is most evident
at the smallest antenna radius used, and may imply that the sheath size
is affected by antenna dimensions, a faclor not taken into account in

the simple adopted models.

This result seems té be in accordance with that of Kist (1976); who,
using non-parallel probes,é not identically aligned with the magnetic field,
.has used the resonances of the sheath-plasma system to probe the sheath
region. He found its series resonance to be very dependent on probe
radius and observed that it moved to lower frequencies.with increasing

probe radius.

The explanation invoked here can be tested in a variety of other ways.
For example, the effect of a positive D.C. bias on the antenna has been
investigated. Application of a large enough potential should collapse
the sheath and remove the admittance peak. In this partipular case
attempts were inconclusive. However, similar admittance peaks in the

results of Kist (ibid) were strongly affected by the potential applied

to the electrode. These results were as expected from a simple model
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of the sheath-plasma system.

The aualitative success of the sheath-plasma resoncnace in explaining
the admittance anomaly suggest a possible use of the admittance curves
as a diagnostic. Such curves, through location of the uﬁper hfbrid
transmission null, provide an accurate and swift measure of the electron
density. Thevposition of this null remains unaffected by the presence
of a sheath. This arises because of the impedance-infinity at this
fréquenc&. However, it is possible that further parameters, such as
sheath size and Debye length, mayAbe obtainable from admittance records
céntaining the admittance peak. To do this it must first be assumed
that the peak is due to the sheath-plasma resonance. From the position
of the resonande peak it is then possible to determine the sheath eapa—

. citance and, in turn, using a simple sheath model compute its size.
Furthermore, such measurements, together with an accurate knowledge of the
form of the sheath region,in terms of the Debye length, froﬁufheoretical
sheath models, can yield measurements of the electron temperature, via
the Debye length. This has been attempted recently by Holt and Troim
(1970) . It would appear, however, that, before accurate values of
temperature can be obtained, further work on.the form of the sheath is
necessary-.- For although the simple models used here give a satisfactory
quantitative agreement with experiment, there is a systematic deviation
from current theory of the frequency of accurrence of the admittance peak
at large antennae radii. Present knowledge 6f the sheath contains no

account of such behaviour.

5.4 Experiments. With Moving Probes

5.4.1l. Frequencies below. the upper -hybrid. At frequencies below the upper

hybrid frequency the amplitude of the plasma wave mode seems large and.
propagation is easily obtained. Figure 5.8 shows a typical example.

of the variation of received signal with probe spacing. The curve closely
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Table 5.2

Probe Radius Probe Spacing Position of admittance peak
) x10+4m x10+2m Theory Observation
1.0 11.50 0.89 0.87
2.0 1.50 0.91 0.90
3.0’ 1.50 , 0.91 0.9k

1.0 L 0.75 0.88 0.86
2.0 0.75 0.90 0.88

3.0 0.75 0.91 0.88
1.0 0.38 0.76 . 0.82
2.0 0.38 | , 0.78 0.8
3.0 0.38 0.81 0.85

—756

wu g, at admittance peak
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Figure 5.7 The theoretical and experimental movement of the admittance

anomaly with antenna radius. . The open circles were calculated
using the gradient sheath model described in the text, and

the solid circles represent experimental observations obtained
at a probe separation of Q75 cm.
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follows the theoretical form of 4.28, with the addition of a spatially
decaying coﬁponent. As outlined in the theory, a value of the Bernstein
mode wave-~length can be read off directly from such a record. These
measurements, when combined with a swept—frequéncy admittance plot to
identify the upper hybrid frequency from the transmission null, and a set -
of computed dispersion curves, can be used to estihate the plasma electron

temperature.

Thus, in the example given, the plasma frequencey was initially found to

.be 656 MHz, signifying an electron density of 5.9 x 10° cm-3. Using this
value and the knowngyrofrequency, fH' to fix the density factor fN/f.'
dispersion curves, showing the relationship between the normalised vgriables
f/fH and kr (Figure 4,3), were computed assuming a Maxwellian form for the
particle velocity distribution of the plasma. Such curves, and the value
of f/fH, corresponding to the input f;gquency and ambient magnefic field,
provide the parameter kr of the excited wave. k is known from the direct
measurement of wavelength from the transmission record and henée an electron

temperature, contained in the expression of gyroradius r, can be derived,

In this example (Figure 5.7) the indicated temperature is 2.7 eV.

This value is considerably lower than the value of ~» 10 eV inferred from

use of a Langmuir probe. However, it is thought that parameters derived
from such methods are strongly'dependent on the high-~energy component of

the plasma particle velocity distribution and consequently greater confidence

can be placed in diagnostic measurements utilising electrostatic waves.

5.4.2. Frequencies above the upper hybrid. In the situation where the

input frequency exceeds the plasma upper hybrid frequency, theory predicts
that two Bernstein mode waves are excited. With two modes present, the
variation, with probe spacing, of the signal at the receiving probe is

given by

2 . e e o
ZEO (ko + Rl sin (klx ¢l) + R

5 sin (k2x - ¢2) + Rcos (kl~k2) x)
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where R, R1 and R2 are amplitude factors depending on the amplitudes of the
individual modes,and_¢1 and ¢2 are similarly dependent phases, There are

thus three oscillatory components in the spatial variation of received

signal and the wave numbers k1 and k2 are not directl& measurable.

Therefore, on simple theory, in the propagation bands above the upper hybrid
frequency, a further modulation of the received signal should be apparent.
Buckley (1970), using a vanishingly small collision freguency, has computed
the relative mode amplitudes, He found that, above the second gyroharmonicl
the long wavelength or low-k mode amplitude was greéter than the high-k mode
amplitude by a factor varying between 2 and 10. Experiments, using
amplitude modulation techniques, have, however, no; detected simultaneous
propggaion of two waves., This null result appears to be due to the 1qw
group velocity of the high-k mode which results in high collisicnal damping
of this wave. The ratio of mode amplitudes is consequently much greater

than that given by Buckley.

However, by wﬁrking at low ambient pressure and aligning the probes and
receiver for maximum sensitivity, it has proved possible to observe
simultaneous excitation of two Bernstein modes in the propagation band
above the second gyroharmonic. An example of such a record is shown in
Figure 5.9. The existence of the short wave-length mode is clearly
suggested by contrast of these experimental data with Figure 5.8, in

which only one mode was excited,

The application of spectrai analysis techniques to such fecords to
facilitate comparison of theoretical and experimental relative mode
ampliﬁudes is under investigation. In this way it may be possible to
derive information on the collisional damping process and attenuation

‘of the wave in a plasma,
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Figure 5.8 The variation of received signal with probe spacing, at fre-
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single plasma wave mode and a decaying background component.

p= 2x10 ™4 Torr
3=140mA
fH:29OMHZ
t=710MHz

i i : T 1

.2 A b .3
PROBE SEFARATION,cm

Propagation above the upper hybrid frequency.

The spatial

voriation of received signal in this record is distinct
from those obtained at frequencies below the upper hybrid,
and suggests the presence of a second Bernstein mode.
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5.5 Plasma Wave Experiments in Space

Of the wide variefy of plasma wave experiments performed in the laboratory
several are suitable, with modification, for examination of wavé propagation
in the Farth's plasma envelope. Furthermore, transmission experiments
which have been used for laboratory plasma‘diagnostics may yield accurate
values of space plasma parameters.,

-

Until recently the majority of diagnostic spacgplasmaexperiments have
beén of.the self-admittance and resonance relaxation types. The former
swept-frequency measurement suffers the disadvantage of lack of rigorous
theory for a probe in an anisotropic medium; (Andrews and Hall, 1970 ),
‘The latest application of the resonance relaxation technique is on the
geostationary GEOS satellite. By suitable choice of frequency and
receiver bandwidth, the frequencies and fine structure of the characteristic
plasma resonances will be examined. (Petit and Beghin, 1970). Under

some circumstances, this fine structure, due to interference of two waves

of slightly different frequency, can be used to estimate ambient electron

temperature (Warnock et al, 1970).

Assemblies of more Eﬁan one probe have also been proposed, fér example
‘the quadrupole probe. In this experiﬁent the mutual impedance between
two pairs of probes is determined as a function of frequency. In this
way many of the difficulties associated with electrical coupling to the
spacecraft body are overcome. A similar type of measurement has been
suggested by Andrews and Hall (ibid). They envisage a transmission
experiment in which the swept-frequency admittance between two parallel
probes is determined. A transmitted signal of 1-5 MHZ excites both
capacitive and electrostatic wave modes. As the frequency varies the
admittance changes in the characteristic manner described'in Section 4.4.3.
Thus the electrostatic wavelenths are obtained dnly indirectly from the

subsidiary frequency variations of the admittance.
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These techniques suffer several disadvantages. Most notable of these
is the role of the plasma sheath. Laboratory experiments (Section 5.3)
illustrate the importance of the sheath in determining the overall
admittance behaviour of the probe-plasma system. In the ionosphere the
sheath is small (~10cm), but values of 20 m are ﬁot uncommon at
geostationary oxbit. Thus transmission experiments may not be possible
at high altitudes due to restfictions on the length of the transmission
path, which must be many times the sheath dimension, In addition probes

must be deployed away from the spacecraft sheath.

In the lower ionosphere, however, such restrictions are not critical and
transmission experiments may be employed. These may be especially
interesting at frequenéies above the upper hybrid where, perpendicular

to the magnetic field, two cyclotron harmonic waves propagate. Laboratory
experiments have failed to detect both modes with any consistency, recent
data suggesting that this is due to-sﬁfong collisional damping of the
short-wavelength mode. In space where the electron-neutral collision
frequency is much lower it is probable that simultaneous detection of

two Bernstein mode waves can be easily'observed. Furthermoré} it‘would

be an advantage if the method yielded direct measurements of wave number,

k, corresponding to each exciting frequency. .

of testea lab@ratory methods, that of moving probes is the most direct
measurement of wave number. However, at present such probe arrangements
seem impractical for space applications., Alfhough this situation may
change with the advent of the space shuttle;an electronic method is
required for measurement of wave number. Some workers (Tsutsui et al,1974)
haﬁe suggested that this may be accomplished by transmission of a frequency
moduléﬁed wave, Adapting this suggestion to the experimental arrangement
of Figue 5.1, a frequency modulated wave of centre frequency w,

and modulation frequency f} is applied to transmitting atenna.
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Thus,

v,

- . Aw .
T A sin (mot + o sin Qt)

If.the probes are separated by a distance z and the frequencies under
consideration are below the upper hybrid, then the received signal will
consist of a capacitiQely—coupled signal and a single electrostatic mode.
Hence the signél in the receiving antenna is giveq by VR,where

tu

= B sin (wot +t

Vo 31nAﬂt + ¢l)
- Aw .
+ . —
C sin (mot T, sin Gt 4 (ko + Ak cos Qt) z + ¢2)

Here ko is the wave number excited by the frequency w, and Ak
is the amplitude of wave number variation corresponding to a change

in frequency Auw.

Figure 5.10 shows a schematic experiment for deriving the wave number
amplitﬁde from such a received signal. The signal is firsﬁ multiplied
by the transmitted frequency, offset by a frequency derived from a local
oscillator, The instantaneous output frequency, @i, after filtering,
then contains information-concerning the plasma wave number and is
éiven by

w, = o + (Ak.z.2) sin Qt

L

Thﬁs wave number values can be derived from the output frequency of the
low-pass filter or, alternatively, as shown in Figure 5.10, dommonly—used
frequency demodulation methods can be applied and the wave numbex

 variation recorded as an amplitude modulation.

The practical difficulties associated with a space experiment do not
seem too complex. The centre or carrier fregquency would need to be

in thé.range of 1-5 MHBZ with a modulation frequency of 1 kHz.

By sweeping or stepping the output frequency over this rangq,measurements
are possible in éhe passbands near the highgr order gyrcharmonics. The

amplitude of the frequency modulation is restricted by signal generation
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‘considérations.but this does not seem critical because of the excellent
signal to noise ratio characteristics of FM transmission, In the plasma
of the lower magnetosphere the wavelength of modes excited will take

values 2 = i'm and, since probe dimensions must not be less than the
scale length of the transmissions, this will fix the dimensioﬂs of the
antennae. Thug a probe size of 2m seems appropriate, with an orientation
as close to the magnetic field as possible. However, before such}
experiments are performed in space a full laboratory investigation

must first be carried ogt; This can be accomplished with the discharge

tube shown in Figure 5.1, with suitable transmitting and receiving systems

attached teo ‘the probes. Oscmator . In‘tegra‘tor /
n /
s WL /
Phase . i
Shifter-% | ‘Multlpher / Sasma
-
: 1 VCO, R "
Staircase oz 1-5MH _Adder PV
" I /
OsclLllator 1 Offset 1 |2
: A g
/]
Multiplier — ' VR
/]
P A
R L Af\lfl g
Record OW-pPass
coraers Filter . |Detector d
B { | - 1* L /
N Low-pass]
Multiplier -
P Filter A

Flgure 5.10 Details of an experimental arrangement designed to measure
Bernstein mode dispersion characteristics by frequency
modulation techniques. The method can be used in the
laboratory or adapted for space experiments.

‘. .
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5.6 Conclusions

[y

The use of plasma waves as a laboratory plasma diagnostic .seems well-
established and the good qualitative, and satisfactory quantitative
explanation of the admittance anomaly,by assuming the presence of an ion
sheath, suggests a further application of these waves. Very few
measurements of the sheath in a magneté—plasma exist, but it appears
possible that swept-fregquency admittance curves, obtained with the
current experimental arfangement, can provide information on its size.

To confirm that the admittance anomaly is due to series coupling of.the
sheath and plasma, further experiments can be performed. In this respect,
repetition of ihconclusive tests with bigssed probes and records obtained
with electron temperature as a variable, would be useful. Such investi-
gations are valuable in regard of currént magnetospheric probing

by satellite instruments, in which the sheath may play an important role.

Measurements with.moying probes indicate that simultaneous propagation
of the two Bernstein modes, in thé existing dischérge‘tubé, is possible.
Collisional damping, hOWeVEI! makes such obéerﬁations difficult; since
it affects waves with low group velocity. — Therefore, it is possible
that a satisfactofy uhdefstaﬁaing of propagation above the upper

hybfid frequency must be carried out in other discharges or space, where
the electron-neutral collision frequency is low. Of recently-proposed
experiments, a frequency modulatiop technique, for measurement of the
dispersion relation, appears the most direct way of deriving information
on plasma parameters. Adaption of this method to a laboratory plasma,
such as that used here, would be a first step in assessing its usefulness

in space.
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