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ABSTRACT  

The interconnections of nervous pathways to the 

mammalian intercostal alpha-motoneurone and the be-

haviour of the neurone itself are of importance in 

the elucidation of intercostal muscle involvement 

in respiration. Due to the difficulties of direct 

experimentation, an approach was proposed through 

the use of a digital computer model that simulates 

the important pre-synaptic and trans-membrane process 

of the intercostal alpha-motoneurone. A practical 

model to fit these specific requirements has not 

previously been reported, and the work described 

here concerns the development and use of such a 

model, and its assessment in comparison with its 

mammalian counterpart by a variety of signal process-

ing methods. It is shown that the model produces 

results in good accordance with the experimental 

observations, and it is argued that a useful in-

sight into the functional behaviour is offered by 

the study of intermediate processes in the model 

which are not accessable in the experimental prep-

aration. 

Evidence from animal experiments has suggested 

that common connectivity exists presumably due to 

branching in the pre-synaptic pathways of the inter-

costal motoneurones. The model was extended to allow 

further investigation of this matter by neuronal net-

work simulation. Quantification was attempted by 

utilising the event cross-correlation measure, used 
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in the form of the Pre- and Post- Stimulus Time histogram; 

the simulated Average Common Excitation potentials (which 

agrees closely with the experimental results) also has 

been studied. It is shown that both techniques provide 

quantitative measures of common connectivity which are 

directly dependent on the event Input-Output probability 

density function. Finally, the factors contributing to 

this last fundamental measure are considered. 
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1.0 INTRODUCTION: 

The investigation of the nervous control of inter-

costal muscles in the regulation of respiratory movement 

is providing both a specific understanding of breathing 

control mechanisms and a general insight into the nervous 

control of skeletal muscle in mammals. Attention is 

currently being concentrated on the intercostal alpha-

motoneurone, which is the penultimate element of the 

control-effecting movement chain. This motoneurone 

has been demonstrated to integrate very high rates of 

pre-synaptically generated activity and to encode the 

information carried to it along the vast multitude of 

synaptically terminating pathways into a single, low 

rate sequence of motoneurone discharges. This train 

of nerve impulses is conducted along the axon of this 

motoneurone which terminates at muscle end-plate junctions 

and is responsible for the regulation of movement. 

Analysis of the temporally-coded muscle innervat-

ing spike sequences, recorded in animals, have provided 

some insight into the functional neuro-anatomy of the 

system, particularly by offering evidence for the exis-

tence of branching in the spinal pre-synaptic pathways. 

Sears and Stagg (1976) produced such evidence of shared 

inputs to these motoneurones from an event cross-corre-

lation analysis and suggested that it occurs both within 

segments and between neighbouring segmental levels, be-

cause of the significant and narrow correlation peaks 

observed. 
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The work described in this thesis follows on at 

this point. Its first purpose was to determine if current 

knowledge is adequate to account for the properties of the 

various neuronal signals recorded in the intercostal system 

and thereby clarify the origin of these properties. This 

work has further been aimed at establishing the amount of 

common pre-synaptic connectivity between the intercostal 

alpha-motoneurones. Because of the very fine dense synaptic 

structure on these neurones and the multitude of bulbo-spinal 

and other pathways to them, no direct estimate appeared poss-

ible. To meet this second requirement, a practical and effi-

cient digital computer model has been developed and employed 

to allow investigation of the hypothesised common connectivity 

and to enable further interpretation of the event cross-

correlation functions. 

In order to achieve a realistic simulation of the 

motoneurone, it turned out to be necessary to develop a 

model which integrates high rates of very small excita-

tory post-synaptic potentials (see Barrett, 1975). The 

limitations of previous computer models would not allow 

practical adaptation for the present purpose and the 

non-stationarity due to natural breathing rhythm needed 

to be accommodated. Validation of the present model 

was achieved by a thorough comparison with its neuro-

physiological counterpart using a number of statistical 

signal and ensemble-analysis techniques. 

By simulation of a pair of motoneurones with 

different amounts of common connectivity, levels of 

pre-synaptic drive, and trans-membrane mechanisms, a 

qualitative and quantitative evaluation of the cross- 
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borrelation functions derived from animal experiments was-

undertaken. It will be argued that not only has this main 

aim been fulfilled, but that a more complete understanding 

of the information coding properties of the intercostal 

alpha-motoneurone has also emerged. 

In addition, the model has also been successfully 

used to complement the recent studies of common connect-

ivity via a new measure introduced by Kirkwood and Sears 

(1976). 
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2.0 MOTONEURONES AND THEIR MODELS 

2.1 THE NEUROPHYSIOLOGY OF THE INTERCOSTAL MOTONEURONE: 

The work described in this thesis deals mainly with the 

investigation of intercostal alpha-motoneurones and their 

synaptic excitation. In the first part of this section a 

brief description of the components which are intercoupled 

with these motoneurones and their functional inter-relation 

is presented, while the second part describes in detail the 

trans-membrane processes which occur in these motoneurones. 

The Functional Organisation: Figure 2.1.1 displays 

a grossly simplified schematic representation of a mammalian 

intercostal motoneurone with its principal segmental and 

supra-segmental synaptic inputs and its axon termination 

in the intercostal muscle. These alpha-motoneurones are 

situated in the segmented grey matter of the spinal cord. 

They receive pre-synaptic control. directly from the supra-

segmental control centres along the descending bulbo-spinal 

pathways, and segmentally from the muscle spindles via the 

dorsal roots at the local and immediately neighbouring 

segmental levels. These pathways, numbering many thousands 

terminate at synapses on the motoneurone and extensively 

cover its dendritic and somatic surface (Barrett, 1975). 

The axons of these motoneurones leave the spinal cord 

through the ventral roots to innervate the intercostal 

muscles at that segmental level. 

The major function of the alpha-motoneurone is to 
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integrate the large amount of incoming control information, 

which take the form of temporally coded sequences of nerve 

impulses conducted along many thousands of axons (Katz, 1966). 

At the synaptic junctions the pre-synaptic impulses are 

transformed into post-synaptic potential changes across 

the motoneuronal membrane. The post-synaptic potentials 

are summated to contribute towards the generation of a 

new temporally coded train of nerve impulses by a non-

linear, threshold voltage sensitive process. This 

resulting train of impulses is conducted along the moto-

neurone axon to inervate the intercostal muscle which 

responds by contracting with a force proportional to the 

frequency of activation. 

The segmented intercostal muscles lie diagonally 

in one plane between, and anchored to, successive pairs 

of ribs (Bronk and Ferguson, 1934; Taylor, 1960). There 

are two layers of muscle which structurally form an 

internal or expiratory layer and an external or inspiratory 

layer, having their directions of inclination opposing. 

These two layers are normally activated alternately, there-

by causing expansion of the rib cage and so assist with 

breathing. 

Systematically spaced (approximately every one centi-

meter) lying within the continuous muscle fibre media, are 

the stretch sensitive muscle spindles. These muscle receptors 

produce two separate, rate coded impulse trains which carry 

information relating to the rate of change and the amount of 

local muscle stretch. Both these p rimary, Ia and secondary, 

II nerve plate ending responses are sensitive to length 
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Variation while only the Ia sequence rate displays an 

additional significant velocity sensitive component. 

These Ia and'II response rates are modulated or biassed 

by innervation of the muscle spindle by fusimotor neurones 

which, in turn, are under the direct control of the central 

nervous system (CNS). 

The Ia and II fibrto enter the spinal cord through the 

dorsal roots, via the ganglion cell bodies, and here they 

synapse on the local alpha-motoneurones (Kirkwood and Sears, 

1974; Stauffer, Watt, Taylor, Reinking and Stuart 1976), 

before ascending the spinal cord together. These afferent 

pathways to the CNS allow the muscle spindles to play an 

important role in the control of more complex respiratory 

movement patterns. Through their mono-synaptic excitation, 

the fibres form a reflex which maybe viewed as being 'load 

compensatory', where the positioning of the intercostal 

spacing is maintained constant under varying tension; or 

as a 'length follow-up servo' mode of operation which is 

performed by the CNS imposing control over the muscle 

contraction, via the fusimotor pathway, with the spindle 

acting as the error detector (Matthews, 1972). 

The Trans-membrane Processes of Motoneurones: The 

cations of sodium and potassium play an essential role 

in the functioning of a nerve cell. They are almost 

completely responsible for establishing the resting 

potential of the cell and in the dynamic production, 

and maintenance, of the propagated action potential 

(Eccles, 1966). The resting state potential is approx-

imately -70 millivolts OW. Convention: negative inside 
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with respect to the outside) peing determined by the major 
• 

ion concentration gradients measured across the resting 

cell membrane. Since the sodium cations and the common 

anions find the membrane relatively impermeable with the 

cell in the resting state, the main contributor to the 

steady state membrane current is the potassium ion diffu-

sion. A metabolically driven pump maintains the relative 

cation concentration gradients consuming energy in order 

to transport these ions in the direction opposing their 

concentration gradient across the cell membrane. Because 

the potassium concentration is kept high inside the cell 

and these cations can diffuse through the membrane wall 

with relative ease, then the resting membrane potential 

is determined principally by the concentration difference 

of potassium cations. 

However, if the membrane potential is diminished to a 

critical level (approximately -60mV), it exhibits a threshold 

phenomenon in which the permeability to sodium ions suddenly 

increases and an unstable state or 'localised response' is 

initiated across the cell membrane. This instability immed-

iately accelerates the depolarisation so that the membrane 

potential becomes slightly positive with the large influx 

of sodium ions. After a brief period this sodium influx 

is counterbalanced by a rapid efflux of potassium ions 

and the membrane potential becomes negatively polarised 

again. Following this impulse the soma begins to recover 

its resting potential while this resultant action potential 

is propagated down the axon of the cell, by the same prin-

ciple of a local influx of sodium and the following efflux 

of potassium ions, as a wave of depolarisation closely 
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followed by repolarisation. In motoneurones, the membrane 

potential is observed to hyperpolarise (i.e. become more 

negative than the resting potential) following the action 

potential. It is thought this state is due to the influence 

of the short-circuiting potassium channels (Eccles, 1966). 

As these channels close off again, to re-establish the resting 

Potential, the cell is said to be relative refractory. 

During the action potential no second action potential is 

initiated and the cell is said to be absolute refractory, 

however this is observed to persist generally for a few 

milliseconds only. On the other hand, during the relative 

refractory phase action potential spikes are sometimes 

observed, but their probability of doing so is noticably 

less than while the cell is in the resting state. This 

relative refractoriness persists while the cell remains 

hyperpolarised (after-hyperpolarisation). 

In motoneurones and other nerve cells, the depolar-

isation of the membrane leading to an action potential is 

initiated by synaptic excitation of impulses .on pre-synaptic 

fibres. These impulses, after travelling along the axon 

of the source cell, which synaptically terminates on the 

cell under consideration, and reaching the synapse, causes 

the release of a quantity of transmitter substance for 

diffusion across the narrow synaptic gap. The transmitter 

substance, on making contact with the membrane wall of the 

cell, brings about a local change in the membrane ionic 

diffusion rates. There is a reversed current locally, 

opposing the potassium ion current flow, due to an instant-

aneous increase in the sodium permeability. This produces 

a temporary depolarisation of the membrane potential of 
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this post-synaptic cell, generating an excitatory post-
. 

synaptic potential (EPSP). formally, within'the mammalian 

motoneurone an individual EPSP is insufficient to depolarise 

the membrane potential from its resting level to the threS-

hold level to generate an axon discharge spike (Eccles, 1966). 

An example of this is demonstrated by the cat intercostal 

alpha-motoneurone in which the threshold potential is found 

to be more than 10 mV above the resting potential whereas 

the averaged unitary EPSP amplitudes in the somatic region 

are approximately 0.1 mV by intracellular measurement 

(Kirkwood and Sears - personal communication). Instead, 

attainment of the threshold potential is achieved both by 

spatial summation of multiple synaptic excitation of the 

entire somatic and dendritic membrane surface of the neurone, 

and temporal summation due to repetitive activation of 

individual synapses. The site of impulse generation is 

generally considered to be close to the axon hillock (Eccles, 

1966) wWeb is situated at the point where the axon extends 

out from the soma body. 

By taking into consideration the capacitance effect 

within the somatic and dendritic volumes, together with 

the cable attenuation properties of the dendritic structures 

and treating the transmitter substance release as analogous 

to the injection of charge into a leaky capacitance circuit, 

such a distributed capacitance network model can account for 

both spatial and temporal summation of EPSPs and the range 

of EPSP amplitudes observed (Iansek and Redman, 1973); be-

cause the dendritic diameters are considerably smaller than 

the somatic, then assuming a similar quantity of charge is 

released at the synapses on both surfaces, the evoked 



19 

dendritic EPSP will be much larger than the somatic consid-

ering capacitance alone. It is important to recognise that 

after electronic conduction from the dendritic synapse sites 

into the soma, the EPSP is reduced in amplitude and is about 

50 percent as effective as somatic EPSPs (Barrett, 1975), 

while the EPSP shape has been markedly smoothed (Iansek and 

Redman, 1973). The observed phenomenon of greatly reduced 

EPSP amplitudes immediately following the generation of an 

action potential, which recovers to its normal size during 

refractoriness, also may be explained by considering the 

shunting effect of the recovery from after-hyperpolarisation. 

One further point is that synapses also exist which normally 

serve to hyperpolarise the membrane giving rise to inhibitory 

post-synaptic potentials (IPSP). These have been identified 

on intercostal alpha-motoneurones and have been shown to be 

dominant in the non-active phase; the inhibition effectively 

clamps the membrane potential low thus preventing any possible 

threshold crossings (Sears, 1964b). In this paper Sears demon-

strates the reciprocation of the EPSP and IPSP drives to the 

inspiratory and expiratory thoracic respiratory motoneurones 

modulating their respective membrane potentials in an anta-

gonistic manner with the slow rhythm of the 'central respira-

tory drive potentials. There is, however, no evidence of 

IPSP presence during the active phase of a normally operating 

neurone and therefore the EPSP drive dictates its behaviour. 

In the interest of developing a suitable model of these 

motoneurones the following section reviews the previous digital 

computer-based simulations of the trans-membrane processes just 

described and selectively outlines the various techniques of 

implementation. 
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.2.2 PREVIOUS NEURONAL MODELS': 

The history of neuronal modelling by digital computer 

simulation extends back some sixteen years. Even in this 

short period it has permitted a major advance in the under-

standing of neural phenomena which previously could only 

have been investigated by non-digital techniques; this 

history covering several centuries has been related in 

detail by Harmon and Lewis (1966). 

One of the first digitally computed models of the 

neurone was reported by Viernstein and Grossman (1961) 

and is a classical example of one type of modelling 

approach. They described their noisy membrane potential 

simulation as a process in which random amplitudes were 

added periodically to the instantaneous membrane potential 

(MP). This MP was also influenced by a refractory process 

which, recovered exponentially from a hyperpolarised 

level to the resting potential, after the generation of 

each post-synaptic action potential. To this, after a 

short absolute refractory period, were summed the accum-

ulated step amplitudes. Each representative post-synaptic 

potential amplitude was regularly drawn from a zero-mean, 

gaussian distribution with an allocated standard deviation 

parameter. A positive step was said to be due a dominance 

of EPSPs and a negative transition due to IPSP dominance. 

Under the combined influence of these two processes, the 

MP eventually attained a magnitude which was regarded as 

the threshold potential for spike generation, the spike 

event was recorded and the process reset to start again. 

With this minimal parameter, noisy MP model, Viernstein 

and Grossman were able to simulate experimentally observed 
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spike sequence patterns recorded from several types of sensory 

relay neurones. They concluded that this model had allowed 

them a better understanding of the synaptic mechanics associated 

with the transmission and coding of the sensory information in 

the neurones studied. 

In 1966 Geisler and Goldberg published an account of 

their minimal parameter, noisy membrane model which extended 

the type of simulation described above. By employing an 

additional parameter, they provided for a memory process which 

produced a significant negative serial correlation coefficient 

for a single interval delay of the spike sequence generated. 

They achieved this by determining each new depth of hyper-

polarisation as an inverse function of the length of the 

previous discharge interval. This allowed the simulation of 

many neuronal intji al statistics by the appropriate selection 

of the controlling parameters, but it was only accurate in 

accounting for the gross effects observed experimentally. 

A comprehensive digital model was described by Perkel 

(1964) which provided a more detailed representation of the 

trans-membrane Processes observed within most neurones. 

His programme was developed to allow coupling.between several 

separately simulated neurones to form networks and thereby 

could also allow the investigation of multiple neuronal 

structures and their interactions. The basis of this modelling 

programme was a table of queuing times to enable the 'time to 

the next interesting event' to be determined.and thus allowed 

an effective continuous time simulation which was efficient 

and more accurate than the fixed time increment principle 

generally employed. Each process was allocated a time to the 

next important occurrence and stored in the table so that as 
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each event time became due, the times and the associated 

process variables were updated accordingly. Perkel treated 

the pre-synaptic junctions as resevoirs of transmitter sub-

stance, allowing each a time course of recovery and an adjust-

able amount released for summation with the MP in the form 

of a post-synaptic potential by each pre-synaptic event. 

In addition to an exponential time course for the relative 

refractory recovery and an absolute refractory period, he 

included exponential time decaying functions for both the 

threshold and the MP. The former expression allowed the 

threshold to approach an asymptotic level, which if it 

was set below the resting potential, simulated a pacemaker 

cell; the latter decay function simulated the cell membrane 

time constant which also accounted for the post-synaptic 

potential decay towards the cell resting potential. Finally, 

his programme provided for the generation of a significant 

first (i.e. delay-one) serial correlation between intervals 

of the spike sequence produced by the simulation. The 

modelling programme had provision for a total of 350 pre-

synaptic sources, terminating axon-synapse junctions, and 

cell function parameters. Perkel also incorporated some 

simple and higher-order interval analysing options for 

processing at the completion of a simulation run. He 

concluded the report with results from a preliminary study 

and also proposed a modification to the programme which 

would allow more accurate EPSP shapes to be generated by 

replacing the decaying post-synaptic step function with 

a smoothly rising, and then decaying, potential pattern. 

Segundo, Perkel, Wyman, Hegstad and Moore (1968) 
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-gave an account of an extensive investigation of a simulated 

network of neurones which concentrated on synaptic properties. 

In this model they considered different numbers of pre-synaptic 

neurones converging on a final single neurone and studied the 

effect, on the discharge interval statistics of this final 

neurone, of varying the number and form of the pre-synaptic 

source. The overall strength of the pre-synaptic drive was 

held constant; this was achieved by proportionally decreasing 

the amplitude of the EPSPs released for summation to the MP 

with increase in the number of active synapses considered. 

They demonstrated, without exploring the matter in depth 

or offering an explanation, that the degree of pre-synaptic 

correlation was a functionally significant variable in 

determining the post-synaptic spike pattern; they established 

also that, in the absence of any input correlation, this 

pattern rapidly changed from a direct dependence on the pre-

synaptic interval-distribution to a dependence on the average 

pre-synaptic rate as the number of active synapses was increased. 

Concluding these important findings, they argued strongly that 

future neuronal models should bear these fundamental factors 

in mind, as indeed is the case for the work described later 

in this thesis. 

Walloe, Jansen and Nygaard (1969) also used an extensive 

model in their study of second order sensory neurones. Their 

model employed large amplitude EPSPs (e.g. 2.7-5.0 mV) which 

were typically half of the resting- to threshold potential. 

These were shown by simulation, to require about fifteen 

independent and gaussian distributed pre-synaptic sources 

to reproduce the experimentally observed interval statistics 

of the output train of spikes. They found it interesting 
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that, although the pooled pre7synaptic interval distribution 

was indistinguishable from that generated by a Poisson process 

(i.e. a negative exponential distribution), when the pre-synaptic 

sources were replaced by such an interval generator the observed 

data could not be reproduced. It demonstrated that an important 

time structure existed in the converging multiple source situa-

tion whicn could not be revealed by simple interval statistics 

alone and was a good example of the corresponding remark given 

by Segundo et al. 

In his investigation into the interval variability of 

discharge spike sequences from neurones, Stein (1965) used 

a mathematical model. The simulation allowed for a randomly 

occurring, exponentially decaying, fixed amplitude step post-

synaptic potential by the application of the gamma distributed 

function to achieve an analytical description. This minimal 

parameter model was shown adequately to simulate many of the 

first order interval statistics of neurones which are observed 

to maintain unity correspondence between the mean interval and 

standard deviation. He also concluded that, as the number of 

post-synaptic increments required to reach a fixed threshold 

was increased, then the resulting discharge spike sequence 

rapidly changes from one reflecting the pre-synaptic interval 

pattern to one determined only by the average input rate. 

The investigation by Moore, Segundo, Perkel and Levitan 

(1970) into methods for identifying simple synaptic interaction 

in neuronal networks, by the use of spike interval sequence 

autocorrelation and cross-correlation techniques computed from 

simulations and experimental recordings, demonstrated the 

importance of the EPSP and IPSP function in relaying the 

characteristic properties of the pre-synaptic connectivity. 
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They suggested that the post-synaptic potential shape was an 

essential contributor to the Input-Output correlation functions 

derived between the pre-synaptic and discharge spike sequence. 

Knox (1974) found similar results and goes further to conclude 

that the correlation kernel observed was directly related to 

the rate of rise of the EPSPs. 

One type of model not yet discussed, but which became 

quite popular for a period, is that involving a random walk 

or pseudo-Markov process. Although considered unsuitable 

for this current investigation, because it neglects the 

shape of the EPSPs and IPSPs which are important when 

studying the correlation between neurone discharge sequences, 

it has been quite successful in the simulation of quite a 

number of brain cell spike discharge statistics (Ekholm and 

Hyvarinen, 1970). Ekholm and Hyvarinen introduced a two state 

model with which they were able to simulate the serial corre-

lation measured in a number of interval sequences studied. 

The random walk model described and used by Gerstein and 

Mandelbrot (1964) begins with the MP at the resting state, 

which was bounded by an absorbing (threshold) level a discrete 

number of steps above and a reflecting level (potassium ion 

equilibrium) below, and was moved in discrete steps with the 

randomly occurring input. A drift process was included to 

simulate the bias towards one level, indicating a predominance 

of EPSP or IPSP drive respectively. When the MP reached the 

absorbing level an axon discharge was assumed to have occurred 

and the simulation was reset. With this model they were unable 

to determine any unique solution which accounted for the pheno-

mena observed from the auditory neurones of the cochclear 

nucleus but they did gain some further insight into the problem 
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they were investigating. 

To conclude this review of digitally computed neuronal 

models, a particularly important report by Jack and Redman 

(1971) must be considered; this is a comprehensive study 

which employed a model of the neuronal dendrites and soma. 

The investigation had been previously pursued by Rall, whose 

work has been thoroughly discussed and referenced by them, 

and who has now collaborated with them. Together they 

treated the dendritic structure from the formal compartmental 

cable approach and have demonstrated, in theory and by experi-

ment, methods for determining the various cell parameters and 

for estimating where along the dendrites the active synapse 

might be situated. Their theory showed that when measured 

in the soma the large dendritic EPSPs are considerably 

attenuated and smoothdin time, by the cable characterstics. 

They concluded with the suggestion that the dendritic synapses 

may be responsible for only the adaptive underlying control 

in motoneurones, whereas the faster rising somatic EPSPs are 

probably recruited for the more critically timed and delicate 

control functions. 

Turning now to the immediate problem, and the modelling 

approach to it; the salient features of the intercostal moto-

neurone can be identified, and the acceptability of previously 

mentioned models for their description, can then be considered. 

Within the intercostal motoneurone structure, there are 

apparently some signs of direct pre-synaptic common connect-

ivity as evidenced by the form of the discharge-event cross-

correlation functions between the spike sequence recorded 

from the axons of groups of the alpha-motoneurones (Stagg, 
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1973; Sears and Stagg, 1976)%; The need for a suitable model 

arose from the difficulty, in animal experiments, of establish-

ing the proportion of pre-synaptic inputs to such motoneurones 

as could arise by branching of the stem fibres. If this strength 

of short-term synchronization could be determined, then the 

neural control of these neurones, and in turn the inter-relation 

between this and the motoneurone control of the intercostal muscle 

structure they innervate, would be better understood. An evalu-

ation by other techniques, for example neuro-signal tracing using 

pre- and post-synaptic nerve spike sequence correlation methods 

is unlikely to be productive, although further evidence may 

eventually come from anatomical investigation. The difficulty 

stems from the fine and very dense nature of these pre-synaptic 

fibres within the environment of these motoneurones. 

It is obvious from the preceding neuronal modelling survey 

that there is a very important gap left unfilled. This is due 

to the inadequacy of these previous models to satisfactorily 

simulate the normal properties and working characteristics of 

the mammalian motoneurone. A suitable model would be expected 

to experience a high pre-synaptic input rate and integrate a 

large number of small EPSPs, realistic in shape, over each 

output discharge interval. 

A motoneurone model is proposed to meet these require-

ments. It is anticipated that this mammalian motoneurone 

model would be suitable for the investigation of the short-

term synchronization detected between intercostal motoneurones 

and should provide quantitative estimates of the strength of 

shared pre-synaptic inputs. This thesis reports the procedure 

adopted for this study, the results obtained and the conclusions 
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reached by the use of such a digitally computed motoneurone 

model. 

2.3 A PROPOSED MODEL OF AN INTERCOSTAL ALPHA-MOTONEURONE: 

Most of the trans-membrane phenomena described earlier 

la this chapter have been observed in intracellular 

recordings taken from the intercostal alpha-motoneurones 

of normal breathing cats. These typical skeletal moto-

neurones must integrate approximately 17 thousand pre-

synaptic spikes per second ( /sec. ) according to the lose 

formulation which considers a 10 mV resting- to threshold-

potential, 0.1 mV amplitude EPSPs, and a 6 msec cell time 

constant (Barrett, 1975): 

(assuming a regular arrival rate of EPSPs) 

so that the mean interval of EPSP arrival = 6 loge(10.1/10) 

= 0.0597 msec 

. (or 16750/sec.) 

In particular they generate an average axon discharge rate of 

about 10/sec. which innervates the intercostal muscle and 

causes it to contract during the appropriate active respiratory 

phase. Therefore, the proposed simulation must integrate many 

more and much smaller amplitude EPSPs than in previous neurone 

models. Since these amplitudes are typically about one percent 

of the resting- to threshold- potential and because a model of 

this detail for motoneurones has not hitherto been reported, 

a completely original model had to be developed. Evidently, 

more attention to detail is necessary to allow adequate inter-

pretation of the complex.  physiological results under invest- 
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igation, but a risk exists in-this situation of the model 

becoming too cumbersome. It is important then that due weight 

be given to the experience and techniquet already reported 

in the literature to ensure the simulation is pratical 

and efficiently computed. The facilities available and 

the need for subsequent digital processing of the data 

from the simulation, dictate that it is most convenient 

to implement the model on a digital computer. 

The outline of the programme structure used by 

Perkel (1964), which utilised the queuing-time table 

principle for interesting events allowing an effectively 

continuous time simulation, was extremely appealing and 

a similar approach was implemented. Many of the simulated 

trans-membrane processes he describes such as his suggested 

modification to include a realistic EPSP shape were also 

incorporated. The conclusions of Segundo et al (1968) 

determined from their extensive synaptic property invest-

igation suggest that since the proposed model will normally 

be required to integrate many small EPSPs, the number of 

synaptic terminals simulated might be reduced. This is 

allowable if there is little or no dependence between the 

pre-synaptic pathways and will certainly be investigated 

in the interest of keeping the simulation efficient with-

out sacrificing important detail. 

Therefore, in conclusion, the proposed digital neuronal 

model should comprise a limited number of synaptic terminals 

which will elicit a high rate of well described EPSP wave-

forms for summation with a pseudocontinuous MP; the decaying 

tail of the EPSP reflecting the cell time constant. It should 

include an asymptotic resting potential and the refractory 
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process observed in respiratory- alpha-motoneurones which 

display after-hyperpolarisation characteristics. No IPSP 

effects were considered initially in this stationary model 

because of the lack of evidence for their existence during 

the active phase of these neurones, to which attention is 

restricted in this study. 

As described in the next chapter, an effort has been 

made to ensure that the model produces a realistic simulation 

before studying the properties of interacting groups of these 

neurones. By comparison of the discharge interval statistics 

from the simulated neurone, and the MP trajectories produced 

in it, with the results of similarly analysed neuronographic 

and intracellular recordings from cat intercostal alpha-

motoneurones the model can be, and was,evaluated. Any obvious 

discrepencies can thus be corrected to allow a valid simulation 

of this neurone. 
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3.0 THE TRANS-MEMBRANE POTENTIAL MODEL: 

This chapter provides first a descriptive outline of 

the programmed simulation of the motoneurone trans-membrane 

potential and then briefly relates the programme development 

and structure, before continuing with an evaluation of the 

model's accuracy in representing a real neurophysiological 

neurone. In this second part, the results are reported of 

using several preliminary techniques for analysis applied 

to both the simulation results and recordings made from 

cat intercostal alpha-motoneurones to assist in establishing, 

by comparison, the validity and limitations of the model. 

During the course of these discussions the importance of 

non-stationarities in the data are considered and this is 

shown to account for many of the discrepencies that occur. 

The conclusion demonstrates that a better insight now exists 

into the information coding properties of this type of 

neurone, and proposes further investigations utilising the 

model. 

3.1 THE MODELLING PROGRAMME PARAMETER AND PROCESS DESCRIPTION: 

The most essential intermediary between the mass of 

incoming pre-synaptic neural stimulation to the neurone and 

its resulting post-synaptic axon discharge sequence, is the 

trans-Membrane Potential (MP). In the previous chapter the 

proposal of a suitable model included a brief outline of 

the main synaptic and other trans-membrane mechanisms which 

constitute the means for establishing and influencing this 

MP in the intercostal alpha-motoneurones. These processes 

are implemented into the model by the use of relatively simple 

algorithms which simulate their approximate electrical (voltage) 
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analogues for the convenience of producing their additively 

contributing MP components, thereby allowing a direct com-

parison with its intracellularly recorded counterpart from 

physiology. This is demonstrated in Figure 3.1.1A. 

Table 3.1.1 gives a list of the parameters used to 

initialise or generate the variables employed to simulate 

these processes and their function description in the 

programme. Also given with this table is an expression 

which demonstrates how the appropriate components contri-

bute towards the instantaneous MP potential. It will be 

seen that the dimensions of the parameters and the variables 

are either time or voltage. In schematic terms the model 

consists of a pre-synaptic point-event signal input, pro-

ducing a pseudo-continuous MP which is monitored by a 

threshold detector; together these generate a new point-

event signal corresponding to an axon discharge sequence 

of action potential spikes. The following paragraphs 

present the parameters associated with each algorithm, 

with a description relating their function to their physio-

logical counterparts, and then describe the dgorithm imple-

mented and the corresponding variables used. Each variable 

is updated or a new value is computed whenever the interval 

of the 'next event of interest' falls due; in other words, 

the simulation time is advanced according to the next 

shortest interval for a new event. By applying this approach, 

the MP components become effectively continuous time varying 

voltage expressions allowing the simulation to possess a 

realistic quality. Also, because this approach allows an 

irregular sampling of an otherwise continuous time simulation 
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A 	The trans-membrane mechanisms. 

B 	The standard EPSP pattern. 
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TABLE 3.1.1: 

Parameter Description and Function- 

PARAMETER: 	DESCRIPTION: 	VARIABLE (ALGORITHM): 

TDK 	Cell Time Constant(TC). 

TRT 	EPSP Rise TC. 
• 

TRF 	Refractory TC. 

TINT(i) Mean Pre-synaptic 	TIME(i)= 
Arrival Intervals(i). -TINT(i)*loge(RANF) 

EPSPK Epsp Peak Amplitude 	PK= 
Factor. 	EPSPK(1.-e-At/TRF) 

Instantaneous MP 
EPSP Decay Component. 

ADK= 
ADK*e-At/TDK 

+PK (for Pre-synaptic 
event) 

Instantaneous MP 	ART= 
ART*e-At/TRT EPSP Rising 

Component. 	+PK (as at:ye) 

HPOT 	After-Hyperpolarisation. 
REF= 

HPOT*e-Edt/TRF 

THRES Discharge Threshold Level. 

N.B. Variable, MP= THRES +ADK +REF -ART 

(giving the instantaneous MP.) 
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(as opposed to regular sampling) while still retaining the 

chronological order of events, the simulation progresses in 

the most efficient way possible. An 'event of interest' 

can be the arrival of a pre-synaptic stimulus, which generates 

a post-synaptic potential for summation with the MP, or other-

wise will be the production of an axon discharge spike. It 

was advantageous to recorri these events as a sequence of super-

imposed intervals in chronological order and therefore use the 

routines developed by Stagg (1973) which were written to analyse 

neuronal data recorded from animal experiments processed into 

just such a format. 

The Arrival Times of Pre-synaptic Events: These are 

treated as the time intervals to the next release of trans-

mitter substance at each synapse, causing the immediate 

generation of an EPSP shape for temporal summation with 

the somatic MP (the present model investigation examined 

only excitatory synaptic processes). Also, only two 

synapses are considered in this study; however, each is 

made to appear representative of a large multitude of 

synaptic terminals by stimulating them independently 

with rapid sequences of pre-synaptic event intervals 

generated according to Poisson processes. These two 

renewal sequences are each derived from their mean 

intervals, TINT(i) by computing the interval, TIME (i) 

before the arrival of the next pre-synaptic event of 

that particular sequence using the algorithm: 

TIME(i) = -TINT(i) x loge(RANF) 

where i = the identity of the synapse concerned. 

RANF = a random variable with a rectangular 
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distribution between 0.0 and 1.0. 

The statistics of a sequence of point-events spaced by 

the intervals of such an algorithm are known to have the 

following properties; a negative exponential interval prob-

ability density distribution with an equal mean and SD of 

TINT(i), and a statistically flat event autocorrelation 

function, which is indicative of complete independence be-

tween the interval lengths of the sequence (the results in 

Section Three, Figure 3.4.2D demonstrate these properties 

for the algorithm employed). 

This gross reduction in the number of active synapses 

has been necessary for computing efficiency and is justified 

in this present study despite the conclusions of Segundo et 

al (1968) and Walloe et al (1969). In a normally functioning 

vertebrate alpha-motoneurone (innervating skeletal muscle) it 

is estimated (Barrett, 1975) that there are some 20 - 50 

thousand synaptic terminals on spinal motoneurones of the cat 

and up to 80 percent of these are distributed on the dendrites. 

Barrett finds, in his summary of results in the literature 

that the dendritically generated EPSPs are at least 20 - 50 

percent as effective as those generated by the somatic synapses 

when measured in the soma and suggests that these dendritic 

synapses may have at least an equal or maybe greater role to 

play in the functioning of motoneurones. In the previous 

chapter (2.3) it was estimated, from the same reference, that 

about 17 thousand EPSPs/sec. with a typical 0.1 mV amplitude 

need to be summed in the soma to allow the MP to be depolarised 

by the 10 mV separation between the resting and threshold 

potentials in order to generate axon discharge spikes. 
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Since the motoneurones under investigation discharge typically 

10/sec., this indicates the summation of at least 1700 EPSPs/ 

discharge. This alone suggests that there must be quite a 

strong independence between the pre-synaptic events, otherwise 

why such an extravagance in the synaptic structure? Further, 

in view of the criteria for signs of dependence in the pre-

synaptic pathways observed by Segundo et al, none of these 

are apparent in the physiological results of the cat inter-

costal alpha-motoneurone; no early mode is found in the axon 

discharge interval probability distributions or the spike 

sequence event autocorrelation functions for single units 

(see the results in Figure 3.5.1). Together, these argu-

ments have been made to provide the grounds for assuming 

independence in the pre-synaptic pathways and therefore 

allow the replacement of a large population of synaptic 

sources by a single source with a much higher rate of 

stimulation, the events coming forward according to a 

renewal process. 

Such a generator of a sequence of independent 

intervals can be implemented under the control of a 

Poisson process. In the model, two of these represent-

ative generators are incorporated (because the invest-

igation is to be extended to study the effects of common 

connectivity between pairs of motoneurones, after the 

model has been satisfactorily evaluated). This model 

therefore stands in contrast to that of Walloe et al 

who found that a minimum of fifteen pre-synaptic sources 

generating large EPSPs was required to adequately simulate 

the second order dorsal root neurones they were investi- 
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'gating. It also contrasts with their model, and with that 

used by Segundo et al, in that the EPSP shape employed was 

simply a decaying step. 

In the initial stage of this study the pre-synaptic 

rates were kept stationary, unlike the situation for 

respiratory alpha-motoneurones which experience a contin-

uously varying rate of drive associated with breathing 

(Sears and Stagg, 1976). This restriction was due to 

initial computing limitations to which a satisfactory 

solution was found; some non-stationary results were 

produced for comparison with the physiological results. 

For the standard simulation runs the total mean pre-

synaptic rate is 15150 events/sec (15.15KHz). Usually 

this bombardment of events is shared equally between the 

two synapses, so TINT(1) = TINT(2) = 0.132mSec. Under 

these conditions, with the standard EPSP shape and peak 

amplitude of 0.1mV, a mean axon discharge rate of 10/sec. 

is generated. 

Cell, EPSP and Refractory Time Constants: From 

experimental work done by Iansek and Redman (1973; also 

Mendell and Henneman, 1971 and Jack et al, 1971), in 

which the size and shape of EPSPs recorded in cat alpha-

motoneurones were measured, the average cell time constant 

was determined to be about 6mSec. This value has independ-

ent support in the case of cat intercostal alpha-motoneurones 

in the averaged EPSP shapes recorded by Sears and Kirkwood 

(personal communication) from their afferent pathway 

triggered-averages. These sources all also report a typical 

EPSP rise time (10 - 90 percent of the peak) between 0.6 and 
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6.7 mSec and an average half height width for this range of 

rise time of about 6mSec. For ease and efficiency in generat-

ing the standard EPSP shape during a simulation, the pattern 

is computed by taking the difference of two decaying exponen-

tials. This expression for describing the standard EPSP allows 

their accumulated effect at high pre-synaptic rates to be con-

tinuously calculable and therefore lends itself very satisfact-

orily to the approach implemented, which works on the time of 

the 'next event of interest' principle. The two time constants 

used are TDK (= 6.0mSec) and TRT (= 0.5mSec) which generate a 

pattern with a rise time of 0.7mSec, a half height time of 6.03 

mSec and the peak amplitude occurs after 1.355mSec. When this 

difference expression is scaled by a factor of 0.13674 it 

attains a peak value of 0.1mV. Figure 3.1.1B illustrates the 

shape of the standard EPSP pattern produced by the formula: 

EPSP(t) = 0.13674 x (e-t/6.0-e-t/0.5)  mV 	for t in msec. 

The relative refractory process in the model motoneurone 

is simply implemented by another decaying exponential function 

which approximates the time course of recovery of the MP from 

a hyperpolarised state back to the resting potential. This is 

given a standard time constant TRF (= 30.0mSec.) and the 

contribution to the MP is calculated as HPOT x e-t/30 where 

HPOT (mV) is the amount of hyperpolarisation incorporated in 

the model. No absolute refractory period is included because 

results in the first simulation runs with this factor included 

showed no significant difference in discharge sequence statistics 

from results with it removed. This is not very surprising: 

the period observed is short (typically 1.5mSec) in relation 

to the shortest axon discharge (usually much greater than 50 
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mSec). Therefore its exclusion from the simulation was upheld 

in the interest of computing efficiency. 

EPSP MP Components: The main basis' for choosing to 

describe the EPSP shape with two exponentials will now be 

clarified. There are two advantages in this choice rather 

than in using the more specific expressions derived for the 

compartmental model (Jack et al, 1971).: first, the simplicity 

of this technique, both from the computing point of view and 

in allowing a reasonably accurate approximation of a typical 

soma-recorded EPSP; second, the efficiency it allows in 

computing the effect of the summed EPSPs. By dividing the 

contribution of the accumulated EPSPs into two components 

corresponding to the two decaying exponentials used, any 

number of EPSPs arriving at any rate can be accommodated 

quite conveniently. These components are simply updated 

by weighting each with its appropriate exponential decay 

value for the length of the past interval. If the 'event 

of interst' is an arrival at one of the synapses then, 

after weighting the MP components, the value EPSPK is 

summed to these two MP components, where EPSPK is the 

factor by which the original EPSP exponential difference 

expression was scaled in order to produce the required 

amplitude EPSP (EPSPK = 0.13674 for the standard 0.1mV 

EPSP employed). These two MP components are designated 

under the variable names ADK and ART for the 6.0mSec and 

the 0.5mSec time constants of the standard EPSP shape 

respectively. At any instant of time, after weighting 

the components for the last interval, the effect of the 

accumulated EPSPs is simply (ADK - ART)mV. Therefore 

by implementing this approach the concept of a time- 
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'continuous MP is simply and efficiently preserved. 	
J 

Refractoriness: A third MP component is added to the 

two described above in order to simulate the effect of re-

fractoriness in the model neurone. This accounts for the after-

hyperpolarised state of the MP immediately following an axon 

discharge and is implemented simply as an exponentially decay-

ing, negative valued component, REF. After each discharge 

REF is initialised to the amount of hyperpolarisation, HPOT 

(typically -6.0mV) and decays with the time constant TRF 

(30mSec) in the simulated motoneurone. During this process 

of ionic recovery towards the balance observed for the resting 

state called the relative refractoriness, a further effect 

occurs. Initially, the amplitudes of the EPSPs are greatly 

reduced but as refractoriness continues and the ionic balance 

is recovered, the amplitudes attain their normally observed 

height of about 0.1mV in general. This graded EPSP amplitude 

effect is important in that it strongly influences the MP 

trajectory and variability. It is simulated by weighting the 

EPSPK factor by the expression (1. - e-t/TRF ). In this manner 

the EPSP amplitudes rise to their standard height with a time 

constant of the refractory process and is compatible with the 

time updating approach implemented. No other EPSP amplitude 

modulation effects, such as non-linear summation and localised 

spatial shunting of synaptic currents (Eccles, 1966), are con-

sidered in this present model. 

The MP and the Axon Discharge Threshold: The model 

assumes a fixed axon discharge threshold level (typically -60mV) 

with the resting potential lying normally 12mV below this at 

-72mV. For ease in computing a threshold crossing, and the 

consequence of a discharge, the threshold level is translated 
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'to allow for a test of a sign change only (i.e. the threshold 

potential is made zero) by incrporating the pa'rameter THRES 

(normally -12mV). The expression for the membrane potential 

in the model is: 

MP = THRES + REF + ADK - ART 

Another term, -CD is included in this expression for 

realism when the MP trajectory is displayed, but otherwise 

appears to have a very limited influence on the discharge 

interval statistics and therefore is excluded. It is 

observed in intracellular recordings that, following a dis-

charge spike, the MP does not immediately hyperpolarise (to 

typically -78mV) but instead smoothly decays into the after-

hyperpolarised state reaching the most negative potential 

anywhere between 5 and 25 mSec following the discharge (see 

typical averaged MP trajectory in Figure 3.5.3). This 

characteristic, which will be referred to as 'soft-hyper-

polarisation', is implemented in the model as.an exponential 

decay (with a time constant equal to the cell, 6.0mSec) and 

ignores other associated phenomena such as delayed-depolaris-

ation which has been investigated by Kernell and Sjoholm (1972). 

Tracking and Recording Events of Interest: In the event 

of a calculated threshold crossing, the 'flag' (TDISC) is set 

low in value. This variable then serves a dual function not 

only as a 'flag' but as a temporary time storage location also. 

Initially it is set to a large number (10+100) and remains so 

until a discharge event is determined to be the next of interest. 

At this point in time the actual interval from the next event 

to the instant of discharge is written into one of the pre-

synaptic TIME locations while the current value of this TIME 

location is stored in TDISC (hence the low value of TDISC 
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signifying the discharge). The combination of these occurr-

ences is detected in the simulation programme which branches 

to process the current TIME event as one preceding an axon 

discharge event. TDISC is then reset large after the pre-

synaptic interval saved in this location is restored back 

into its TIME location again and the simulation resumes. 

TOUT is a time accumulating variable which sums the 

intervals that have been processed between the recorded 

events required for data, thereby keeping a chronological 

account in the data recording. Generally all the axon 

discharge events are recorded, together with their inter-

vals from the preceding recorded event, and in some studies, 

certain pre-synaptic stimulus events also. When the MP 

trajectories are being recorded, regular sampling at 1.0mSec 

(or in some cases, 0.1mSec intervals) is employed and usually 

under this circumstance no other events are recorded except 

the calculated average discharge interval. 

The variable TI(NX) is the array for recording the 

interval and identity of the events of interest. For each 

event four locations are used (the indexing variable, NX, 

being incremented by four after each recorded event), the 

first contains the time of the past interval and is the 

current value of TOUT (TOUT is then reset to zero to keep 

account of the next interval), the next two locations are 

used to identify the spike by an amplitude value and a 

channel number, while the fourth is unused at present. 

This format is compatible with point-event processing 

programmes of Stagg (1973) with which he has processed 

the corresponding neurophysiological data; a single unit 

(neurone) may be selected from a grouped recording of 
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active units from an intercostal filament on the basis of 

spike amplitude. In the simulations the amplitude coding 

was used to identify single units, while the channel number 

indicated the type of event (1 = pre-synaptic, 2 = discharge). 

Figure 3.1.2 displays the modelling programme flow chart 

and the following section outlines the programme development 

and some of the features incorporated. 

3.2 SOME IMPLEMENTED COMPUTER PROGRAMMING TECHNIQUES: 

The flow chart shown in Figure 3.1.2 was originally 

programmed in Fortran IV on the Imperial College CDC 6400 

computer. It soon became apparent that even when a simul-

ation was allowed to run for the maximum computing time 

permitted, many simulations could not generate enough data 

to allow statistically significant results. Several solu-

tions for overcoming this problem were considered and the 

decision to incorporate a combination of these was made so 

that the simulation speed could be increased several-fold 

with little loss of the original modelled detail. This 

implementation still follows the flow chart structure 

initially employed but takes advantage of several powerful 

features of the large CDC 6400 and 7314 computers. First, 

the programme was rewritten in the CDC assembler language, 

COMPASS, and this was implemented as efficiently as possible, 

making full use of the eight arithmetic-registers and the 

very flexible instruction set. For example, by keeping all 

the variables which contribute to the membrane potential in 

the arithmetic-registers after updating them to the present 

instant of interest, the subsequent checking for, and 

calculation of the time to, the MP crossing of threshold 



RE-INSTATE 
TIME(K)=TDISC 

RECORD I/P EVENT 
IF REQUIRED, SETTING 
TOUT=O. 
GENERATE NEW TIME(K)=0. 

SMALL= 
DISCHARGE 

NO 

YES 

EVALUATE MP(max) 
IN INTERVAL. 

YES 

SAVE RECORD OF 
EVENTS TI(NX). 

RE-INITIALISE VARIABLES 
sur TOUT=O. 

IN/ND 

110 

NO YES 

SET TDISC=TIME(K) AND 
TDISC=DISCHARGE INTERVAL. 

>"---- 
EVALUATE ACTUAL 
INTERVAL FOR 
MP= O. 

4C 

RECORD DISCHARGE 
EVENT IN TI(NX). 

UPDATE MP CUTONENTS 
AND CALCULATE MP. 

A 

FIGURE 3.1.2: 

The motoneurone modelling programme flow chart. 



47 

level can be achieved with the minimum of further memory ' 

access therefore allowing a faster execution time. These 

particular programming features immediately halved the 

time for a simulation cycle, but still did not always allow 

long enough runs to produce significant results, so a closer 

look was taken at the times for execution of the functions 

and algorithms employed. The exponential function used to 

calculate many of the time-weighting values in the simula-

tion was found to account for approximately 30 percent of 

the total execution time and the calculation of the pre-

synaptic arrival times using the natural logarithmic 

function, another 20 percent. 

A useful feature of the CDC computers is their large 

core allocation (over 50000 words) and their efficient 

organisation of the core-to-register transfer of data 

(direct access from core to any of five registers and 

storage to core from another two registers), allows for 

a fast and easy manipulation of data. By taking advantage 

of this and substituting look-up tables for each of the 

different exponential time-constant expressions, the 

function call can be replaced by a short and simple index 

calculation followed by a core access-load instruction 

which takes relatively very little time. This approach is 

made possible by accepting one compromise: requiring a 

certain minimum time increment resolution. It was decided 

to use a resolution of 0.01mSec which is 2 percent of the 

shortest exponential time constant and which has been shown 

to provide sufficient accuracy for the typical range of 

simulation parameters used here. Having established the 

resolution, the number of values in each table can then 
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be determined from the longest interval expected. This upper 

limit factor is known and finite because the algorithm used 

to generate the pre-synaptic intervals will only generate 

intervals which are less than eight times the mean arrival 

selected. For the usual range of pre-synaptic rates con-

sidered the length of each exponential table is at the most 

a few thousand values. 

In a similar manner an array table of the logarithmic 

values used in the generation of the pre-synaptic intervals 

is incorporated. Here, in place of the standard loge  (RANF) 

algorithm initally used, 500 natural logarithmic values 

calculated from the variables over the range 0.002 to 0.999 

are used. Because the generation of the random variable 

between zero and one by the RANF function is very rapid, 

multiplying it by 500 and using the integer part of the 

result to address the table of natural logarithmic provides 

a very fast pseudo-negative exponentially distributed 

independent sequence of variables. Although this might 

appear superficially to be a gross approximation, testing 

the resulting interval sequence (scaled by the mean interval 

required) demonstrates the method to be adequate for the 

purpose to which it is applied. The interval-distribution 

is of a negative exponential form and the autocorrelation 

function is statistically flat (as shown by the example 

given in Figure 3.4.3D which results from an interval 

sequence with a mean of 1.0msec) and the CV is 1.0; all 

these properties are typical and characteristic of a 

Poisson source. 

One final algorithm employed, which again utilises 
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another look-up table, does so to avoid the implementation 

I of the loge function and is Involved in the determination of 

time to the peak value of the MP (i.e. of maximum depolaris- 
'5 

ation). This
A 
 calculated by differentiating the two accumu- 

lated EPSP MP components and re-organising the expression 

to give the time to a maximum; the time constants involved 

are known, as are the instantaneous magnitudes of ART and 

ADK, (This method makes one assumption: all other time 

constants and processes have negegible effect over the short 

period in which the maximum is reached; e.g. if only one 

EPSP has contributed to the MP components, then with the 

standard time constants of 0.5 and 6.0 msec, a maximum occurs 

after 1.355msec although, as more EPSPs contribute, the time 

to a maximum rapidly decreases). The following formulation 

is used in determining the time to a peak: 

The EPSP contribution to the MP = ADK. e-t/TDK-ART. e -t/TRT  

Differentiating, to find the expression for the maximum, and 

rearranging: 

TDK. TRT 	TDK. ART  tmax - TDK- TRT' l°ge(  TRT. ADK 

12. 
11.  
TRT. 	ART loge  (12.---ADK) for a standard EPSP 

This value, tmax  is a variable which must be calculated 

after the release of each new EPSP. Now the maximum time to 

a peak of a unitary EPSP is less than 1.355msec and the time 

resolution has been set to 0.01msec for the other array tables 

so, in order to ensure that temporal resolution is maintained 

over the range of tmax' 200 values are computed to cover the 

non-linear range of this variable. These values are calculated 

for a linear increase in the ratio ART/ADK appropriately and 
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therefore the addressing index for this table of tmax values. 

only requires the ratio to be multiplied by 200, thereby 

resulting in a very fast determination of the time to maximum 

depolarisation. It only then remains for the recalculation 

of the MP after such an interval follpwing the next pre-

synaptic event to predict whether there has been a threshold 

crossing or not. If there has been a crossing in this time, 

the time of the crossing is found by incrementing time in 

0.01msec steps, and updating ADK, ART and REF until there is 

a sign change in the recalculated instantaneous MP, which 

indicates that an axon discharge is imminent. 

The inclusion of these look-up table techniques, to-

gether with the reprogramming in assembler language, produced 

an overall four-fold improvement in the simulation running 

time compared to the original Fortran programme. This now 

allows most of the simulations to generate sufficient data 

to give significant results and so further development was 

felt unnecessary. 

When the simulations are required to produce MP 

trajectory plots, or are used to examine MP variability, 

the programme employs a third TIME(i) variable which is 

initialised to the sampling interval each time it falls 

due. At this instant the MP magnitude is recorded, after 

the variables have been updated for the past interval, and 

the simulation continues. 

This concludes the outline of the programming techniques 

and is followed in the next section with a description of the 

analytical methods employed to obtain some preliminary results 

for evaluating this mammalian motoneurone model. 



3.3 PRELIMINARY METHODS OF ANALYSIS: 

It is necessary to carry out a comparative analysis of 

the recorded data from the computer simulation runs and that 

from the neurophysiological experiments so as to allow a 

direct comparison between the model and cat intercostal alpha-

motoneurones: first, to evaluate the reality and limitations 

of the model; and then to gain more understanding about the 

properties and information-coding mechanisms of these moto-

neurones. Some general point-event sequence analysing tech-

niques and membrane potential (MP) variability analysis 

methods are therefore now introduced. This section also 

offers an introduction to the specialized Input-Output (Pre-

to Post-Synaptic event) cross-correlation functions. The 

results of all these analyses are then presented in the 

subsequent sections of this chapter. 

(i) The Quantitative Description of Point-Event Sequences: 

The definitive description of a point-event sequence requires 

extensive statements about statistical features expressed in 

event, count, or interval terms. However it is quite clear 

that, for practical purposes in which only a limited number 

of statements can be made about the signal statistics, inter-

val statistics are basic; statistical measures expressed in 

event or count terms turn out to be more-or-less complex 

transformations of interval measures. The useful interval 

measures are the probability density function of intervals 

(or its moments) and the serial correlation coefficients 

rl, r2,..., rk, ..,: very occassionally the higher-order 

correlationcoefficientsr..my be used but in view of 

their poor sampling statistics they are not used here 

(Sayers, 1970). A useful measure is the scaled interval 



probability density function (PDF) distribution pk(t) where 

the k-scaled interval kT is defined by: 

k 
T. = 	T k 	i+j-1 ; i = 1, k+1, 2k+1, 3k+1,.... 

j=1 

another useful transformation offers a convenient means for 

estimating the event autocorrelation function ne(T) when 

nc(qr)dT is the probability of an event in the interval to 

to+T t o+T +dT given an event at to. This function nc (q7) 

can also be found from the sum of the scaled interval PDFs: 

nc(1 ) = 15- 11pic(t.)  

Most statistical measures are only useful in the presence 

of stationary data, but it is recognised that non-stationarity 

is of the essence in the present problem because of the res-

piratory rate-modulation (Sears, 1964b). In these circum-

stances the correct approach (at least as far as moments and 

correlation coefficients are concerned) is through the use 

of ensemble statistics, in which the point sequence of events 

during each breath is treated as a member of the ensemble. 

Certain difficulties do arise in this case because the 

individual breath starts at an arbitrary instant within a 

current interval of the on-going point sequence but, as 

will be shown, this difficulty can be turned to advantage. 

Hence the main measures used in comparing real with simu-

lated data should be the general form and the first few 

moments of the interval PDF as estimated by the sample 

histogram of intervals, the first few (non-stationary) 

ensemble correlation coefficients of the interval sequence 

and the event autocorrelation function. 

The interval PDF embodies several pieces of information 

which are used in generally classifying the generating process 
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And its variability in a few terms. From it can be found the-

common statistics of mean (M) and variance (or standard devia-

tion, SD) of the sequential intervals between axon discharges 

treated as point-events; the measure of the spread of the dis-

tribution about the mean is given by the coefficient of varia-

tion (defined as CV = SD/M) which is often not a really useful 

index except for approximately Gaussian distributions. In the 

past, attempts were made to classify the interval-distributions 

which were generally non-gaussian and skewed towards longer 

intervals, by describing them with fitted Binomial or Gamma 

distribution functions (Stein, 1965) although occassionally 

the Negative Exponential distribution of a Poisson process 

(Ten Hoopen, 1966) was relevant. Although these classific-

ations have some utility, especially in comparing one type 

of neurone with another, the present work deals with non-

stationary neural interval sequences and therefore no such 

classification has been attempted (a broad similarity of 

the PDFs of the actual and the simulated data was confirmed). 

Instead, in view of (breathing) non-stationarity in the data, 

the statistics of interval delay serial correlation coeffi-

cients treated from a breath ensemble approach (Frize, 1970) 

have been used, together with event autocorrelation functions. 

By calculating the serial correlation coefficients for 

a number of interval delays into the breath cycle, as des-

cribed by Frize, the effect of the non-stationary process 

underlying the generation of the interval sequence can be 

observed. Further, if the serial correlation coefficients 

for a single interval delay are significant then the event 

autocorrelation function should prove worth investigating. 
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The autocorrelation function nc('t) or expectation density 
-. 	• 

function' of a sequence of N.  point-events displays the super- 

position of the first through to the (N-1)
th scaled interval 

probability distributions (Perkel et al, 1967a, b).using the 

K-scaled interval distributions. The estimation of the fun-

ction is best computed using a time histogram technique. 

It is implemented by dividing the time axis into an array 

of equal width bins; by locating this array with time zero 

placed under the first event in the sequence and accumulating 

the corresponding bin counts for events falling within the 

time-bin range, then shifting successively through the sequence, 

focussing on each event in a similar manner, a histogram is 

formed which is equivalent to the sampled autocorrelation. 

End effect errors are kept small if the autocorrelated sequence 

is many times longer than the time window of bins employed. 

Perkel et al (1967a) discuss the use of the autocorrelation 

function (ACF) as an alternative to testing the serial dependence 

between intervals of a point event sequence; although, only 

rather insensitive, this method can have application even 

with non-stationary processes. The method of comparing the 

ACF of the original sequence with that of the same randomized 

series of intervals (shuffled to remove the time dependency), 

was used quite successfully by Stagg (1970). In their second 

paper (1967b), Perkel et al demonstrate how the ACF should be 

used in the interpretation of cross-correlation functions to 

signals from coupled cells and further reference will be made 

to this in the chapter four. 

To summarize the preliminary analysis of the point-event 

processes studied here, attention will be concentrated on the 

interval sequence mean, variability, serial dependence, and 
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non-stationarity. 

(ii) Investigation of Membrane Potential Mechanisms - In this 

investigational approach each membrane potential (MP) traject-

ory is treated as a separate member of an ensemble. Two 

different sets of information can be obtained by aligning the 

trajectories: exploring the after-hyperpolarisations phase of 

their MP functions immediately following the preceding dis-

charge spike (by forming the average post-discharge MP profile) 

or exploring the End-tragectory average MP preceding the dis-

charge. Both of these analyses  produce results which enable 

a comparison between the simulated MP and the intracellular 

recordings from physiology and therefore allow a critical 

analysis of the model. 

In the first method in which the MP Profile is found 

the MP trajectories are sampled at 1 msec intervals until 

a discharge occurs, thus completing an interval that was 

initially synchronised by the negative falling edge of the 

previous discharge (Calvin and Schwindt, 1972; Schwindt and 

Calvin, 1972), each contributing as an ensemble member of 

the profile. This average trajectory is found from (usually) 

200 simulated trajectories, or at least 100 physiological 

recordings, and is terminated when only 30 contributing 

ensembles remain (i.e. the others stop contributing to the 

average at the point of a discharge spike generation). In 

addition to the ensemble mean value of each sample, a measure 

of the ensemble variability is calculated (presented on the 

plots of the MP profile as the fainter lines ± 2.58 standard 

deviations above and below the, heavy-lined, mean profile). 

Associated with the MP profile is the membrane potential 

probability density function (MPDF) which indicates the 
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probability of finding the MP at any particular voltage level. 

Levitan, Segundo, Moore and Perkel (1968) give a detailed 

account of this important probability density function which 

is estimated by a voltage bin histogram technique. The hist-

ogram is calculated by setting up a series of equal width 

(subthreshold) voltage-bins and incrementing the appropriate 

bin count for successive MP sample values over all traject-

ories. Finally, the area under the histogram is normalized 

to unity by dividing the bin counts by the total number of 

contributing samples. For the resulting MPDF as presented 

here, the bin width is 0.2mV; the variability of this density 

function is calculated and presented as the faint line, 2.58 

standard deviations above the MPDF (heavy-lined) estimate. 

The format for the presentation of the average MP End-

trajectory is much the same as that for the MP profile except 

only the final 10 msec prior to the discharge are displayed 

and the sampling interval is much shorter, 0.1 msec. Again 

the ensemble variability is shown as - 2.58 standard devia-

tions around about the mean End-trajectory. This method 

should allow a closer investigation into how the MP, under 

the direct influence of the pre-synaptic drive via the EPSP 

pattern,• finally attains the spike initiating threshold level. 

As a reference, the asymptotic level of regularly generated 

EPSPs (at the pre-synaptic rate selected for the simulation 

run) taking into account the influence of the recovery hyper-

polarised state (after an equivalent mean discharge interval 

for that run) is superimposed on the end-trajectory result 

as a dashed line. 

(iii)Event Input-Output Probability Density Function - This 

Input-OutputPDFP.M)dt is defined as the probability that 
lo 
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a pre-synaptic event (releasing an EPSP for summation with the 

MP) at time to is associatedtwIth an axon dischArge in the 

interval to+ dt. 
	It can be found by appropriately scaling 

the event cross-correlation function, known as the Pre-and 

Post-Stimulus Time (PPST) histogram method (Stagg, 1970 and 

1973), which in this case treats the pre-synaptic events as 

stimuli and the axon discharge events as the responses. An 

array of equal width time bins are set Up and the histogram 

is then formed by accumulating bin counts for response events 

falling within the histogram range (both Pre-and Post-Stimulus) 

with the centre of the histogram bin array (designated zero 

time) shifted successively from one stimulus event to the next 

for the full length of the event sequences. End effects are 

again minimised by using a time window which is small relative 

to the sequence length and by making allowance for the starting 

up and termination of the process, such as starting and finish-

ing at half the time window interval from the ends of the event 

sequence. Because the PPST is constructed from a process 

• generating an independent sequence of events, then statistical 

variability limits such as ± 2.58 SD may be determined for 

the resulting function for regions well away from any obvious 

signs of correlation. These 1% confidence limits (Stagg, 1970) 

are superimposed above and below the mean probability level of 

the resulting PPST histogram to help aid its interpretation. 

The importance of the Input-Output probability density function 

will become apparent later in this thesis, so is introduced 

here without further discussion. As there is no way at present 

for deriving this function for the neurophysiological situation 

under investigation, it cannot be used to help evaluate the 

validity of the model. Nevertheless it offers a useful insight 
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into mechanism and so some typical simulation results are 

presented in the next section and some reference to these is 

made during the concluding part of this chapter. 

3.4 THE PRELIMINARY SIMULATION RESULTS:•  

A preliminary study of the model was undertaken to deter-

mine its characteristics when driven with a stationary pre-

synaptic excitation. Some of the initial results are presented 

here to demonstrate these. It will be argued that these results 

allow a better understanding of the roles played by trans-membrane 

mechanisms in the information coding operation of a typical moto-

neurone. The parameters of the model for these trials were 

chosen so that the model simulated, essentially, an intercostal 

alpha-motoneurone (of the cat) under a random stationary pre-

synaptic drive (which therefore has, effectively, a steady 

mean level). Random, in this context means that each pre-

synaptic event is independent of all others, although of 

course all pre-synaptic intervals will be drawn from a source 

with a constant distribution. 

Figure 3.1.1 displays the trans-membrane effect of a 

stepped mean pre-synaptic rate increase. In figure A the 

drive is sub-threshold; this implies that the rate at which 

the EPSPs are summated is insufficient to lift the MP from 

the resting potential at -72mV to above the discharge 

initiating threshold level at -60mV. Each burst of pre-

synaptic excitation lasts for 200 mSec and the mean rates 

in KHz (1000 events/sec) are indicated above the plot. 

The neurone, under these sub-threshold drive rates, does 

not display refractoriness as this is a property of the 

dynamic situation and directly related to the mechanisms 



	

4 	6 	8 

A,,,A.AvLUNin 

	

I 	I 	1 	1 	1 	1 	1 	1 
0.5 	1.0 

SUB—THRESHOLD DRIVE 
MEAN I/P 
RATE= 
-60. 
MVOLT 
-72. 

0.0 

• 

59 

10 	12 	KHZ 

Je.alw\t^.' 

1.5 	SECS 

A: 	The response of the Membrane Potential (MP) to 

sub-threshold pre-synaptic rates (I/P- Input). 

SUPRA-THRESHOLD DRIVE 
MEAN I/P 
RATE= 	14 	16 	1O 	2.0 

—60 ' ]) 	Iiii iili Ili! 	:illii ii   

	

0 	, 	 ilt, i ;1 

	

I 	1 1 Iffi 	III 	11111111!1 ! I 

I1VOLT .-.'' ' 	;I 	I; . ,'.: 	..' 	'11.:: 	,,,;h 	1, 	,,'''. 

	

-II 11 If 	(!ljits.'114: Ilq; ‘:„ 	1!;,;;....4 1  

—72 . 	11 I I li 	i 	CI Ii'  i i ii‘ii 	I IiiiiiiiiilL11111,1111IliilliiL 
I  	1 	I 	1 	1 

KHZ 

0 	1 	2 	3 	4 	. 5 SECS 
MEAN 0/P 
RATE= 	7.2 	11.4 	14.5 	17.3 	 HZ 

B: 	The response of the MP to. supra-threshold 

pre-synaptic rates (0/P= Output). 

ELEMELLILL. 



60 

involved in the production of a post-synaptic discharge 

(action potential) spike. tngtead it demonstMtes, through 

the MP, the characteristics resulting from the summating of 

EPSPs (in this case, all of standard shape and amplitude 

i.e. TRT = 0.5 mSec. TDK = 6 mSec and peak = 0.1 mV) and 

the variability of pre-synaptic drive. The effect of this 

latter phenomenon is observed to be quite pronounced despite 

the filtering effects of the time constants describing the 

EPSP shape, (TDK being the cell time constant); this filtering 

effect is responsible for the MP decay back to the resting 

potential at the termination of each burst of stimulation. 

Also the initial rise to the inherently noisy asymptotic 

MP level is rapid, in the absence of graded EPSP contrib-

utions which only come into effect during the refractory 

phase (taking about 30m Sec for the 12KHz drive rate which 

is only a third of the typical interval times observed). 

The results in figure B are in complete contrast to those 

of A, displaying the dynamic properties of this neurone 

under supra-threshold pre-synaptic rates as indicated 

above the plot. Here the threshold is attained a number 

of times during each burst of presynaptic drive (approx-

imately one second in length) allowing both the non-

linear threshold characteristic (the point-event dis-

charge spike is indicated by a short vertical lihe 

above the -60mV threshold level) of any active neurone, 

and the refractory process specific to most alpha-moto-

neurones, to be observed. Also, these results demonstrate 

the typical variabilities of post-synaptic axon discharge 

intervals that occurs at various levels of stimulation. 

Strictly speaking, both the 14 and 16 KHz rates are still 
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essentially sub-threshold, as shown by the way the MP hovers 

just below the threshold before being driven across it by a 

random increase of short-period pre-synaptic activity due to 

its variability; even so these crossings occur quite readily, 

as indicated by the mean output (0/P) rates given below the 

plot. The rate division characteristic of such neurones can 

be seen to be highly non-linear, indicating an information 

compression property. This is evident within their typical 

operating regions (as shown in B), where a high sensitivity-

displayed to pre-synaptic rate changes particularly in terms 

of output rate and variability. 

These changes in output characteristics are better 

illustrated by the interval=histogram results presented on 

the right in Figures 3.4.2A, B and C. In A with a 14KHz 

pre-synaptic drive rate, the interval distribution is some-

what skewed towards longer intervals with a mean of 137.1 

mSec (7.3Hz) and is considerably more spread (CV = 0.227) 

compared with that for the higher drive-rate results shown 

in B and C. The skew and spread of these latter interval-

histograms are much reduced as shown by the 15.2KHz stim-

ulation which has a mean 0/P interval of 101 msec (10 Hz) 

and CV = 0.152 and at 18KHz, a mean 0/P of 68.7 msec (13Hz), 

CV = 0.103. To the left of the interval histogramsare 

the corresponding event autocorrelation functions which 

show marked differences, from highly-to slightly-damped 

oscillatory form, for the results demonstrated. These, 

when considered together with the serial correlation 

coefficients presented in Table 3.4.1 (all very small) 

calculated from the same discharge event sequences, 

indicate a strong independence of intervals; these also 
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TABLE 3.4.1: 

The Stationary Simulation Serial Correlation 

Coefficients- 

Pre-synaptic 

1 

Serial Correlation (Delays): 

5 

Rate: 

2 3 4 

14 kHz 0.001 0.000 0.008 -0.030 0.001 
(N= 2838) 

15.2 kHz -0.020 0.000 -0.024 -0.008 0.011 
(N= 3604) 

18 kHz -0.009 0.031 0.000 0.028 0.006 

(N= 3999) 

N= The Total Number of Discharges in the Interval Sequence. 
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highlight the rapid change from irregular to quite periodic 

interval sequences when the pre-synaptic drive is altered 

over the limited range.of rate from 14-18KHz. For comparison 

the results in D display the interval histogram and ACF of a 

truly independent sequence from a Poisson-generated interval 

sequence (using the psuedo-Poisson algorithm incorporated in 

the modelling programme). They demonstrate all the essential 

characteristics of such a renewal process; negative exponen-

tial interval-distribution, unitary CV, and a statistically 

flat ACF as expected for completely independent intervals. 

It is interesting to note the effect of slight quantization 

in the interval PDF distribution tail due to the limitation 

of the look-up table approach used to generate the pre-synaptic 

event arrival times. 

The pre-synaptic to post-synaptic rate transfer character-

istic of the model shown in Figure 3.4.3A clearly demonstrates 

the non-linearity within the normal operating region (0 to 

about 25Hz) of intercostal alpha-motoneurones, but however, 

fails to show the secondary break point (with a gradient 

increase) around 35 discharges/sec observed by Calvin and 

Schwindt (1972). Calvin and Schwindt in their study of cat 

spinal motoneurones, used excitatory current injection methods 

and plotted axon discharge rate against injected current which 

showed two distinct linear regions: primary from 10 to 30/sec 

and secondary from 40 to above 100/sec. Although these observ-

ations indicate an obvious inadequacy in the model, the second-

ary effect does occur outside the typical operating region of 

the motoneurones under investigation and therefore is not 

regarded as a serious limitation. At the lower end of the 

transfer characteristic in Figure 3.4.3A, for pre-synaptic 
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rates below about 12KHz, a dead space exists as was described 

at the beginning of this section being due to the MP remain-

ing sub-threshold. Drive rates between 12 and 14KHz produce 

a very erratic discharge interval sequence with an abrupt 

increase in discharge rate. Above 14KHz the rate of increase 

of discharges smoothly rolls off through the remainder of the 

normal operating region to become quite linear. This type 

of compression characteristic will obviously play an import-

ant role in both the coarse and fine control properties of 

alpha-motoneurones. 

On the same page, the Figures 3.4.3B and C show the 

typical axon discharge sequence statistics reported in the 

literature (Geisler and Goldberg, 1966; Clamann 1969; Walloe 

et al, 1969) - specifically, the discharge interval SD and 

CV for the model. The result in B is in close agreement 

with that found by Clamann who studied single motor unit 

firing patterns recorded from the human brachial biceps 

muscle. Both in the model and in Clamann results, the 

curve of SD against mean interval lies well below the 

line of unity relationship occasionally observed by the 

others. It is also interesting to note that Clamann 

demonstrates evidence for a gaussian distribution of 

intervals (sometimes with a slight skew towards longer 

intervals), an underlying renewal process as indicated 

from his successive interval scatter diagrams, and ACFs 

which appear very similar in form to those derived for 

the stationary motoneurone model with 14 or 15.2 KHz 

pre-synaptic drive. 

Considering how the intracellular variability studies 

Figure 3.4.4 demonstrates the average MP Profile and the 
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simulations with pre-synaptic rates (I/P) of 15.2 (A), 14 (B) and 

18 (C) kHz. MEAN indicates the average discharge intervals in mSec 

( for further explanation refer to the text). 
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• estimated MP probability density function for three pre-

synaptic drive rates: 15.2KHz(A) 14KHz(B) and 18KHz(C). 

Shown on the left is the profile of the average 

membrane potential time fluctuation, while the right hand 

plot indicates the probability of finding the MP at any 

particular voltage level. The fainter lines above and 

below the MP Profile and the faint line above the MPDF 

give the 2.58 SD limits of variability. For the MP 

profile results, these are representative of the one 

percent confidence limits as shown by the corresponding 

reasonably gaussian distributions of the MP variability 

(Figure 3.4.5) sampled at 20, 40, 60 and 80 msec along 

the profile. These results all come from a stationary 

simulation (i.e. No breath modulation of the pre-synaptic 

rates) with a standard EPSP shape (TRT = 0.5,TDK = 6.0 

mSec and peak amplitude at 0.1mV) and a refractory time 

constant of 30mSec. The resting potential is at -72mV 

with the threshold at -60mV and 6mV at hyperpolarisation 

is used. Also indicated on the profile is the mean dis-

charge interval (with an arrow pointing to its time of 

occurrence), the pre-synaptic (I/P) rate in KHz, and the 

number of contributing members of the ensembles. 

It is interesting to note the strong similarity of 

the profile plots to the results of the study performed 

by Calvin and Stevens (1968) on their Class 1 lumbo-

sacral motoneurones in which there was no dependence be-

tween intervals (see their Figure 4). The resulting 

averaged MP profile of the model displays a stronger 

hyperpolarisation during after-hyperpolarisation but 

has about the same amount-of synaptic noise (3mV) as 
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measured by them. This difference in the degree of re-

fractoriness would no doubt be more apparent in a MPDF 

study of their motoneurones, but unfortunately this is 

not presented. Levitan et al (1968) gave an account of 

their MPDF investigation of invertebrate ganglion neur-

ones but do riot show any results for the mammalian moto-

neurone which might be used for comparison here. Most 

of the neurones studied by them have characteristically 

large EPSPs and exhibit little or no refractoriness and 

demonstrate very different probability density functions 

to those observed here because of these factors. In 

the results presented here the MPDFs show a definite 

change of form, from a bimodal to an essentially uni-

modal density function with increasing pre-synaptic 

drive, reflecting the changing asymptotic level for 

the summation of EPSPs (i.e. changing from sub-thresh-

old to supra-threshold). The oscillatory nature of 

the MPDF below -66mV is due to the repetitive manner 

in which the MP trajectories repolarise after a dis-

charge and the sampling rate of this profile used to 

generate this function. Figure 3.4.6 demonstrates the 

results of the averaged MP End-trajectory analysis 

covering the large 10mEbc prior to a threshold cross-

ing and the subsequent generation of an axon spike in 

the model for the same simulation runs considered above. 

These demonstrate that the average MP trajectory trends 

(heavy lined plot) for the three pre-synaptic rates used, 

are practically identical over the last 4m.Sec when super-

imposed. Further, the inward tapering of the 2.38 SD 

limits of variation about the final 10mSec MP trajectory 
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(fainter bording lines) indicates the presence of a select-

ive process which places a:'cdristraint on the Dre-synaptic 

arrival in order that the MP might cross the threshold. 

The averaged MP end-trajectory displays this conformity 

to a fairly closely prescribed pattern as an increasing 

rate of rise in the MP over the last few milliseconds 

which requires a systematic acceleration in the pre-

synaptic rate of release of EPSPs for summation with 

the MP to produce such an effect. Each of these results 

have been obtained from an ensemble of 100 consecutive 

trajectories. The dashed lines show the asymptotic 

level for the summated EPSPs released at a regular rate, 

equal to mean rate used for the simulation, taking into 

account the superimposed effect of the exponential after-

hyperpolarisation recovery following a period of time 

equal to the mean discharge interval. It is included to 

emphasize the differences in the three simulations; two 

of these essentially have sub-threshold drive (A and B) 

while the third is supra-threshold, and all exhibit a 

matching final rise towards the threshold. 

The final set of results from this preliminary 

analysis of the model are included in Figure 3.4.7 to 

introduce the use of the Input-Output (pre- and post-

synaptic) event probability density function. These 

simulation results are derived from the same runs re-

ferred to above, namely normal runs with standard para-

meters and pre-synaptic rates of 15.2, 14.0 and 18.0KHz 

respectively. They demonstrate the average influence a 

single EPSP, released at time zero, can have on the prob-

ability of producing a discharge spike in the neurone 
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when summed with the instantaneous MP. Naturally there is 

a constant probability that the neurone will discharge 

independently of the particular event focussed upon, as 

shown by the statistically flat probability level preceding 

this event (to the left hand side) due to the effect of all 

the other EPSPs released for summation earlier (which come 

forward independently of one another according to a Poisson 

process). Immediately after the instant of its release, 

this EPSP is observed to have a significantly strong trans-

ient effect on the probability of a discharge (the bin width 

of the PPST histogram is 0.25 InEbc) which again falls below 

the mean level in 3 to 7msec for the simulation rates indi-

cated. Following this transient kernel is a phase of 

slightly depressed probability which gradually recovers 

back to the mean (not clearly obvious on the results shown 

because of their limited time span) as can be seen most 

clearly for the 18KHz pre-synaptic rates with the aid of 

the displayed lines indicating the upper and lower 1% 

confidence limits of the mean. A more critical examina-

tion of this probability density function is reported in 

chapter five, while its role in the derivation of the 

discharge event cross-correlation functions between axon 

events from a pair of neurones or two groups of neurones 

is outlined at the end of this chapter and demonstrated 

in chapter four. 

3.5 COMPARISON OF THE MODEL AND NEUROPHYSIOLOGICAL RESULTS: 

In order to obtain the neurophysiological data for 

analysis, two different types of recordings, neuronographic 

and intracellular, were made during experiments designed to 
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investigate the properties of cat intercostal alpha-moto-

neurones. For the neuronographic method theaightly anaes-

thetized animals were prepared according to the procedure 

of Sears (1964a) to expose the surfaces of the external 

intercostal muscles and intramuscular nerve filaments 

but then modified as described by Sears and Stagg (1976). 

The nerve filaments conducting the motor discharges to be 

recorded were laid across a pair of platinum hook elect-

rodes, individually mounted in glass tubes for support 

and clamped above the animal. These electrode pairs were 

buffered by screened, high input impedance amplifiers 

again as described by Sears and Stagg with the details of 

recording and processing techniques for the data measured. 

By use of an amplitude technique the processing allows the 

isolation of a single unit spike train which is subsequently 

analysed as a point-process signal by the methods discussed 

in section 3.3. 

Intracellular recordings were obtained by careful 

insertion of a hollow glass micropipette electrode (filled 

with approximately 4M potassium acetate solution and re-

ferenced to the extracellular fluid potential by a remote 

Ag/AgC1 electrode) into the spinal cord, immediately 

medial to the dorsal root entry, where a suitable alpha-

motoneurone was located and impaled after preparation of 

the lightly anaesthetized cat according to the methods of 

Sears (1964b); in addition the cat was paralysed and 

artificially ventilated. (The contents of this reference 

give a more extensive account of the recording procedure). 

The measured intracellular signal was amplified with D.C. 

amplifiers while the action potential spikes of the dis- 
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charging cells were clipped by a soft-clamping diode net-

work, before both signals were recorded on a F.M. tape 

recorder, utilising the full dynamic range to minimise 

the signal/noise ratio. This recording was later digit-

ised on an IBM 1800 computer and the resulting sampled 

membrane potential analysed by the methods described in 

section 3.3. 

Consider first the neurongraphic data analysis. 

Shown in Figure 3.5.1 are the resulting spike sequence 

interval-histogram and their corresponding event auto-

correlation functions for three essentially separate 

single units, recorded during an experimental invest-

igation on a normal cat, from segments T
4, .T7a and T7b 

respectively. By comparing these with the results of 

the stationary model, presented in a similar manner in 

Figure 3.4.2, several obvious discrepancies are observed. 

Although the interval-histogram results for T
7a 

 and T
7b 

might be considered to have arisen as under-sampled 

versions of 3.4.2B (standard model run with 15.2KHz pre-

synaptic rate), there are several factors against this 

as a likelihood. For one, the coefficients of variation 

for the physiological intervals are much higlier than that 

for this particular modelled case. This is certainly due 

to the large amount of skew observed and no doubt is a 

result of the underlying non-stationarity in the physio-

logical data. 

To allow a more compatible comparison, the model was 

given a breathing-like non-stationarity by sinusoidally 

modulating the pre-synaptic arrival rates about a mean 
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total input rate of 15.2KHz:  The period of the modulation 
• 

was made equal to 4 seconds while various depths of breath 

were investigated; the resulting event autocorrelation 

functions and interval-histograms for 20 percent and 40 

percent modulation of the mean rate are presented in 

Figures 3.5.2A and B respectively. Visually, this intro-

duction of non-stationarity into the model improves the 

resemblence between the simulated and recorded discharge 

sequence. As the number of tests available for comparison 

are limited to two (i.e. by the nature of the interval-

histograms and by the amount of inter-relation between 

the intervals making up the discharge sequences), it is 

important that both are thoroughly investigated. 

First, considering the interval-histograms: while a 

'chi-sciared goodness of fit test' between the simulated 

distributions and these coming from the neurophysiological 

source might allow a critical comparison, it would not 

tell much more than can be seen by eye; there are obvious-

ly some similarities such as: approximate similar form, 

skew and probability strength, and likewise dissimilar-

ities in mean interval length and CV. Also for the T7 a  

and T
7b 
 results there is respectively some minor and 

quite strong contamination of the single unit recordings, 

as demonstrated by the significance of very short intervals. 

In the latter case, for example, if intervals greater than 

65m,c only are considered then the mean interval becomes 

89.7msec and the CV = 0.284. (N.B. In all cases these 

calculations ignore the long intervals, greater than 

320mSec, between consecutive active breath phases which 



PROB.  
0.20 

INPUT= 15.2KHZ 
MOO= 20PC 

0.16- 

0.12- 

' A 
0.00 

• 0.04 

PRO3 	mEPN: 99.4 
CV= 0.402 

INPUT= 15.2KHZ 
MOD= 40PC 

• 

PROD 
0.20 - 0.20- 

0.16 

0.12 

C.00 

0.04- 

0.16- 

0.12 - 

B 
• 0.00 - 

INAP-krY 
0.04- 

7 9 

100 200 300 400 500 600 MSEC 100 200 300 MSEC 

0.20 

0.16- 

0.12- 

0.08- 

0.04- 

ICO 200 300 400 500 600 MSEC 	100 200 300 r.SEC 

FIGURES 3.5.2: 

The simulation results of the discharge event autocorrelation 

functions (left) and the interval PDFs (right) with non-stationarity 

included in the model to allow a better comparison with the 

neurophysiological results presented in Figure 3.5.1. 

PROB 	MErelz 78.0 
CV= 0.347 



80 

would otherwise dominate the CV and increase the mean inter-

val). It is therefore only possible to suggest from this 

comparison that in general the behaviour of the model with 

20 percent or less modulation is not unlike that observed 

from the physiological results. 

The second test involves a comparison of the first 

order serial correlation coefficients, which calls for 

special treatment because of the non-stationarity involved. 

These values account for the linear inter-relation between 

intervals, so that while strong unimodality of the interval-

histogram fixes the oscillatory nature of the event auto-

correlation function, the first order serial correlation 

coefficients are important in determining the pattern of 

scatter of the intervals about the mean (Sayers, 1970). 

Frize (1970) in her investigation of significance of 

neural spike patterns in the respiratory control system, 

has employed an ensemble approach for calculating the 

first order serial correlation coefficients of the breath 

modulated spike trains. This is achieved by effectively 

laying out the record of intervals for each individual 

breath one under the other to form an ensemble and deter-

mining a non-stationary ensemble correlation coefficient 

over all breaths, for each interval into the breath, and 

at a fixed delay between interval pairs. The following 

expression was used to evaluate the joint interval 

correlation coefficients 

c(Ti, Ti+j) = Ri( j) = t(kTi  - Ti). 	i+j 	Ti+ j)  

 
Ti)2  -(kTi+j - T..)21i  

1+3 - 
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where k 	
ith i T. is the 	interval, into the kth breath; j is the 

d 

delay and T the ensemble mean. Figure 3.5.3A displays the 

non-stationary serial correlation coefficients, as a function 

of interval number into the breath (sinusoidally modulated), 

for the delay-one and delay-two cases, at 20 percent and 40 

percent modulation of the model's pre-synaptic rates. It is 

evident that the serial correlation coefficients are no longer 

near zero as was the case for the stationary model. The 20 

percent modulation produces larger positive serial correlation 

values than the 40 percent modulation level an observation that 

was not altogether expected. Further investigation, however, 

clarifies the reason for this and an explanation follows. 

The choice of reference instant at which respiratory 

modulation begins: at the start of the breath: may occur 

early or late in the current discharge interval. In one case 

the nth following interval, Tn say (and also the n+1
th interval 

Tn4.1), would tend to occur later in real time within the modu-

lating cycle and in the other case, earlier. The effective 

modulation level for Tn, and Tn+1 would be greater in the 

former case than in the latter. Correspondingly, both Tn  

and Tn+1 would tend to be less than their ensemble mean values 

in the fornier case, and both greater than their ensemble mean 

values in the latter case. Therefore large positive values 

of delay-one serial correlation coefficients would be expected 

for this reason, in respect of the nth  and n+ lth  intervals. 

However, for increaed modulation depth, non-linear 

effects must be expected and will come from several causes. 

The matter can be explored by a study of the relevant interval 

scatter diagrams (Gerstein and Perkel, 1972). Some examples 
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of these are presented in Figures 3.5.3B for a single delay,. 

with current interval at the start of a breath against the 

first on the left and the 8th interval against the 9th on 

the right, for 20 percent modulation and in Figure 3.5.3C 

for the same interval pairs but a 40 percent modulation. 

These scatter diagram results indicate that there are two 

separate components contributing towards the distribution 

of interval pairs.Primarily, there is a fairly strong 

cluster near the line of unity relation which is very 

obvious for the 8th and 9th intervals (40 percent case) 

into the breath, while the second component is seen to 

be more widely scattered about an approximately vertical 

line indicating that some medium length intervals tend 

to be followed by (largely uncorrelated) longer intervals. 

Had there not been this second component the 40 percent 

modulation ensemble serial correlation coefficients would 

be very much larger, and in general greater, than the 20 

percent case, as demonstrated by their tighter-clustering 

about the line of unity relation. The vertically oriented, 

uncorrelated, scatter is barely present at 20 percent modu-

lation but quite noticeable in the 40 percent case and it 

is argued that this destroys the effect of any strong 

correlation between consecutive intervals. 	It is most 

likely accounted for by the fact that for the 40 percent 

modulation and in the less-active phase of the breath, 

the pre-synaptic drive rate becomes very much sub-threshold 

(below 12KHz) for more than 1.3 seconds. Once the pre-

synaptic rate increases above 12KHz again, under the 

modulation, the motoneurone will almost certainly dis-

charge 'in a very short time after because it will have 
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completely recovered from the effects of refractoriness. 

This suggests that the first axon spike after the dead-

time period will be fairly rigidly constrained in the 

breath cycle-time. In the 20 percent modulation case 

the depth of modulation (about the mean rate of 15.2KHz) 

is not sufficient to drive the motoneurone into a strong 

sub-threshold state and therefore it is less likely that 

such a time of breath-locked interval will occur. It is 

probable then that the 40 percent modulated result demon-

strates a non-linear pe 'culiarity of the discharge mechan-

ism occurring at the start of a new breath as only one or 

two intervals can occur following this time-locked marker 

before the selected reference time is encountered (zero 

modulation at the start of a breath). 

A comparison of the non-stationary serial correlation 

coefficient (Figure 3.5.3A) with those typical of inter-

costal motoneurones, reproduced in Figure 3.5.4 from a 

study performed by Frize (1970) indicate some resemblance 

although the correlations are not as strong. The three 

neurophysiolocial studies presented all produce corre-

lations that rise to a maximum about the 5th to 7th 

interval into the breath which is some what earlier than 

found for the model results. This may be due to .the fact 

that a sinusoidal modulation is not wholly representative 

of the actual pre-synaptic drive and certainly neglects 

the effect of any slow metabolic influencing trends which 

could account for the resulting high values of correlation 

coefficients observed. (Only the results of Frize's experi-

ments OCT-2, OCT-3 and OCT-4 were selected for comparison 
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as the double firing phenomenon observed, as indicated by 

the bimodal interval-histogram, are atypical of these 

alpha-motoneurones). 

Considering now the results from the MP trajectory 

analysis; the average MP profiles determined from two 

intracellular recordings from two separate motoneurones 

identified as 69/13 (inspiratory) and 52/19A (expiratory), 

are presented in Figure 3.5.5A and B respectively. Once 

again the problem of dealing with the non-stationarity 

of the underlying breathing rhythm is met. It would 

have been convenient if an ensemble approach, similar 

to the treatment for the serial correlations could 

have been implemented by splitting the breath into 

four or five active phases, averaging separately the 

trajectories, but this was not practicable due to the 

rather short intracellular recordings available (only 

7 to 15 breaths). Such a procedure would have removed 

most of the non-stationarity and allowed a direct com-

parison with the stationary model. The other altern-

ative then, was to introduce non-stationarity.  into the 

model and compare the non-stationary MP profiles which 

unfortunately means that much of the MP trajectory 

detail would be lost. However, this was carried out and 

the resulting MP profile for the non-stationary model 

is shown in Figure 3.5.5C in which the pre-synaptic 

rate modulation was approximately 20 percent about a 

mean input rate of 15.2 kHz as used earlier. Even with 

this inclusion in the model to account for the effect of 

the breathing pattern, it is evident that some discrep-

ancies still remain. 
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It can be seen that the depth of repolarisation is 
. 	• 

greatly reduced during affer-hyperpolarisatiOn, in the 

cat intercostal alpha-motoneurones investigated. This 

is probably explained by the known effects of non-linear 

EPSP summation, due to the MP depolarising towards the 

reversal potential (about OmV), causing a reduction in 

the EPSP amplitudes coming forward, and more importantly, 

the reduced effectiveness of EPSPs which is due to their 

being released within close proximity of one another 

causing interactions by the shunting of their conduct-

ances (Barrett, 1975). Neither of these two mechanisms 

are incorporated in the model and the absence of the 

latter may prove to be an important limitation. However, 

this was intentional for the present study because its 

implementation would have resulted in a far more compli-

cated and slower model. This second mechanism may also 

account for the much greater variability observed in the 

early part of the MP trajectory, which is lacking in the 

simulated trajectories. Because of the reduced EPSP 

effectiveness, a much higher pre-synaptic input rate is 

required to overcome the after-hyperpolarisation and a 

higher variability might be expected. A further limit-

ation of the model, which could contribute to this greater 

variability, is that of standard EPSP shape; a fixed 

asymptotic amplitude is not truly representative of 

the physiological situation. 

Consider next the MPDFs (to the right-hand side of 

the MP profiles in Figures 3.5.5. The MPDF of the model 

shows little resemblance to those determined from the 
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intracellular recordings. It is evident from these latter 

MP probability density functions that a single very flat 

mode exists which is not so for the simulation result. 

This suggests that the physiological trajectories rise 

in a fairly strict ramp-like manner (Levitan et al, 1968) 

to cross the discharge threshold: a phenomenon which has 

been observed very often in the intracellular recordings 

made from intercostal motoneurones. Schwindt and Calvin 

(1972) also demonstrate this in cat spinal motoneurones 

and observe that, in the lower part of the primary dis-

charge rate range, the slope of the ramp trajectory is 

approximately linearly related to the stimulating current. 

They state that their injected current mimics a strong 

continuous pre-synaptic drive (which can only reinforce 

what has been said before: that is, the reduced EPSP 

effectiveness due to interaction of neighbouring synapses 

must play a major role in determining the MP trajectory; 

otherwise, as demonstrated by the mammalian motoneurone 

model, the graded EPSP effect during relative refractor-

iness is not sufficient to linearize the MP trajectory). 

This lack of linearity appears as a second mode in the 

MPDFs of the simulations. It occurs because the MP is 

lying just below the threshold level, under the influence 

of sub-threshold drive, for some time before random 

variations produce a crossing. If the pre-synaptic rate 

is increased this second mode is observed to diminish as 

shown by the stationary simulation results in Figure 3.4.4 

but even at the supra-threshold drive rate of 18KHz it is 

still significant. This has the consequence that the model, 
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in its present form, will always tend to underestimate the' 
d 	 * 

pre-synaptic rate at least at the peak of a breath cycle 

and indicates that such effects should not be ignored in 

future models. 

Finally now, the average MP end-trajectory results from 

the animal experiments will be compared with those found for 

the simulation runs. Figure 3.5.6 displays two such results 

(motoneurones 69/13 and 52/19A respectively) which show a 

strong resemblance to the stationary model results given 

in Figure 3.4.5. In both these results there is definite 

evidence of a final constraint of the MP trajectory, as 

indicated by the upward acceleration of the averaged 

trajectory, and the inward taper of the one percent con-

fidence estimate lines. Once again, the effects of non-

stationarity are apparent, as shown by the wider spread 

in the confidence estimates about the averaged trajectory 

determined from the intracellular recordings. This arises 

due to the differing slopes at which the ramp-like traject-

ories approach the point of threshold crossing. 

This concludes the preliminary investigation in which 

the comparison between a simulated mammalian motoneurone 

and one of its physiological counterparts namely the inter-

costal alpha-motoneurone, which has allowed an intensive 

evaluation of the model. Despite the few limitations 

discussed the results have demonstrated generally that 

the model is very capable of simulating these types of 

motoneurones. It adequately displays the major character-

istics and properties of such intercostal alpha-motoneurones 

with which it has been compared and has allowed some further 
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FIGURES 3.5.6: 

The average MP End-trajectory from the same recordings used in 

Figure 3.5.5 A (motoneurone 69/13) and B (52/19A)-see discussion, 
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insight into the nature of the pre-synaptic drive mechanisms; 

therefore it should form a sound basis for further investi-

gations. 

3.6 THE PROPOSAL OF FURTHER INVESTIGATION USING THE MODEL: 

This chapter has described the development and evalu-

ation of a digitally computed mammalian motoneurone model 

which, not withstanding its explicit deficiencies, has most 

of the attributes for allowing a reasonably valid simulation 

of the intercostal alpha-motoneurone. Although the model 

lacks in accommodative and adaptive mechanisms, local res-

ponses effects (having a fixed threshold), an inhibition 

process (being essentially a stationary model representative 

of the active discharging phase only), and reduced EPSP 

effectiveness (due to interaction between neighbouring 

synapses and non-linear summation), it does include a 

comprehensive simulation of the excitatory and refractory 

processes observed to occur. It also allows a study of 

the pre-synaptic input to post-synaptic axon discharge 

impulse train inter-relation which has never before been 

possible for the intercostal alpha-motoneurones, and never 

been reported for the mammalian motoneurone in general. 

This relationship can be determined from the event Input-

Output probability density function which gives the average 

measure, in probability terms, of the influence a pre-

synaptic event (together with preceding events) can exert 

towards the generation of an axon discharge event. Some 

examples of these functions were given in Figure 3.4.7 

for the stationary motoneurone model experiencing three 
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levels of pre-synaptic excitation. (15.2KHz, 14KHz and 

18KHz respectively). The importance of this function in 

determining the pre-synaptic structure between pairs of 

neurone groups having common connectivity will be demon-

strated early in the next chapter. 

It was therefore proposed that the model should be 

extended to a simple neuronal network•with a pair of 

motoneurones experiencing a known amount of shared pre-

synaptic drive and as well as each experiencing an equal 

amount of independent pre-synaptic activity. In this 

manner, the stationary simulation of common connectivity 

between a pair of typical neighbouring intercostal alpha-

motoneurones could be used to investigate and interprete 

the Pre- and Post- Stimulus Time (PPST) Histograms deter-

minded for the physiological experiments being performed 

at The National Hospital, Queen Square, by Professor T.A. 

Sears, Dr. P.A. Kirkwood and others. The proportion of 

common-to-independent drive could be used to simulate, 

at different levels of input drive, the amount of pre-

synaptic common connectivity while the resultant PPST 

histograms formed from the discharge event sequences of 

the neurones give the shape and strength of the output 

cross-correlations. Although only two gross population 

synapses are simulated, it should be remembered that 

these are each representative of a large number (be-

cause of their high rate of Poisson event generation) 

of synaptically terminating pathways, and therefore 

could be used to estimate the actual number of active 

synapses with common connectivity. The results of this 



9 

proposed simulated network study and other associated 

investigations are presented in the following chapter 

following a short introduction to the computer programme 

modifications to allow an extension to such a pair of 

motoneurones, and an outline of the exploratory tech-

niques employed. 
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4.0 INVESTIGATION OF NEURONAL CONNECTIVITY WITH THE EXTENDED.  

MODEL: 

In the previous chapter a suitable Model of the inter-

costal alpha-motoneurone was established and justified. 

Its validity and limitations were critically evaluated and, 

within the bounds of these findings, a proposal was made to 

extend the model to study the effects.of common pre-synaptic 

connectivity between a pair of these motoneurones. This 

study should provide a means for testing a number of hypotheses 

which have been proposed regarding the pre-synaptic inputs 

to intercostal motoneurones and may allow a quantitative 

estimate of the proportion of common connectivity. This 

chapter first outlines the necessary modifications to the 

simulation programme, and then describes the relevant 

processing and analysing techniques applied to the simulated 

and physiological data under investigation, before presenting 

the results of these analyses and discussing their interpret-

ation. 

4.1. THE NEURONE PAIR SIMULATION PROGRAMME: 

Having developed and evaluated an efficient, versatile 

and valid'modelling programme, the extension from a simulated 

single motoneurone to a pair of neurones experiencing some 

shared pre-synaptic drive (with the remainder of the input 

being independent) is relatively simple. Basically, it 

only involves a duplication of the parameters and process 

variables already incorporated (and allowing for the common 

drive). This is achieved by increasing the dimensional size 

of the variables and of some parameters (e.g. TIME (2) becoms 

TIME (4); ART, ART(2); ADK, ADK(2); REF, REF(2); etc) and 
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making some small changes and additions to the programme 

sequence. To implement the requirement of common connect-

ivity, it is merely necessary to set TIME(1) and TIME(3) 

both equal to the time of each newly generated common pre-

synaptic arrival immediately after both previous 'events 

of interest' have been accounted for. The programme 

organisation now is such that for this and all other 

duplicated variables, and the few parameters, the des-

ignated 'Neurone One' takes up the first location(s) 

in these variables and parameter arrays and 'Neurone 

Two' take the remaining location(s). In this manner 

the model could be extended further, say to two groups 

of motoneurones with several neurones in each, all with 

some shared pre-synaptic drive, but for the present study 

only a pair of motoneurones will be considered (i.e. TIME(1) 

and TIME(2) give the arrival times of the two pre-synaptic 

inputs to 'Neurone One' and TIME(3) and TIME(4) for 'Neurone 

Two';.TIME(1) and TIME(3) are equal and represent the arrival 

times of simultaneous events simulating the pre-synaptic path-

ways common to these neurones, while TIME(2) and TIME(4) 

are completely independent). By this arrangement the pro-

portion of common connectivity may be adjusted by changing 

the ratio of the common-to-independent arrival rates. As 

will have been observed, three Poisson-generated interval 

sequences are thus required and so three expected-arrival 

interval parameters TINT(i) (i = 1, 2 or 3) are incorpor-

ated. Therefore, for a given common drive rate, the 

overall input rate to each neurone could be set separately, 

although in this present study both independent rates are 

kept equal (TINT(2) = TINT(3)). TINT(1) gives the common 
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drive mean interval. It should be noted that if TINT(2) is 

not equal to TINT(3), then apart from the fact that the 

neurones experience different levels of pre-synaptic drive, 

there is no longer a similar proportion of common connect-

ivity to the neurones, which would greatly complicate the 

interpretation of such a study and make it difficult to 

relate back to the neurophysiological situation. For these 

reasons the present investigation always employed an equal 

overall level of pre-synaptic drive to the pair of moto-

neurones. 

The main required change to the programme was simply 

to allow an identification as to which neurone was associated 

with the current 'event of interest' so that the appropriate 

course of action could be taken. For example, a pre-synaptic 

arrival requires an EPSP to be summed to the appropriate 

MP and if the event is a discharge, it must be recorded with 

the correct identification while the appropriate neurone 

variables must be re-initialised so that an after-hyperpol- 

arisation phase occurs. 	One further programme modification 

was to include a new variable TLAST(i), one for each neurone, 

which allows a significant reduction in the simulation time 

by keeping account of the total period of time that has passed 

since the last 'event of interest' for that particular neurone. 

This allows the updating processing in the programme to be 

approximately halved because now only the MP variables of 

the neurone experiencing the current event, together with 

all the time variables, need be updated. TLAST(N) is reset 

to zero whenever 'Neurone N' has just been processed for an 
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'event of interest' and is then incremented again by each 

. 
interval for 'events of interest' which occur in the other 

neurone. 

This concludes the outline of programme changes that 

allow the simulation of a motoneuronal pair network; effect-

ively, these changes have not altered the flow diagram in 

Figure 3.1.2. Now follows a brief description of the process-

ing and analysing techniques used later in this chapter, that 

allow an evaluation of the intercostal alpha-motoneuronal 

pre-synaptic connectivity by use of the present computer 

network model. 

4.2 NEURONAL NETWORK PROCESSING AND ANALYSING TECHNIQUES:  

The main purpose of this part of the investigation is 

to use the extended model to attempt an interpretation of 

what is observed in the event cross-correlation functions 

derived from neuronographically recorded multiunit axon 

discharge sequences. These cross-correlation functions 

demonstrate signs of common pre-synaptic pathway connect-

ivity between the two groups of intercostal alpha-moto-

neurones contributing to the multiunit recordings.Typi-

cally each group sequence comprises the superposition of 

spike event trains from four to six neurones, this super-

position has been necessary to obtain signifidant results 

from the time limited recordings; Sears and Stagg (1976). 

By simulating the hypothesised situations, thought to 

explain the changes in form and strength of the measured 

functions during various stages of experimental studies 

performed in the cat, it is expected that the degree of 

common connectivity could be quantified. 
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A second qualitative (possibly also quantitative) 

technique is also investigated by use of the model in 

which the Average Common Excitation (ACE) Potential is 

found; this method has been intensively investigated 

recently. It involves the synchronised averaging of 

the MP fluctuations in one motoneurone using the axon 

discharge sequence of events from a second active unit, 

usually within the same motoneuronal group, to trigger 

the MP averager (Kirkwood and Sears, 1976). The result-

ing averaged potential form, and its time occurrence, 

can be shown to give evidence of shared common input 

through branching in the pre-synaptic fibres if certain 

assumptions can be accepted. 

This ACE potential technique is more fully des-

cribed later in this section and a discussion of its 

application to both the physiology and the model, with 

some results, is presented in section 5 of this chapter. 

(i) The method of studying discharge sequences by event  

correlation: The cross-correlation function n xy(t)  between 

two point-event signals X and Y can be estimated by forming 

the PPST histogram and treating the X series of events as 

stimuli and the Y sequence as the response, as was previously 

described for the Input-Output PPST. Such a measure of the 

correlation between the discharge sequences from two neurones, 

or from two groups of neurones with superimposed spike sequences 

with some pre-synaptic connectivity, has been shown to produce 

significant central and symmetrical peaks for intercostal 

alpha-motoneurones (Sears and Stagg, 1976). It was therefore 

proposed that an investigation by simulation of two single 
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units with known amounts of shared pre-synaptic connectivity, 

using a stationary excitatory model of the neuronal units, 

should allow a more complete interpretation of the results 

observed experimentally. However, in, trying to obtain 

significant results from the paired neurone model, the 

simulations were found to require a running time which 

was much longer than the maximum time allowed on the 

College CDC omputers. Now, it is known for the PPST 

histograms that the average number of event counts in 

each delay bin (width At) for two independent and random 

processes X and Y, with average event rates nx  and ny  

respectively (recorded over a total duration, T) is 

n x  ny  At T (Stagg, 1970). The method described here 

relies on independence between the three pre-synaptic 

sources (see Figure 4.2.1A: ex and e being completely 

independent random excitatory inputs to the neurones 

X and Y, while the third ec is also an independent 

random excitatory source but common to X and Y), and 

in addition a knowledge of the Input-Output properties 

of each neurone to the common source events. 

When cross-correlating the two neurone output event 

sequences (assuming no interaction between the neurones) 

from this model, there are four input combinations which 

independently contribute towards the total random PPST 

histogram bin count. This bin count is the sum of the 

independent cross-correlated output components generated 

from these paired contributions of the inputs: ex  and ec(Y), 

ex and ey
,  e c(X) and ey; while the fourth combination is 

due to the failure of e
c
(X) and ec(Y) to produce near 
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simultaneous (correlated) outputs. This last contribution-

is shown below to be one of the two separate effects appear-

ing in the Correlation function of the outputs due to the 

common connectivity; the common input ec  also produces corre-

lated outputs. The total random PPST histogram count can be 

calculated directly from the output rates; to this can be 

added the explicit correlation contribution to producing 

the total PPST. This matter is now investigated. 

Consider the output joint probability of occurrence (or 

cross-correlation) function r xy(T)  as; 

T 
r xy  ('r)T  = 1 	f x(t) f (t+T).dt  2T-T 

Transforming into the frequency domain: 

+CO 
Rxy(w)T =f-  rxy 

(T)Te-jw d15 
CO 

or; 

+T 	+CO . 
R xy  (w)T  = 	f (t).f (t+-tD.dt" 	e-Jw  0:1-15 

2T  -T x 	-CO 

In limit 	 +00 
fx(t)T.e+jwt.dt 4.°°f (t+T).e-jw(t+'t).d(t+T) 

00 	2T -CO 	-CO 

1 F (w) .F (w) = —x 	TyTF= complex conjugate of F. 
2T 

Now if f(t) = ec(t)*g(t) 

where ec(t) = the input sequence of the common source events 

(i.e. coming from a Poisson Generator). 

and g(t) 	= the PDF of a common input event at tt generating 
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on output event at t'+t. 

Hence: 

R xy  (w)T  = 
1 .[E c(w). Gx(w)]*.[Ec(w).Gy(w)] 2T 

But ec(t) is defined as a sequence from a Poisson process, 

* 
so Ec(w). Ec(w) = 1 

Hence: 

R (w) = 1 . G
*
(w). Gy  (w) xy T 2T x 

and by analogy: 

+T 
rxy (')T = 1 f g 

x
(t). gyWt). dt 2T -T 

Two important points arise from the above derivation; 

a) The PPST histogram component for the neurone pair 

outputs, due to the common input source, is simply the cross-

correlation of the two Common Input-Output Probability Func-

tions for the neurones for a Poisson - generated common 

source. 

b) This component, as demonstrated by the spectral domain 

manipulations, may be separated into two independent sub-

components; the DC mean (statistically flat correlation 

level) and an AC correlation component which is superimposed 

on the DC level. It can be seen that the mean level will 

represent the cross-correlation of the output excitation 

to each neurone, had there been no common connectivity. 

The AC function must therefore account for the shared input 

and the resulting synchronisation of trans-membrane processes 

in the neurones (such as refractoriness and EPSP similarities). 
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The PPST histograms of,the stationary model pair data 

are presented with a time-delay axis ranging from -32 to +32 

mSec (with 0.25 mSec bin widths), while"those for the animal 

experimental measures cover a time range from -128 to +128 

mSec (with lmSec bin widths). For each histogram, the esti-

mated probability level M and its ± 1% confidence estimate 

are calculated over the first and last quarter time spans 

(the confidence limits being derived assuming the counts 

in these portions of the histogram are generated by a 

completely random renewal process; Stagg, 1970). A strength 

factor R, of the correlated central peak (as defined by 

Sears and Stagg, 1976), given by the ratio: mean of the bin 

probabilities either side of"zero time to the estimated mean 

probability M: is indicated. This correlation factor R is 

also assumed to have the estimated - 1% confidence limit 

given by the derived variation of M. Finally, on the simul-

ation results, the actual strength of common connectivity, 

is a percentage of the total input drive rate, is included. 

Summarising then, an estimated PPST histogram for the 

output processes from the above neuronal pair model can be 

simply constructed from a knowledge of the mean neurone dis-

charge rates, which determine the mean random contribution, 

superimposing the calculated cross-correlated contribution 

due to common connectivity from the two common Input-Output 

Probability Functions with their DC levels removed. This 

method is applied to most of the discharge sequences from the 

simulation runs to allow, by comparison with these estimated 

PPST histograms, a qualitative and quantitative interpretation 

of the experimental PPSTs and their source of origin. The 
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experimental PPST histograms are found by the conventional 

technique of accumulating time bin counts with the events 

in one discharge sequence designated 'stimuli' and the 

second, 'response' as described by Stagg (1973). During 

the term of research covered by this thesis, a neural spike 

computer acquisition interface was developed and construct-

ed to enable faster processing of the experimental data 

recordings. This is described in Appendix one. 

(ii) An investigatory technique utilising the ACE Potential: 

As outlined above, the ACE (Average Common Excitation) 

Potential demonstrates the average MP transient depolarisa-

tion in one motoneurone at the time of discharge from 

another motoneurone within the same unit gi.oup. The form 

of this potential is explicable if the hypothesis of the 

joint occurrence of unitary EPSPs evoked in the motoneurones, 

by branching of common stem pre-synaptic fibres alone, is 

accepted. This being so, then such a measure allows further 

insight into the mechanisms generating the short term 

synchronisation observed in the PPST histograms, studied by 

Sears and Stagg (1976), found from pairs of multiunit inter-

costal motoneurone discharge sequences. Kirkwood and Sears 

(1977) in their investigation of the ACE potential demonstrate, 

by theoretical analysis and experimental observations, the 

various measures which quantitatively predict an increase 

in the probability of firing due to EPSPs of various shapes 

and sizes. Figures 4.2.1B and C show two schematics (re-

produced from their paper Figure 10) of the experimental 

ACE potential (and PPST histogram) measurement arrangement 

and the basis for their mathematical model. In Figure 

4.2.1B the assumed common pre-synaptic input C to the 
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motoneurones X and Y will simultaneously depolarise the MP 

of these neurones, so that should B discharge and this event 

be used to trigger the recording of the MP of neurone X, then 

the depolarisation due to the common EPSP will be detected. 

Now by going a step further, and averaging many of these 

triggered MP fluctuations (both pre- and post- event), the 

Average Common Excitation Potential will be derived. If 

motoneurone X is also firing then the same common depolaris-

ation mechanism is responsible for the correlated counts in 

the PPST histogram. These processes may be better under-

stood by studying Figure 4.2.1C in which a Primary Correlated 

(PC) Operator is employed to produce a PC Kernel for each 

neurone. The PC Kernels used summarise the Input-Output 

event interaction for all common pre-synaptic events to 

the neurones, or in other words, give an estimate for the 

probability density function Pco(t) that the neurone fires 

following a common pre-synaptic event. Therefore it can 

be seen that if the average Common EPSP form in neurone 

X is convolved with the (Common Input-Output PDF, 
PcoM  ) 

PC Kernel of Y, the resulting time-dependent voltage 

function is the ACE potential. Kirkwood and Sears have 

developed their theoretical predictions from this schem-

atic outline by assuming that the probability PC Kernel 

can be defined in terms of summed proportions of the 

average Common EPSP form and its derivative which have 

both been shown to dictate the shape of this PC Kernel 

under different conditions (Moore et al, 1970 and Knox, 

1974 respectively). It is anticipated that the study 

of the ACE Potential presented in this chapter and the 

investigation of the Input-Output PDF described in 
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chapter Five will allow a better evaluation of this last 
/ 

assumption made by Kirkwood and Sears. 

The study of the ACE potential pl'esented here was 

carried out to supplement the work already done and mainly 

focusses on its sensitivity to the strength of common conn-

ectivity and the pre-synaptic rate variations, in particular, 

the breathing non-stationarity that.occurs with intercostal 

alpha-motoneurones. For this study only one motoneurone of 

the model pair, neurone Y, is firing because effectively the 

threshold level for neurone X is increased so that its MP 

can never attain the discharge threshold. This MP of the 

second neurone is continuously monitored and stored to 

allow a time window sample of the MP fluctuations (which 

spans from 10mSec pre-trigger to 15mSec post-trigger) to 

be taken whenever a discharge stimulus from neurone B 

occurs (the sampling resolution is kept to 0.1mSec). 

The model's ensemble ACE Potential is found by averaging 

more than 1000 of these windowed ensemble members, each 

comprising 251 samples of the MP fluctuation. A series 

of simulations covering the ranges of pre-synaptic rate 

of 14, 15.2 and 18KHz, and of strength of common conn-

ectivity from 50 down to 5 percent are presented, and 

the significance of the results discussed. 

4.3 THE PPST HISTOGRAM RESULTS FROM THE STATIONARY NEURONE 

PAIR SIMULATIONS: 

The estimated event cross-correlation functions 

were derived from the discharge sequences of the stationary 

neurone pair 'standard' simulations with prescribed percent- 
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ages of common pre-synaptic connectivity and total pre-

synaptic rates. The standard parameters are as described 

in the previous chapter; a 0.1mV graded amplitude EPSP 

with TRT = 0.5 mSec and cell time constant TDK = 6 mSec, 

an after-hyperpolarisation recovery time constant TREF = 30 

mSec, a resting-to-threshold level potential of 12mV, and a 

6mV depth of after-hyperpolarisation. 

In the last section 4.2(i), the event cross-correlation 

function was shown to be the superposition of two components, 

a DC mean probability and an AC function. The former comp-

onent is the result of the cross-correlation between the 

output event sequences from the two neurones with the same 

total pre-synaptic rate of stimulation but no inputs in 

common. This mean probability M can therefore, be esti-

mated and is determined by the product of the mean 'response 

neurone' discharge rate and the bin width selected as 

demonstrated below: 

Mean bin count = n .n .d.T x y 

= (Nx/T).ny.d.T 

=Nnd x y 

where 	nx = firing rate of. neurone X 

ny  = firing rate of neurone Y 

d = bin width 

T = time lengths of record 

Nx = total events from X 

but calculated bin 
mean probability 	= N 

x 
 .n 

y
.d/Nx 

so Mcalc. 	= ny.d cr nx.d 

(for identical neurones) 
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Three sets of simulation runs were made and their 

resulting PPST histograms are presented in Figures 4.3-1, 

-2 and -3. Each set comes from the neuronal model pair 

excited by a constant total pre-synaptic rate; 18, 15.2 

and 14KHz respectively. Within each set the percentages 

of common pre-synaptic connectivity is set to 50 in result 

A, 20 in B and 10 in C. 

Regarding the form of the estimated cross-correlation 

function, other than this strength variation, a strong 

similarity exists in the shape of the peaks and the mean 

probability level M remains fairly constant for each total 

pre-synaptic drive rate considered. The central peak, in 

all cases, is sharp and well defined with symmetrical skirts 

dropping away to quite broad shoulders (symmetrical because 

of the convolution method of construction). These shoulders 

can be seen to vary somewhat with input rate being about 

- 4mSec wide at 18KHz, - 7mSec at 15.2KHz and - 9mSec at 

14KHz. Knowing the mean discharge rates for the three sets 

are 14.5, 10 and 7.3/Sec respectively, the formulation above 

for Mcalc shows blest 
is reliably predictable (Figure 4.3.4A). 

Considering now the effect of selected amounts of 

common pre-synaptic connectivity. Figure 4.3.4B shows a 

summary of the variation in the strength of correlation 

(R-1) as a function of common connectivity and total pre-

synaptic rate (strength of correlation is measured here 

as the ratio of peak probability above the mean level to 

the mean level, M). A very good proportionality is 

observed with the percentage shared input throughout the 

range of pre-synaptic drive studied. As the rate of 

excitation increases the magnitude of (R-1) is seen to 
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FIGURES  

The PPST Histogram results from standard (stationary) simulations 

with 0.1 mV EPSP amplitudes, 18kHz total presynaptic drive and 50(A), 
20(B) and 10(C) -1:rcont common connectivity. 
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decrease in an inversely proportional manner. This last 

relation will be confirmed later in this chapter. 

Some further stationary simulation results can be 

now presented as an extension of the 15.2KHz pre-synaptic 

rate study, in which the model is kept 'standard' except 

for an inversely proportional adjustment of the total 

pre-synaptic rate and tto EPSP asymptotic amplitude. 

In this manner the effective strength of synaptic drive 

to the neurones remains constant because a reduction in 

rate, say to half, is counteracted by a corresponding 

increase in the EPSP amplitude to double the original. 

The modelled neurone pair results shown in Figure 4.3.5 

are for 0.2mV EPSPs with an average rate ofrelease of 

7.6KHz and common connectivity of 50(A), 20(B) and 10 (C) 

percent of the total input; while Figure 4.3.6 demonstrates 

the results for 50 percent common connectivity and 0.05mV 

(A), 0.5mV(B) and 1.0mV(C) amplitude EPSPs. 

In Figure 4.3.5 the results for simulations with a 

0.2mV standard shape EPSP and a total pre-synaptic rate 

of 7.6KHz appears, when compared to the standard 15.2KHz 

run results given in Figure 4.3.2, to have changed very 

little apart from the small but significant increase in 

the correlation strength ratio (R-1) of 25 percent for 

the 50 percent common connectivity case; there is only 

a slight increase in the shoulders of the peak form in 

+ 	+ 
general from - 7 to - 8mSec approximately. These obser- 

vations are also true for the 50 percent shared pre-

synaptic drive results for 0.5 and 1.0mV EPSPs (with 

total input rates of 3.0 and 1.5KHz) presented in 
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The PPST Histogram results from stationary simulations with 50 
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total pre-synaptic rate, (B) 0.5mV/ 3kHz and (C) 1.0mV/ 1.5kHz. 



Figures 4.3.6B and C respectively, but not so for the 

smaller 0.05mV EPSP case in 4.3.6A. This last result 

shows a marked reduction in R and a decrease in the 

width of the shoulders of the peak (to approximately 

- 6mSec). At the moment it is thought this final 

result must be attributed to the high pre-synaptic 

drive rate (30.3KHz) reauired. This effect has 

been characteristically demonstrated by the 18KHz, 

0.1mV EPSP, and 50 percent common connectivity case 

(Figure 4.3.1A) which resulted in a narrowing of the 

peak shoulders and a significant reduction in (R-1) 

This concludes the preliminary simulated 

stationary motoneurone pair PPST histogram results; 

now follows the presentation of some experimental 

correlation functions for comparison and possible 

interpretation. 

4.4 INVESTIGATION OF THE EXPERIMENTAL PPST HISTOGRAM  

RESULTS BY THE NEURONE PAIR MODEL: 

Two important points must be kept in mind when 

making a comparison between the experimental PPST 

histograms from discharge sequences recorded'from the 

cat and those just presented for the model; the ex-

perimental data is from non-stationary origins while 

the simulated data is from a stationary process and 

the PPST results from the cat studies are found for 

superimposed multiunit trains of axon spikes as 

opposed to the single unit correlations of the model; 

the non-stationarities arise due to pre-synaptic rate 
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• 
modulation and trans-membrane process variations, such 

as EPSP shape and size. The modulation non-stationarity 

effect will be investigated by the model after some of 

the experimental results have been demonstrated, but those 

of a trans-membrane origin are beyond the present model. 

It is expected that it will have a predominant influence 

on the correlated peak shape and amplitude. These chara-

cteristics will be further affected by the multiunit 

situation. Not only will it tend to widen the peak and 

reduce the amplitude, because of differing time delays 

in the pre-synaptic (and possibly post-synaptic) path-

ways, but it will increase the probability of joint-

occurrence in the bins of the histogram by the product 

of the number of units contributing to the two sequences 

being correlated. This can be seen to arise from the 

formula given in Section 4.2 for the mean bin count for 

single unit sequences X and Y = n x  n yLtT (as defined 

before), which for multiunit sequences becomes (xnx). 

(yn 
Y 
 ).At.T or (xy). (n x  ny  At T), for x units contri-

buting to sequence X and y units contributing to Y. 

Generally each multiunit sequence will have between 

four and eight neurones contributing so the joint-

occurrence bin probability may be anywhere between 

16 to 64 times as large as the single unit result of 

the simulations. However, although this effect 

directly influences the PPST mean probability level 

(by the product xy), it does not greatly affect the 

value of the estimated correlation strength R, except 

by the differing time delays between the units. 
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Another important effect, which is observed to influ-

ence the value of (R-1) and to a small extent the peak shape, 

is that due to using a wider histogram bin width of imSec. 

This has a low pass filtering effect on the PPST histogram 

form and because the correlated peaks are generally quite 

narrow (approximately - 3mSec at half peak height). A 

change in bin width from 0.25 to imSec therefore signifi-

cantly reduces the peak amplitude. It will be seen later, 

from the selected stationary simulation results which are 

presented with imSec bin widths (after the experimental 

PPST results), that this alone can reduce the value of 

(R-1) by approximately half. 

Now follows some typical examples of animal PPST 

Histograms, derived from multiunit spike sequences re-

corded from filaments of intercostal alpha-motoneurones, 

at different stages of experimentation, and their inter-

pretation by the stationary model results. The recordings 

were obtained in the cat (unpublished data from Kirkwood, 

Sears, Tuck and Westgaard). 

Figures 4.4-1, -2, -3 and -4 show PPST histograms 

for five different experimental situations on the same 

cat between the same three paired segmental combinations 

T5/T6(A), T6/T7(B) and T7/T8(C). Each PPST histogram is 

derived from a pair of motoneurone efferent spike sequences 

selected unit populations, by amplitude window discrimina-

tion, from the segmental filaments recorded. For the first 

figure the data used was recorded from a 'normal' cat which 

was anaesthetised, paralysed and artificially ventilated to 
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FIGURES 4.4.1: 

The PPST„Histogram results, from data recorded from a cat, between 

intercostal segments T5/T6 (A), T6/T7 (B) and T7/T8 (C)- CONTROL-1 with 

4.1% CO2. 
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controlled levels of alveolar PCO2. This set of experi-

mental results are for 4.1 percent CO2  and will be known 

as CONTROL-1. They are followed by the results of CONTROL-2 

in Figure 4.4.2 which again come from. the same 'normal' 

cat under the same conditions above except that the CO2  

level has been increased to 8.1 percent. It is interesting 

to note one feature held in common with all the six PPST 

histograms and some significant differences: 

i) They all demonstrate a significant peak of activity 

in the centre of the PPST histogram (which can be determined 

by the lines of t 1 percent confidence estimates of the mean 

probability level, M). Also observe the flat top of the peak 

which was predicted earlier. 

ii) The results of CONTROL-1 show very little sign of 

short term synchrony (Sears and Stagg, 1976) compared to 

the more distinct correlation peaks found for CONTROL-2. 

However, the values of R demonstrate that there is a 

similar amount of synchronised recruitment of the neuronal 

groups recorded from with 4.1 percent CO2  in the inspired 

air. Also, when compared to the standard stationary model 

results in Figure 4.4.5, the low value of M indicates that 

only one to three units must be active at any time in each 

sequence. This could be another reason why there is little 

significance-lack of bin counts as is discussed by Sears 

and Stagg. However, at the 8.1% level of inspired CO2, the 

mean probability level suggests that three to five units 

per sequence are recruited and the better defined shape of 

the central peaks and the value of R, could be interpreted 

as being produced by at least 10 percent common connectivity 
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in the active pre-synaptic pathways of the neuronal group 

considered. 

Figure 4.4.3 demonstrates the PPST histogram for the 

same animal and segmental pairs but with 8.4 percent CO2  

and following two actle hemisections of the spinal cord 

at the T4 and T9 segmental levels (experiment HEMISECTION). 

An obvious decrease in M, a broadening of the central 

correlation peak and only a barely significant increase 

in R, is obe
S  
rved; in all three PPST the mean probability 

A 

is at least halved and the peak half width increased by 

greater than 50 percent. Two hypothesised explanations 

for these characteristic changes are that-the hemisections 

have removed the inhibition of some pre-synaptic inter-

neurone pathways and/or some pre-synaptic inhibition of 

the motoneurone synapses themselves of pathways held in 

common by the groups of motoneurones involved. The former 

hypothesis is regarded as most likely. It would account 

for the broadening of the correlation peak in terms of 

the interneuronal delay. The large decrease in the value 

M is probably a direct consequence of the lack of suffi-

cient drive to excite as many motoneurones of the groups 

as in the 'normal' case (Figure 4.4.2) at a similar alveolar 

CO2  level before the partial lesions. Indeed, the high 

level of CO2 (8.5%) was necessary to achieve excitation 

of motoneurones for PPST analysis. 

A less complete explanation is that some compensatory 

mechanisms occur within the motoneurones themselves. Some 

examples of these are given as: 

i) The local shunting of active synapses (lacking in 
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the present model), which normally tend to reduce the effect-

iveness of the EPSPs might be significantly decreased, as a 

consequence of the reduced pre-synaptic rate due to the 

hemisections, therefore allowing larger amplitude EPSPs to 

compensate for the lower pre-synaptic rate. 

ii) the possiblity of a change in the cell time constant 

with a reduction of pre-synaptic rate which might compensate 

the situation by allowing for larger and longer existing EPSP 

shapes. 

Both of these compensatory trans-membrane mechanisms 

are likely to occur to some degree in the normal animal, but 

presumably only have a small effect because otherwise they 

might grossly interact with the normal Central Respiratory 

Drive modulation and tend to cancel its effect. 

One further hypothesis is put forward which suggests 

that the synchrony observed in the HEMISECTION case might 

be partly due to the muscle spindle sensitivity to mechanical 

vibrations, the reflex pathways having been released from 

inhibition by the partial lesions. This sync.hronisation 

could occur through the mechanical coupling of the spindles 

at neighbouring segmental levels detecting small vibrations 

in the inspired air, for example from the ventilating pump. 

None of these hypotheses offer a complete solution to 

the origin of the observed correlations although a combination 

could account for the changes in the results that occur in the 

three experiments discussed. One thing is certainly clear, 

that as a result of the hemisections there have been basic 

changes in the neurophysiological state of the spinal cord. 

This is more apparent when the PPST histogram results, from 
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the same cat but with a further acute three-quarter (rostral) 
• 

trans-section of T9 
and ventilation with 8.5 percent CO2 

(experiment-3/4SECTION) in Figure 4.4.4 are examined. The 

periodicity of the mean level suggests that a fairly regular 

pre-synaptic mechanism might be responsible (Moore et al, 1970). 

An examination of the original filament spike recordings supports 

this and provides a complete explanation. 

In each channel only one or two alpha-units were active 

at any one time (if two they discharged in close succession), 

and then only for a very short period of the breath (each unit 

produced only three or four discharges per breath). The occur-

rence of these events were quite highly localised in time rela-

tive to the phase of the breath and fairly regular in interval 

thereby suggesting that the pre-synaptic rate producing the 

CRDP must rise sharply and maintain a near constant level 

before shortly dropping away again. It can be then demonstrated 

that the strong periodicity (with its interval of 70 to 80mSec), 

the low values of M, and the significant increase in R in these 

particular PPST histograms are to be expected from these sequence 

characteristics. From the periodicity, the intervals between 

the correlated spike events would correspond to a single unit 

discharge rate ranging from 12.5 to about 14.3/sec. These 

rates suggest that the mean probability level M,.for lmSec 

bin widths, would lie between 0.0125 and 0.0143 for two such 

single unit sequences. Because the value of M is typically 

two to four times larger than the calculated single unit case 

(and for the superimposed two unit sequences, the few pairs 

of events per breath occurred regularly and in close succession), 

their event cross-correlation function will show periodicity and 
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A significantly large value of R. If the multiunit case did,  

not have the close grouping of the superimposed spikes, but 

still retained the same regular intervals, the PPST histo-

gram result would have had a different periodicity or none 

at all. 

It is thought that the discharge sequences contributing 

to the above phenomena must arise due to a very weak modula- 

tion of the excitatory synapses and a strong modulation of 

the inhibitory synapses of the motoneurones concerned. 

Figure 4.4.6 demonstrates a similar effect occurring in 

the PPST histogram derived from some simulation runs of 

the neuronal pair with a pre-synaptic sinusoidal modula- 

tion of 40(A), 20(B) and 10(C) percent about a mean rate 

of 15.2KHz. The result in C shows a strong similarity of 

form to the HEMISECTION results discussed above. Also 

these figures demonstrate a significant increase in the 

correlation strength, as given by R, with decreasing 

depth of modulation. This characteristic is directly 

related to the significant non-stationary serial corre- 

lation values of the discharge sequences from the simu- 

lated intercostal alpha-motoneurones which were invest- 

igated in Chapter 3.5. (N.B. At 5 percent modulation 

not shown, the correlation peak has narrowed and the 

value of R decreased to 2.8 - 0.95). 

The last set of results from the same cat, under 

the same conditions as above but now with an additional 

acute lesion in T10 
and breathing 10.1 percent CO2 

(experiment- TRANSECTION), are presented in Figure 4.4.7. 

It is apparent that there has been little change from 
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mean rate of 15.2kHz as marked ( 50;.; common connectivity). 
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the previous 3/4SECTION experiment; perhaps a slight 

reduction in the mean probability level but no signifi-

cant change in the strength of correlation or the periodic 

form of the PPST histogram. This then indicates that there 

is no longer any significant influence from the segments 

below the tenth segmental level, especially at this high 

alveolar CO
2 level used. 

4115 	. 
To complete discussionof the experimental work just 

described, the Figures 4.4.8A and B demonstrate some typical 

long term changes that are observed to occur in the PPST 

histogram for a cat that has had a similar set of acute 

lesions as in the HEMISECTION experiment. The results 

given were derived from data recorded in T.8  and T9 108 

days after hemisections of T6  and T10. In addition the dorsal 

roots of T9 had been cut. For A the anaesthetised, paralysed 

and artificially ventilated cat was breathing 5.6 percent CO2, 

while in B the CO2 level is raised to 8.6 percent. These 

correlations between the discharge event sequences recorded 

from T8 and T9 are noticeably different from those originating 

in the acute HEMISECTION experiment. It should be noted how-

ever that this is for a different cat and that there has been 

a wide variation observed in the PPST histogram peaks derived 

from the many long term experimental studies already performed. 

From this series of experiments both the width and the strength 

of the central peak varies, and at present, it has only been 

possible to loosely categorise the results. The results shown 

are typical of the most common category but within this group 

the value of R may vary from 1.5 to greater than 4, the width 

of the shoulders in the peak may extend out to - 35mSec and 
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the number of days following the acute lesions varies from 

zero up to 200 days; the only characteristic held in common 

being a well defined shape of the correlation peak. This 

briefly describes the state of experimental work currently 

under investigation. So far the results show some indica-

tion of a temporal trend in the value of R and the peak 

width but there is no clear cut evidence to statistically 

support this yet. 

The possibility of gross changes in the trans-membrane 

mechanisms, or the cell time constant, contributing towards 

these phenomena have been ruled out by intracellular studies. 

On the other hand sprouting of the pre-synaptic pathways 

is unlikely to be a main cause as demonstrated by the strong 

features of the correlation peaks of some acute experiments. 

Until more experiments have been performed, and sufficient 

evidence gathered to allow a further hypothesis, the neuronal 

model cannot help in identifying the origins of these corre-

lation characteristics. However, the present model with its 

realistic pre-synaptic excitation rates and trans-membrane 

mechanisms is adequate in accounting for the 'CONTROL' and 

'HEMISECTION' PPST histogram results determined. It also 

demonstrates that changes in EPSP size alone cannot possibly 

explain the very wide peaks observed in the correlations 

derived from the ;SECTION and TRANSECTION data, and indicates 

that even longer duration EPSPs could not be wholly responsible. 

Therefore, within the limits of the simulations presented 

some explanations have been achieved but also further 

research is necessary so that a complete description can 

be found. 
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4.5 INVESTIGATION OF COMMON CONNECTIVITY  BY THE ACE 

POTENTIAL: 

Given the assumption of common connectivity between 

intercostal alpha-motoneurones by branching in their pre-

synaptic spinal stem pathways, the ACE Potential (examples 

of which are shown in Figure 4.5.1) must contain some in-

formation relating to the amount of shared input between 

pairs of motoneurones. In order that such a measure might 

be identified and reliably utilised, the neuronal pair 

model was used to investigate these possibilities. Kirkwood 

and Sears (1977) show theoretically that the ACE potential 

due to the common EPSPs released in neurones X and Y of 

Figure 4.2.1B, is a function of the EPSP shape and the.  

PC Kernels (assumed) for the event Input-Output PDF. 

The description that follows investigates the ACE potential 

as a function of pre-synaptic structure and EPSP size. 

Figures 4.5.2 and -3 display the ACE potentials 

determined from the neuronal pair simulation runs with 

the pre-synaptic common connectivity (COM) varied from 

50 down to 5 percent of the total pre-synaptic input 

and can be compared with the physiological ACE, Figure 

4.5.1.. Three sets of results are presented for different 

pre-synaptic input rates (I/P), 15.2KHz in the first figure, 

and 18KHz on the left and 14KHz on the right in the second. 

The ten ACE potentials all show a well defined rising edge 

from the baseline level beginning at times between 4 to 8 

mSec prior to the trigger event (at zero time), to a dis-

tinct peak which occurs approximately 1.5mSec post-stimulus. 

Following the peak the potential falls away again, generally, 
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FIGURES 4.5.1: 

Two typical ACE Potentials recorded in cat intercostal 

alpha-motoneurones. 
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The standard stationary simulation ACE Potentials, as in Figure 

4.4.2 but with 18kHz (A-C) and 1/4kHz (D-F) total pre-synaptic rates 

(COM is the amount of common connectivity used, Z is the measured ACE 

potential amplitude). 
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in not such a well defined manner as the rising edge. The 

baseline level can be seen to be rate determined while the 

height of the ACE potential Z can be shown to be related 

to the strength of the pre-synaptic common connectivity for 

these simulated results. From the values of g measured 

from the simulations the estimated ratios of shared inputs 

for actual common connectivity of 50:20:10 (and also for 

the 15.2KHz result :5) percent, determined by Z2 are 50: 

18.2:12.8:5.9, 50:19.4:8.4 and 50:15.1:9.8 for the three 

pre-synaptic rates used respectively. Quantitatively, 

this should prove to be a very useful result, but of course 

it has only been shown for a single fixed shape and ampli-

tude EPSP and in practice requires calibration if it is to 

be at all useful. Because the EPSP shape is not strictly 

described in terms of the parameters used by Kirkwood and 
1 

Sears (1977), which suggest c(= 20p approximately, it was 

considered necessary to reformulate their expression for 

the ACE Potential x2('t) and the output event cross-correla-

tion function or CIF (Cross Intensity Function) y2('t). 

To do this the same model for the expression of the PC 

Kernel, that it may be described by proportions of EPSP 

shape and its derivative was made, and the expression for 

the simulated EPSP of f(t) = K(e-  At-e-0‹t  ) mV used. 

Following the procedure described in the Appendix to the 

above paper, the expressions below are derived:- 

For `f<0: 

x2 (') = ck2RC (c<-';) 	T 	oet 1 
2R c<13(c,<+';')[cls(a-b)eP 	- /3(a-bc<)e 	J mV 	(ia) Y 	/ 
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For T)-o: 

2 x2 (') = ck RC  
2Ry  otp,(.( + p ) 0C(a+bp)e 	-p(a+b=4)e 	mV 	(ib) 

and for all'r:  

, 	2 2 
Y2a) = c K Rc [ 

2 2 2 	 PI-CI 	2 a 2 	 °erril 2Ry 	 (c{ + ) a -b p )e 	-)3(a 	)e 

impulses/sec (ii) 

where K = EPSP amplitude factor (mV) 

1/q,1/ = EPSP time constants as defined above 

a,b = proportions of descriptive components of PC Kernel 

as modelled by Kirkwood and Sears, e.g. 

g'(t) = cCaf(t) + b df(t)1 impulses/sec 
dt 	c assumed constant 

RC' Ry = the average pre-synaptic rates of release of common 

EPSPs in the neurones (X and Y) shown in Figure 4.2.1B anti the 

mean firing rate of the stimulus neurone, Y respectively. 

and I'ZI= absolute value of i.C. 

Now from the PPST histogram the maximum value of y2(t) 

can be measured from the ratio of the total peak bin counts 

to the mean R, as (R-1) Rx. Finding the expression for the 

maximum of y2(T), which can be seen to occur at T = 0, and 

equating it with the PPST result gives an expression which 

estimates the average EPSP amplitude factor: 

Rx 	2N17,) (R-1)I e.g. K - 
c((-1.3  ' R (a2+0,-i?) 	mV (iv) 
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By fitting the PC Kernel modelling equation (iii) to the 

simulation Common Input-Output PDF to determine a, b and 

using the known values of c(, 11, RC, Rx, an estimate of K 

can be made for a simulation result of R. For a standard 

EPSP run with a pre-synaptic rate of 15.2kHz and 50% common 

connectivity, this estimate is 18 percent lower than the 

true value of 0.13674 my. 

The ACE potential magnitude Z can be found from the 

difference between the maximum and minimum values of x2Cr) 

calculated for delays of 't closest to't'i. O. These delays 

of f;lin andi.: x  are found by equating the differentials m 

of the expressions (ia) and (ib) to zero: 

= ck2R 	r  c r 	-RV 	- ter r max_p(a+ba)e  max+04  2R vr,o(c:-FA)Lc<(a+b”e 	 a-bpeFnlin  
Y r r 

amin]13(a-bu)e 	mV 	(v) 

where: 

= 1 log raq-bc... sec and Tmin 	1 log_ a -Rb 	sec max (2 eLa+b?.] ();- 	 cf.:- iS 

. From this resulting expression (v) any experimentally 

measured ACE potential amplitude g would seem to be proportional 

to K2Rc/Ry, as is the peak value of y2(t), which from equation 

(ii) is given by: 

CIF 	= C
2
K
2
Rc  (d-N2  r  

2 2 2R 
Y
r4.;.:,*(iS+,>) 	a +1 . ', impulses/sec (at't= 0) 	(vi) 
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However, looking now at the results from the neuronal 

simulation, only for the PPST histogram estimates of (R-1) 

shown in Figure 4.3.4B vary proportionally with the rate 

of common pre-synaptic drive Rc. From the simulation measures 

of Z above, it appears this variable is proportional to the 

square root of the amount of shared input. Kirkwood and Sears 

demonstrate the following, and the above formulae concur: 

= cV2RC p max 
	and 
	

R-1 = C2V2R
C  q  

Ry  Q RxRy  

where pmax  and gmax  are functions of ct, 	a and b. These two 

expressions imply then, because all the other variables are held 

fixed for the simulations described above where g was measured, 

that pmax  must vary as 1/Ric  and qmax  is constant; V is directly 

proportional to the EPSP amplitude factor K, and C is directly 

proportional to AProb/ At , AProb is the step in probability 

of the PC Kernel of the common Input-Output PDF, from the mean 

probability immediately preceding a common pre-synaptic event 

to the kernel probability in the first time bin of width 

following zero time from which the parameters a and b were 

determined - thus for any fixed total pre-synaptic rate, c 

remains constant. 	In turn, these conclusions suggest that 

r'iTtetc. 
cs4(a+bp)e 	-p(a+b)e

—  
 

is proportional to 1/1-11-c  (where Amax  is defined above for 

equation (v) and'r in  tends towards -op) while a
2  +b 2 ,:‹ts is min  

constant. Therefore the PC Kernel shape must change in such 

a manner that the resultant self convolution, by which the PPST 

histogram can be determined, maintains a constant peak value. 
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The next chapter, which specifically investigates the under- 
., 

lying processes contributing to the event Input-Output PDF 

of neuronal structures, should clarify this finding. Figure 

4.5.4. demonstrates from the formulaz above, three sets of 

results where A gives the standard EPSP shape used in the 

simulations (0C=12r= 2000/sec), B shows the PC Kernels 

employed, C the resulting ACE potential forms and D the 

resulting PPST peaks. The best fit for the standard 15.2kHz, 

50 percent common drive PC kernel observed by simulation was 

for a = 4b. Two other cases, a = 2b and a = b are presented: 

note the PC Kernel peak value is kept constant and only the 

shape is altered. These results display similar characteristics 

to the ACE and PPST forms measured from simulations with in-

creasing RC. 

It is worth noting here that the analytical expression 

(v),with'r.
n  set to -co and a, b are determined for the min  

standard 50 percent (15.2KHz) PC Kernel , accurately predicts 

the magnitude of Z measured from the simulated ACE potentials 

shown in Figures 4.5.2A 4.5.2B, 4.5.2C and 4.5.2D; the value 

of g in brackets is the estimate from equation (v). The 

examples demonstrated in Figure 4.5.3, only serve to reinforce 

the conclusion above: there is a relationship linking a, b and 

RC. Figure 4.5.5 does however show that the above calculations 

are in error, which can be seen by the estimated values of 

given in brackets, for the variations of the EPSP amplitude 

factor K. In these examples the product of the EPSP amplitude 

and the total pre-synaptic rate was kept constant (1515mV/Sec) 

as were the values of c4, p, a, b and common connectivity, and 

therefore indicates the PC Kernel also is dependent on other 
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FIGURES 4.5.4: 

Demonstrates the results from the analytical formulations 

of the text: (A) is the standard EFSP pattern, f(t); 

(B) is the PC kernel, c(t) where a=4b is the best 

fit case for 50% common, 15.2kHz simulation 

pc kernel recorded; 

(C) is the ACE potential, x2("0 result; 

(D) is the PPST kernel, y2a) calculated. 
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Values of Z in brackets are the estimated ACE potential amplitudes. 
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factors (such as EPSP amplitude) which is to be investigated 
• 

in the next chapter. 

To conclude this section, the simulation results shown 

in Figure 4.5.6, were produced by the model having 10,20 and 

40 percent sinusoidal pre-synaptic rate modulation (about a 

mean of 15.2kHz) to examine the sensitivity of the ACE 

potential to the non-stationary situation. As ouserved, there 

is little variation in the ACE potential waveform and negli-

gible change in Z for the case considered. 

4.6 CONCLUSION 

This chapter has demonstrated the application of two 

methods for testing the hypothesis of common pre-synaptic 

connectivity between neuronal groups. Both give strong 

evidence of common coupling in the pre-synaptic pathways. 

The neuronal pair network model has been extensively used 

to allow considerable interpretation of the physiological 

results determined. By simulation the useful measures of 

the applied techniques have been identified although simple 

quantitative measures have not been possible. This last 

result is directly related to the analytical expressions 

demonstrated in the section on the ACE potential. It is 

due to the inability to separate the factors of- K2R which 

is the primary determinant for the measures of CIFmax  and Z. 

As demonstrated by Kirkwood and Sears, if one of these two 

factors can be measured independent of the other, the results 

determined for the physiology could then be calibrated and an 

absolute measure of common pre-synaptic connectivity be eval-

uated. Because no such separation appears possible, the model 
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mean rate of 15.2kHz as marked (50% common connectivity). 
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has been used to calibrate this measure. The accuracy in 

determining the amount of common coupling then relies 

strongly on the adequacy of the model in simulating the 

main properties of the pre-synaptic and trans-membrane 

mechanisms, which are important in the derivation of the 

PPST histogram and the ACE potential. 

One common factor is the event Input-Output (pre-

synaptic to discharge) PDF, or more specifically the PC 

Kernel. These probability density functions are a 

summary of the underlying mechanisms which are responsible 

for the raised probability for the generation of an axon 

discharge spike following a series of preL-synaptic events 

and in particular focusses on the last event of the sequence. 

The following chapter is therefore wholly concerned with a 

better understanding of factors important to and their re-

lation in determining the PC Kernel. 
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5.0 INVESTIGATION OF THE UNDERLYING PROPERTIES 

OF THE EVENT INPUT-OUTPUT PDF. 

5.1 THE SIMULATION PC KERNELS. 

5.2 THE FORM OF THE PC KERNEL. 
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5.0 INVESTIGATION OF THE UNDERLYING PROPERTIES OF THE 

EVENT INPUT-OUTPUT PDF: 

The importance of the event Input-Output probability 

density function as a fundamental operator for deriving 

information related to neuronal interconnection has been 

mentioned several times in the preceding chapter. This 

PDF conveys a great deal of information about the neuronal 

response to the pre-synaptic input and, of course, given 

the output about the input that produced it. It is there-

fore proposed here to investigate methods which will lead 

to at least some understanding of the origin of the PC 

Kernel and possibly also to a more complete interpretation 

of the processes underlying this Kernel. 

5.1 THE SIMULATION PC KERNELS: 

The event Input-Output cross-correlation function 

n10('t) was briefly introduced in chapter three; some 

examples of its form for three different total pre-

synaptic rates were shown. Later, in chapter four, 

the AC component (PC Kernel) of this function, derived 

between only common excitation events to a pair of 

neurones with shared pre-synaptic pathways and the 

discharge events, neo(t) was shown to be responsible 

for any synchronised correlation observed in the PPST 

histogram; this latter correlation was derived from 

the discharge event sequences of the two neurones. 

Figure 5.1.1. presents the neo(t) results (for 

common input events only) from the three pre-synaptic 
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rates (A)18, (B)15.2 and (C) 14KHz with 50 percent commons 

connectivity. Superimposed on these are the EPSP form and 

its derivative. The mean probability level M is dependent 

on the resulting discharge rates (14.B, 10.0 and 7.29/Sec) 

which estimate M as 0.000365, 0.00250 and 0.00182 respect-

ively for a 0.25mSec bin width. 

Consider now the common event PC Kernels; the forms 

are very similar with a slight decrease in the base width 

of the peak with increasing rate, while the kernel height 

AProb measured in the +0.25mSec bin is seen to vary 

directly with common pre-synaptic rate. For the three rates 

with 50 percent common connectivity demontrated,AProb 

is 0.00158, 0.00129 and 0.00104 respectively. Further it 

was noted that for 20,10 and 5 percent common rates, of 

the 15.2KHz total pre-synaptic rate case, the values of 

M and Z,Prob remained constant within the one percent 

confidence limit of the 50 percent common case (e.g. 

M = 0.00247, 0.00246, 0.00247; aProb = 0.00123, 0.00126, 

0.00136 respectively). Also the Kernel form was not observed 

to alter much when compared with the superimposed forms. 

Now, because neoCC) is derived from only common input and 

discharge events, within the bounds of these consistencies 

4Prolp is seen to be directly proportional to the common 

pre-synaptic rate RC  which was suggested above. This 

relationship was also observed for the other two rates 

considered above at different amounts of shared input. 

Figure 5.1.2 demonstrates further examples of 

PC Kernels which now result from changes in EPSP amplitude 
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standard, (B) O.lmV EPSP with TRT=0.2 and TDK=6mSec, (C) 0.1mV EPSP with 

TRT=4 and TDK=43mSec. (Standard EPSP TCs are TRT=0.5 and TDK=6mSec. 
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A(0.2mV, otherwise standard), and EPSP shape B(0.1mV, 

TRT = 0.2, TDK = 6mSec); C(0.1mV, TRT = 4, TDK = 48mSec). 

By comparison with their respective superimposed EPSP 

form and its derivative, together with the results of Figure 

5.1.1, an interesting pattern is emerging. AProb for 

the results of Figure 5.1.2. is 0.00211, 0.00185 and 

0.00103 respectively. Note that these last results 

are with 50 percent common connectivity and also the 

total pre-synaptic rates are (A)7.6, (B)18 and (C)3KHz. 

In the case A although the input rate has been 

halved,AProb has increased by 64 percent with respect 

to the standard 15.2KHz and 0.1mV EPSP result which is 

about 3.3 times greater than the case had AProb been 

directly proportional to R and independent of EPSP 

amplitude. Further, on the basis of the model for 

the PC kernel used to derive the expressions for the 

ACE potential and PPST peak form, the resulting AProb 

measured for B should be at least 2.6 times that for 

the case of Figure 5.1.1A but it is only 1.15 times 

this. The factor 2.6 would arise. because only the 

derivative term contributes at time zero and 0,;(the 

EPSP rise-time constant) has been increased from 2000 
- 

to 5000 while r3(the decay-time constant)
1 
 remains fixed 

at 170. Even allowing for the 0.25mSec bin width an 

increase of 1.7 times would be expected. Finally from 

the result in C, the kernel is observed to lie below 

the derivative result of the EPSP which would suggest 

that the hypothesised linear relationship does not 
/ 

apply because the a term of a.f(t) 	b.df(t)/dt must 
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now be negative. Although, in this last case the EPSP • 

might be considered to be grossly distorted, the modelled 

mechanisms have not been altered apart"from the EPSP shape - 

the pre-synaptic rate beingreduced to keep the simulation 

within the standard operating state (approximately 12 

discharges/sec). Hence it is questioned if the hypothesised 

relaticnship between EPSP shape and PC Kernel is anything 

other than an approximation that does reflect the under-

lying mechanisms usefully. In summary of the above find-

ings the PC Kernel is observed to be related to R
C'  the 

EPSP amplitude and the derivative of the EPSP shape. 

It is proposed now to look closer at the kernel form 

and examine procedures by which it can be predicted. If 

the time reverse of the above nco  (t) functions are considered, 

then these demonstrate the raised probability of the pre-

synaptic events just prior to a discharge. 

5.2 THE FORM OF THE PC KERNEL: 

The form of the PC kernel shape has been related by 

various workers to the shape of the EPSP (Moore et al, 

1970) or its derivative, but the matter is certainly in 

question though not subject to analytical investigation 

because of the difficulties found by Knox (1974). Two 

further possible approaches are available. The first 

utilises the intermediate functions available from the 

simulations in order to reduce the complexities of 

analysis somewhat; this is likely to be most convenient 

in numerical terms. The second is based on a transfer 

function analysis of shapes (EPSP to PC kernel) to check 
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if the proposals can be confirmed that relate the PC 

kernel to some linear form of the EPSP and its derivative. 

Some attempt'at both approaches has been made here. 

From the work discussed above, in which some properties 

of the MP of the motoneurone were investigated, two valuable 

statistics have been measured: the MP probability density 

function MPDF and the average MP end-trajectory. The first 

measure is a non-conditional function while the second is 

conditional on a discharge event. By selecting any time 

prior to the reference discharge occurrence along the MP 

end-trajectory, the probability of finding the MP at that 

time related potential may be may be determined from the MPDF. 

These intermediate functions maybe helpful 'in exploring 

the PC Kernel. 

With a knowledge of the probabilistic properties 

of the pre-synaptic event generating process and the 

EPSP amplitude and form, then an estimate may be made 

of the subsequent combinations of the numbers of events 

coming forward in equal width time bins between the 

time selected along the MP end-trajectory and the time 

of the discharge. These bin-event combinations, together with 

the EPSP pattern, must produce just sufficient MP rise 

to allow a threshold crossing (discharge) at the latency 

chosen. By calculating the specific probabilities of 

occurrence from the estimated input event combinations 

and scaling their summation by the probability of finding 

the MP at the initial level selected, the PDF should be 

calculable and should coincide with the PC kernel of the 

input process co nsidered. 
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For example, if the standard 15.2KHz case is considZ 

ered, then the total input process is known to be poisson; 

the EPSP shape and amplitude are defined, and the MPDF and 

MP end-trajectory have been measured from the simulation. 

Considering a bin width of 0.25mSec, then the mean level of 

the MP (below the threshold) is approximately 0.132 mV; the 

probability of finding the MP between this level and the 

threshold is P
MP 
 (0.25) = 0.00534. The simplifying assumption 

is now made that all the 0.1mV EPSPs released within this 

first bin (and the others considered later), occur at the 

centre of the relevant bin (for the first at a latency of 

-0.125mSec from the threshold crossing); consequently each 

EPSP will have risen 0.0274mV at the point of discharge. 

This suggests that at least 4.8 EPSPs contribute toward 

depolarising the MP to the threshold level and for a 

Poisson event process, with the expected total input 

interval of 0.066mSec and for 0.25mSec time bins, the 

probability of discharge, PD(1)  = PMP(1)43?,4.8(0'25) = 0.00176. 

However, because this is a conditional process (i.e. the 

MP must just cross the threshold after the h6.1f bin width) 

the probability of discharge is Pmp(1)P44;(0.25)= 0.00086. 

The actual measure PC Kernel probability is 0.00088, which 

demonstrates that this simple constructional procedure, or 

some elaboration of it, might be useful. 

Proceeding in a similar manner with the second bin 

removed from the time of discharge, the mean MP is 0. 274mV 

below the threshold (Pmp(0.5) = 0.00088) and the EPSPs 

released at its centre will have risen 0.0639mV which 

indicate at least 4.3 pre-synaptic events must occur in 
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, 
that bin. Therefore contribtitions only fromythese events' 

in the second bin, conditional to a discharge at time zero, 

give a probability of Pmp(0.5).P4.3(0.25) = 0.00037 which 

is evidently too small (c.f. measured 	0.00078). Now con- 

sider combinations of events in both pre-discharge bins with 

the limit of 4.3 in the second as has just been predicted as 

the maximum. Working down from this number in unit steps 

it can be shown that, allowing for EPSPs in the first bin 

to contribute 0.0274mV and in the second 0.0639mV as used 

above, the only possible combinations are P3.3(0.25).P3(0.25), 

P2.3(0.25).P5(0.25) and P1.3(0.25).P7(.25),Together, with the 

P4.3(0.25).P0(0.25) result, produce the total bin probability 

of discharge. P(2) = 0.00072. This too is a good estimate 

of the measured 0.00078 value, considering the simplifying 

assumptions used. 

However, with the next estimate (P
D
(3) = 0.00037 c.f. 

Measured = 0.00060) the assumptions are evidently showing 

their limitations and the whole procedure used then becomes 

very complicated, involving no less than seventeen combina-

tions. For these reasons, such a simplified approach cannot 

be justifiably pursued. It is also foreseen that further 

complications would arise in the calculations going beyond 

the fifth bin. This is because the decaying phase of some 

of the EPSPs must then be taken into account (i.e. time to 

the standard EPSP peak is 1.335mSec). 

On the other hand by the direct use of simulation, 

this investigation into the pre-synaptic event mechanics 

underlying the form and amplitude of the Input-Output PDF 



1 6 0 

.can be taken further. A series of simulations were run 

with the model modified so that the statistics of the 

events in the final ten (0.25mSec) time bins could be 

recorded. These results, given in Table 5.2.1, are 

akin to the average MP end-trajectory. Consider the 

15.2KHz findings; the average bin count is increasing 

(clearly demonstrated by the ratio of the counts deter-

minded divided by the expected number, assuming a 

Poisson process), while the variance shows no strong 

trend. These results suggest that the input process 

is no longer Poisson (i.e. mean = variance for event 

process). 

Remembering that the situation under consideration 

is conditional on a discharge immediately following the 

last bin, then the contributing sequences must be chosen 

by what is an inherently a trend-selective process. 

This is further evidenced by the fact that, over 100 

discharges, a minimum of two events are observed in the 

last bin (mean = 5.4, variance = 3.8); in the last two 

bins six events minimum (mean = 10.8); in the last three 

bins ten minimum (mean = 15.9); in the last four bins 

fifteen minimum (mean = 20.7); and in the last five bins 

twenty minimum (mean = 25.5, variance = 3.4). From this 

information a better estimation of the PC kernel can now 

be made, but more importantly the minimal bin counts and 

the variation of the counts around the mean demonstrate 

the high degree of selectivity of the process involved. 

Similar characteristics were found for the 14 and 18KHz 

similations considered. 
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TABLE 5.2.1: 

The Mean 0.25 mSec Bin Counts and Variance 

in Counts Prior to a Discharge- 

Relative Time 

of Bin before 

Discharge(mSec): 

Counts and Variance for Pre-synaptic 

Rate: 

14 kHE 	15.2 kHz 	18 kHz 

0.25 5.1 (3.6) 5.4 (3.8) 6.1 (4.0) 

0.50 5.1 (3.7) 5.4 (4.4) 6.1 (4.9) 

0.75 4.9 (4.4) 5.1 (5.0) 5.7 (4.8) 

1.00 4.7 (4.5) 4.8 (4.3) 5.3 (4.4) 

1.25 4.5 (4.2) 4.8 (4.1) 5.2 (4.8) 

1.50 4.3 (3.6) 4.6 (4.0) 5.0 (4.7) 

1.75 4.2 (4.0) 4.1 (3.1) 4.8 (4.5) 

2.00 4.0 (3.9) 4.1 (4.2) 4.7 (4.3) 

2.25 4.1 (3.9) 4.2 (3.9) 4.7 (4.2) 

2.50 3.9 (4.0) 4.1 (4.4) 4.7 (4.5) 

Expected Bin 

Count for 

Poisson Process: 3.5 (3.5) 3.8 (3.8) 4.5 (4.5) 

N.B. 	Numbers in Brackets are the Variance of Counts. 

Results are from sequences of 500 Distharges. 
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Consider now an alterinative approach to the task 

of elucidating more about the underlying mechanisms 

contributing to the event Input-Output PDF. The hypo-

thesis has been assumed above (also by Kirkwood and Sears, 

1977) that the PC kernel can be viewed as the weighted 

sum of the EPSP shape and its time differential. The 

complex ratio of the spectra of the'actual PC iorm and 

the EPSP shape offers a convenient method for a closer 

examination of their possible relations; the result can 

be turned into an equivalent impulse response by an 

inverse Fourier  transform (the technique is demonstrated 

in connection with the detection of trends in cardiac 

signals by Sayers, 1976). This impulse response (IR) 

can be regarded as that of the linear system that 

convolves the EPSP into the PC kernel, and so describes 

their relationship. Figure 5.2.1 shows the initial 

time related signals (superimposed) in A, the complex 

real (B) and imaginary (C) parts of their spectral 

ratio, the amplitude (D) and phase (E) spectra from 

the complex division and the inverse Fourier trans-

formed IR result (F). 

If the relation is as hypothesised then, noise 

disregarded, the IR would comprise a Dirac pulse added 

to which is a biphasic pattern (representing the deriva-

tive component). In practice these are generally observed 

but only in the very broadest terms; to optimize the effect 

it might have been necessary to adjust the relative time 

shift between the PC kernel and the EPSP, but little if 

any shift is actually required. The IR is naturally 
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and (E) The amplitude and 

phase spectra from B and C. 

The inverse Fourier transformed 

Impulse Response result. 
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smoothed out by the limited spectral range employed, and 

degraded by noise, but the main features are interesting 

and warrant closer attention. 

The amplitude of the complex spectral ratio (PC to 

EPSP) rises proportionally with frequency from a non-zero 

value while the phase stays roughly constant at minus 

30-40°  over the important harmonics. It can be concluded 

that (in terms of the presumed relation of EPSP = f(t) 

and PC kernel as of + bf') the requirement that amplitude 

rises with frequency non-linearly while phase alters 

linearly with frequency, is not met. Accordingly the 

pattern of the IR reflects only a broad correspondence 

with the expectations (as would be anticipated from the 

fact that the relation was suggested at all), but not 

to any convincing extent. 

On the otherhand the amplitude and phase results 

of the complex ratio would not appear to reflect any 

common natural system transfer relationship. Thus, while 
es 

the simple relationship already employed doA seem to be 

unsupported, some further work would be needed in order 

to clarify the matter but it is not pursued .here. Never-

theless, the approach taken is likely to be worth following 

up since it does produce explicit, even thought challenging, 

results for the EPSP-PC relationship. 
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6.0 CONCLUSIONS 

6.1 SUMMARY AND DISCUSSION OF THE RESEARCH. 

6.2 PROPOSALS FOR FUTURE WORK. 
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6.0 CONCLUSIONS:  

6.1 SUMMARY AND DISCUSSION OF THE RESEARCH: 

Recent research into the nervous control of inter-

Costal muscles has generated many interesting findings 

and prompted a number of hypotheses to explain the results 

observed. In particular the PPST Histogram of Sears and 

Stagg (1976), determined between pairs of multiunit spike 

trains recorded from the same and neighbouring segmental 

levels, exhibited significantly strong and narrow peaks 

that suggest the existence of branching in the spinal 

pre-synaptic pathways to intercostal alpha-motoneurones. 

Due to difficulties of direct neuro-anatomical 

investigation and the need to achieve an adequate account 

of, and explanation for, the properties of the various 

neuronal signals recorded in the intercostal system, a 

neuronal model was considered appropriate. Because there 

was no previous report of a model which fitted even the 

general properties of mammalian motoneurones, it was 

necessary to develop and assess a realistic model of 

one before pursing the task of clarifying some of the 

origins of the intercostal motoneuronal characteristics 

observed. 

This model integrates high rates of very small 

EPSPs, accommodates a non-stationary breathing rhythm, 

and allows the investigation of common pre-synaptic 

connectivity. The principles of the digital simulation 

adopted allow for a realistic EPSP shape of graded 
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amplitude to be summed to the instantaneous membrane 

potential (MP) with each pre-synaptic event. Refractor-

iness also influences the MP, which is set to a hyper-

polarised level immediately after each of the discharges 

which are initiated when the membrane is sufficiently 

depolarised to cross a threshold level. Because such a 

model is potentially very costly to run, its careful 

optimisation is vital. In the present case this has 

been achieved by programming in assembler language and 

utilising look-up table techniques in place of time 

consuming algorithms. 

In order to assess the validity of this simulation 

of the intercostal alpha-motoneurone, a variety of stat-

istical signal and ensemble-analysis techniques have been 

employed which enabled a thorough comparison with its 

neurophysiological counterpart. In the course of assess-

ment and application, it was shown that the model produces 

results in good accordance with the experimental observa-

tions. To select two matters in which themodel has 

clarified experimental observations and demonstrate how 

they are to be interpreted, the relation between the 

PPST histogram features and shared inputs may be cited. 

It was found by investigation with the model that the 

strength of correlation, given by (R-1), which is the 

ratio of the excess peak value to the mean level, varied 

directly with the percentage of common connectivity. 

Secondly, it was shown that the PPST peak shape originates 

from the self-convolution of the event Input-Output PDF 
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which also accounts for. ;tile peak amplitude. 

The model thus also offers the prospect of further 

insight into functional neurophysiological behaviour by 

the study of those intermediate processes in the model 

which are not accessable at all in the experimental prep-

aration. The property of the fundamental event Input-

Output PDF, for example, was first encountered at this 

preliminary stage and its importance to the rest of the 

investigation became very apparent. Even the limitations 

within the present model, such as the lack of interaction 

between neighbouring synapses, which can greatly reduce 

the effectiveness of the EPSP contribution to the MP, 

have allowed some positive evaluation of the alpha-moto-

neurone and the trans-membrane processes. 

Having once established that the model of the 

synaptic and trans-membrane processes was adequate, within 

the bounds of practical limitations, the hypothesis of 

shared inputs was then simulated. This was achieved by 

simulating a pair of motoneurones receiving excitation 

from both a common pre-synaptic source and independent 

sources. By adjustment of the ratio of common-to-total 

drive, the strength of correlation measured from the PPST 
• 

histogram (determined from the two discharge event sequences 

from the motoneurones) was quantified. For the experiments 

on the cat (CONTROL-1 and -2) it would appear that there 

might be at least 10 percent of common pre-synaptic conn-

ectivity. This is observed to remain fairly constant for 

the PPST histograms determined between segmental levels 

T5/T6, T6/T7 and  T7/T8 at both normal and high levels of 
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CO2. With regard to the study of lesioned animals, the 

simulations demonstrate the usefulness of the model by 

allowing some hypothetical interpretation of what might 

be happening in the HEMISECTION studies, and suggest that 

for further lesions our understanding of the spinal inter-

neuronal pre-synaptic pathways is incomplete. 

Also in Chapter Four more evidence for the hypothesised 

common pre-synaptic connectivity is investigated by simula-

tion. The recent discovery of the ACE (average common excit-

ation) potential was taken into account, and its claim to 

support the existence of branching in the pre-synaptic path-

ways was shown to be reasonable. It is unfortunate that 

neither the correlation strength factor (R-1) for the PPST 

histogram nor the ACE potential amplitude appear to allow 

a direct measure of the amount of shared input. This is 

supported by the theoretical calculations derived for both 

which indicates that only if a reasonable estimate for the 

average common EPSP size and shape were available could 

the measures be calibrated to achieve some quantification 

of shared input. Even under these circumstances the event 

Input-Output PDF (Primary Correlation) kernel must be assumed, 

but as demonstrated by the simulations, this is not the most 

critical factor (in fact minimal for the PPST case). 

The role of the event Input-Output PDF has been shown 

to be fundamental to all measures of common connectivity 

in the pre-synaptic pathways. It has also been demonstrated 

that if this important function were more readily available, 

a better insight into the synaptic and trans-membrane processes 

of the neuronal structures should be possible. By investigation 
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of the factors which influence the form and magnitude , 

of this probability density function, some guiding 

points as to its interpretation have been established. 

In the pursuit of identifying these defining mechanisms 

it was established that the model of the PC Kernel assumed 

by Kirkwood and Sears (1977) was in no way complete. 

There is evidence though, from the investigations in 

Chapter Five, that the derivative of the EPSP shape may 

contribute to the general form of PC Kernel as demonstrated 

in any artificial situation by Knox (1974) but this is far 

from a complete explanation. A more detailed study is 

required before a quantitative understanding of the under-

lying processes which influence this PDF can be achieved. 

The work described in this thesis has demonstrated 

the successful application of modelling techniques, com-

bined with a number of methods for statistical and signal 

analysis, in enhancing knowledge about the nervous control 

of respiration. In the investigation of common pre-synaptic 

connectivity between the intercostal alphaTmotoneurones, 

several important and associated aspects have also been 

pursued. These secondary studies have in no way detracted 

from the main goal, but rather have allowed some progress 

towards a better insight into the operation of the complete 

system. They also point the way for further work. 

6.2 PROPOSALS FOR FUTURE WORK: 

Within the scope of the present model developed and 

used numbEr of aspects of the intercostal motoneural role 

in the nervous regulation of breathing were examined. 
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The successful pursuit of the initial goals have in turn 

pointed to further work. 

If the model employed could be practically imple-

mented with the additional features which could account 

for the non-linear summation of the EPSPs and account for 

some of the effects generated by dendritic EPSPs, a more 

detailed investigation of shared inputs would be worth-

while. This model might prove to be instrumental in 

explaining the very wide PPST histogram peaks observed 

for some lesioned animals. 

The fundamental importance of the event Input-

Output PDF, in accounting for the results observed 

from the investigations described in this thesis, has 

been clearly demonstrated. Future studies might examine 

the feasibility of self-deconvolution of the PPST histo-

gram to arrive at an estimate of this PDF for the neuro-

physiological results. Such an approach, when combined 

with a more detailed study of the mechanisms which domin-

ate in generating this function, should allow further 

insight into the synaptic and trans-membrane processes of 

the motoneurones concerned. On a more general scale, this 

last approach could be applied to the eludication of systems 

in which synchronisation is known to occur and- in which only 

a limited access to the intermediate and driving processes 

is available. 

Finally, to allow further elucidation of the inter-

costal motoneuronal behaviour and connectivity, more animal 

experimental investigations are necessary. It is worth 
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remarking that this has become evident mainly in the 

application of the modelling techniques described in 

this thesis; consequential action is already being 

taken. 
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APPENDIX  

Neural spike acquisition interface: Before the 

construction of this interface, all data acquisition 

was carried out off-line from F.M. multichannel tape 

recordings as is described by Stagg (1973) and Sears 

and Stagg (1976). Their software technique requires 

effectively a total of three passes of the recorded 

neuronographic multiunit sequences: the first is to 

digitise the analogue recordings using the Laboratory's 

IBM 1800 computer; the next is to allow a reduction of 

the resulting very long digitised version, coding the 

spike events in terms of the interval to the next peak 

from the last recorded, the amplitude at the peak and 

the channel identification of the particular occurrence 

while simultaneously determining the multiunit peak 

amplitude distributions for each channel; and finally 

a third pass of the reduced data sequence in which 

selective unit processing is done. 

it. 3  The complete processi:and the recording of com-

pressed data information described above is reduced 

to a single pass or, if a computer were available, 

could be achieved directly on-line with the experi-

ment by the hardware acquisition interface which has 

been developed and will now be described. Figure 

7.1.1. demonstrates a block diagram representation 

of the interface. Each channel has an independently 

controllable, spike amplitude discriminating window 

circuit which can be set to select the required 

single or multiunit sequence to be processed. 
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After amplification, two level detectors and some logic 

circuitry decide whether each spike amplitude is to be 

recorded and processed or not (i.e. the amplitude falls 

within the discriminating voltage window set). The flow 

chart shown in Figure 7.1.2. demonstrates the logic 

descisions concerned. Once an acceptable event has 

occurred the ADC (analon-ne-to-digital convertor) is 

enabled and the amplitude of that spike, which is held 

in the peak detect-and-hold circuitry is digitised. 

At the completion of an AD conversionl after completing 

the checking loop given in Figure 7.1.3A, the channel 

concerned sets a channel READY Flag which is eventually 

recognised by the multiplexed 'Channel READY Flag' scan-

ning circuitry and a data transfer is set up to the 

computer via the computer's DMA (Direct Memory Access) 

Digital Input (parallel bus) lines. Figure 7.1.3B 

demonstrates the logic followed by the main control 

circuitry. 

Within the acquisition interface's main control 

circuitry is a Master Clock, which works with a time 

resolution of lO/lSec so that whenever a spike peak is 

detected the absolute time of occurrence is'recorded 

in a time latch associated with the channel concerned. 

Two 16 bit words are used to store this referenced 

time of the peak and another coded 16 bit word records 

the 12 bit digitised peak amplitude and the 4 bit 

identification for the channel. The channel transfer 

to the computer memory can be either by three 16 bit 

words or, for a 12 bit word machine, by four 12 bit 
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FIGURE 7.1.2: 

The flow chart for the peak tracking and decision making logic. 
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words. Simplicity in channel iransfer, multiplexing, and 

in the selectable word length required, was made possible 

by a 16 line data bus and extensive usage of Tri-state 

TTL bus buffering. Each word transfer is synchronised 

by" the computer's 'DMA READY Flag' which generally (IBM 

1800 used at present) is held 'low' while a data word 

is being accepted and seL 'high' at the completion; 

the DMA External Sync. line is used by the interface 

to indicate when the next word transfer is ready on 

the Digital Input bus (i.e. suitably buffered extension 

of the interface's data bus). This method allows a 

very fast direct transfer of data into the computer 

memory, independent of the CPU (Computer PrOcessing 

Unit), thereby leaving the CPU free to carry on with 

other processing. By using two crossed linked DMA 

tables (only a maximum of 255 words can be stored in 

a single DMA table) an arrangement whereby, while one 

table is being filled, the other (having already been 

filled) can be written up onto disc or digital mag-

netic tape and this reciprocating process can be 

employed to accumulate a long record of selected 

neuronographic data. It was necessary to write the 

controlling software in assembler language to ensure 

the timing is correct between the interface and the 

computer, and that, should on-line processing be 

required it is fast enough to avoid the loss of any 

information. 

For the present no direct on-line processing 

is done and the controlling programme, ACQRE only 
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writes the acquired data onto digital magnetic tape and 

the general disc drive data area after coding in the 

standard format for processing by the Stagg (1973) 

programmes. Any subsequent processing.  is then very 

fast because of the compressed form of the coded data 

(i.e. Interval from last recording, the spikes amplitude 

and channel). A preliminary programme, PUNIT is used 

with the interface to obtain an indication of the multi-

unit peak amplitude distributions to allow the spike 

acquisition discriminating windows to be set up, but 

this generally only requires approximately one minute 

of the data length to allow a reasonably well defined 

distribution. 

It can be seen that the hardware acquisition 

interface is a trade-off of expense for the time 

before the results are known. The ADC represents 

more than 50 percent of the cost of one channel and 

as this application requires only an economy 12 bit 

general purpose device, the construction of the • 

neural spike acquisition interface was completely 

justified economically and by its efficiency of 

processing. A manual is being prepared for this 

interface which will give instructions on its usage 

(together with the controlling programmes written), 

and a more detailed description of the circuitry 

involved. 
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