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## ABSTRACT

The present work, which incorporates a theoretical and an experimental part, deals with the determination of thermal stresses and their influence on the fatigue life of pressure vessel nozzles. Numerical and computational methods are developed for the calculation of transient thermal stress distribution, in radial nozzles of various geometries and under specific heating conditions. A literature review is made of recent devolopments in pressure vessel technolocy and investigations relating to pressure vessel nozzles.

The heat transfer analysis makes use of the finite difference and finite element methods. The elastic thermal stress analysis is dealt with exclusively by the finite element method. The methods can be used to achieve more accurate design in nozzles and other parts of the vessel. The thermostructural computer programs developed in this work are flexible and can be applied to complex geometries.

The experimental part sets out to measure the thermal stresses for a particular nozzle configuration. When theoretical predictions and experimental results are compared the former are shown to be in more than adequate agreement for design purposes. The accuracy of the numerical methods in the measurements of stresses are also analysed.

With fatigue being an aspect of vital importance for safe and reliable design of pressure vessels and their components, a


#### Abstract

theoretical investigation, dealing with crack initiation and propagation is made in Chapter 7 based on the boundary collocation analysis. The analysis determines the values of the stress intensity factor K along the axis of a hypothetical Crack introduced in the structure and subsequently compares it with experimental values of the critical stress intensity factor $K_{c}$. This will determine if the applied level of thermal stress will be largeenough to initiate a crack or, in case of an already existing one, cause it to propagate. The nozzle specimen was subjected to a thermal fatigue test of alternating heating and cooling cycles for a period of four months to investigate possible crack initiation and/or propagation.
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## GENERAL NOTATION

| Symbol | Definition |
| :---: | :---: |
| a | crack length |
| $\mathrm{C}_{5}$ | specific heat of steel |
| c. | depth of crack |
| $c_{p}$ | specific heat of air at atmospheric |
| $\mathrm{d}_{1}$ | first matrix coefficient |
| $\mathrm{D}_{\mathrm{i}}$ | inside diameter of vessel |
| $\mathrm{d}_{\mathrm{i}}$ | inside diameter of nozzle |
| E | modulus of elasticity |
| 9 | acceleration due to gravity |
| h | crack height |
| $h_{\text {av }}$ | average heat transfer coefficient |
| $h_{c}$ | convection heat transfer coefficient |
|  | for nozzle |
| $h_{\text {COND }}$ | conduction heat transfer coefficient |
|  | for nozzle |
| $h_{N}$ | heat transfer coefficient for nozzle |
| $h_{r}$ | radiation heat transfer coefficient |
|  | for nozzle |
| $h_{v}$ | heat transfer coefficient for vessel |
| M | moment |
| Nu | Nusselt number |


| Symbol | Definition |
| :---: | :---: |
| k | thermal conductivity of steel |
| $\mathrm{k}_{\mathrm{a}}$ | thermal conductivity of air |
| K | stress concentration factor |
| $\ell_{v}$ | characteristic length of vessel |
| Pr | Prandtl number |
| p | pressure |
| $q_{\text {rad }}$ | heat transfer rate due to radiation |
| Re | Reynolds number |
| $r$ | crack co-ordinate |
| S | allowable stress (code) |
| $S_{y}$ | shear stress at the yiel ${ }^{7}$ point |
| $\mathrm{S}_{\mathrm{m}}$ | averaco tensile stress |
| $S_{6}$ | bending stress |
| $\mathrm{T}_{\mathbf{f}}$ | temperature of fluid |
| T ${ }_{\text {w }}$ | wall temperiture |
| $\mathrm{T}_{\mathrm{m}}$ | mean temperature |
| $t_{v}$ | wall thickness vessel |
| $t_{n}$ | nozzle thickness |
| $\mathrm{U}_{\mathbf{f}}$ | velocity of fluid flow |

GREEK SYMBOLS

| $\alpha$ | thermal expansion coefficient |
| :---: | :---: |
| $\alpha^{\prime}$. | thermal diffusivity, $\alpha^{\prime}=\frac{k}{p c}$ |
| $\beta$ | volume coefficient of expansion |
| $\varepsilon$ | emissivity |
| $\varepsilon$ | true strain |
| $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}$ | principal strains |
| $\theta$ | crack co-ordinate |
| 4 | dynamic viscosity |
| $\nu$ | Poisson's ratio |
| $\nu$ | Kinematic viscosity |
| $\rho$ | density |
| $\sigma^{\prime}$ | Stefan-Boltzman constant |
| $\sigma_{1}, \sigma_{2}, \sigma_{3}$ | principal stress |
| $\sigma_{x}, \sigma_{y}, \sigma_{z}, \sigma_{L}, \sigma_{R}$ | direct stresses |
| $\sigma_{\operatorname{maxp}}$ | maximum principal stress |
| $\tau$ | time |
| $\tau_{\text {max }}$ (12) | maximum shear stress in xy plane |
| $\tau_{\max (23)}$ | maximum shear stress in yz plane |
| ${ }^{\tau}{ }_{\max (31)}$ | maximum shear stress in $2 x$ plane |
| $\chi$ | stress function |
| $\Delta \mathrm{x}$ | space increment in x direction |
| $\Delta \mathrm{y}$ | space increment in $Y$ direction |
| $\Delta \tau$ | time increment |

NOTE: Numbers in parentheses as (R.1-6) indicate references in Appenđix 8.
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## INTRODUCTION

The design and analysis of modern pressure vessels and their comprients constitute two very important tasks which often require a broad understanding of a number of fields. Subjects like pressure vessel design criteria, fatigue fracture, elastic and plastic analysis, as well as the influence of high temperatures and external loads are of vital importance. As the design requirements become more and more strict the need for understanding of the above mentioned subjects grows stronger.

In recent years basic changes have taken place in the design of pressure vessels and pressure vessel components. With the introduction of high speed computers, analysis of localised stresses and strains is possible and more accurate results can be obtained. Present design criteria are based on a design which accounts for all possible modes of failure such as fatigue, brittle fracture, plasticity, shakedown, mechanical and thermal. ratcheting. As a result of all these considerations today's design criteria are safer and more reliable.

Fatigue, both mechanical and thermal, continues to be a field of major concern in pressure vessels and components, especially nozzles. Nevertheless, as a result of major advances and studies which have been made in the atomic, microscopic and macroscopic aspects of various materials, fatigue can be considered as a problem for which sound theoretical and experimental analyses have been achieved, and results have been obtained which provide the ground for safer design.

The risk of fracture of components, like nozzles, increases as the characteristic length of the member increases. This is because there are always hidden flaws in the metal due to -manufacturing or welding. It is impossible that any structural component of a pressure vessel including the vessel shell can be completely free of flaws. It is even more speculative to assume such a thing for welded regions. Of course there is always an attempt to keep the number of such flaws at a minimum through careful fabrication but this is an ideal rather than a practical target.

The advancement of the digital computer and computational techniques has made elastic-plastic analysis possible, although plastic analysis does tend to depend on plastic theories concerning the behaviour of the meterial after yielding. Computing has also male the consideration of more complicated geometries possible both in 2- and 3-dimensional cases.

## 1. DEVELOPMENTS IN PRESSURE VESSEL TECHNOLOGY

### 1.1 Pressure Vessels

The main characteristic of a pressure vessel is the pressure it can hold. This however makes the vessel a potential source of danger if it fails, leading to uncontrolled release of the pressure. Therefore the study of the failure and of the general behaviour of pressure vessels has been of great value in preventing failures. This also leads of course to better design, which is not only safer, but also more economical. During the years of pressure vessel research and development attention was concentrated in various areas of the design and construction. In early steam and chemical vessels, rivet joints were the weakest link and were the subject of much investigation. The development of the welding process and its adoption switched attention to other areas, one of which was the improvement made possible by better shapes and reinforcements for the vessel. When the design of a particular vessel included the attachment of nozzles, attention had to be paid to the possibility of failure of such branches and also the way of welding these components on to the main body of the vessel.

Most vessels are built as cylinders due to ease of fabrication. Nevertheless their actual configuration may vary according to purpose, and spherical vessels for example are often used for storage purposes. Great attention is generally
attached to vessel heads enclosing the ends of cylindrical vessels, and to nozzles. The nozzle and in particular the area of attachment to the vessel is the area of study of the present work.

In recent years the development of nuclear power has been an important factor in the improvement of pressure vessel design. Since safety was of significant concern and protection against radiation hazards very important the structural analysis of pressure vessels was crucial. A second equally important factor was the desire to upgrade all the pressure vessel codes to take advantage of the many advances that had been made in the understanding of pressure vessel behaviour, thereby eliminating potential weaknesses of existing codes and permitting safe, and in some cases more economical, construction.

Also new criteria concerning the design of pressure vessels were formulated in the 1950 's. It was during this period that a reasor:-3ble understanding of brittle fracture and low-cycle fatigue was reached, the principles of limit design were established, and the mechanics of thermal ratcheting, shakedown, elastic-plastic action, and constrained plasticity were explained. Of equal importance to the understanding of physical processes were the advances made in computational methods. The electronic computer made the routine solution of complex problems first possible and then economical.

Since 1960 new criteria have been accepted and are based on fundamental considerations of analysis and material behaviour. An attempt has also been made to understand all possible modes of failure and provide rational margins of safety against each type of failure in a manner consistent with the consequences of what type. As a result of this quest for fundamental understanding
several basic concepts have emerged. Thermal stresses have been the subject of a more detailed analysis and vessels built to the new criteria have a balanced design to better carry thermal and mechanical stresses. It is well known that stresses resulting from a given thermal gradient increase with section thickness, whereas for a given diameter, pressure stresses decrease with shell thickness.

The basis for design stress limits and structural evaluation has also been shifted from the maximum principal stress theory to the more accurate maximum shear stress theory. This is a fundamental change and is very important in regions where one principal stress is tensile and the other is compressive. Equally significant is the $\because e c o g n i t i o n ~ t h a t ~ p r e s s u r e ~ v e s s e l s ~ m a y ~ b e ~ s u b-~$ ject to changing thermal stresses, and specific procedures and criteria were introduced for evaluation of thermal fatigue damage. Incorporation of these methods was made possible by the undersianding gained of low-cycle fatigue failure mechanisms in the $1950^{\prime}$ 's. Equipment made of ductile material will normally fail only after some plastic action. In structural evaluation of equipment, in general, only elastic analysis is required, nevertheless, many concepts from plasticity theory have proved exceedingly useful in the development of design stress limits. The use of plastic theory is a result of the attempt to understand fundamental mechanical behaviour and is only possible because of major advances in applied mechanics theory and computational ability.

The most important feature of the change in normal design procedure is the concept of design by analysis. A complete and detailed analysis of the vessel is required and the calculated stresses must be compared to various allowable values. The
allowable values are established by consideration of the possible modes of vessel failure. Thus, average membrane stresses are set up by consideration of gross distortion and bursting, local stresses are permitted to exceed yield but must "shake down" to elastic action. Peak stresses are considered in conjunction with specified cyclic service to ensure suitable fatigue life.

So far general considerations of vessel design and developments have been reviewed for the last two decades. But the effort for future advance in the field of pressure vessels is continuing. One of the more significant developments at present is the preparation of new design criteria for use in the temperature range above $800^{\circ} \mathrm{F}\left(427^{\circ} \mathrm{C}\right)$. High temperature design criteria under development are expected to follow the "design by analysis" philosophy, namely, consideration of all possible modes of failure, and design criteria associated with each mode.

It is certain that methods and criteria will continue to evolve and computer programs will be used extensively to calculate and analyse cyclic, non-linear and time-dependent deformations. The development of rational design criteria against which to evaluate local and general creep and stress relaxation, fatigue in the creep range, and other time-dependent structural behaviour is already under development. As criteria are developed, structures designed and built, and experience is gained the understanding of 'in-service' behaviour will become clearer and the fitness for purpose of any pressure vessel be more assured.

### 1.2 Criteria for Design Analysis

The determination of stresses in pressure vessels is the primary objective of the investigator, but a calculated, or even measured value of stress or strain means rather little until it
is associated with its location and distribution in the structure and with the type of loading which produced it. This can be illustrated by comparing the average stress and strain in the wall of a pressure vessel with the stress and strain at the root of a sharp notch in the wall. When the internal pressure reaches a value which produces an average hoop stress in excess of the yield strength, the wall becomes thinner, the diameter becomes larger, and if it were not for strain hardening of the material, the vessel would burst. Therefore the average stress produced by internal pressure must be kept below the yield strength. On the other hand, the material at the root of the notch yields even before the working pressure is reached, but no failure occurs. At the notch the local strain can be several times the yield strain but this condition is perfectly safe as long as the material is ductile and the load is not cycled often enough to start a fatigue crack. There are also other stresses whose calculated values can be safely allowed to exceed the yield strength of a ductile material. A well known example is a thermal stress, which is self equilibrating within the structure. There is no fixed external load which must be balanced and yielding helps the material to accommodate the imposed distortion pattern. Another example is the discontinuity stress near the junction of a head and shell which is produced by internal pressure. In this case the head and the shell want to expand by different amounts and distortion is required to keep them together at the junction. Usually stresses can be grouped in three distinct categories. These can be designated as primary stresses, secondary stresses and local or peak stresses. Primary stresses are stresses developed by the imposed loading which is necessary to satisfy the laws of equilibrium of external and
internal forces and moments. The basic characteristic of primary stresses is that they are not self-limiting. If a primary stress exceeds the yield strength of the material, the prevention of failure is entirely dependent on the strain hardening properties. Secondary stresses are developed by the self constraint of the structure. The basic characteristic of secondary stresses is that they are self-limiting since minor distortions can satisfy the discontinuity conditions which cause the stresses to occur. The local or peak stresses are the highest stresses in the region under consideration. Both primary and secondary stresses, as well as stress concentration effects, are considered. The basic characteristic of local stresses is that they cause no significant distortion and are objectionable only as a possible source of fatigue failure, brittle fracture or stress corrosion cracking. Nevertheless it can also be said that membrane stresses, the average value across a section, and bending stresses (lineari-y variable across the section) are stresses that can be included within the above three groups of stresses.

If assessment has to be made of how close a given calculated stress is to the danger point, it is helpful to consider the various possible modes of failure. According to the International Institute of Welding (R.1-1) these modes can be grouped as follows:

1. Excessive plastic deformation, including plastic instability.
2. High strain fatigue.
3. Corrosion fatigue.
4. Stress corrosion.
5. Brittle fracture.
6. Excessive elastic deformation, including elastic instability.

The specification of allowable stresses is in fact a function of the code writing bodies rather than of research. Nevertheless the researcher must be able to produce concrete answers on what conditions will or will not produce failure so that designers can have a basis for choosing their margin of safety.

The analysis of stresses and strains must be sufficiently detai?ed to include multiaxiality. It is not sufficient to know only the magnitude of the largest principal stress at a given point. All three of the principal stresses should be known in both magnitude and direction, since it is well established that the distortion energy theory (also known as the Mises criterion and the octahedral shear theory) is a much better criterion of yielding and fatigue failure in ductile metals than is the maximum stress theory. The maximum shear stress theory is ofien used as a close and conservative approximation to the distortion energy theory, but this also requires knowledge of all three principal stresses. Knowledge of the stress distribution, as distinguished from knowledge of only the peak stress at a single point, is important. A stress which is uniform across the thickness of a section has a different significance from one which varies across the thickness because if the uniform stress exceeds the yield strength, the load must be transferred to other sections in other parts of the structure if collapse is to -be avoided, and this may involve large distortions. On the other hand, if a member is subjected to a bending load which puts only the outer fibres of a section into a yielded condition the load is transferred to the inner fibres and a great load is required to produce collapse. Knowledge of stress distribution is also important in the study of fatigue phenomena. It is well
known that theoretical stress concentration factors frequently give an exaggerated picture of the real fatigue strength reduction in a member and one of the most important quantities is the stress gradient at the notch as well as the value of the peak stress.

In order to prevent failure of the pressure vessel by any of the failure modes that have already been mentioned certain limits have to be imposed on the value of stresses. The lowest of the allowable values must be assigned to primary stresses, which are the stresses required to satisfy the laws of equilibrium of internal and external forces. These stresses are not selflimiting and if the average value across a solid section exceeds the strain hardened yield strength, failure will occur. Consideration should also be given to the distribution of the primary stress across the thickness of a section, since the sum of membrane and bending components may be allowed to attain a higher value than the membrane component itself. The chosen allowable stress values must keep the imposed mechanical loading safely below the collapse load of the structure. Considerably higher values may be assigned to the calculated values of primary-plus-secondary stresses. If these stresses are calculated on an elastic basis, they do not need to be kept below yield strength, but must be kept low enough to insure that the elastic analysis is a valid measure of the strains in the structure. The primary-plus-secondary stresses must be limited to values which will prevent both cyclic and incremental collapse. Additionally, the sum of the primary and secondary stresses must be kept below the value which might produce brittle fracture, considering the temperature of operation and the size of the
possible defects. Finally a third set of allowable values must. be assigned to the peak stresses in the structure, since they may form the nuclei for fatigue or stress corrosion cracking. The allowable value to prevent fatigue depends on the threshold stress for this phenomenon determined from tests. The establishment of allowable stresses is based on the assumption that the material being used has sufficient ductility to accommodate the required plastic flow. Most of the materials commonly used for pressure vessels do have enough ductility to accommodate secondary and localised stresses as described above. When, however, higher strength steels are used what degree of reduced ductility can be accepted? When analysis assumes the idealised stress-strain curve: it is assumed that there is no limit to the araount of plastic strain which can occur. Sharp corners and defects such as might be found in many vessels can produce theoretical stress concentration factors as high as 10 or even more, even though the fatigue strength reduction factor is much lower. Secondary stresses can produce strains as high as twice the yield strain in relatively large volumes of material without causing failure. Nevertheless sometimes loadings and stresses do not affect the failure criteria directly. For instance, the burst pressure is significant because it indicates how much safety margin exists as protection against gross over-pressure, but for protection against fatigue failure the burst pressure has no significance at all. The true fatigue margin in the design is the ratio between the highest strain range found at any point and the strain range which the material can tolerate for the required number of cycles. In establishing this true safety margin for fatigue, the notch sensitivity of the material is important, since the fatigue strength reduction factor, as
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differentiated from the theoretical stress concentration factor, depends on both the notch sensitivity of the material and the stress gradient at the notch. For higher temperature when creep is significant, the differentiation between primary and secondary stresses is particularly important. Creep, like plastic flow, aggravates primary stresses but reduces secondary stresses. Therefore in the absence of notches, it is probably feasible to select values of allowable primary stress for use at high temperature which are controlled by the creep strength. Allowable values of secondary stress might still be based on the yield strength at the operating temperature. When notches are present, additional precautions are required to control the concentrated values of primary stresses, since the stress rupture strength at high temperature may be reduced by notches, whereas the yield strength at room temperature is not.


### 1.2.1 Strength Theories

The stress state at any point in a structure may be completely defined by giving the magnitudes and directions of the three principal stresses. When two or three of these stresses are different from zero, the proximity to yielding must be determined by means of a strength theory. The theories most commonly used are the maximum stress theory, the maximum shear stress theory (also known as the Tresca criterion), and the distortion energy theory (also known as the octahedral shear theory and the Mises criterion). It has been known for many years that the maximum shear stress theory and the distortion energy theory are both much better than the maximum stress theory for predicting yielding and fatigue failure in ductile metals. Most experiments show that the distortion energy theory is even more
accurate than the shear theory, but the shear theory is a little more conservative, it is easier to apply, and it offers some advantages in some applications of the fatigue analysis.

The maximum shear stress at a point is defined as one-half of the algebraic difference between the largest and the smallest of the three principal stresses. Thus, if the principal stresses are $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$, and $\sigma_{1}>\sigma_{2}>\sigma_{3}$, the maximum shear stress is $\frac{1_{2}}{2}\left(\sigma_{1}-\sigma_{3}\right)$. The maximum shear stress theory of failure states that yielding in a component occurs when the maximum shear stress reaches a value equal to the maximum shear stress at the yield point in a tensile test. In the tensile test, at yield, $\sigma_{1}=S y, \sigma_{2}=0$ and $\sigma_{3}=0$. Sy is the shear stress at the yield point. The maximum shear stress is Sy/2. Therefore yielding in the component occurs when

$$
\begin{equation*}
\frac{1}{2}\left(\sigma_{1}-\sigma_{3}\right)=\frac{1}{2} \mathrm{Sy} \tag{1.2.1.1}
\end{equation*}
$$

In order to avoid dividing both the calculated and the allowable stresses by two before comparing them, a new term called "equivalent intensity of combined stress" or "stress intensity" is used. The stress intensity is defined as twice the maximum shear stress and is equal to the largest algebraic difference between any two of the three principal stresses. Thus the stress intensity is directly comparable to strength values found from tensile tests. For simple analysis of low pressure vessel stresses, it makes little difference whether the maximum stress theory or the maximum shear stress theory is used. For example, in the wall of a thin-walled cylindrical pressure vessel, remote from any discontinuities, the hoop stress is twice the axial stress and the radial stress on the inside is compressive and equal to the internal pressure, p. If the hoop stress is $\sigma$, the
principal stresses are: $\sigma_{1}=\sigma, \sigma_{2}=\sigma / 2$ and $\sigma_{3}=-\mathrm{p}$. According to the maximum shearstress theory, the controlling stress is the stress intensity, which is ( $\sigma+\mathrm{p}$ ). Since p is small in comparison with $\sigma$ for a thin-walled vessel, there is little difference between the two theories. In more complex stress situations, however, the difference between the two theories often becomes important.

Stress intensity limits are one of the major considerations in the design of pressure vessels. It has already been mentioned that stresses can be grouped in three basic categories of primary stresses, secondary stresses, and peak stresses. Limit design theory is based on certain assumptions and the choice of the stress intensity limits for the stross categories mentioned above is accomplished by the application of the limit design theory. The basic assumption which is made is that there is perfect plasticity with no strain-hardening. In a structure as simple as a straight bar in tensiun, a load producing yield stress, Sy, results in collapse. If the bar is loaded in bending, collapse does not occur until the load has been increased by a factor known as the shape factor of the cross section, at that time a plastic hinge is formed. The shape factor for a rectangular section, for instance, in bending is 1.5 . When the primary stress in a rectangular section consists of a combination of bending and axial tension, the value of the limit load depends on the ratio between the tensile and bending loads. Fig.1.2.1.1 shows the value of the maximum calculated stress at the outer fibre of a rectangular section which would be required to produce a plastic hinge plotted against the average tensile stress across the section, both values expressed as multiples of the yield stress, $S_{y}$. When the average tensile stress, $S_{m}$, is zero,


FIG. I.2.II. Limit stress for combined tension and bending for rectangular section.


FIG.l.2.I.2. strain beyond yield.
the failure stress for bending is $1.5 S_{y}$. When the average tensile stress is $S_{Y}$, no additional bending stress, $S_{b}$, may be applied. Fig.1.2.1.1 can provide allowable values, in terms of the yield stress, for general primary membrane stress, $S_{m^{j}}$ and primary membrane plus bending stress, $S_{m}+S_{b}$. It may be seen that limiting $S_{m}$ to $(2 / 3) S Y$ and $S_{m}+S_{b}$ to $S_{Y}$ provides adequate safety. Nevertheless the safety factor is not constant for all combinations of tension and bending, but a design rule to provide a uniform safety factor would be unnecessary complicated.

In the study of allowable secondary stresses, a calculated elastic stress range equal to twice the yield stress has a very special significance. It determines the borderline between loads which, when repetitively applied, allow the structure to "shake down" to elastic action and loads which produce plastic action each time they are applied. The theory of limit design provides rigorous proof of this statement, but the validity of the concept can easily be visualised. If, for example, the outer fibre of a beam is considered which is strained in tension to a strain value $\varepsilon_{1}$, somewhat beyond the yield strain as shown in Fig.1.2.1.2(a) by the path $O A B$. The calculated elastic stress would be $S=S_{1}=E \varepsilon_{1}$. Since the case of secondary stress is considered it will be assumed that the nature of the loading is such as to cycle the strain from zero to $\varepsilon_{1}$ and back to zero, rather than cycling the stress from zero to $S_{1}$, and back to zero. When the beam is returned to its undeflected position, 0 , the outer fibre has a residual compressive stress of magnitude $S_{1}-S_{Y}$. On any subsequent loading, this residual compression must be removed before the stress goes into tension and thus the elastic range has been increased by the quantity $S_{1}-S y$. If $S_{1}=2 S y$, the elastic range becomes $2 S y$, but if $S_{1}>2 S y$, the fibre yields in
compression, as shown by EF in Fig.1.2.1.1(b) and all subsequent cycles produce plastic strain. Therefore, 2 Sy is the maximum value of calculated secondary elastic stress which will "shake down" to purely elastic action.

The allowable stress intensity for austenitic steels and some non-ferrous materials, at temperatures above $100^{\circ} \mathrm{F}$, may exceed (2/3) Sy and may reach 0.9Sy at temperature. Nevertheless if Fig.1.2.1.1 is considered it will be seen that loads in excess of the limit load are permitted. This is because these materials have different stress strain diagram. Austenitic steels that are usually employed for the construction of pressure vessels have no well-defined yield point but have strong strainhardening capabilities so that their yield strength is effectively raised as they are highly loaded. This is equivalent to choosing a different definition of the "design yield strength" for those materials which have no sharply defined yield point and which have słtrong strain hardening characteristics. It can be concluded that the primary criterion of the structural adequacy of a design, is that the stresses, as determined by calculation or experimental stress analysis, shall not exceed the specified allowable limits. The third category of stresses, peak stresses, are related only to fatigue and they will be discussed in Chapter 7. In the case of fatigue analysis, plastic action can actually persist throughout the life of the vessel and plastic zones within the structure are responsible for initiation and propagation of cracks. Repetitive plastic action occurs only as the result of peak stresses in relatively localised regions and these regions are intimately connected to larger regions of the vessel which behave elastically. Typical examples of peak stresses are those at the root of a notch in a fillet, at the
edge of a small hole, or at the junction of nozzle and vessel. The material in these small regions is Strain-cycled rather than stress-cycled and the elastic calculations give numbers which have the dimensions of stress but are really proportional to the strain.

## 2. REVIEW OF RECENT INVESTIGATIONS IN PRESSURE VESSEL NOZZLES

### 2.1 Nozzle and Openings

It has generally been accepted that the design of nozzles and openings in pressure vessels is guided by the "replacement of area" rules. The rules stipulate that the area cut out of the vessel by the opening must be replaced within a prescribed zone around the opening. The area replacement rule may be considered as a crude limit pressure design. The nozzles and openings so designed are not likely to rupture due to a few applications of pressure up to the yield pressure of the unperforated vessel. This statement is made on the assumption that fabrication does not introduce cracks in the material and that brittle fracture does not occur. Nevertheless it is found that during fabrication, cracks are introduced and rupture of the component occurs below the expected limit of yield pressure. Additionally the area replacement rule does not give any assurance that performance will be satisfactory for cyclic pressure loading, for static or cyclic external loads such as piping systems which may impose forces and moments on the nozzles, for cyclic thermal gradients, or for combinations of those loads. Therefore, while design rules exist for nozzles and openings, a significant amount of research effort has been and is being directed toward improvement in their design and analysis. Elastic stresses in isolated, radial nozzles and circular openings in spherical shells can be analysed by means of axisymmetric shell theory. Waters
(R.2-1) developed a theory specifically for a uniform wall nozzle in a uniform wall sphere for internal pressure loading. Leckie and Penny (R.2-2) developed a similar theory, but more general in that it also covers moment, thrust, and shear loads applied to the nozzle. Calculated data on stresses at nozzles in spherical shells are given in reference (2-3). These data are for both internal pressure and external loads on the nozzle and cover a wide range of dimensional parameters, and they are useful for design at the design code level.

Computer programs have also been developed for various loading conditions but only a limited number of them will be referred to here. An axisymmetric shell computer program applicable to nozzles in Epherical shells with variable wall thickness and for internal pressure, external loads on the nozzle and thermal gradients was developed by Kalnins (R.2-4). Axisymmetric finite element computer programs, such as that developed by Wilson (R.2-5), are also applicable to the same geometries and loadings as the shell computer programs but can be used to establish stresses in greater detail and with more accuracy than possible with shell programs.

Nozzles in cylindrical shells present a more difficult theoretical problem. Until a few years ago, analytical estimates of elastic stresses at small nozzles or openings were often obtained by reducing the problem to that of an opening or nozzle in a flat plate with edge loads. Papers by Beskin (R.2-6) and Waters (R.2-7) are examples of this sort of approximation. Solutions to the problem of a cylindrical shell with a circular opening are given in (R.2-8 and 2-9). Solutions to the problem of two normally intersecting cylindrical shells, with internal pressure loading is treated by A.C. Eringen (R.2-10). He solves
the boundary value problem by solving the differential equations of the two shells for a ratio of radii smaller than 0.3 and subjected to edge conditions along the intersection curve and at the ends of the cylinders. Bijlaard, Dohrman and Wang (R.2-11) formulated the problem for $d_{i}=D_{i}$ and indicated the form of the solution. Pan and Beckett (R.2-12) developed a theory for $d_{i} / D_{i}$ up to unity and give a numerical example for $d_{i}=0.5 D_{i}$

Several papers related to the subject of non-radial nozzles and non-circular holes are published in the Welding Research Council Bulletin No. 153.

The overall problem of nozzles and openings in pressure vessels is quite complex because of the many dimensional parameters involved and because of the variety of loadings. The advances in the field of pressure vessel nozzles will now be examined from the theoretical and experimental sides. As will be seen, although a considerable amount of work has been done on calculating stresses in nozzles due to internal and/or external pressure and loadings the field of thermal stresses has been neglected and there are hardly any works that are directly concerned with thermal stresses exclusively. The behaviour of nozzles and openings at elevated temperatures, where creep and/or relaxation occurs, also needs further work in order to develop reliable design methods.

### 2.2 Theoretical Investigations of Nozzles

The theoretical work which has been done the last twenty years is concerned with elastic theory applied to nozzles, limit analysis of pressure and loads. Considerations on external loads have been met with difficulty and the work by Bijlaard (R.2-13, 2-14 and 2-15) estimates external loads on the nozzle
for distributed loads on the surface of cylindrical shells. Bijlaard's theory has been completed with empirical modifications but is essentially limited to small values of di/Di (up to $1 / 3$ or at most $\frac{3}{2}$ ). Pressure vessel nozzles can have a variety of shapes and arrangements. Consiđerable amount of effort must be spent to adaptstraightforwardsolutions of the shell theory to the mathematical idealisation of the local geometry. First Beskin (R.2-6) studied the subject of reinforcement. He represented the reinforcement by a pair of pads on both sides of the vessel wall, or a rim at the edge of the hole, or a combination of both. He considered the vessel wall to be an infinite flatplate and therefore the results were thus strictly applicable only to small openings. With larger opening-diameter to vesseldiameter ratio, the effect of curvature increases the stress concentration. Nevertheless it was found that the high predicted stresses at the junction were sometimes much greater than that observed. Agreement may be good along the nozzle and the vessel wall, but the theoretical meridional bending-stress at the junction does not represent adequately the actual load stress at the junction and is, in many cases, much too high when the nozzle is of the protruding type or when the nozzle is finished with no sharp stress-raiser. This inaccuracy is due to the limitations of the thin-shell theory which represents the shell as being located at its mid-wall position, and thus cannot picture accurately the local stresses at a shell discontinuity unless ađditional correction is mađe there to a direct application of the thin-shell theory.

Theoretical solutions of non-symmetric shells are harder to achieve than shells of revolution. Nevertheless, recently, finite
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element analysis and computer programs are used and can calculate elastic and plastic stresses for nozzles in cylindrical shells. The geometry of the configuration can be non-symmetric since finite element analysis employs basic elements into which the structure is broken down. Therefore finite element methods are of course, applicable to variable wall thickness and many possible nozzle or opening configurations. The significance of the calculated elastic stresses in pressure vessel nozzles must be assessed in terms of performance criteria such as excessive deformation or rupture, due to either single loads applications, or many load applications leading to fatigue failure, which is the more normal operational condition.


### 2.2.1 Limit Pressure and Loads

Theoretical analysis of limit pressure for various types of nozzles has attracted the attention of a great number of researchers and S.S. Gill (R.2-16) gives an account of a theoretical analysis for flush cylindrical nozzle in a spherical pressure vessel. Membran forces in circumferential and meridional directions in the shell and longitudinal membrane force in nozzle are used to define a yield surface and the limit pressure was calculated for a flush nozzle for a range of parameter ratios of nozzle radius to sphere radius, and thickness ratios. The analysis considers plastic behaviour and the method uses upper and lower bound theorems. The nozzle is subjected to internal pressure, shear force and moment at the junction. Using similar methods Dinno and Gill (R.2-17) calculated the limit pressure for the case of a spherical and cylindrical vessel with hemispherical ends intersected by a nozzle. Various mechanisms of failure were considered and the collapse pressure for the vessel was studied. It was
assumed that the effect of strain hardening and the effect of fillet welds at the junction are neglected. The junction hinge is assumed to form at the intersection of the centre lines of the plate thickness of the cylinder and sphere. Upper and lower bounds to the collapse pressure are calculated and these are for the assumed interaction surface which circumscribes the true interaction surface for a material which obeys the Tresca yield criterion. The effect of changes of geometry on the collapse pressure is also neglected: Cloud (R.2-18) has calculated limit pressure in a spherical shell intersected by a cylindrical nozzle and also for a pad reinforced shell. The analysis assumes a perfectly plastic material and the equations for equilibrium for the axisymmetric shell of revolution were used. Graphs of radial deflection of shell at nozzle junction for various internal pressures were provided. The theory was completed with deformation tests made on three steel models of cylindrical nozzles in hemispherical heads.

Coon, Gill and Kitching (R.2-19) obtained a lower bound of the limit pressure in a cylindrical pressure vessel with an unreinforced hole. The stress distribution was restricted to one in which the principal stress directions were in the circumferential and longitudinal directions of the cylinder. The results of the theoretical analysis were compared with experimental work on the limit pressure of cylindrical pressure vessels with branches. It was evident from the analysis that as the ratio $t / T$ of the thickness of the branch ( $t$ ) to the thickness of the cylinder ( $T$ ) decreased a rapid fall of the limit pressure was observed. An approximate analysis of the plastic limit pressures of nozzles in cylindrical vessesl was made by Cloud and Rodabaugh (R.2-20) who estimated the limit
pressure from an upper bound analysis. The analysis was restricted to nozzle/shell diameter ratios of $\frac{1}{2}$ or less. They also compared the theoretical analysis with other theoretical approaches and the results of a single experiment. Design graphs based on the analysis were prepared to indicate the amount of nozzle or shell thickness required to make the limit pressure of the nozzle-cylinder structure approximately equal to the yield pressure of the unperforated cylinder. Calladine and Goodall (R.2-21) studied the plastic behaviour of thin cylindrical pressure vessels with circular openings and radial branches.

Shakedown pressures for cylinder-sphere shell intersections were studied by Leckie (R.2-22). Lower bound estimates were found of the shakedown pressure. This was achieved by applying Molan's theorem and making use of elastic solutions already in existence. The stress concentration and shakedown factors were presented in graphical form for various ratios of nozzle/shell thickness from 0.25 to 1.0 . The same author together with Penny (R.2-23) obtained further theoretical estimates of shakedown values for pressure and thrust and moment loadings applied through a radial nozzle in a spherical vessel. Again Melan's theorem was used and by using available elastic solutions. The results were obtained by using linear programming techniques and have been presented in a useful graphical form. Elastic-plastic behaviour of flush nozzles in spherical pressure vessels were studied by Marcal and Turner (R.2-24) by developing a computer program for the elasto-plastic analysis of axially symmetrical shells of revolution. The program was modified appropriately to allow interaction loads at nozzle junctions to be distributed over bands of finite width, rather than the conventional concentrated lines of loading at the intersection of the shell centre
lines. They compared the results with previously published test results for displacements, Yield and collapse loads of flush nozzles and showed that the above modification in the approach improves the predictions from those of conventional shell theory. Deflections of nozzle junctions were plotted against pressure and meridional strain (maximum) were also plotted for various values of pressure. This was done for nozzles with and without fillet weld. It was found that the results were in broad agreement with experiment.

### 2.2.2 Elastic Analysis

Stresses due to internal pressure loadings have been studied on the basis of elastic theory as well as experimentally.

Bijlaard (R.2-25) developed a method where the stresses in a juncture of a nozzle to cylindrical pressure vessel for equal diameters can be determined. The application of the proposed method included pipe lines, header nozzle junctures, process reactors, etc. In the derivation of the methods utilised to compute the stresses, the proposed shell theory takes into account in fact that the shells are thick. This fact is neglected in conventional thin shell theory. As part of the development in the paper the shell shear deformation and the resulting stresses are considered in addition to the thick shell stress distributions caused by internal pressure loadings. The solution of the three coupled partial differential shell equations is obtained through the use of a series solution that satisfies the differential equations as well as the continuity conditions at the juncture of the two shells. In addition to the theoretical development, a proposed method for the numerical solution of the equation is given. Hasberry and Jones (R.2-26) made a theoretical study
into the elastic behaviour of a joint formed by the normal intersection of a right circular cylindrical shell with another of larger diameter. The wall of the larger cylinder was assumed to remain open inside the joint in order to given an arrangement which is encountered frequently in pressure vessels or pipeline intersections. An external bending moment which acts in the plane of the joint was applied to the nozzle cyinder and is equilibrated by moments of half this magnitude applied to either end of the parent cylinder. A solution for this loading has been obtained by assuming antisymmetric distributions of certain stresses across a plane transverse to the joint. The analysis presented is believed to be valid for nozzle to cylinder diameter ratios of less than $1 / 3$. Numerical results are given by a number of cases having radius ratios of $1 / 10$ and $1 / 4$.

The problem of two normally intersecting cylindrical shells subjected to internal pressure was considered by Pan and Beckett (R.2-27). They solved the differential equations of shells subject to the boundary conditions imposed along the intersection between the two cylinders. Numerical results for a radius ratio of $\frac{1}{2}$ are also given. They also discuss problems concerned with the numerical computations and there is certain comparison with some experimental results. Most of the analyses of elastic stresses due to external loads are experimental and they are discussed in Section 2.3.

### 2.2.3 Reinforcement of Nozzle Openings

Reinforcement of nozzle openings has so long been served by the "area replacement rule". This has been proved to be a satisfactory method. Although failure of pressure vessels is relatively rare, many of the failures occur in the vicinity of
the openings due either to brittle fracture or fatigue (even though the nature of the operation may not be cyclic in the normal sense of the term). Although inadequate welding and inspection are often factors in such failures, there is no doubt that the high stress level existing in the vicinity of the openings is a basic factor in the problem. Theoretical and experimental procedures are quite difficult to be formulated and this is mainly due to the large number of variables involved. Nevertheless theoretical analyses have been made and an account of some of them is given below.

### 2.2.3.1 Spherical Shells

A relatively rigorous analysis of the stresses in nozzle connections in spherical shells have been made by Professor E.O. Waters (R.2-28). The work indicated that there were some significant differences under certain circumstances between theoretical and experimental work. It has been found that the outside fillet radius at the nozzle shell junction can have a major influence on the resulting stress level. This is rather apparent due to the fact that even a small fillet radius can constitute an appreciable increase in effective nozzle wall thickness at the most critical location, and is particular important at small $d_{i} / D_{i}$ ratios where the fillet radii used for the experimental modes were sometimes relatively large in relation to nozzle wall thickness.

Professor N.C. Lind (R.2-29) provided another more simplified analysis which gives only the hoop stress at the intersection. Comparison of the results from Water's and Lind's solutions with those of Penny and Leckie (R.2-30) indicated that there is reasonable agreement for $d_{i} / D_{i}$ ratios in the range
of $0.25-0.50$, for $D_{m} / t_{v}$ ratio of 100 . However, for the same range of diameter ratio and a materially greater $D_{i} / t_{v}$, the Penny and Leckie results are low, and for a materially smaller $D_{i} / t_{v}$ ratio, the results are high. Rose and Thompson (R.2-31) provided values of stress concentration and for small diameter ratios they tend to agree with Penny's and Leckie's results but both give results higher than Water's solution.

### 2.2.3.2 Cylindrical Shells

Theoretical investigations of stresses around holes in cylindrical shells have been made by A.C. Eringen. Two solutions were developed, the first is reported in reference (2-32) and employs a perturbation technique. The second reference (2-33) employs an exact solution of thin shell theory and satisfies the boundary conditions in a collocation sense, that is in a definite number of points along the boundary. The later work was later programmed for a digital computer, and extensive data calculated for the case of a circular hole with membrane closure $\left(t_{n} / t_{v}=0\right)$, the results of which are reported in references $(2-34)$ and (2-35). The limitations of the presently available data are as follows:

$$
\begin{aligned}
& d_{i} / D_{i} \geqslant 0.35 \\
& D_{i} / t_{v} \gtrless 20.0 \\
& \left(d_{i} / D_{i}\right) \sqrt{\left(D_{i} / t_{v}\right)}-\text { between } 0.155 \text { and } 3.90
\end{aligned}
$$

The works give graphs of diameter and thickness ratios against stresses tangential to the edge of the opening on the longitudinal and transverse axes of the cylinder. The distribution of the tangential membrane stress around the edge of the hole is also given and it is possible to locate points of maximum membrane stress. Work is being done to extend the study to larger diameter ratios.

### 2.3 Experimental Investigations of Nozzles

Experimental measurements of stresses due to various loads and internal pressure have been obtained using the strain gauge. Recent research on the experimental side of the stresses in pressure vessel nozzles has produced test data for various cases and an account of this research is given herein. The strain gauge is laid on and usually adhered on to the surface of the vessel. Any straining of the surface in the direction of the gauge causes a small change in the electrical resistance of the gauge wire, which is detected and quantitately measured by a sensitive amplifying instrument.

The other commonly used method for analysing stresses at a pressure vessel is photoelastic analysis. Stress freezing is used and it is a very convenient way for three-dimensional geometries. Vessel components forming shells of revolution simplify the analysis and reduce the work because of symmetry, but stress freezing is still required. The great advantage of stress freezing photoelastic analysis is that stress changes through the shell wall can also be measured. A complete picture can thus be made of the stresses if required. This is especially useful for thick-walled vessels, thin vessels are known to have a linear distribution of stresses through the thickness. Nevertheless there is always an unknown factor in the use of photoelastic results, this being the effect to the stress values caused by differences in the Poisson's ratio v. Steel and other common pressure vessel materials have a value $v$ of about 0.3 while photoelastic plastics undergoing stress freezing have a value of 0.5 . Studies on the nature of this effect have been made in references (2-36) and (2-37). The observations were
found to apply only to specific problems and could not be generalised, even extensions of observations to other similar geometries and loadings have to be treated with care.

Elastic stresses due to internal pressure have been investigated by a large number of researchers and Everett and McCutcham (R.2-38) have investigated the stress conditions in full-size branch connections under internal pressure. William, Morgan and Bizon (R.2-39) investigated the elastic stress distributions of two shell junctions and obtained measurements of the stresses. The junctions were incorporated in a single type of structure, a cylinder with a toriconical head. The data obtained from the tests were compared with theoretical curves determined by previously published analyses. It was established that one of the principal sources of experimental error was the variation in geometry from the dimensional values assumed for purposes of analysis.

In reference $(2-40)$ experimental data were obtained by Hardenbergh and Zamrik to show the general state of stress in nozzles. This is one of the most complete works and includes studies of five hot-formed contoured nozzles, four insert nozzles, and one juncture reinforced by an annular pad. The nozzles vary in size, and in the amount and distribution of the reinforcing material around the outlets. The tests were conducted under internal pressure and various external loads to the branch pipe. Bending moments and effects of internal pressure on the elastic stress distributions in the vicinity of two transition rings used to connect cylindrical ducts with large spherical pressure vessel have been studied by Kitching and Jones (R.2-41). Experimental values of stresses were obtained near the weld where it was found that stresses attained
their maximum value. Riley measured siress distributions in thin walled cylindrical and spherical vessels with circular nozzles. Stress distributions were determined in a series of vessels for internal pressure, axial thrust on the nozzle, and also external moment forms of loading (R.2-41). Stresses due to axial loads and internal pressure on forged nozzles in spherical pressure vessels were studied by Kitching and Duffield for two different type forging rings which provide different degrees of reinforcement. It was found that there was a marginal reduction in maximum stress for the heavier specimen. Stress concentration factors due to pressure were also determined (R.2-43). Experimental investigations of plastic behaviour of nozzles were made by Dinno and Gill (R.2-44) and Cottam and Gill (R.2-45).

## 3. THE NATURE OF THE PRESENT PROBLEM OF THERMAL STRESSES

A great deal of research and investigation has been done in the field of pressure vessel nozzles, as described in the previous sections; but the research has been exclusively concentrated on evaluating stresses due to internal pressure and external loads. Thermal stresses, although very important to the design, have been treated rather qualitatively than quantitatively. Allowances for thermal suresses in design tend to take the form of an i.ncrease of the value of the safety factor based on predictions of thermal stresses at regions where they can be quite high and calculations have been far from detailed and precise. Temperatures across the thickness of nozzle and vessel walls were represented by mean values and thermal transients were treated by various analytical methods which were limited to simple geometries and boundary conditions and could not be applied easily to complex cases. Whenever the wall thickness is small the approximation of a mean temperature can be accepted and the error involved is comparatively small too, but this is not true when the vessel or nozzle wall is thick. Additionally, since the design of pressure vessel is greatly influenced by economic factors the precise and detailed determination of thermal stresses has become a desirable goal.

The theoretical part of this work deals with the following three main areas:-
(i) The determination of time dependent temperature distributions within the nozzle and vessel walls during warm-up for radial nozzles of various thicknesses attached to the vessel by different junction configurations.
(ii) The calculation of transient thermal stresses due to the effect of the thermal transients during warm-up and cool-down and the determination of the areas of high thermal stress concentrations.
(iii) The determination of stress intensity factors K at areas of high stress concentration in order to make predictions about fatigue life and possible crack growth and propagation which could lead to fracture under certain conditions.

Initially, the methods by which the above quantities have to be evaluated are formulated. The equations describing the various physical conditions are obtained and solved numerically by writing the appropriate computer program and using the College CDC6400 and the London University CDC6600 computers. Numerical methods have the great advantage that they are immensely flexible thus permitting them to be used over a wide range of various geometries and boundary conditions. They are also fast and accurate. Nevertheless it must be noted that whenever computational methods are employed attention must be paid to the evaluation of the errors involved in the numerical procedures. This in turn will permit the necessary steps to be taken to ensure that these, such as convergence and round-off errors, do not affect the values of the quantities under investigation.

### 3.1 The Geometry of the Pressure Vessel Nozzle

There are various types of nozzles attached to pressure vessels but here only the radial type is considered. Radial nozzles are the most common ones and sections of a radial nozzle are shown in Fig.3.1.1. Nozzles can be of the protruding type or flush type. Protruding nozzles penetrate the vessel wall and are continued within the vessel. Alternatively, nozzles can be welded directly on to the vessel wall. In Fig.3.1.1 a radial nozzle of the protruding type and a flush nozzle are shown, together with a nozzle directly welded on the vessel. Variations of type (c) are the ones that are examined herein. The sections of the nozzles are through the longitudinal plane of the vessel as shown in Fig.3.1.2.

When a nozzle is directl ${ }_{\ddot{y}}$ welded on the vessel the junction can have different configurations. The form of the welding connection can also vary. The geometry of the junction affects the stresses directly and therefore is an area that requires investigation. The accurate determination of the stress levels near the junction on both nozzle and vessel sides inevitably leads to the designer being able to reinforce the area without having to speculate on the amount and type or reinforcement. The area replacement method as it has already been explained is rather a crude way of applying reinforcement. This is due to the fact that up to now stresses around the junction, as well as peak stresses at the junction, could not be evaluated accurately.

The configuration of Fig.3.1.1(c) is studied theoretically and experimentally. The advantage of this configuration is that the junction is now part of the main shell and the weld is further away from the junction. Therefore this contributes to
a higher strength since there are no discontinuities due to welding connections. Nevertheless the above design is more expensive because the vessel wall has to be machined down and this is costly. It is also limited to rather small pressure vessels and when the number of nozzles, inlet or outlet, is not. large. The different cases of nozzle configurations which are investigated theoretically are described in the next section. Cases are not only distinguished for their particular geometry but also for the particular physical conditions which prevail with respect to heat transfer conditions across the nozzle-vessel boundaries.

The present analysis of thermal distributions and stresses applies not only to cylindrical vessels but to spherical vessels too under a main assumption: in Fig.3.1.3 a spherical vessel is shown; when the diameter of the vessel is large the curvature of the shell wall is small and can be neglected. In most practical cases spherical vessels do have large Di/di ratios and therefore the analysis can be used to determine stresses with the present methods. Appendix 2 of this work deals with a spherical vessel nozzle where the curvature is larger and is taken into account.

### 3.2 Nozzle-Vessel Cases Examined Theoretically

The cases examined theoretically are shown in Figs.3.2.1, 3.2.2, 3.2.3. Case A (Fig.3.2.1) represents a radial nozzle attached to the vessel and the geometry of the junction is as indicated, where the radius $R$ and the rest of the dimensions can vary to any specified values. For all three cases the dimensions studied are shown in the figures. Case B (Fig.3.2.2) differs in the geometry of the junction and also in that heat is conducted only across the boundary of the nozzle while in

Case A heat is transferred across the vessel boundary as well. Case C (Fig.3.2.3) is quite different from the other two. It is the theoretical model of the experimental specimen. There is no insulation on the outside and heat is conducted only across the inside surface of the nozzle. The dimensions are shown in the figure and the geometry of the junction is similar to Case B. Heat conduction takes place when hot fluid passes through the nozzle and enters the vessel. At an inlet nozzle during the heating-up period stresses occur at the nozzle and junction. The stresses are produced by thermal expansion in the nozzle and by relative strain between nozzle and main vessel shell, due to a difference in temperatures between the two components. Inlet nozzles are subjected to higher thermal stresses than outlet nozzles because of the higher thermal gradients set up. In Case A and B the structure is thermally insulated on the outside and the direct effect of this is that temperature inside the kall increases more rapidly than in Case $C$ where there is no insulation.

The stresses produced are the combination of two effects:
(a) Thermal stresses developed due to variation of temperature across the thickness of the nozzle and vessel walls. Thermal stresses of this nature decrease as the thickness of the wall decreases. In practical problems they can be neglected completely if the thickness becomes very small, although their values can still be estimated theoretically.
(b) Thermal discontinuity stresses which are produced due to the difference in temperature between vessel and nozzle. These stresses will be manifested immediately around the junction because of the discontinuity of the structure in that area. The combination of the stresses above produces an overall effect which is studiea in this work.

In certain pressure vessels inlet nozzles are thermally sealed on the inside and thermal stresses (a) above do not develop or are rendered minimal.

Wherever there is a discontinuity in a structure, such as the transition from nozzle to vessel, the variation in thickness of the corresponding walls will produce a differential strain. It is therefore desirable to make such discontinuities as smooth as possible in order to reduce the stresses. Thermal stresses develop along the outside surface of the nozzle and vessel as well as along the inside. The stresses reach maximum values at different areas, these areas being designated as high stress concentration areas. With the present theoretical analysis the stresses are calculated not only along the inside and outside surfaces of the structure, but also across the full thickness of the wails. This provides a complete picture of the stress field and decisions about reinforcement at the junction and position of the weld can be made fcr safer design.

### 3.3 Thermal Stresses and How They Develop

Often it is necessary to distinguish between thermal stress and thermal shock by saying that in thermal shock the thermal stresses are produced by transient temperature gradients, resulting from step changes in boundary temperature. For instance, if a body originally at a uniform temperature is suddenly immersed in a medium of different temperature, a condition of thermal shock is then introduced. At any instant the stresses are determined by the temperature distribution, and they are the same as they would be if this temperature distribution could be obtained in the steady-state condition. But the temperature gradient that can be established in the
'step change' initiated state are generally much higher than those that occur in the steady state. Hence, thermal shock is important relative to ordinary thermal stress because of the higher stress that can be induced. Another distinction between thermal stress due to finite rate transients and thermal shock is that the rate of application of stress is very rapid, and many materials are affected by the rate at which load is applied. Some materials are embrittled by rapid application of stress and therefore may not be able to withstand a stress in thermal shock which, if applied slowly, could readily be absorbed.

In dealing with thermal stresses it is thus desirable to distinguish between brittle and ductile materials. Brittle materials allow only a very small amount of strain prior to rupture. Ductile materials can undergo appreciable strain without rupture. Since thermal shock behaviour depends mainly on the ability of the material to absorb the induced strains necessary to maintain a continuous body upon the application of thermal strains, brittle materials generally exhibit inability to withstand these superimposed strains without rupture.

Ductile materials, on the other hand, can withstand these strains for many cycles, and in the absence of mechanical loads, ultimate fracture must involve exhaustion of the ductility through cyclic loading.

### 3.3.1 Thermal Shock of Ductile Material

It is the rapid step-change of heat that distinguishes thermal shock from ordinary conditions of time-dependent thermal stress. Such properties as specific heat and conductivity, which do not enter directly into consideration for thermal stresses under known conditions of temperature, become important in thermal shock applications because these properties determine the temperature, the temperature gradients, and the rate of
change of the gradients, which, in turn, govern strains and strain rates. Some materials are more sensitive than others to stress gradients or to strain rate, and therefore thermal shock may rate various materials differently than would slowly applied thermal stress.

Ductile materials cannot fail in one thermal cycle as brittle materials can. Therefore it is to be expected that considerations of failure will be limited to the mechanisms of distortion and fatigue rather than to fracture upon the application of a single cycle. The thermal fatigue aspects of such failure are examined later in this work. The thermal shock resistance of a material depends on several parameters. These include conductivi'y, thermal expansion coefficient and Poisson's Ratio. Thus for example the temperature distribution is governed to a considerable extent by the conductivity. Therefore good conductors will have an advantage over poor conductors. In a severe thermal shock, on the other hand, the induced strain is governed mainly by the parameter $\alpha \Delta T$ where $\alpha$ is the thermal expansion coefficient and $\Delta T$ the change in temperature of the structure, and is almost independent of the material conductivity. When the $\alpha \Delta T$ parameter is large and thus plastic strain is large, the ductile material will tend to have the highest cyclic life. When $\alpha \Delta T$ is small, on the other hand, the strain may be absorbed largely elastically and the material with the highest endurance limit will show a life advantage.

Thus when considering different materials it must be realised that their relative merits may interchange depending on the conditions. In addition, it is important to consider that the metallurgy of a material may change as its temperature increased. The properties of some materials deteriorate rapidly
as the temperature is raised, hence it is important to use the properties at the temperatures at which the strains are imposed in order to arrive at valid conclusions regarding relative resistance to high temperature transients.

# 4. THEORETICAL DETERMINATION OF TRANSIENT THERMAL DISTRIBUTIONS FOR THE NOZZLE-VESSEL CASES 


#### Abstract

Here the three cases of nozzle-vessel configurations mentioned in Section 3.2 are examined, and the thermal distributions are determined at different times during the heating-up period. Fluid enters and leaves the vessel through the nozzles; in most cases the fluid is at a relatively high temperature and the value of this temperature for the present investigations is considered to be $T_{f}=450^{\circ} \mathrm{F}$. This temperature value is used for both the theoretical and experimental parts. In order co proceed to the evaluation of the temperature inside the material in any practical problem involving fluid flow in nozzle and vessel, the heat transfer coefficient must be determined. The heat transfer coefficient affects the rate of heat flow across the fluid/metal boundary and when the flow is low the heat transfer coefficient is also low (see Section 4.1). In the case of low flow there is a large convection boundary film thickness and the rate of heat transfer from fluid to metal is decreased proportionally. Therefore whenever the flow rate is small thermal stresses are also small. Nevertheless in here a high flow rate is considered for cases $A$ and $B$ which can be encountered in practical problems. For Case $C$ there is no flow of fluid. This is because Case $C$ is the theoretical model of the experimentally examined specimen, where the fluid is simulated by a resistance coil inserted in the nozzle. The resistance provides heat at a rate necessary to maintain the inside surface of the


nozzle at $T_{f}=450^{\circ} \mathrm{F}$. Hence in the theoretical analysis of Case $C$ the temperature on the inside surface of the nozzle is taken as $\mathrm{T}_{\mathrm{f}}=450^{\circ} \mathrm{F}$. As has already been said, there is no heating along the vessel inside surface for Case $C$; thus the theoretical model is equivalent to high flow in the nozzle, and very low at the vessel wall.

### 4.1 Flow in Nozzle-Vessel and Forsed Convection Heat Transfer Coefficients

The problem of forced convection heat transfer for a number of physical problems can be solved analytically. In such cases the principles of the convection processes and their relation to fluid dynamics are employed to obtain an analytical solution. However this is not always possible and experimental methods are used to obtain empirical formulas or graphical charts, so that they may be used with a maximum of generality.

The relationships used herein to obtain the values of heat transfer coefficients for the vessel and nozzle are empirical and the physical conditions are as follows:-

The flow within the nozzle and vessel is turbulent and this is a realistic situation encountered in almost all cases of fluid flow within pressure vessels. For the vessel the relationship is approximated to that of turbulent forced convection past a flat plate. This assumption is true when the diameter of the vessel is large and therefore the curvature of the shell small. The properties of the flow are evaluated at the mean film temperature. This is the arithmetic mean of the temperature of the surface of the wall, $T_{W}$ and the fluid temperature $T_{f}$. Using $\mathrm{T}_{\mathrm{m}}$ to denote the mean temperature,

$$
\begin{equation*}
T_{m}=\frac{T_{w}+T_{f}}{2} \tag{4.1.1}
\end{equation*}
$$

Sometimes in the case of internal flow a mean film temperature which is the average of the surface temperature and the bulk temperature is used in place of the mean temperature. The analysis of the basic differential equations of motion, continuity, and energy of fluid mechanics (R.4-1) shows that forced convection problems can be represented by a relation of the form

$$
\begin{equation*}
\mathrm{Nu}=\mathrm{f}(\mathrm{Re}, \mathrm{Pr}) \tag{4.1.2}
\end{equation*}
$$

On the basis of this relation, experimental forced convection data can be correlated to yield an empirical equation for a certain set of conditions. The formulation above is based on the assumption that the fluid properties involved in the dimensionless parameters of Reynolds and Prandtl numbers are constant. This assumption is not always true. For instance the evaluation of all the properties at a mean temperature does not produce a satisfactory correlation of the experimental data, because, for example, of one strongly temperature-dependent property (usually viscosity). In cases like this the introduction of another dimensionless parameter which allows for a description of the temperature dependence of one or more of the properties will permit a satisfactory correlation of experimental data. In general the experimental forced convection data correlations can deviate up to $\pm 20 \%$, and consequently even this order of accuracy has to be considered quite satisfactory in the absence of specific data on the configuration being considered.

Nusselt (R.4-2) has calculated the average heat transfer coefficient $h_{a y}$ for a plate of length $L$ as,

$$
\begin{equation*}
h_{\mathrm{av}}=\frac{1}{\mathrm{~L}}\left[0.0292(\mathrm{Pr})^{\frac{3}{2}}\left(\frac{\mathrm{U}}{v}\right)^{0.8} \mathrm{k} \int_{0}^{\mathrm{L}} \mathrm{x}^{-0.2} \mathrm{dx}\right] \tag{4.1.3}
\end{equation*}
$$

where $x$ is the distance of any point on the plate from the leading edge. A Nusselt average number can be evaluated by integration of the above equation.

$$
\begin{equation*}
\mathrm{h}_{\mathrm{av}}=\frac{1}{\mathrm{~L}}\left[\frac{5}{4} 0.0292(\mathrm{Pr})^{1 / 3}\left(\frac{\mathrm{U}}{v}\right)^{0.8} \mathrm{k} \mathrm{~L}^{4 / 5}\right] \tag{4.1.4}
\end{equation*}
$$

hence

$$
\begin{equation*}
\mathrm{Nu}=\frac{\mathrm{hL}}{\mathrm{k}}=0.036(\mathrm{Re})^{0.8}(\mathrm{Pr})^{1 / 3} \tag{4.1.5}
\end{equation*}
$$

where $k$ is the thermal conductivity and $v$ the viscosity of the fluid. The relation of 4.1 .5 assumes that the boundary layer is fully turbulent from the leading edge of the plate.

For fully developed turbulent flow in tubes Dittus and Boelter (R.4-3) have proposed the following relation:

$$
\begin{equation*}
\mathrm{Nu}=\frac{\mathrm{hd}}{\mathrm{k}}=0.023(\mathrm{Ro})^{0.8}(\mathrm{Pr})^{0.4} \tag{4.1.6}
\end{equation*}
$$

Again the properties in the equation are evaluated at the fluid mean temperature. The mean temperature $T_{m}$ is normally used when the wall temperature $T_{w}$ is different from the fluid free stream or bulk temperatures.

### 4.2 Evaluation of Heat Transfer Coefficient for Cases A, B and C

4.2.1 CASE A. Forced Convection across Nozzle and Vessel Walls

Referring to Fig.3.2.1 it can be seen that for Case $A$ there is heat transfer by forced convection across the nozzle and vessel walls. Fluid of temperature $T_{f}=450^{\circ} \mathrm{F}$ flows through the nozzle and along the inside wall of the main shell. The fluid is assumed to have velocity $U_{f}=2.00 \mathrm{ft} / \mathrm{sec}$. This is a common velocity order of magnitude for pressure vessels where transient thermal stresses become important. The velocity of the fluid in the vessel and/or nozzle, and consequently the vessel and nozzle heat transfer coefficients, can take any
value, but the computer program developed in here is able to determine the thermal transients for the various cases by simply taking the predetermined values of velocities. The nozzle and vessel inside surfaces are exposed to a convection boundary condition and the temperature of the wall does not automatically attain the temperature of the fluid. Nevertheless during warm-up the wall temperature increases fast due to the relatively high Reynold's number due to turbulent flow and the small film thickness. The effect of the convection boundary on the surface of the nozzle and vessel is determined later on by considering the heat transfer coefficients of nozzle and vessel sides which are calculated herein. The properties of the fluid are obtained at the initial mean temperature which is given by

$$
T_{m}=\frac{T_{f}+T_{W}}{2}=\frac{450+60}{2}=255^{\circ} F
$$

Fluid Properties for water at mean temperature $T_{m}=255^{\circ} \mathrm{F}$.

$$
\begin{aligned}
\mathrm{k} & =0.306 \mathrm{btu} / \mathrm{ft} \cdot \mathrm{~h} \cdot{ }^{\circ} \mathrm{F} \\
\mathrm{Pi} & =1.405 \\
\phi & =0.543 \quad \mathrm{lb} / \mathrm{ft} \cdot \mathrm{~h} \\
\rho & =62.428 \mathrm{lb} / \mathrm{ft}^{3}
\end{aligned}
$$

Also the relation between dynamic and kinematic viscosities is:

$$
\begin{equation*}
v=\frac{\psi}{p} \tag{4.2.1.1}
\end{equation*}
$$

(i) Heat transfer coefficient $h$ for the vessel

Characteristic length $\ell_{v}$ for the vessel $=7.00 \mathrm{in}=0.583 \mathrm{ft}$. The characteristic length is considered for half of the vesselnozzle configuration above the centre line since the configuration is symmetrical about the xx ' axis (see Fig.3.2.1). Fluid velocity $U_{f}=2.00 \mathrm{ft} / \mathrm{sec}=7200 \mathrm{ft} / \mathrm{h}$.

$$
\begin{equation*}
\operatorname{Re}=\frac{\mathrm{U}_{\mathrm{f}}^{\ell} \mathrm{v}}{v}=\frac{\mathrm{U}_{\mathrm{f}}^{\ell} \mathrm{V}_{\mathrm{v}} \rho}{\mu} \tag{4.2.1.2}
\end{equation*}
$$

and by substituting the values for the above quantities the Reynolds number is obtained.
$\underline{\operatorname{Re}=0.4826 \times 10^{6}}$
Now using Equation (4.1.5) and substituting for length $\ell_{\mathrm{v}}$ we have,

$$
N u=\frac{h v^{l} v}{k}=0.036(\mathrm{Re})^{(1.8}(\mathrm{Pr})^{1 \neq 3}
$$

hence

$$
h_{v}=\frac{k}{l_{v}} 0.036(\mathrm{Re})^{0.8}(\mathrm{Pr})^{1 / 3}
$$

By substituting the values for $k, \ell_{v}, \operatorname{Re}$ and $P r$ the heat transfer coefficient for the vessel is obtained $h_{v} 964.8 \mathrm{Btu} / \mathrm{ft}^{2} \mathrm{~h} .{ }^{\circ}{ }_{\mathrm{F}}$.
(ii) Heat transfer coefficient $h$ for the nozzle

The same fluid properties hold for the flow through the nozzle at fluid temperature of $450^{\circ} \mathrm{F}$ and fluid velocity $2.00 \mathrm{ft} / \mathrm{sec}$. The characteristic length is now the diameter of the nozzle $d_{i}=1.00 \mathrm{in}=0.083 \mathrm{ft}$.

Reynolds number is,
$\operatorname{Re}=\frac{U_{f} d_{i}{ }^{\rho}}{\mu}$ and by substituting the values for $U_{f}, d_{i}, \rho$, and $\mu$ $\underline{\mathrm{Re}=0.06871 \times 10^{6}}$

The heat transfer coefficient is then given by Equation
(4.1.6) for forced convection within pipes

$$
N_{u}=\frac{h_{N}{ }_{i}}{k}=0.023(\operatorname{Re})^{0.08}(P r)^{0.4}
$$

hence,

$$
h_{N}=\frac{k}{d_{i}} 0.023(\mathrm{Re})^{0.8}(\mathrm{Pr})^{0.4}
$$

Substituting the appropriate values above for $k, d_{i}, \operatorname{Re}$ and $\operatorname{Pr}$ the coefficient is obtained.

$$
h_{N}=906.1 \mathrm{Btu} / \mathrm{ft}^{2} \cdot \mathrm{~h}^{\circ}{ }_{\mathrm{F}}
$$

### 4.2.2 CASE B. Forced Convection across Nozzle Only

In this case there is no heat transfer across the vessel surface but only across the nozzle surface. The case is shown in Fig.3.2.2. The condition of heat transfer only across the nozzle is studied here because it is believed that the differential stresses developed are higher than those produced when heat transfer takes place across both the nozzle and vessel surfaces. This is because the thermal differential stresses set up between nozzle and vessel are higher due to larger difference in relative expansion between vessel and nozzle parts. In practice Case $B$ can be considered as the one where fluid flows towards the vessel through a relatively long nozzle or pipe setting up differential stresses between nozzle and vessel while the fluid is not actualiy coming in contact with the inside surface of the vessel. This is particularly true when power plants involving pressure vessels are started-up, and hot 'slugs' of liquid enter vessels. It can also be said that Case $B$ can be encountered in inlet nozzles while Case A corresponds more to outlet nozzles when there is a flow down the shell and out through the nozzle.

The flow conditions are the same as in Case A. The temperature of the fluid is $T_{f}=450^{\circ} \mathrm{F}$ and its velocity $2.00 \mathrm{ft} / \mathrm{sec}$. Therefore all the other properties of the fluid are similar to the ones in Case $A$ and the coefficient $h_{N}$ is the same and equal to 906.1 Btu/ft ${ }^{2} h .^{\circ}$ F. It must be noted that this is true because the nozzle inside diameter has the same value of $d_{i}=1.00 i n=$ 0.083 ft.

### 4.2.3 CASE C. Radiation Heat Transfer in Nozzle

The configuration of this case, shown in Fig.3.2.3, is similar to the specimen which is tested experimentally and which
is shown in Fig.6.1.2. The fluid flow is simulated experimentally by a heating cartridge element of $5 / 8$ in diameter which is placed inside the nozzle and fixed so that it is concentric with the nozzle as shown in the figure. More details of the arrangement are given later on in the experimental part of this work.

The heating cartridge heats the inside of the nozzle by radiation and by means of a thermocouple attached on the inside of the nozzle the surface temperature is maintained at $450^{\circ} \mathrm{F}$. The temperature of the sheath of the heater is allowed to reach the value of $600^{\circ} \mathrm{C}\left(1112^{\circ} \mathrm{F}\right)$ which is less than the maximum of $700^{\circ} \mathrm{C}\left(1293^{\circ} \mathrm{F}\right)$ which can be obtained with clearances between $0.005 i n$ and $0.010 i n$. Since the clearance between nozzle and heater is $0.187 \mathrm{in}\left(\frac{d_{i}-d_{e l}}{2}\right)$, the watt density is reduced by means of an adjustable Variac which controls the voltage to the heater and therefore the sheath temperature is limited to $1112^{\circ} \mathrm{F}\left(600^{\circ} \mathrm{C}\right)$.

It is desirable in this case to obtain theoretically the heat transfer coefficient as in the previous two cases. In this case heat is transferred by three modes; radiation, convection and conduction. It is found that the conduction heat transfer coefficient is the dominant one followed by the radiation heat transfer coefficient. Since the clearance between the nozzle and the heater is small (0.187in) and the air is almost stagnant around the heater, the convection term is small compared to the other two. Nevertheless, the convective heat transfer coefficient is also obtained in order to determine the overall coefficient.

The radiation problem is limited to that of determining the radiation heat transfer coefficient between two concentric cylinders of different surface temperatures.

When two concentric cylinders as shown in Fig.4.2.3.1 exchange heat by radiation the equation of heat transfer can be written in terms of certain parameters characteristic of the two cylinders. This is given by


FIG.4.2.3.1

$$
q_{\mathrm{rad}}=\frac{\sigma^{\prime} \cdot A_{1}\left(T_{1}^{4}-T_{2}^{4}\right)}{1 / \varepsilon_{1} \div\left(A_{1} / A_{2}\right)\left(1 / \varepsilon_{2}-1\right)}
$$

where the suffixes 1 and 2 refer to inner and outer cylinders respectively.
$\varepsilon_{1}$ and $\varepsilon_{2}=$ emissivities
$A_{1}$ and $A_{2}=$ total surface areas
$T_{1}$ and $T_{2}=$ temperature of the surfaces
$\sigma^{\prime}=$ Stefan-Boltzmann constant .
The derivation of the above relation is given in Ref.4-4. The ratio of areas $A_{1} / A_{2}$ can be replaced by the diameter ratio $d_{1} / d_{2}$.

It is now possible to evaluate the radiation heat transfer coefficient $h_{r}$ for the nozzle of Case $C$ as follows. From Equation (4.2.3.1)

$$
\frac{q}{A_{1}}=\frac{\sigma^{\prime}\left(T_{1}^{4}-T_{2}^{4}\right)}{1 / \varepsilon_{1}+\left(A_{1} / A_{2}\right)\left(1 / \varepsilon_{2}-1\right)}=h_{r}\left(T_{1}-T_{2}\right)
$$

and hence,

$$
\begin{equation*}
h_{r}=\frac{\sigma^{\prime}\left(T_{1}^{2}+T_{2}^{2}\right)\left(T_{1}+T_{2}\right)}{1 / \varepsilon_{1}+\left(A_{1} / A_{2}\right)\left(1 / \varepsilon_{2}-1\right)} \tag{4.2.3.2}
\end{equation*}
$$

and by putting $A_{1} / A_{2}=d_{1} / d_{2}$

$$
h_{r}=\frac{\sigma^{\prime}\left(T_{1}^{2}+T_{2}^{2}\right)\left(T_{1}+T_{2}\right)}{1 / \varepsilon_{1}+\left(d_{1} / d_{2}\right)\left(1 / \varepsilon_{2}-1\right)}
$$

Now the quantities in Equation (4.2.3.3) can be given the appropriate values in the case of nozzle heating.

## Cartridge heater

The heater is the inner cylinder at a sheath temperature $T_{1}=1112^{\circ} \mathrm{F}$. The diameter $\mathrm{d}_{1}=5 / 8 \mathrm{in}=0.052 \mathrm{ft}$ and is manufactured of stainless steel. The emissivity $\varepsilon_{1}$ of stainless steel at the temperature of $T_{1}=1112^{\circ} \mathrm{F}$ is obtained from Ref. (4-4) as 0.586.

## Nozzle

The nozzle is the outer cylincer of Fig.4.2.3.1. The temperature $T_{2}$ is $450^{\circ} \mathrm{F}$ and this is recorded by a thermocouple attached on the inside surface of the nozzle (shown in fig.6.1.2). The inside diameter of the nozzle is $d_{2}=1.00 i n=0.083 f t$. The emissivity $\varepsilon_{2}$ is that of stainless steel at temperature $\mathrm{T}_{2}=450^{\circ} \mathrm{F}$ and is equal to 0.540 (R.4-4).

The above values are now substituted in Equation (4.2.3.3) where the Stefan-Boltzmann constant $\sigma^{\prime}$ is $0.171 \times 10^{-8}$ Btu $f t^{2} h .{ }_{R}{ }^{4}$ and the radiation heat transfer coefficient obtained as
$h_{r}=6.24 \mathrm{Btu} / \mathrm{ft}^{2} \mathrm{~h} .{ }^{\circ} \mathrm{F}$.
The convection heat transfer coefficient is determined by considering a relation for free convection from a heated horizontal cylinder given in Ref.(R.4-4). The relation is for
laminar flows and in the present case the air in the space between the cartridge heater and the nozzle can be considered still. The convective heat transfer coefficient $h_{c}$ is given by

$$
\mathbf{h}_{\mathrm{c}}=0.27 \frac{\Delta T}{\mathrm{~d}^{1 / 4}}
$$

where $\Delta T=T_{1}-T_{2} ; T_{1}$ is the temperature at the surface of the cartridge heater, $T_{2}$ the temperatrre at the surface of the nozzle, and $d$ the diameter of the heater in feet. For this problem:

$$
\begin{aligned}
& \mathbf{T}_{1}=1112^{\circ} \mathrm{F} \\
& \mathbf{T}_{2}=450^{\circ} \mathrm{F} \\
& \mathrm{~d}=5 / 8 \mathrm{in}=0.052 \mathrm{ft}
\end{aligned}
$$

Therefore $h_{c}=2.87 \mathrm{Btu} / \mathrm{ft}^{2} \mathrm{~h} .{ }^{\circ} \mathrm{F}$.
Heat is transiferred by conduction through the air between the inside cylinder (cartridge heater) and outside cylinder (nozzle). The conduction heat transfer coefficient is given by: (R.4-4)

$$
h_{\text {cond }}=\frac{2 \pi k\left(T_{1}-T_{2}\right)}{\ln \left(r_{2} / r_{1}\right)}
$$

where

$$
\begin{aligned}
\mathbf{k} & =\text { thermal conductivity of air }\left(\text { at } \frac{450^{\circ} \mathrm{F}+1112^{\circ} \mathrm{F}}{2}=781^{\circ} \mathrm{F}\right) \\
& =0.0340 \mathrm{Btu} / \mathrm{ft} . \mathrm{h}^{\circ} \mathrm{F} \\
\mathrm{~T}_{2} & =450^{\circ} \mathrm{F} \text { (see Fig.4.2.3.1) } \\
\mathrm{T}_{1} & =1112^{\circ} \mathrm{F} \\
\mathbf{r}_{1} & =0.026 \mathrm{ft} \\
\mathbf{r}_{2} & =0.0415 \mathrm{ft}
\end{aligned}
$$

Hence the conduction heat transfer coefficient is found as $h_{\text {cond }}=302.44 \mathrm{Btu} / \mathrm{ft}^{2} \mathrm{~h}^{\circ} \mathrm{O}_{\mathrm{F}}$

Therefore the overall heat transfer coefficient due to the combined effects of radiation, convection and conduction is now equal to:

```
\(h_{\text {TOTAL }}=h_{\text {RADIATION }}+h_{\text {CONVECTION }}+h_{\text {CONDUCTION }}\)
    \(=311.55 \mathrm{Btu} / \AA \mathrm{t}^{2} \mathrm{~h} .{ }^{\circ} \mathrm{F}\)
```


### 4.3 Two-Dimensional Transient Heat Flow in Nozzle-Vessel and Finite Difference Analysis

In all three cases heat is transferred inside the nozzlevessel walls by conduction. The problem of heat conduction is a two-dimensional one, the heat being transferred in $x$ and $y$ directions across the section of the nozzle-vessel configuration in the $x y$ plane.

The objective is to determine the temperature distribution within the walls at any particular time during warm-up. The thermal stresses can then be calculated at any time using the values of the obtained temperatures. The temperseure of the fluid is considered steady wit respect to time. In Cases $A$ and $B$, where the outside of the nozzle and vessel is insulated, theoretically the temperature of the structure becomes everywhere the same and equal to that of the fluid. This happens after a period of prolonged exposure and under the assumption that the insulation is perfect and therefore there are no heat losses at the outside surface of the nozzle and vessel.

For all cases there are the following four basic heatingup phases.
(a) The nozzle-vessel section is initially at uniform room temperature $T_{R}=60^{\circ} \mathrm{F}$ and in thermal equilibrium with the surroundings. At this state the surface heat flux q'(heat rate per unit surface area) across the vessel and/or nozzle is zero.
(b) As fluids enters the nozzle the inside surface boundaries of the section are exposed at time $t=0$ to the fluid
temperature $T_{f}=450^{\circ} \mathrm{F}$. There is now a surface heat flux $q^{\prime}>0$ across the convection boundary film and the temperature at the wall is proportional to the heat transfer coefficient: The rest of the section is still at room temperature.
(c) Heat is transferred by conduction and the temperature distribution within the nozzle-vessel walls is now a timedependent quantity.
(d) In Cases A and B where the outside of the nozzle-vessel section is insulated and there is no heat flow across the insulated boundary, the temperature of the structure reaches everywhere the temperature of the fluid after a certain prolonged exposure period. In Case $C$ where there is no insulation the thermal distribution within the section becones steady and the heat fluxes across the inside and outside surfaces become steady too.

The problem of heat conductiori through the nozzle-vessel section is solved using the numerical method of finite differences. The method is analysed in the following section and in detail in Appendix 1.

### 4.3.1 Finite Difference Analysis *

The differential equation which governs the heat flow within a solid body in two dimensional unsteady-state conduction is given by

$$
\begin{equation*}
k\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}\right)=\rho c \frac{\partial T}{\partial \tau} \tag{4.3.1.1}
\end{equation*}
$$

where $T$ is the temperature at any point defined by ( $x, y$ ) coordinates at a particular time $\tau, \rho$ the density of the body, k the thermal conductivity and c the thermal capacity.

[^0]The solution to Equation (4.3.1.1) will give the temperature in a two-dimensional section of the solid as a function of two independent space coordinates $x$ and $y$. The equation of heat flow can be solved analytically but only for certain specific boundary conditions and geometries.

Nevertheless the development of high speed digital computers enables us to obtain numerical so ${ }^{1}$ utions to many problems which cannot be solved by analytical methods.

In order to apply the finite difference method to solve the problem, the section is divided into equal increments in both the $x$ and $y$ directions. The grid thus produced has a number of nodal points as shown in Fig.4.4.1. Finite differences are then used to approximate differential increments in the temperature and space co-ordinates. The smaller the chosen finite increments the more closely the true temperature distribution is approximated.

The temperature gradients $\frac{\partial T}{\partial x}$ and $\frac{\partial T}{\partial Y}$ at each nodal point are expressed by finite difference equations as is explained in detail in Appendix 1. Then the temperature at each nodal point after a time increment $\Delta \tau$ is calculated using the values of the temperatures of the nodes at the end of the previous time interval. The same procedure is repeated to obtain the temperature distribution after any desired number of time increments. This is done by computational methods described in the next sections.

The difference equations which are used to determine the conduction of heat through the solid cannot be used to calculate the temperature at the inside walls of nozzle and vessel. At the boundary of the section a convection resistance to heat flow exists which is a function of the heat transfer coefficients
already obtained. The equations governing the temperature change on the wall are also obtained in Appendix 1. Each convection boundary condition must be handled separately, depending on the particular geometric shape under consideration.

### 4.4 Solution and Results of Thermal Distributions for CASE A

 The temperatures at the various time increments are determines by solving the equations obtained in Appendix 1. This is done by computer program TRAN1 which solves the transient thermal distributions for CASE A. The construction and operation of the program is described in this section. The program data designations and the listing is given in Appendix 3.First the nozzle-vessel section of Case A is divided into the grid shown in Fig.4.4.1. The grid space increment $\Delta_{\mathrm{x}}$ is equal to $\Delta y$ and equal to $0.1 i n$. This division produces a tocal of 3533 nodal points for the dimensions in Case A. Temperatures are determined for all the nodal points at selected time intervals. In the program the dimensions of the section are designated with variables I1, I2, I3, J1, J2 and J3 which can be given any values so that the dimensions of the section can be changed accordingly. This makes the program flexible for the study of different cases. There is heat flow across the inside boundaries of the nozzle and vessel but there is zero heat gradient $\frac{\partial q}{\partial t}$ on the outside insulated boundary. The nozzle and vessel heat transfer coefficients are the ones already determined in Section 4.2. COMPUTER PROGRAM TRAN1 - CASE A

The program solves the difference equations of heat flow across the boundaries for all the boundary nodal points and for all the nodes inside the section for specified time intervals
during the transient heating-up period. It then prints the numerical results of the temperatures for all the nodes for each time interval as shown in Table 4.4.1. A subroutine named PLOT is incorporated in the main program and plots the temperature profiles for the corresponding times as shown in Figs.4.4.2(a) and 4.4.2(b).

The main program and the subroutine were constructed by the author in order to solve the case problems of nozzle-vessel transients presented hereby. The plotting of the profiles provides a more comprehensive picture than the numerical results but the exact values of the temperatures are used later to obtain the thermal stresses. The series of the main operations of the program and the subroutine are given below and an attempt is made to present the sequence of operations as comprehensively as possible. This is as follows:

- The total number of nodal point temperatures is defined. - The maximum number of time increment iterations is defined as well as the maximum number of iterations for the convergence of the temperature equations.
- The dimensions of the section are given including the radius $R A$ of the junction, nozzle and vessel heat transfer coefficients, coefficient of thermal conductivity, initial temperature of the section and fluid temperature.
- The initial temperature of the section is defined by scanning all 3533 nodal points. This is set to $60^{\circ} \mathrm{F}$.
- The temperature of the fluid is set and the temperature of the boundary nodal points on the vessel and nozzle walls are determined for the first time increment using Equations (A1.12) and (A1,13) respectively (Appendix 1). These are

$$
\begin{aligned}
T_{i, j}^{n+1}= & \frac{\alpha^{\prime} \cdot \Delta \tau}{(\Delta x)^{2}}\left\{2 \frac{h_{v} \Delta x}{k} T_{f}+2 T_{i, j+1}^{n}+T_{i+1, j}^{n}+T_{i-1, j}^{n}\right. \\
& \left.+\left[\frac{(\Delta x)^{2}}{a^{\prime} \Delta \tau}-2 \frac{h_{v} \Delta x}{k}-4\right] T_{i, j}^{n}\right\}
\end{aligned}
$$

for the vessel, where $h_{v}$ is the vessel heat transfer coefficient.

And .

$$
\begin{aligned}
T_{i, j}^{n+1} & =\frac{\alpha^{\prime} \Delta \tau}{(\Delta x)^{2}}\left\{2 \frac{h_{N} \Delta x}{k} T_{f}+2 T_{i+1, j}^{n}+T_{i, j+1}^{n}+T_{i, j-1}^{n}\right. \\
& \left.+\left[\frac{(\Delta x)^{2}}{\alpha^{\prime} \Delta \tau}-2 \frac{h_{N} \Delta x}{k}-4\right] T_{i, j}^{n}\right\}
\end{aligned}
$$

for the nozzle, where $h_{N}$ is the heat transfer coefficient for the nozzle.

- The nodal temperatures are calculated for the first time increment $\Delta \tau$ inside the section for all nodal points using Equation (A1.7) in Appendix 1 and temperatures in the insulated boundaries of vessel junction and nozzle using Equations (A1.8), (A1.10) and (A1.9) respectively.
-. For the second time increment the boundary values of the nodal temperatures are determined using the values of the temperatures at the end of the previous time increment. The temperatures of the inside of the section are also determined using the same equations described above and the temperatures at the end of the first time increment. The procedure is the same for subsequent time increments until the temperature of the section is uniform.
- The values of the temperatures are printed every 0.5 minutes ( 30 seconds) and calculated for every 0.3 minutes printed for for the first 12 minutes and $\sqrt{\text { every }} 3$ minutes thereafter.

The printing time can be changed to any value desired.
In Table 4.4.1 the printing of the temperature for selected value of the index $I$ at the time interval of 9 min 30 secs is shown. Each nodal point is identified by two indices $I$ and J. The value of $I$ changes at the top of the page and the value of $J$ across. Every temperature is then identified as $\mathrm{T}_{\mathrm{ij}}$.

The temperatures for every time increment printed are plotted by subroutine PLOT in a comprehensive way as it is explained below.

## SUBROUTINE PLOT-CASE A

The thermal profiles for the section at the time intervals of 9 min 30 secs and 54 min are shown in Figs.4.4.2(a) and 4.4.2(b) as they are plotted by the subroutine. Every letter represents a band of 10 degrees F. Each temperature is translated into a blank or a letter according to the table provided with the figure. The subroutine incorporates the following steps.

- Define the temperature bands by designating a letter to each band of 10 degrees ${ }^{\circ}$.
- Put index I = I1 and plot the temperatures for every value of the index $J$ along the row.
- The junction boundary is determined as follows.

The junction is a quarter circle. In the Fig.4.4.3 the co-ordinates of the quarter circle at points $A$ and $B$ are I2, J2-R and I2-R,J2. The equation will then be:

$$
\begin{equation*}
I=\left(-\sqrt{R^{2}-(J-J 2)^{2}}\right)+I 2 \tag{4.4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
J=\left(-\sqrt{R^{2}-(I-I 2)^{2}}\right)+J 2 \tag{4.4.2}
\end{equation*}
$$

where $R=R A / \Delta x$ and $R A$ the radius of the junction. These two equations give the corresponding values of $i$ and $j$ for any values of the radius of the junction. Since the grid elements are finite, the nodal points on the quarter circle are rounded by computation according to the decimal part of their value to give a smooth curve through the points.

- When the plotting of the temperatures for the entire nozzle-vessel section is completed for the first time interval, the operation is repeated for the subsequent time intervals.

Data designations and listing of the subroutine are given in Appendix 3.

Thermal Results - CASE A
The temperatures for each time interval of 30 seconds for the first 12.0 minutes, and each time interval of 1 minute thereafter of the heating-up period were obtained by the main program and plotted by the subroutine in order to study the behaviour of thermal distributions in the section. The exact values of the temperatures are subsequently used to determine the thermal stresses. This is done for only one time interval when the developed stresses are maximum, and it is explained below. In Fig.4.4.4(a) to Fig.4.4.4(c) the thermal distributions are shown for the time intervals $\tau=3 \mathrm{~min}, 9 \mathrm{~min} 30 \mathrm{secs}$, $18 \mathrm{~min}, 27 \mathrm{~min}, 36 \mathrm{~min}, 45,63,81,126,144,162,200$ minutes. It can be seen that the temperature rises faster in the nozzle because the thickness of the wall is smaller than that of the vessel. At early time intervals the temperature variation across the walls is larger. Later the heat flow becomes steadier and it can be noticed that the profiles become more distinct. In Fig.4.4.4(c) it is quite clear that temperature
variation across the section is decreasing appreciably. The bounds of $10^{\circ} \mathrm{F}$ isothermals are getting wider and heat flow is now more steady. As there is no heat flow across the insulated boundary the temperature of the nozzle first becomes uniform at time $\tau=2 \mathrm{hr} 06 \mathrm{~min}(F i g .4 .4 .4(\mathrm{c})$ ). The temperature of the entire vessel-nozzle configuration becomes uniform after 3 hours and 20 minutes (Fig.4.4.4(c)). Thermal differential stresses are present during the whole period of the transient heating-up as the mean temperature of the nozzle is always higher than the mean temperature of the vessel wall. The thermal differential stresses are due to different expansion rates of nozzle and vessel and are the most important ones but not the only ones as has already been pointed out. Thermal stresses also develop across the thickness of the vessel and nozzle walls due to the variation in temperature. These are complementary to the differential stresses and they contribute to. the increase of the overall value of the thermal stress field.

At time $\tau=9 \min 30$ secs the variation of mean temperature between nozzle and vessel $\Delta T_{m}=T_{m(n o z z l e)}^{*}-T_{m(v e s s e l)}^{*}$ is maximum. In Fig.4.4.5 the value of $\Delta T_{m}$ is plotted against time. The value of $\Delta T_{m}$ increases continuously until the time of 9 min 30 secs, when it attains its maximum value of $193.1^{\circ} \mathrm{F}$ and then decreases steadily to zero at the time of 3 hours 20 min when the temperature of the section becomes uniform. It is evident that maximum thermal stresses will develop after 9 min 30 secs of the heating-up period. It is these maximum thermal stresses that are examined later on in Section 5.

* $T_{m(n o z 3 l e)}$ is the mean temperature in the nozzle calculated as the average of all the nodal temperatures in the nozzle. The same holds for the vessel $T_{m \text { (vessel). }}$.


### 4.5 Solution and Results of Thermal Distributions for CASE B

 In Case $B$ heat flows only across the boundary of the nozzle. The variation of temperature between nozzle and vessel will therefore be higher and differential expansion between nozzle and vessel will produce higher differential stresses. The temperatures are determined using the same method of finite differences and program TRAN2. The nozzle-vessel section is divided into the grid shown in Fig.4.5.1. The physical conditions are also shown. There is a rate of heat flow $\partial \mathrm{q} / \partial \mathrm{t}$ across the inside boundary of the nozzle and there is no heat flow at the outside insulated boundary. The temperature of the fluid is $T_{f}=450^{\circ} \mathrm{F}$ and the heat transfer coefficient of the nozzle is $h_{v}=906.1 \mathrm{Btu} / \mathrm{ft}^{2} \mathrm{hr} .^{\circ} \mathrm{F}$. This was calculated in Section 4.2.1. The temperature grid comprises of a total of 3712 nodal points with a grid spacing $\Delta x=\Delta y=0.1 i n$. The data designations for TRAN2 are the same as for TRAN1 and are given in Appendix 3 together with the listing of TRAN2. The steps in program TRAN2 are the same as in case $A$ with the following differences.```
PROGRAM TRAN2 - CASE B
```

- The temperature of the fluid is set and the temperature of the boundary nodal points on the nozzle walls are determined for the first time interval using Equation A1. 13 (Appendix 1). This is

$$
\begin{aligned}
T_{i j}^{n+1} & =\frac{\alpha^{\alpha} \Delta \tau}{(\Delta x)^{2}}\left\{2 \frac{h_{N} \Delta x}{k} T_{f}+2 T_{i+1, j}^{n}+T_{i, j+1}^{n}+T_{i, j-1}^{n}\right. \\
& +\left[\frac{(\Delta x)^{2}}{\alpha^{\prime} \Delta \tau}-2 \frac{h_{N} \Delta x}{k}-4\right] T_{i, j}^{n}
\end{aligned}
$$

- There is no heating across the vessel inside boundary.
- For the second time interval the boundary values along the nozzle are determined using the temperatures at the end of
the first interval. The interior nodal temperatures are
-then determined using the Equations (A1.1), (A1.8), (A1.9), and (A1.10) of Appendix 1. Equation (A1.10) for the junction is valid for the geometry of this case.
- Temperatures are determined for subsequent time intervals using the values at the end of the previous times. The temperatures profiles are plotted by subroutine PLOT. The junction geometry is a straight line inclined at $45^{\circ}$ in respect of the vessel and nozzle. (See Fig.3.2.2.)


## Thermal Results - CASE B

The temperatures of the section are calculated by the program and plotted by the subroutine for time increments of 30 seconds for the first 15 minutes and 1 minute thereafter. The time increments at which the temperaturec are printed can be changed to any desirable value of 18 seconds or more. The minimum value of 0.18 seconds is limited by the value of the parameter $\frac{(\Delta x)^{2}}{\alpha \Delta T}$ which must be equal to 4 so that it can be eliminated from Equation A1.7 (Appendix 1). Table 4.5.1 gives the values of the nodal temperatures of the entire section for time $\tau=10 \mathrm{~min}$. In Figs.4.5.2(a) and 4.5.2 (b) the thermal profiles are shown as they are plotted by the subroutine for times $\tau=10 \mathrm{~min}$ and $\tau=54 \mathrm{~min}$. In Figs. 4.5.3(a) and 4.5.3(b) the thermal distributions are shown for time $\tau=0.0$ to $\tau=54$ minutes.

The isothermal lines obtained in this case are different to the ones obtained in the previous one. It can be seen that heat flows across the nozzle inside surface, changing the nozzle wall temperature first and then as time proceeds the temperature of the vessel wall. The nozzle is heated to a considerable higher temperature than the vessel. This will introduce differential stresses between nozzle and vessel. Generally it can be seen
that in Case $B$ the section is heated-up slower than in Case $A$, and the variation temperature between nozzle and vessel is higher. This makes the differential stresses in Case B generally higher than in Case $A$ but the overall stresses are higher in Case A due to higher temperatures. The variation in mean temperature between nozzle and vessel $\Delta T_{m}$ is shown in Fig.4.5.4. The maximum value is $302.4^{\circ} \mathrm{F}$ and it is attained after 10 minutes.

As there is no heating across the vessel boundary in Case $B$ and the vessel wall is insulated, comparison of the two curves for $\Delta T_{m}$ for Case $A$ and $B$ indicates that maximum temperature variation for Case $B$ contributes to higher differential stresses than in Case $A$, where the maximum value of $\Delta T_{m}$ is considerably lower (see Fig. 4.5.4).

### 4.6 Solution and Results of Inermal Distributions for CASE C <br> Case C examines theoretically the thermal distributions and

 thermal stresses of the nozzle-vessel geometry of the specimen tested experimentally. This makes possible the comparison of theoretical and experimental results and provides a criterion of how accurately the theory can approximate experimentation. The correlations of stress results between the theoretical Case $C$ and the experiments are described in Chapter 6. In here only the thermal distributions are obtained, as for the two previous cases, and these distributions are used in Section 5 to obtain the thermal stresses.Case $C$ has the dimensions shown in Fig.3.2.3. The nozzlevessel section is a section in the $x y$ plane (longitudinal plane) of the specimen which is shown in Figs.6.1.1 and 6.1.2. The section is heated by a cartridge heater which is inserted inside the nozzle. This simulates the fluid of the previous cases.

Heat fow across the nozzle boundary is now a combined result of radiation, natural convection and conduction. This mode of heat transfer is different from the forced convection in the two previous CASES A and B. The combined radiation, convection and conduction heat transfer coefficient was obtained in Section 4.2.3 and its value is $h_{\text {TOTAL }}=311.55 \mathrm{Btu} / \mathrm{ft}^{2} \cdot \mathrm{hr} .^{\circ} \mathrm{F}$. The heat transfer coefficient $h_{T O T}$ can be used to obtain the temperature of the wall when it is not known. In this case the cartridge heater provides the necessary amount of heat to maintain the inside surface of the nozzle at a temperature of $450^{\circ} \mathrm{F}$. There is no insulation on the outside and therefore there is a heat loss $d q / d t$ by natural convection from the outside walls to the surrounding air. The heat flow inside the wall ry conduction and the heat loss to the air by natural convection are described in Appendiz: 1. Program TRAN 3 (Appendix 3) determines the temperature distributions for CASE C. PROGRAM TRAN 3

- Temperatures of nodal points inside the wall are calculated by Equation (A1.7):

$$
\begin{equation*}
T_{i, j}^{n+1}=\frac{1}{4}\left(T_{i, j}^{n}+T_{i-1, j}^{n}+T_{i, j+1}^{n}+T_{i, j-1}^{n}\right) \tag{A1.7}
\end{equation*}
$$

- The heat transfer coefficient for the vessel outside wall and the junction outside wall are determined by Equation (A1.14):

$$
\left.\frac{\mathrm{hL}}{\mathrm{k}_{\mathrm{a}}}=0.13\left[\frac{\mathrm{~L}^{3} \mathrm{~g} \beta\left(\mathrm{~T}_{\mathrm{W}}-\mathrm{T}_{\infty}\right)}{v^{2}}\right)(\mathrm{Pr})\right]^{0.33}
$$

- The heat transfer coefficient for the nozzle outside wall is determined by Equation (A1.15):

$$
\frac{h L}{k_{a}}=0.54\left[\frac{L^{3} g \beta\left(T_{w}-T_{\infty}\right)}{v^{2}}(P r)\right]^{0.25}
$$

- The temperature grid comprises a total of 1387 nodal points and is shown in Fig.4.6.1.

Temperatures are obtained at 1 minute intervals for up to 18 minutes. In Figs.4.6.2(a) to $4.6 .2(\mathrm{c})$ the thermal profiles are shown for times $=0,4,6,10,12,14$ minutes during heating-up. In Table 4.6.1 the values of temperatures are shown for time $\tau=11 \mathrm{~min}$. The mean temperature variation $\Delta T_{\mathrm{m}}$ between nozzle and vessel attains its maximum value of $236.9^{\circ} \mathrm{F}$ at time $\tau=11 \mathrm{~min}$. In Fig. 4.6.3 $\Delta \mathrm{T}_{\mathrm{m}}$ is plotted against +ime. After the eleventh minute the value of $\Delta T_{m}$ decreases with time. Nevertheless the value of $\Delta T_{m}$ will never be zero since there is no insulation on the outside and heat flows across the boundaries.

Note on paragraph 4.3.1 (page 71)
The differential equation of heat conduction which governs the heat flow within a solid body in three-dimensional time-dependent conduction in cylindrical coordinates, specified as r (radial), $z$ (axial) $\theta$ (circumferential), is given by

$$
\begin{equation*}
k\left[\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \theta^{2}}+\frac{\partial^{2} T}{\partial z^{2}}\right]=\rho c \frac{\partial T}{\partial \tau} \tag{N.1}
\end{equation*}
$$

If a cylinder (Fig.N.1) whose axis coincides with the axis of $z$ is heated and the initial and boundary conditions are independent of the coordinates


Figure N. 1
$\theta$ and* $z$ the temperature will be a function of $r$ and time only and the equation reduces to:

$$
\begin{equation*}
k\left[\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}\right]=\rho c \frac{\partial T}{\partial \tau} \tag{N.2}
\end{equation*}
$$

In this case the flow of heat takes place in planes perpendicular to the axis and the lines of flow are radial.

When the initial and boundary conditions do not contain $\theta_{r}$ the flow of heat takes place in planes through the axis and the equation of conduction becomes

$$
\begin{equation*}
k\left[\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}\right]=\rho c \frac{\partial T}{\partial \tau} \tag{N.3}
\end{equation*}
$$

Novertheless, when two axially symmetric bodies intersect as in the problem of this work the above equation N .3 cannot be used to analyse the transient temperature distribution in both cylinders and especially around the junction area due to lack of symmetry of the cylinders. Therefore an approximation is made in order to overcome this difficulty which resuits in using Equation 4.3.1.1.

$$
k\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}\right)=\rho c \frac{\partial T}{\partial \tau} .
$$

whose solution still involves three independent variables, but it treats the problem in two-dimensional plane wall cartesian coordinates. This is an approximation viiich works accurately (the error is between $1 \%$ and $2 \%$ for a vessel of thick wall and large diameter $D i / t \simeq 2 C$, and quife accurately for the nozzle. The plane wall approximation for the nozzle of the present problem produces results where the error averages at about 11.5\%.

In Appendix 9 (page 244) the temperature distributions which were obtained in the nozzle by using the two-dimensional time dependent plane, wall equation

$$
\left.k\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}\right)=\rho c \frac{\partial T}{\partial \tau} \quad \text { (4.3.1.1, } \mathrm{P} .71\right)
$$

away from the junction for Case $C$ are compared to the temperature distribution obtained in the same nozzle configuration using Equation N. 2.

It has not been possible to compare the results with analytical solution data for the cylinder time-dependent equation with the above boundary conditions or with insulated outside bounainy due to lack of any such data. However comparisons are made to the results of
tomperature distribution for the cylinder obtained by solving the Equation N.2. numerically as is shown in Appendix 9 (p.244). The plane wall approximation for the nozzle of the present problem produces results in which the differences average at about $11.5 \%$.

## 5. THEORETICAL DETERMINATION OF THERMAL STRESSES

Elastic thermal stresses are calculated for all three cases by computational analysis using the temperatures obtained in the previous section. Maximum thermal stresses develop at times when $\Delta T_{m}$ is maximum. It has been shown that for case $A, \Delta T_{m}$ becomes maximum at time $\tau=9 \mathrm{~min} 30 \mathrm{secs}$, for Case $B$ at $\tau=10 \mathrm{~min}$ and for Case $C$ at $\tau=11$ min. Only maximum thermal stresses are determined for Cases $\lambda$ and $B$. For Case $C$ stresses are determined for time intervals of very two minutes up to 18 minutes. This makes possible the comparison between theoretical values of stresses and experimental results.

The analysis and solution of the stress problem is based on the method of finite elements. An account of the method is given in Appendix 4. The finite element method does provide a tool for solution of problem with complex geometries but it also has its limitations. The analysis of the present problem for example assumes a linear displacement field across each of the triangular elements into which the nozzle-vessel section is divided. This assumption tends to be true for small area triangles. The concept of imaginary forces at nodal points representing the distributed stresses actually acting on the element boundaries is also another assumption. This is acceptable to a certain extent when the stress field is more or less uniform. But in places where stresses change abruptly the
elements must be small to allow for the possible variation of stress field within the elements. The combination of triangular elements is called a MESH. Fine meshes are required at places where peak stresses are expected, or where the stress concentrations are high.

### 5.1 Computer Program STREN

The analysis given in Appendix 4 presents the mathematical procedure used for the determination of stresses. The equations are solved by computer program STREN which analyses the displacements in the structure due to thermal expansion. The programme calculates the direct stresses $\sigma_{x}, \sigma_{y}, \sigma_{z}$, where $\sigma_{x}$ and $\sigma_{y}$ are in the $x y$ plane of the section (Fig.5.1.4) and $\sigma_{z}$ is in a direction perpendicular to the plane. (See Fig.5.1.4 for stress notation)

The two principal stresses $\sigma_{1}$ and $\sigma_{2}$ in the $x-y$ plane are also determined as well as the shear stress $\tau_{x y}$. The angle of the principal stress $\sigma_{1}$ is determined in respect to the x axis. Stresses are calculated for every element and node of the mesh and they are printed in such a way that they can be read for each node and element.

The general analysis and the computational procedure consists of the following steps.
(i) Initially the physical data of the material are defined. The material used is Austenitic stainless steel of the EN58J type. The values of young's modulus $E$, the coefficient of thermal expansion $\alpha$ and Poisson's ratio $v$ are all temperature dependent. A relation is therefore established for each of the above quantities with respect to the temperature. Values are obtained from reference (R.5-1) and are plotted against temperature. In Fig.5.1.1 the modulus of elasticity is shown for the
temperature range $0^{\circ} \mathrm{C}\left(32^{\circ} \mathrm{F}\right)$ to $800^{\circ} \mathrm{C}\left(1472^{\circ} \mathrm{F}\right)$. In Fig.5.1.2 the coefficient of thermal expansion $\alpha$ is plotted against the temperature. The coefficient behaves linearly up to about $500^{\circ} \mathrm{C}$ $\left(932^{\circ} \mathrm{F}\right)$. Finally in Fig. 5.1.3 Poisson's ratio $v$ is shown for a temperature range of $400^{\circ} \mathrm{C}\left(720^{\circ} \mathrm{F}\right)$. The temperature of the nozzle-vessel section at the various time intervals is not the same everywhere. Most of the elements and nodes are at a temperature generally different to that of other elements or nodes. It would be extremely difficult, even with computational techniques, to use different values of the above quantities for each element and node according to their temperature. This would of course be theoretically an ideal situation but practically it involves an unnecessary amount of calculations which is not justified by the degree of accuracy obtained. Therefore the mean temperature of the section at each time interval concerned is that at which the quantities above are obtained.
(ii) The number of elements and nodes of the mesh is defined together with the $x$ and $y$ co-ordinates for every node. The initial displacements of each node in $x$ and $y$ directions are set to zero and the boundary conditions are defined as unrestrained. The temperatures of all elements are given for the particular time interval. The temperatures of the elements is the average three
value of theryemperatures of the three surrounding nodes, and are fed as data into the program.
(iii) The program calculates the areas of the elements and takes into account any forces present at the nodes. These forces are zero in the present problem since no external reactions are considered. The stiffness coefficients for the nodes are summed and the stiffness matrices for each element are subsequently formed. The displacement of each node is calculated due to
internal thermal forces set up by thermal expansion and by inversion of the main diagonal stiffness submatrix the flexibility submatrix at each node is formed.

A Gauss-Seidel iteration on the stiffness matrix for the entire section is performed and a test for convergence is used to check if a predetermined tolerance has been achieved. The stress components for each element are then calculated from the equations shown in Appendix 4. The stresses are also calculated for all nodes. Finally the direct stresses $\sigma_{X}, \sigma_{Y}$ and $\sigma_{z}$ are printed for each node and element together with the principal stresses $\sigma_{1}$ and $\sigma_{2}$ in the $x y$ (longitudinal) plane, the shear stress $\tau_{x y}$, and the angle $\theta$ (in degrees) that $\sigma_{1}$ forms with respect to the $x$-axis. The displacements $u$ and $v$ of each node in $x$ and $y$ directions are also determined.

### 5.2 Thermal Stress Results for Case A and B

The finite element mesh for case $A$ is shown in Fig.5.2.1. The mesh has 377 elements and 221 nodes and it is finer at the junction where stress concentration is high. The stress results for the mesh are obtained by program STREN1 which is given in Appendix 5. Stresses are obtained for the time interval $\tau=9 \mathrm{~min} 30$ secs during heating-up when their values are maximum. For each element and node three direct stresses $\sigma_{x}{ }^{\prime} \sigma_{y}$ and $\sigma_{z}$ are determined. The two principal stresses $\sigma_{1}$ and $\sigma_{2}$ are also determined and the maximum principal stress is selected and plotted for the outside boundary of the structure. In Fig.5.2.2 the three direct stresses are plotted for time $\tau=9 \mathrm{~min} 30 \mathrm{sec}$. Stress $\sigma_{L}$ is compressive for the vessel and its value increases as the junction is approached. At node 7 it attains its maximum value of $-21371 \mathrm{lb} / i n^{2}$ and then gradually decreases to $-2638 \mathrm{lb} / i \mathrm{n}^{2}$ at node 18. Then the $\sigma_{L}$ becomes tensile for the rest of the
junction reaching a peak value at node 23 of $+11.089 \mathrm{lb} / \mathrm{in}^{2}$. It then decreases along the outside of the nozzle but its value remains tensile for the nozzle. The transition from compression to tension for the $G_{L}$ stress occurs between nodes 17 and 18 in the junction region. The two peak values also occur at the junction, with the compressive maximum being on the vessel side of the junction (node 7) and the tensile highest value on the nozzle side of the junction (node 23). The exact values of the stresses for the nodes along the outside of the structure are given in Table 5.2.1

The physical explanation of thermal stress results and their interpretation for complicated sections like the one under investigation, are not always as straightforward as for instance the results obtained under internal pressure loads. This is because thermal loads affect the structure in more ways than one. For example expansion of one part of the structure sets up tensile stresses in the fibres of the metal. At the same time this same part is under compression by the rest of the structure surrounding it as its expansion is restricted by the cooler metal around it. Again, during cooling compressive forces are set up in the metal due to the drop in temperature but since contraction is restricted by the rest of the structure which is at a higher temperature tension is also applied on it. Therefore the net effect eventually will be determined by the magnitude of the different stresses, compressive and/or tensile, that are present as the result of the specified thermal loads.

It can be seen from Fig.5.2.2 that the other two direct stresses $\quad \sigma_{z}$ follow almost the same pattern as the stress $\sigma_{I}$. If has a compressive maximum at the junction node (7) and (8) respectively and a tensile maximum at junction
node (23). Their values are compressive for the vessel, increasing gradually as the junction is approached, then they decrease along the junction and they become tensile between nodes (17) and (18). Along the nozzle part of the section they are tensile and they decrease as we move away from the junction. It can also be seen that the value of the stress ${ }^{\sigma} I$ is higher throughout the structure than that of stress $\sigma_{z}$ This clearly indicates
that higher direct stresses are set up in the longitudinal plane of the section than in the transverse plane.

The compressive values of $\sigma_{L}, \sigma_{R}$ and $\sigma_{z}$ for the vessel from node (1) to node (17) are due to the expansion of the inner part of the vessel section which is at a higher temperature than the outer part, therefore setting up compressive forces on the outside boundary. These compressive stresses become higher as the junction is approached due to the discontinuity at node (7). For the vessel and part of the nozzle, up to node (17), the compressive stresses are higher than the tensile therefore producing an overall compressive result. Compressive forces for this part of the vessel and junction are also increased due to the effect of the expansion of the nozzle which as it expands compresses the vessel and the area around the junction.

The maximum principal stress for every node on the outside is plotted in Fig.5.2.3. The shear stress $\tau_{x y}$ is determined by the program but from the design point of view the maximum
 the principal stresses in the xy plane, is more important. The maximum value of $\tau_{\max }(12)$ depends of course on the magnitude of the principal stresses and also their signs. When $\sigma_{1}$ and $\sigma_{2}$
are of the same $\operatorname{sign}, \tau_{\max }{ }^{(12)}$ is equal to their difference and when $\sigma_{1}$ and $\sigma_{2}$ are of opposite signs $\tau_{\max }(12)$ is equal to their sum. Additionally the other two maximum principal shear stresses $\tau_{\max }(23)$ and $\tau_{\max }(31)$ are equal to $\frac{1}{2}\left|\sigma_{2}-\sigma_{3}\right|$ and $\frac{1}{2}\left|\sigma_{3}-\sigma_{1}\right|$ respectively. It is found (Fig.5.2.3) that $\tau_{\max }$ (12) (acting in the $x y$ plane) is considerably larger than the other two maximum shear stresses. From Fig.5.2.3 it can also be seen that the maximum principal stress graph is similar to the graphs of the three direct stresses but with considerably higher stress values. There is a maximum compressive stress at node (8) of the junction of $-23,665 \mathrm{Ib} / \mathrm{in}^{2}$ and a tensile maximum at node (23) of the junction of $+11.091 \mathrm{lb} / \mathrm{in}^{2}$. The maximum shear stress $\tau_{\text {max }}(12)$ graph also has a maximum value at node (8) of $10579 \mathrm{lb} / \mathrm{in}^{2}$ and at node (23) of $5104 \mathrm{lb} / \mathrm{in}^{2}$. It is clear that high stress concentrations at the junction points (7), (8) and (23) are present and it is at these regions where failure is possible. The smooth geometry of the junction decreases the magnitude of the peak stresses around that area, but maximum peak stresses still develop at the points where the vessel and nozzle join up with the junction (points (7)-(8), and (23)). This leads to the conclusion that the welding of nozzles on vessels has to be undertaken with great care to avoid sharp transitions from one point to another. Even if the overall transition appear to be smooth it is possible to have small discontinuities and corners within the weld which will unavoidably produce peak stresses at these areas. Nevertheless by providing a smooth overall junction high stress concentrations can be avoided and discontinuities within the junction region can be prevented from acting as nuclei for very high peak stresses which could lead to crack initiation. A method of machining down the
vessel wall and making the area of the junction part of the vessel is thought to be more effective in combating failure at the junction. The nozzle is then welded on further away from the junction. This method of construction places the weld away from the region where stresses are high and at the same time it renders the junction region stronger since the junction is now part of the vessel. This method is used in the experimental part of this project.

Stresses are equally important on the inside surface of the nozzle and vessel which is in contact with the fluid (Fig.5.2.1 nodes (206) to (75)). It is found that direct stresses $\sigma_{x}$, and. $\sigma_{z}$ are compressive with a maximum compressive value at nodes (156) for $\sigma_{x} \ldots$ and (157) for $\sigma_{z}$ (Fig.5.2.4). Again stress $\sigma_{x}$ is greater than $\sigma_{z}$ especially between nodes (192) to (126) but both : stresses have approximately the same values for nodes further along the nozzle. The thermal stresses for the inside surface are also given in Table 5.2.2.

The maximum principal stress graph for the inside surface is shown in Fig. 5.2.5 and it can be seen that a maximum compressive value is obtained at node (157). The maximum shear stress also attains its maximum value of $5173 \mathrm{lb} / \mathrm{in}^{2}$ at node (156). The stresses at this part of the vessel are partly the result of a bending moment produced by the relative expansion of the nozzle. As the expansion of the nozzle is restricted a bending moment is set up with a direct effect on the stresses developed on the vessel side.

The finite element mesh for Case $B$ is shown in Fig.5.2.6. The three direct stresses are again platted for the outside surface and are shown in Fig.5.2.7. Table 5.2.3 gives the
values of the computed stresses. Both $\%$ stress components are compressive for the vessel and they increase to a maximum at node (5) and then decrease gradually to become tensile at node (9). There is a tensile maximum for $\quad$ - the stresses at node (11). The maximum principal stress and the maximum shear stress are shown in Fig.5.2.8. The highest compressive value for the principal stress is again at node (5) and the highest tensile stress at node (11). For the shear stress a maximum of $15,245 \mathrm{lb} / \mathrm{in}^{2}$ occurs at node (5) and at node (11) a value of $1354 \mathrm{lb} / \mathrm{in}^{2}$ is obtained which is relatively higher than the rest of the values along the nozzle. These high values of the stresses at the points where the junction forms sharp corners with the vessel and nozzle shows how discontinuities of this kind affect stress concentrations.

Stresses developed in Case A are Generally higher than those in Case B. Comparison of the temperatures in the structure at time $\tau=9 \mathrm{~min} 30 \mathrm{sec}$ for Case $A$ and at time $\tau=10 \mathrm{~min}$ for Case B indicates that the temperatures are higher for Case A. This is because heat flows across both the vessel and nozzle inside surfaces thus producing a greater overall thermal load in Case A. Nevertheless it has been explained that the difference between the mean temperature of the nozzle and vessel is greater in Case B and therefore thermal differential stresses will generally be higher than in Case A. The net effect of the thermal expansion stresses and the thermal differential stresses eventually determines the magnitude of the resulting stresses.

The situation on the inside surface in Case B (Fig.5.2.9
and Table 5.2.4) is similar to that in Case A. The maximum principal stress is compressive at the vessel, junction and
nozzie and its value increases from $-1362 \mathrm{lb} / \mathrm{in}^{2}$ at node (149) to $-10,442 \mathrm{lb} / \mathrm{in}^{2}$ at node (102). It then decreases along the nozzle. The maximum shear stress develops a similar pattern with the highest value of $4924 \mathrm{lb} / \mathrm{in}^{2}$ at node (102).

Wherever the maximum shear stress develops peak values, a crack can be initiated or an existing crack can propagate under certain conditions of stress level. This could lead to failure of the structure when cyclic loading is applied, as for instance under continuous heating and cooling. The thermal fatigue problem is considered later on when crack propagation is also investigated.

### 5.3 Thermal Stress Results. Case C

The finite element mesh is shown in Fig.5.3.1. The mesh is geometrically identical to the experimental specimen. The theoretical results obtained are then compared to the experimental results. This is done in the next chapter. The stresses for Case $C$ are presented for the time intervals of $\tau=4,8$ and 11 minutes of the heating up period. At time 11 minutes the maximum thermal stresses are developed. Temperatures for each of the 549 elements and for each of the 340 nodes are taken from the temperature results obtained by program TRAN3 for each of the three time intervals. The temperatures are fed as data in the program STREN3 which calculates the stresses at the respective time intervals. Program STREN3 is similar to the previous two programs which are used for Cases A and B. The listing is given in Appendix 5.

The overall stress results obtained in this case indicate that the magnitude of the stresses is lower than that of case $A$ or B. This is partly due to a lower $\Delta T_{\mathrm{m}}$ between nozzle and
vessel and partly due to the smaller dimensions of the section which makes the thermal transients across the thickness of the vessel and nozzle considerably lower in magnitude. The stress $\sigma_{I}$ is shown in Fig.5.3.2 and Table 5.3.1 gives the exact values for the three time intervals. Stress $\sigma_{L}$ is plotted for the outside boundary of the section from node (1) to node (77). The stress is comparable for the vessel with a maximum at node (21). It becomes positive at the middle of the junction and remains positive along the nozzle with a maximum value at node (43) of the nozzle. Graphs are plotted for the three time intervals of the heating-up period. In Fig.5.3.3 and Fig.5.3.4 the other two direct stresses $\sigma_{R}^{*}$ and $\sigma_{z}$ are plotted respectively and their values are also given in Table 5.3.1. Generally the pattern of the graphs is similar. Both $\sigma_{R}$ and $\sigma_{z}$ have a maximum compressive value at node (21) for all the three time intervals, and a tensile maximum value at node (43) of the nozzle. Stresses reduce considerably near the ends of the nozzle and vessel. Again Figs.5.3.5 and 5.3 .6 show the maximum principal stress $\sigma_{\operatorname{maxp}}$ and the maximum shear stress $\tau_{\text {max }}(12)$. Their values are given in Table 5.3.2. A maximum compressive principal stress of $-8247 \mathrm{lb} / \mathrm{in}^{2}$ is recorded at time 11 minutes at node (21) compared to $-14897 \mathrm{lb} / \mathrm{in}^{2}$ for Case B and $-23665 \mathrm{lb} / \mathrm{in}^{2}$ in Case A . The shear stress $\tau_{\max }(12)$ has a maximum of $7872 \mathrm{lb} / \mathrm{in}^{2}$ at node (21) and time 11 min compared to $15245 \mathrm{lb} / \mathrm{in}^{2}$ for Case B and $10579 \mathrm{lb} / \mathrm{in}^{2}$ for Case $A$.

Stresses are calculated for every element and node within the section and the results are used to determine the stress field which is used in the fatigue section of this project.

* Values of $\sigma_{R}$ are at the centroids of the elements near the boundary.The values of $\sigma_{R}$ is zero at the boundary.


## 6. EXPERIMENTAL DETERMINATION of Thermal stresses

[^1]neglected. This assumption is quite realistic, as has already been explained, since when the diameter of the vessel is large curvature is small compared to nozzle wall curvature and it can be neglected over a small arc of the vessel wall. A stereogram of the specimen is shown in Fig.6.1.1 and a section of it through the longitudinal plane is shown in Fig.6.1.2 with the exact dimensions. The specimen is constructed of austenitic stainless steel of the EN58J type and its physical characteristics are obtained from the graphs plotted for Young's modulus E, thermal coefficient $\alpha$, thermal conductivity $k$, and Poisson's ratio $v$. The specimen was machined down from an original block of $4.5^{\prime \prime} \times 8^{\prime \prime} \times 8^{\prime \prime}$ to produce the result shown in Figs.6.1.1 and 6.1.2 where the junction is part of the vessel. The nozzle is then electrically welded on the vessel and the weld is well away from the junction where stress concentrations are high. This procedure is more expensive than welding the nozzle straight on to the vessel wall but it is generally considered stronger. The nozzle is made of the same steel EN58J and therefore has the same physical characteristics. In theory the weld is a region of discontinuity but if its dimensions are not large and if it is made of the same material as the specimen its effect can be neglected. This is not strictly correct since welding processes may change the properties of the material and thus produce discontinuities between the weld and the structure material which eventually influences the stress pattern. Nevertheless this aspect is not the object of the investigation. The specimen is shown in the picture of Fig.6.1.3.

### 6.2 The Design and Construction of the Rig

The general mode of operation of the rig consists of a number of alternative heating and cooling cycles. There are two objectives:
(a) To record the stresses on the outside of the specimen during heating and cooling.
(b) To subject the specimen to a continuous thermal cycling for fatigue investigations.

When measurements of thermal stresses are recorded, the specimen is heated for 20 minutes by means of a cartridge heater inserted into the nozzle as described below, and subsequently cooled by air for another 24 minutes (see figure below).


For the fatigue experiment the cycle consists of 12 minutes heating (enough for the maximum stresses to develop) by means of the cartridge and 6 minutes cooling by water (see figure in next page).


## CYCLE FOR FATIGUE EXPERIMENT

Details of the heating and cooling cycles are described in this section and Section 7.4.

In order to record the thermal stresses on the outside surface of the specimen, the specimen is heated by means of a cartridge heater inserted within the nozzle as shown in Fig.6.1.2. The diameter of the heater is ${ }^{5} / 8^{\prime \prime}$ and is mounted concentrically within the nozzle with a clearance of $0.187^{\prime \prime}$. The element consists of fine gauge resistance wire which is wound around a refractory former and then inserted in a stainless steel sheath. The total length of the heater is $12^{\prime \prime}$ with a cold length at one end of ${ }^{3} / 4^{\prime \prime}$ which allows the heater to be clamped in the horizontal position. The maximum sheath temperature is $700^{\circ} \mathrm{C}$ and the maximum watt density 100 watts/sq.in (or 960 watts total). The inside surface of the nozzle/vessel is maintained at $450^{\circ} \mathrm{F}$ $\left(233^{\circ} \mathrm{C}\right)$ by means of a thermocouple which is spot welded at one end of the nozzle as shown in Fig.6.1.2. An alternative way of positioning the thermocouple is to drill a hole through the nozzle or vessel and insert the thermocouple through the hole. This arrangement has basically two disadvantages: a hole would introduce stress concentration on the outside surface where the stress field is recorded and it would be difficult in determining the influence of this stress concentration on the overall stress field. Second the thermocouple lead would be subjected to a considerable temperature gradient as it passed through the nozzle or vessel and thus could affect the controlling temperature.

In welding the thermocouple on the inside surface of the nozzle care is taken to place the tip of the thermocouple within a small groove and cover it with a thin layer of high thermal resistance solder. This ensures that the thermocouple is recording the temperature of the surface without being affected by direct radiation from the cartridge heater. The voltage to the heater was reduced to 190 volts (maximum operating voltage 220 volts) by means of an adjustable transformer. This reduces the sheath temperature of the heater to $1112^{\circ} \mathrm{F}\left(600^{\circ} \mathrm{C}\right)$ since the maximum sheath temperature of $1292^{\circ} \mathrm{F}\left(700^{\circ} \mathrm{C}\right)$ can only be applied for clearance between $0.005^{\prime \prime}$ and $0.010^{\prime \prime}$. The reduction of the voltage, and consequently of the watt density and sheath temperature, prevents the heater from burning ou*. The cartridge heater is shown in Fig.6.2.1(a).

The heating-up and cooling-down processes of the specimens are controlled by a series of devices which are mounted on an instrument panel shown in the photograph of Fig.6.1.4. The instrument panel has dimensions $4^{\prime} 11^{\prime \prime} \times 2^{\prime} \times 1^{\prime \prime} 4^{\prime \prime}$ and is constructed of wood with metal legs. The sides are protected with expanding wire mesh. The following switches, fuse holders and instruments are mounted on the panel:

1. Main power switch (13A rating) and "orange" power indicating light.
2. Relay (AC $220 / 250$ volts, 10 A rating) with eleven contact points.
3. A cycle counter.
4. Electronic timer and timer switch (13A).
5. High temperature controller and switch (13A).
6. Low temperature controller and switch (13A).
7. Reset switch to isolate the high temperature controller from the lower temperature controller.
8. Cooling cycle switch (13A) and "green" cooling indicating light.
9. Heating cycle switch (13A) and "orange" indicating light. On the panel the following fuses are mounted:
(a) low temperature controller fuse (5A)
(b) timer fuse (5A)
(c) high temperature controller fuse (15A)
(d) water valve fuse (5A)
(e) compressed air valve fuse (5A).

The operational procedures for the heating and cooling process are as follows: initially the high temperature controller is set at the desired maximum temperature at which the inside surface of the nozzle/vessel is to be maintained. This is $450^{\circ} \mathrm{F}\left(233^{\circ} \mathrm{C}\right)$ for the present experiments. The temperature is sensed by the Nickel Chromium/Nickel Aluminium thermocouple which is thermally insulated and it is connected to the high temperature controller. The controller is a thermic solid state one with a temperature range $0^{\circ} \mathrm{C}$ to $450^{\circ} \mathrm{C}\left(842^{\circ} \mathrm{F}\right)$. It is provided with a temperature deviation meter calibrated in degrees centigrade. It is also fitted with an over or under temperature alarm output (Fig.6.2.1 (e)) which is adjustable within the range of $\pm 15^{\circ} \mathrm{C}$ from set point. The alarm circuit provides a changeover output contact rated at 5 A and 240 V AC. The high temperature controller is shown in Fig.6.2.1(e).

The cartridge heater is switched on through the high temperature controller and by means of the thermocouple the temperature of the inside surface of the nozzle/vessel is maintained at $450^{\circ} \mathrm{F}\left(233^{\circ} \mathrm{C}\right)$ for 20 minutes by means of the
timer (Fig.6.2.1(c)). The timer provides two time ranges of 1 to 120 seconds and 2 to 30 minutes by changing the range sliding knob from position $x 1$ to $x 20$. At the end of the specified time interval the timer, through the relay, switches off the high temperature controller and consequently the heating cartridge and at the same time it turns on the low temperature controller and the cooling system. The low temperature controller is similar to the high temperature controller. It has a range from $0^{\circ} \mathrm{C}$ to $150^{\circ} \mathrm{C}\left(302^{\circ} \mathrm{F}\right)$. The controller is used to control the cooling temperature of the specimen. This is done with the same thermocouple which senses the high temperature. The low temperature controller is connected to the high temperature controller by Nickel Chromium/Nickel Aluminium compensation leads. The connections are fitted with electronic cold junction compensation to reduce the thermoelectric effects in the thermocouple circuit. There are two cooling systems. Compressed air is used to cool the specimen when sirain gauge readings are taken and water, which is more effective, is used for the fatigue experiment. The compressed air is switched on at the end of the heating-up period by the timer. This is done by a two way spool valve which is connected to the relay. The water cooling circuit operates by means of a pressure operated solenoid valve shown in Fig.6.2.1(b). A series of pipes shown in the picture of Fig.6.1.3 cool the nozzle and block. The cooling temperature is set at $60^{\circ} \mathrm{F}\left(15.6^{\circ} \mathrm{C}\right)$ which is also the value used for the theoretical analysis. The complete electrical circuit diagram is shown in Fig.6.2.2.

### 6.3 Strain Gauge Measurements of Thermal Stresses

As the temperature on the outside of the nozzle reaches an average of $380^{\circ} \mathrm{F}\left(193.3^{\circ} \mathrm{C}\right)$, special high thermal resistance strain gauges are used to record changes in strain. The gauges used are the $45^{\circ}$ degree rosettes manufactured by the Tokyo Sokki Ltd. The dimensions of the rosette is $7.5 \times 7.5 \mathrm{~mm}$ with a gauge resistance of $120 \pm 0.5 \Omega$. The rosette is a polyamide backing foil and it has a special grid configuration with good performance, especially in sensitivity, and creep characteristics at high temperature. The gauges are specially constructed for temperature up to $572^{\circ} \mathrm{F}\left(300^{\circ} \mathrm{C}\right)$ and for locations of stress concentration. The maximum admissible current is 25 mA . and they have a fatigue lifie of $10^{6}$ for a strain level of $1500 \times 10^{-6}$. The strain gauge rosettes are bonded on the metal using a special adhesive made by the same manufacturer. The adhesive, NP-50, is a polyester with two components. The mixing ratio of . the components is $2 \sim 4$ in weight. The surface of the metal is first smoothed with emery cloth and subsequently cleaned with acetone. Adhesive is applied to the surface of the metal and the back of the rosette foil and the rosette is then placed on the metal. A very fine line is grooved along the longitudinal and transverse planes so that rosettes are bonded with gauge number 1 in line with the planes. The accurate positioning of the gauges is very important since even small angles will affect the results. In order to be able to bond the rosettes with accuracy the rosettes are placed on a piece of cellotape and subsequently placed on the metal and held in position for one hour. The maximum operating temperature for the adhesive is the same as the maximum temperature for the gauges of $572^{\circ} \mathrm{F}$ $\left(300^{\circ} \mathrm{C}\right)$. The adhesive does not.require any curing and has a
very good resistance to humidity. When the rosette is placed on the metal, care must be taken to avoid any bubbles trapped underneath the foil. Existing air bubbles are forced to escape by pressing the rosette onto the metal working gradually from the centre towards the edges taking care not to destroy the gauges. Bubbles can produce false readings since the gauge is not touching the surface of the metal, apart from the destructive effect of the bubble expansion on heating.

Fifteen rosettes are placed on the specimen (Figs.6.3.1(a) and (b)). Eleven of them are placed in the direction of the longitudinal plane. Of these eleven three are on the vessel, one on the junction and seven on the nozzle. The other four are positioned in the transverse plane of the vessel as shown in the figure. Due to symmetry it is expected that the gauges in the transverse plane will indicate the same amounts of strain as the corresponding ones in the longitudinal plane. Therefore no gauges are placed in the transverse plane along the nozzle. The centre of each rosette, that is the point where the centre line of each of its three gauges meet which is near the top right hand corner of the rectangular foil, is placed so that it corresponds to the following nodes of the finite element mesh of Fig.5.3.1.

| Rosette | Gauge | Node |
| :---: | :---: | :---: |
| 1 | $1,2,3$ | 75 (Nozzle) |
| 2 | $4,5,6$ | 67 (Nozzle) |
| 3 | $7,8,9$ | 59 (Nozzle) |
| 4 | $10,11,12$ | 51 (Nozzle) |
| 5 | $13,14,15$ | 43 (Nozzle) |
| 6 | $16,17,18$ | 35 (Nozzle) |
| 7 | $19,20,21$ | 27 (Nozzle) |
| 8 | $22,23,24$ | 23 (Junction) |
| 9 | $25,26,27$ | 19 (Vessel) |
| 10 | $28,29,30$ | 12 (Vessel) |
| 11 | $31,32,33$ | 5 (Vessel) |

For each of the forty five gauges a pair of connection terminals is used as junction point to connect the gauges to the instrumentation leads. This prevents the gauges being destroyed in the case of an accidental pull. An intermediate junction box is also used for the instrumentation leads before they are connected to the strain recorder. The intermediate box is held rigidly in position as shown in the photograph of Fig.6.1.3(b) to ensure that any pulling of the leads will not damage the gauges.

The strains are recorded using a multi-channel automatic strain recorder (Data-Log). The basic bridge-circuit is a direct current Whetstone bridge circuit with the electric potential drawn from a constant voltage electronic power pack. A digital voltmeter reads the out-of-balance voltage. Fifty bridges are provided in the recorder unit, each with its own
balancing unit, thus giving 50 available channels. A commutator unit selects the channels, either repeatedly or in turn, and the voltage reading is displaced each time on the digital voltmeter and printed on to paper tape through a fast printer for permanent record. The maximum selection speed of the unit is 10 channels per second. It is thus possible for a set of 50 readings to be recorded within 5 seconds from the moment of trigger. A slower speed of 4 channels per second was used throughout this series of experiments giving a time of 11.2 seconds for recording all 45 gauges.

The bridges in the recorder are separated from each other and each active gauge must be provided with a corresponding dummy gauge. However since thermal stresses are recorded and the gauges are temperature self compensating up to $356^{\circ} \mathrm{F}\left(180^{\circ} \mathrm{C}\right)$ the dummy gauges are replaced by 0.5 watts metal oxide resistors of the same resistance ( $120 \Omega$ ) as the active gauges. Attention is paid when selecting the resistors as an alternative to dummy gauges to ensure that their resistance does not change very much with temperature.

Voltage readings are taken every minute during the heatingup period for twenty minutes; this covers the necessary time for the maximum stresses to develop. Since transient heating is not a static but a dynamic process the time needed for the strain recorder to scan all 45 gauges has to be taken into account when comparison with theoretical results is made. It takes 11.2 seconds to record and print voltage changes for all 45 gauges at a scanning speed of 4 channels per second. Although the Data-Log maximum recording speed is 10 channels per second this cannot be used as the automatic printer can only record accurately at a maximum speed of 4 channels per second.

Therefore readings for every minute are actually recorded from approximately 6 seconds before the minute to 6 seconds after the minute. At the end of the twentieth minute the compressed air is switched on and cooling measurements are obtained again for every minute for 25 minutes of cooling.

A total of fourteen sets of readings are obtained under identical heating and cooling conditions. It is observed that a maximum of $+0.27 \%$ variation in voltage occurs between different sets of readings, which in turn produces a variation of direct and principal strains and stresses of $+0.27 \%$. The maximum variation occurs for strain gauges 1-21 along the nozzle where the temperature on the outside averages $380^{\circ} \mathrm{F}\left(193.3^{\circ} \mathrm{C}\right)$. At the beginning of the thirteenth test it was fourd that gauges 16, 18 and 19 were not working due to failure of the adhesive material. Careful examination indicated that the adhesive was cracked under the rosette foil and there was no proper contact between the gauges and the metal.

Special care is taken for the instrumentation leads to be kept away from the hot metal to prevent melting. The experimental results and comparisons with the theoretical analysis are presented and discussed in the next section.

### 6.4 Experimental Results and Comparisons with Theoretical Analysis

During heating-up measurements of stresses the strain gauges would under normal circumstances record changes in voltage due to strains set up in the structure plus a voltage change due to the expansion of each gauge. The apparent increase of the voltage due to the thermal expansion of the gauge is avoided by using temperature-compensating gauges. The gauge
exhibits a negative apparent strain due to heating (see Appendix 6) up to a certain temperature and therefore the indicated change in voltage is exclusively the result of the stresses occurring in the material. However the strain gauges used are temperature compensating only up to $180^{\circ} \mathrm{C}\left(356^{\circ} \mathrm{F}\right)$ and therefore any strains recorded at points where the temperature is higher than $180^{\circ} \mathrm{C}$ are apparent strains.

In the experiments conducted only the outside surface of the nozzle at the time interval of 12 minutes is at temperatures higher than $180^{\circ} \mathrm{C}$. Adjustments of the values of the voltage, and consequently strain and stresses, are performed for the strain gauges of the following rosettes at the temperatures indicated:

| Rosette | Gauges | Temperature <br> C | Apparent <br> Strain |
| :---: | :---: | :---: | :---: |
| 1 (Nozzle) | $1,2,3$ | 198.0 | $40 \times 10^{-6}$ |
| 2 (Nozzle) | $4,5,6$ | 197.9 | $33 \times 10^{-6}$ |
| 3 (Nozzle) | $7,8,9$ | 197.9 | $33 \times 10^{-6}$ |
| 4 (Nozzle) | $10,11,12$ | 197.8 | $28 \times 10^{-6}$ |
| 5 (Nozzle) | $13,14,15$ | 189.4 | $10 \times 10^{-6}$ |
| 6 (Nozzle) | $16,17,18$ | 188.4 | $7 \times 10^{-6}$ |
| 7 (Nozzle) | $19,20,21$ | 186.3 | $5 \times 10^{-6}$ |

The detail calculations are shown in Appendix 6. The value of the voltage indicated is reduced by the determined value of the observed strain which will give an adjusted value of strain, and therefore stress, free from the apparent strain due to the expansion of the gauge.

Measurements are obtained during the heating-up process for every one minute for all the fifteen rosettes (forty five gauges) up to twenty minutes. Cooling-down measurements are then recorded for another 24 minutes for every minute The Data-Log records changes in voltage which are printed on a tape by the printer and are identified by the number of the gauge. The observed values of the voltage are then converted into strain using the relationship

$$
\begin{equation*}
\varepsilon_{\text {indicated }}(i n / i n)=\frac{1}{250(F)} \times \frac{\Delta V}{V} \tag{6.4.1}
\end{equation*}
$$

where : $\mathrm{F}=$ the gauge factor

$$
\begin{aligned}
\Delta \mathrm{V}= & \text { voltage indicated in } \mathrm{mV}\left(10^{-3}\right. \text { volts) } \\
\mathrm{V}= & \text { voltage across the bridge in volts (this is set } \\
& \text { to } 6 \text { volts) }
\end{aligned}
$$

The calculated strain from the above relationship is directly expressed in in/in and therefore is dimensionless. When it is used in relationships to calculate stresses, the units of stresses obtained will thus be unaffected. The above relationship is derived by considering the bridge circuits of the Data-Log strain recorder ( $\mathrm{R}, \mathrm{A},-8$ ).

The voltage readings are converted into strain and then stress by using Equation 6.4.1 and computer program EXPER2. The mathematical analysis of the equations and the program details are given in Appendix 6.

Basically the program performs the following calculations for each time interval of one minute during heating-up and cooling-down processes.

1. Converts voltage readings into strain for each gauge by using Equation (6.4.1).
2. Determines the three direct strains for each of the three gauges of each rosette and subsequently calculates the three direct stresses.
3. It then calculates the principal strains for each rosette, the principal stresses and the angle of the principal. strain $\varepsilon_{I}$ with respect to the longitudinal plane.
4. It then prints all the strain and stress results in a comprehenisve form as shown in Table 6.4.1(a) and 6.4.1(b). The results obtained by the program are the indicated or observed results. The corrections for the apparent strains at time $=12$ minutes during heating up for the rosettes along the nozzle are made separately.

First experimental results of stresses are plotted for the time interval $\tau=12$ minutes when the stresses are maximum. These are presented in the following graphs and tables:

Fig.6.4.1 and Table 6.4.2. Stress $\sigma{ }_{L}$.
It is observed that for the vessel and junction gauges the observed values of stress are also real values. This is because the temperature at the corresponding positions of the rosettes is below $180^{\circ} \mathrm{C}$ and the gauges are self-compensating. Along the nozzle the observed values are higher due to the apparent strains for temperatures over $180^{\circ} \mathrm{C}$ as has already been explained. The difference between observed and real values of stresses increases along the nozzle as the apparent strain increases due to higher temperatures away from the junction.

The theoretical graph is shown by the continuous line. Generally there is.good agreement at the vessel and the part of the nozzle from nodes 35 to 75 with the experimental values higher than the theoretical by an average of $16 \%$. The possible factors which account for the difference between the experimental
results are analysed at the end of this section. In the figure there are two experimental values that deviate appreciably from theory, at gauges (22) and (19). Gauge (22) is on the junction and gauge (19) near the junction. Stress discontinuities at this region produce this high amount of difference in value between theory and experiment and it can be concluded that prediction or measurement of stresses at or near the junction is subject to a considerable degree of uncertainty. Nevertheless the average between theoretical and experimental results at that region can be considered as a realistic prediction. Fig.6.4.2 and Table 6.4.2. Stress ${ }^{\sigma}$

Generally the situation for the $\sigma_{z}$ stress is similar to the previous figure with the theoretical values again higher than the experimental. The observed values due to apparent strain are also higher along the nozzle vhere the temperature on the outside surface is higher than $180^{\circ} \mathrm{C}$. There are two positions along the nozzle (gauges 18 and 15) where the theoretical predictions are higher than the experimental.

## Fig.6.4.3 and Table 6.4.3. MAXIMUM PRINCIPAL STRESS $\sigma^{\sigma}$ maxp

The experimental readings for the maximum principal stress at time $\tau=12$ minutes during heating-up are calculated by program EXPER2 from the direct stresses at each rosette. The values presented are the real principal stresses after the corrections for apparent strains. There is again generally good agreement with theory. Experimental values are higher than theoretical at the vessel and junction but for most of the rosettes along the nozzle theoretical values are higher than experimental with the exception of rosettes (2) and (1).

## Fig.6.4.4 and Table 6.4.3. MAXIMUM SHEAR STRESS $\tau \max (12)$

Maximum shear stress values are calculated using the values of principal stresses obtained by program EXPER2 which analyses the experimental readings of the direct stresses. Experimental values are again in reasonable agreement with theory within $\pm 12 \%$ to $\pm 16 \%$, with maximum differences again near the junction. Figs.6.4.5, 6.4.6, 6.4.7. Table 6.4.4. STRESSES AT THE VESSEL

In the figures above the stress $\sigma_{y}$, the stress $\sigma_{z}$ and the maximum principal stress $\sigma_{\operatorname{maxp}}$ are plotted for the vessel for every two minutes during heating-up and cooling down. Both theoretical and experimental results are shown for node 12 on the vessel where strain gauge rosette number 10 is positioned. The strain gauge readings are the real ones since the temperature on the outside of the vessel is below $180^{\circ} \mathrm{C}$ and therefore there are no apparent strains for the gauges placed on the block. It can be observed that experimental readings are again higher than the theoretical values. Maximum experimental stresses occur at time $\tau=12$ minutes during the heating-up and after 10 minutes from the beginning of the cooling-down process. Theoretically the maximum stresses occur at time $\tau=11$ minutes and therefore there is a difference of one minute between theory and experiment. Variation of the actual value of $k$ from that listed (Ref.R.5-1) for this material could account for this. Heat loss at the outside surface of the vessel and nozzle can be higher than the theoretically estimated value and this also delays the development of the maximum stresses in the structure.

Experimental stresses developed during cooling-down are relatively higher than the equivalent stresses during heating-up. Since cooling-down is performed by blowing a compressed air stream of $55^{\circ}{ }^{\mathrm{F}}$ through the nozzle and around the specimen; no
theoretical predictions of stresses are made for the coolingdown process. In real situations, pressure vessels are usually cooled by natural convection which is a long process and therefore the stresses developed are generally lower than the ones set up during the heating phase.

Figs.6.4.8, 6.4.9, 6.4.10, Table 6.4.5. STRESSES AT THE NOZZLE
Stresses at node 43 (rosette number 5) on the nozzle are shown in the figures and values are recorded in Table 6.4.5. Tensile stresses for this particular point on the nozzle increase rapidly with time during the heating-up process to reach a maximum of $5541 \mathrm{lb} / \mathrm{in}^{2}$ for $\sigma_{x^{\prime}} 1890 \mathrm{lb} / \mathrm{in}^{2}$ for $\sigma_{z}$ and $5545 \mathrm{lb} / \mathrm{in}^{2}$ for $\sigma_{\operatorname{maxp}}$ after 12 minutes. These are strain gauge readings of voltage converted to stress and again they represent real values. At time 12 minutes the observed values have to be adjusted for the effect of apparent strain as the temperature at that time is over $180^{\circ} \mathrm{C}$. The observed values are indicated on the graphs. Theoretical values are lower than the experimentally recorded ones by an average of $17 \%$ and theoretically the maximum stresses develop one minute earlier at 11 minutes. Stresses during cooling-down are compressive for the nozzle reaching a maximum of $-6240 \mathrm{lb} / \mathrm{in}^{2}$ for $\sigma_{x^{\prime}}-2086 \mathrm{lb} / \mathrm{in}^{2}$ for $\sigma_{z}$ and $-6377 \mathrm{lb} / \mathrm{in}^{2}$ for $\sigma_{\operatorname{maxp}}$, after 10 minutes of cooling. Account of errors involved in the theoretical and experimental analysis

Assumptions made for the theoretical analysis and possible errors involved in the experiments both influence the final results. An attempt is made here to discuss all the possible factors which the author can identify as important, without implying that these errors are the only ones present.

1. Finite element analysis divides the structure into small parts and applies the theory of elastic analysis to each of them in order to find the collective result of the entire structure. In practice the structure consists of a much greater number of elementary particles which are also smaller than the theoretical triangular elements with a behaviour similar to that of the theoretical model but not identical.
2. Convergence of computational results is achieved to a very small tolerance but exact values would require a very large number of iterations which is impractical.
3. Coefficient of thermal expansion ( $\alpha$ ), modulus of elasticity (E), coefficient of thermal conduction (k), Poisson's ratio (v) are all temperature dependent parameters. In practice their values change continuously during the heatingup process at all points within the metal. Theoretically an average value of each parameter for the entire structure is used at the temperature of each specific time interval. This is considerably more accurate than using an average value for each parameter for the entire structure but for an average temperature for the heating-up process.
4. The temperature of the inside surface of the nozzle is recorded by the thermocouple which is set at $450^{\circ} \mathrm{F}$. In theory the above temperature is assumed to be acquired at time $\tau=0$ but in experiment there is a time lapse of about one minute until the temperature on the inside reaches the value of $450^{\circ} \mathrm{F}$. During this time a heat transfer rate is taking place which is not accounted for in theory.
5. Apparent strains indicated by the strain gauges are estimated as has been explained in an earlier section. Nevertheless
there are additional apparent strains due to temperature rise in the instrumentation leads. Every precaution is taken to keep the leads away from the hot metal but there is a certain amount of heat which is transferred to the leads through the gauges. If the gauges were not self temperature compensating and dummy gauges were used then the resistance changes in the leads will cancel each other. However with the self temperature compensated gauges only one pair of lead wires is required and if they are connected in one leg of the bridge variations in their resistance will be indicated affecting the results. The problem is solved by placing one lead in one bridge leg and the other lead in the adjacent leg as shown below.

SELF TEMPERATURE COMPENSATED GAUGE


Nevertheless there is still a small percentage of error involved due to small difference in length and temperatures of the leađs.
6. Gauge voltage readings and their recording for all 45 gauges requires a total of approximately 12 seconds but when comparison to the theoretical results is made it is assumed
that experimental readings are instantaneous. Therefore stresses for the first gauge recording (gauge No. 1 ) and the last gauge recording (gauge No.45) may vary to a maximum of $\# 2.8 \%$ from the assumed instantaneous reading at any particular time interval given in the graphs. The above percentage is estimated by determining stress changes between successive readings of one minute and subsequently allowing for the 12 seconds of recording time.
7. Finally changes in the resistance of resistors used for the half bridge circuit introduce small amounts of error. During the experimental measurements care is taken not to produce any currents of air near the specimen during the heating up process as heat losses from the outside surfaca of the specimen are assumed to take place only by natural convection.

## 7. BASIC CONSIDERATIONS OF THERMAL FATIGUE EXPERIENCED BY VESSEL AND NOZZLE

### 7.1 Thermal Fatigue and Fracture Mechanics

Thermal fatigue of vessels and nozzles is a direct result of the cyclic thermal stresses applied during heating-up and cooling-down of the pressure vessel. Safety of a plant is therefore often connected directly to the endurance of the pressure vessel and its components under continuous cyclic stress. Thermal cyclic stresses, unlike other stresses, imply the presence of a liquid or gas which apart from causing thermal stresses it often acts as a corrosive agent. Corrosion can accelerate the propagation of cracks with all the associate consequences.

The problem of thermal fatigue in brittle and ductile materials has been investigated extensively and research is being carried out to produce solutions for unsolved questions. In this section no account of such works is given since this is not the object of the present project. However reference to certain thermal fatigue investigations directly connected to pressure vessels is given below.

The problem of thermal fatigue in structures is now associated with fracture mechanics as it is by crack initiation and propagation that failure eventually occurs. Basically the study of fracture can be divided into two main categories.
(a) Linear elastic fracture mechanics.
(b) Elastic-plastic fracture mechanics.

Additionally fracture mechanics must deal separately with brittle and ductile materials. In the case of thermal fatigue of pressure vessels ductile materials are used and considerations of crack growth are associated with the fracture mechanics of ductile materials. However brittle fracture can also occur but only under the influence of high internal pressure or excessive external loads. Low-cycle fatigue is associated with very high temperatures, usually above $1200^{\circ} \mathrm{F}\left(650^{\circ} \mathrm{C}\right)$ where plastic flow at the tip of the crack is mainly responsible for propagation. A very comprehensive account of low-cycle fatigue is given by Manson (R.7-1). Some fatigue studies of pressure vessel and nozzles are given in references (R.7-2,7-3 and 7-4).

### 7.2 Mechanics of Fracture and Crack Propagation

A load operating on a structure produces normal and shear components of stress. Failure occurs when the sum of external and any internal stresses reaches a critical value. Elastic failure (yielding) occurs when the maximum shear stress or shear strain energy of distortion reaches a critical value. Since the shear stresses are related to the difference between the principal components of stress, a larger principal stress exists when yielding begins under triaxial tension or compression than under uniaxial tension or compression. Whenever a discontinuity exists in a structure stress concentrations will occur near it and local yielding can occur in the vicinity of this discontinuity. Regions away from the discontinuity will remain elastic. The structure is then in an elastic-plastic state of deformation.

The concentration of elastic stress near the discontinuity is expressed analytically in terms of an elastic stress
concentration factor

$$
\begin{equation*}
K=\frac{\sigma \text { local }}{\sigma \text { nominal }} \tag{7.2.1}
\end{equation*}
$$

which is the ratio of the local stress near the discontinuity to the nominal stress acting across the gross cross section. The elastic stress distribution depends on the shape of discontinuity. Around a discontinuity when a load is increased to a certain amount (which is usually expressed as a fraction of the load that would cause yield in the absence of the discontinuity) a plastic zone appears which will spread further as the load increases. The rest of the structure will behave elastically until the plastic deformation becomes large and the plastic zones spread over sufficiently large distances to cause a significant distortion.

Fracture is an inhomogeneous form of deformation which can be viewed on different levels. On an atomistic level it occurs by the breaking of atomic bonds, either perpendicular to a plane (cleavage) or across a plane (shear). On a microscopic level cleavage occurs by the formation and propagation of microcracks and the separation of grains along cleavage planes. Shear fracture (rupture) usually occurs by the formation of voids by intense shear. On a macroscopic level cleavage occurs when a cleavage crack spreads essentially pexpendicular to the axis of maximum tensile stress. Shear fracture occurs when a fibrous crack advances essentially perpendicular to the axis of maximum tensile stress (normal rupture) or along a plane of maximum shear stress (shear rupture). Fracture is said to be transgranular when microcrack propagation and void coalescence occur through the grains and intergranular when they occur along grain boundaries. More than one mode of crack propagation can
contribute to the fracture of a structure. In general, cleavage fracture is favoured by low temperatures.

In order to analyse the fracture process under various types of stress systems it is necessary to establish a coordinate system with respect to both the fracture plane, the direction of crack propagation and the applied stress system. At the present time there is no standard type of notation and symbols are explained in the text as they occur. The system is shown in Fig.7.2.1(a). The crack whose length $=a$, height $=2 h$, and tip radius $=\rho$ lies in the $x z$ plane of a plate of thickness $t$ and width $w$. The propagation of the crack is treated as a two-dimensional process since this introduces a relatively small error in computation and considerably simplifies the treatment of the problem. In practice a crack will also propagate in one plane as long as that plane is the one on which maximum principal stresses occur. The direction of the crack propagation is along the x axis and $\mathrm{x}=0$ at the centre of the crack. The leading edge of the crack is parallel to the $z$ axis. At the centre of the plate $z=0$ and equals $\pm t / 2$ at the outer surfaces of the plate; $(x, \theta)$ are the co-ordinates of a point in the $x y$ plane near the crack tip. Three distinct modes of separation at the crack tip can occur, as shown in Fig.7.2.1(b). Mode.1. The tensile component of stress is applied in the $y$ direction, normal to the faces of the crack, either under plane strain (thick plate, t large) or plane-stress (thin plate, t small) conditions.

Mode 2. The shear component of stress is applied normal to the leading edge of the crack either under plane-strain or planestress conditions.

Mode 3. The shear component of stress is applied parallel to the leading edge of the crack (antiplane strain).

### 7.2.1 Crack propagation

Over a wide range, the growth of fatigue cracks in both fully plastic and elastic-plastic situations is by a continuum controlled process. Direct observations at high applied strain levels indicates a mechanism which depends on the crack tip low field and results fractographically in striation formation. The growth of a fatigue crack from its nucleation to final unstable propagation involves amounts of crack extension per cycle which vary from the atomic to macroscopic scale.

In general fatigue failure consists of at least three distinct stages. These involve the initiation or production of a microcrack, steady crack growth at a measurable rate and catastrophic fracture in one cycle. In a simple polished specimen for instance the initiation time occupies most of the life to fracture. However in most welded structures crack-like defects will be present before the structure enters service or, failing this, high stress concentration regions will probably provide cracks, running into low stress regions, soon after service loading commences.

Griffith (R.7-5) and Irwin (R.7-6) were the first to investigate the crack propagation in materials. They consider the necessary conditions for the propagation of the elliptical, elastic crack and the stress concentration around an elastic crack. Irwin noticed that the local stresses near a flaw depend on the product of the nominal stress $\sigma$ and the square root of the flaw depth $2 c$ and that they are proportional to a term $K$ which is called the stress intensity factor and has dimensions [stress $\sqrt{\text { length }] . ~ F o r ~ a n ~ i n f i n i t e l y ~ s h a r p ~ e l a s t i c ~ c r a c k, ~ i n ~ a n ~}$
infinitely wide plate, the stress intensity factor K is defined
as

$$
\mathrm{K}=\sigma \sqrt{\pi c}
$$

and the local stresses near the crack can also be expressed in terms of the stress intensity factor.

Since the introduction of the stress intensity factor the approach to crack growth has been expressed in the form of the 1aw

$$
\begin{equation*}
\frac{\mathrm{da}}{\mathrm{dN}}=M(\Delta \mathrm{~K})^{\mathrm{n}} \tag{7.2.1.1}
\end{equation*}
$$

where $M$ and $n$ are material constants.
The exponent $n$ was originally taken ( $R$. 7-7) to be equal to four but in recent work (R.7-8) it has been shown to vary widely, although this could be due to the limited range of data used. Coffin (R.7-9) has shown that plastic strain range considerations could produce something much closer to a universal criterion. Propagation laws have been examined and presented in a paper by Paris and Erdogan (R.7-7) and a comprehensive work on fracture is given by Liebowitz (R.7-10). In equation above a is the amount of crack growth and $N$ the number of cycles. Therefore $\frac{d a}{d N}$ is the fatigue crack growth per cycle and $\Delta K$ is the stress intensity range.

There is a threshold level $\Delta T_{c}$ below which growth does not occur. For most materials the threshold range of stress intensity factor is determined experimentally for the various modes of failures described in Section 7.2. It is found that aggressive environments, especially corrosive agents, tend to decrease the stress intensity threshold range and hence encourage crack growth at lower values of the stress intensity factor K .

The range $\Delta K$ is in fact the alternating stress intensity, given by the difference between the maximum and minimum values for each cycle. Therefore $\Delta K=K_{\max }-K_{\min }$. This equation has
been found to represent the behaviour of a large number of materials (R.7-7), but it is now recognised that it is only valid for the intermediate range of growth rates $\left(10^{-5}-10^{-3} \mathrm{~mm} /\right.$ cycle $)$. The complete relationship between stress intensity and growth rate (R.7-11) is shown schematically in Fig.7.2.2, where it can be seen that Eqn.7.2.1.1 does not hold at very low values of $\Delta \mathrm{K}$, where $K$ approaches the threshold value $K_{C}$ (Region A), nor for very high. values which approach the material's fracture toughness $K_{I C}$ (region C). For the mid-range of growth rates (region B), values of the exponent ' $\underline{n}$ ' , i.e. the slope of this "crack growth-rate" curve, have been found to lie mainly in the range 2 to 4. These values are consistent with most analytical theories of fatigue (R.7-12 to R.7-14) which are modelled on a mechanism involving one growth increment per cycle. This pertains to the generally accepted metallurgical theories which involve the production of ductile striations, by alternate blunting and resharpening of the crack tip, and where growth is controlled by the local crack tip alternating plastic deformation. In such situations Eqn.(7.2.1.1) can be used with confidence to predict growth rates in service components and to provide the basis for designs against failure by fatigue.

However, there is recent evidence that, in medium and high strength steels, much higher values of the exponent $n$ (up to 10) can be obtained for a particular material or heat-treated condition (R.7-15 to R.7-17).

### 7.3 A Theoretical Investigation of Crack Growth for Case C

A theoretical analysis is made for Case $C$ in order to determine the stress intensity factor $K$ under the stress loads during heating-up of the structure. This is done for a region of high
stress concentration where crack propagation is most likely to occur under cyclic thermal loading. The boundary collocation method is used for the determination of K . The method is used as an alternative to the finite element analysis and it has the advantage of being able to calculate the stress intensity factor at any point including the tip of the crack.

No attempt is made to determine the constants $M$ and $n$ in Eqn.(7.2.1.1) since this requires experimental work directly concerned with the material used. However from the designer's point of view the determination of $K$ is very important in order to predict if an existing crack will propagate and, according to the magnitude of $K$, if this crack propagation will be such as to cause extensive dam-ge to the structure.

### 7.3.1 Regions of high stress concentration for Case C

Cracks already existing in the struccure will propagate under the condition that the value of the stress intensity factor $K$ is above the threshold value $K_{c}$. During heating-up the maximum value of the factor $K_{\text {max }}$, which will be attained when the maximum thermal stresses are reached, has to be determined in order to find out if it is sufficient to cause crack growth.

Initially it is necessary to determine the regions of the section where the maximum principal stresses develop. Cracks propagate under Mode I perpendicular to the lines of maximum principal stress, the rate of propagation being determined by K . Maximum principal stresses have been determined for Case $C$ by program STREN3 and in Fig.7.3.1.1 the lines of maximum principal stresses are plotted for the section of Case $C$.

It can be seen that the area surrounded by the square is a region of stress concentration. The area is defined by the square whose corners are the nodes $285,283,200,180$ of the mesh
of Fig.5.3.1 for Case C. It is assumed that a small crack, similar to the ones present in the material due to machining and welding, exists at node 284. The crack length is taken as $a=0.04 i n$ which is a typical magnitude of a crack produced due to fabrication of the structure. During heating-up the nozzle expands and bending at the junction will cause growth of the crack assuming of course that the stress intensity factor $K$ reaches the required value. In fact growth will occur for that period of heating-up during which the thermal stresses developed are large enough to produce a stress intensity factor $K$ greater than $K_{c}$. On the other hand during cooling-down existing cracks could propagate from nodes 21 or 25 towards the interior of the structure.

### 7.3.2 Determination of stress intensity factor $K$ by boundary collocation theory

If the state of stress in a two-dimensional solid is considered, it is found (R.7-18) that it is specified by three stress components $\sigma_{x}, \sigma_{y},{ }^{\tau} x y$ which satisfy the equilibrium equations

$$
\begin{align*}
& \frac{\partial \sigma x}{\partial x}+\frac{\partial \tau}{\partial y}+p x=0  \tag{7.3.2.1}\\
& \frac{\partial \tau}{\partial x}+\frac{\partial \sigma}{\partial x}+\frac{y}{\partial y}+p Y=0 \tag{7.3.2.2}
\end{align*}
$$

where $X$ and $Y$ are the components of the body force per unit mass. If $X$ and $Y$ are zero then the expressions

$$
\begin{equation*}
\sigma_{x}=\frac{\partial^{2} x}{\partial y^{2}}, \quad \tau_{x y}=-\frac{\partial^{2} x}{\partial x^{\partial} y}, \quad \sigma_{y} \frac{\partial^{2} x}{\partial x^{2}} \tag{7.3.2.3}
\end{equation*}
$$

satisfy the equilibrium equations for an arbitrary function $\chi$. If the body is elastic then the components of stress satisfy the compatibility relations of the form

$$
\frac{\partial^{2}}{\partial y^{2}}\left\{\sigma_{x}-v\left(\sigma_{x}+\sigma_{y}\right)\right\}+\frac{\partial^{2}}{\partial x^{2}}\left\{\sigma_{y}-v\left\{\sigma_{x}+\sigma_{y}\right\}=2 \frac{\partial^{2} \tau x y}{\partial x \partial y}\right.
$$

(7.3.2.4)

Substituting Eqn. (7.3.2.3) into Eqn. (7.3.2.4) it is seen that $X$ must satisfy the fourth-order linear partial differential equation

$$
\begin{equation*}
\frac{\partial^{2} x}{\partial x^{4}}+2 \frac{\partial^{4} x}{\partial x^{2} \partial y^{2}}+\frac{\partial^{2} x}{\partial y^{4}}=0 \tag{7.3.2.5}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\nabla^{4} x=0 \tag{7.3.2.6}
\end{equation*}
$$

which is the two-dimensional biharmonic equation and $X$ in the stress function.

In Fig.7.3.2.1 the area where the crack is introduced is shown. The method if analysis consists in finding a stress Iamction $X$ that satisfies the biharmonic equation $\nabla^{4} X=0$ and also the boundary conditions at a finite number of stations along the boundary $B C$ and $A D$. The biharmonic equation and the boundary conditions along the crack are satisfied by the Williams stress function (R.7-19), therefore

$$
\begin{align*}
X(I, \theta) & =\sum_{n=1,2}^{\infty}\left\{( - 1 ) ^ { n - 1 } d _ { 2 n - 1 } r ^ { n + ( \frac { 1 } { 2 } ) } \left[-\cos \left(n-\frac{3}{2}\right) \theta\right.\right. \\
& \left.+\frac{2 n-3}{2 n+1} \cos \left(n+\frac{1}{2}\right) \theta\right]+(-1)^{n} d_{2 n}^{r^{n+1}}[-\cos (n-1) \theta \\
& +\cos (n+1) \theta]\} \tag{7.3.2.7}
\end{align*}
$$

The remaining boundary conditions to be satisfied are as follows (Derivations in Appendix 7).

## Boundary $B C$ :

$$
\begin{aligned}
x= & -\frac{12 M}{v^{3}}\left(\frac{a^{3}}{6}+\frac{a^{2} y}{2}+\frac{a y^{2}}{2}+\frac{y^{3}}{6}\right)+\frac{6 M}{v^{2}}\left(\frac{y^{2}}{2}+a y+\frac{a^{2}}{2}\right) \\
& +\sigma_{x}\left(\frac{y^{2}}{2}+a y+\frac{a^{2}}{2}\right)
\end{aligned}
$$

where the first term is the moment effect and the second term is the stress effect. Mis the moment of the sum of the components of $\sigma_{x}$ along boundaries $B C$ and $A D$.

Also along BC

$$
\because \frac{\partial x}{\partial x}=0
$$

## Boundary CD:

$$
\begin{aligned}
X= & M / V, \frac{\partial X}{\partial X}=0 \quad \text { (Moment effect) } \\
X & =\frac{\sigma_{X} V^{2}}{2}, \frac{\partial X}{\partial y}=\sigma_{x} V \quad \text { (x-stress effect) }
\end{aligned}
$$

The total effect will then be

$$
\begin{aligned}
& x=\frac{M}{v}+\frac{\sigma_{x} v^{2}}{2} \\
& \frac{\partial x}{\partial X}=0
\end{aligned}
$$

Boundary $A B$ : The moment effect is

$$
\begin{aligned}
& x=0 \text { and } \frac{\partial x}{\partial y}=0, \text { and the stress effect is } \\
& x=0, \frac{\partial x}{\partial y}=0
\end{aligned}
$$

therefore the total effect will be:

$$
x=0, \frac{\partial x}{\partial y}=0
$$

From here the procedure consists of solving 2 m simultaneous algebraic equations corresponding to the value of the stress function $x$ and $\frac{\partial \chi}{\partial y}$ at $m$ selected boundary stations. In this way the values for the first 2 m coefficients in the Williams stress function are obtained, the remaining terms are neglected. Only the value of the first coefficient $d_{1}$ is needed for the present purpose because this is directly proportional to the stressintensity factor K . According to Irwin (R.7-20), the stress component $\sigma_{y}$ in the immediate vicinity of the crack tip (as $r$ approaches zero) is given by

$$
\sigma_{y}=\frac{\mathrm{K}}{\sqrt{2 \mathrm{n} r}} \cos \frac{\theta}{2}\left(1+\sin \frac{\theta}{2} \sin \frac{3 \theta}{2}\right)
$$

while in terms of the Williams stress function, as $r$ approaches zero

$$
\sigma_{y}=\frac{-\alpha_{1}}{\sqrt{r}} \cos \frac{\theta}{2}\left(1+\sin \frac{\theta}{2} \sin \frac{3 \theta}{2}\right)
$$

and similarly for the other stress components, hence

$$
\begin{equation*}
K=-\sqrt{2 \pi} \quad d_{1} \tag{7.3.2.8}
\end{equation*}
$$

Once the value of $d_{1}$ has been determined for values of $r$ near the tip of the crack (where $\theta=0$ ) the stress intensity factor at the tip of the crack can be calculated. Now Eqn.7.3.2.7 by neglecting coefficients of higher order than 1 we have

$$
x(x, \theta)=(-1)^{n-1} d_{2 n-1} r^{n+\left(\frac{1}{2}\right)}\left[-\cos \left(n-\frac{3}{2}\right)+\frac{2 n-3}{2 n+1} \cos \left(n+\frac{1}{2}\right) \theta\right]
$$

where

$$
\mathrm{n}=1
$$

hence

$$
x(r, \theta=0)=-d_{1} r^{3 / 2}\left(-\frac{4}{3}\right)
$$

and

$$
\begin{equation*}
x(r, \theta=0)=-\frac{4}{3} r^{3 / i} d_{1} \tag{7.3.2.9}
\end{equation*}
$$

In order to determine the stress function $X$ for the area $A$ of Fig.7.3.1.1 a finite element mesh is constructed shown in Fig.7.3.2.2. This enables the calculation of stresses at a much smaller scale than they were calculated before for Case $C$. Program STREN4 is used to solve this finer mesh. It does not use the temperature differences to calculate the thermal stresses but it sets as boundary conditions the stresses obtained by STREN 3 for Case $C$ around the boundaries of area A. Program STREN4 is listed in Appendix 7.

When the stresses are determined for the area, program FUNSTR is used to determine the stress function $X$ for a total of 2025 nodal points (a grid of 45 x 45 ). Program FUNSTR performs the following calculations:

Using finite difference analysis it determines the stress function $X$ which satisfies the biharmonic equation at the prescribed boundary points and at all interior mesh points. The grid is shown in Fig. 7.3.2.3.

The following steps are performed by the program:

1. Read constants and dimensions parameters such as: mesh points, crack length, cell width and height, boundary co-ordinates.
2. Read boundary stresses in $y$-direction. These are provided as data from the results of STREN4.
3. Calculate moment for $x$-stress component.
4. Using finite difference equation solve for interior mesh points. The finite difference approximation for the biharmonic equation $\nabla^{4} X=0$ is derivad from the cell shown in Fig.7.3.2.3 and is given below as:

$$
\begin{aligned}
\nabla^{4} x & \doteq 20 x_{j k}-8\left(x_{j, k+1}+x_{j, k-1}+x_{j+1, k}\right. \\
& \left.+x_{j-1, k}\right)+2\left(x_{j+1, k+1}+x_{j+1, k-1}\right. \\
& \left.+x_{j-1, k+1}+x_{j-1, k-1}\right)+\left(x_{j+2 k}+x_{j-2, k}\right. \\
& \left.+x_{j, k+2}+x_{j, k-2}\right)=0
\end{aligned}
$$

5. Perform convergence test until predetermined tolerance.
6. Print the stress function $X$ for all nodal points.

The listing and designations of program FUNSTR are given in Appendix 7.

Having determined $x$ the first matrix coefficient $d_{1}$ is calculated by subroutine DMATRX which is linked to program FUNSTR. The subroutine calculates $d_{1}$ using Eqn.(7.3.2.9). The matrix coefficient $d_{1}$ is a function of $X$ and the distance $r$ from the tip of the crack. The subroutine prints $d_{1}$ for each value of $X$ and $r$ at every nodal point. Intermediate points are obtained by
specifying the co-ordinates $x, y$ between two nodal points. The subroutine is also listed in Appendix 7.

Stress Intensity Factor $K$ Results
The theoretical values of K obtained by the analysis are those developed at time $\tau=11$ minutes when the maximum stresses are set up for Case C. In Table 7.3.2.1 the values of the first matrix coefficient $d_{1}$ and the equivalent values of $K$ are shown for distances $r$ away from the tip of the crack. The values are calculated by subroutine DMATRX using the values of the stress function $X$ along the $Y$ axis of the crack where $\theta=0$. It can be seen from the table that $K$ increases as the tip of the crack is approached. It attains its maximum value of 2112.3 at the tip of the crack. This is the maximum value which will be attained during heating-up at that particular point under the present conditions of thermal loading.

From reference R.7-21 the critical or threshold value of $K$ for austenitic steel estimated by experimental analysis is of the order of $5.5 \times 10^{3}$. This value is considerably higher than the maximum value of 2112.3 obtained above, and it can be safely assumed that an existing crack will not propagate under the applied thermal load. In practice corrosion of the metal by the fluid responsible for the thermal stresses may lower the critical value of $K$, but such an effect is not likely to alter the value more than $10 \%$. The critical value of $K$ mentioned above is valid under the condition that a crack already exists and is not less than 0.02in in length. If the crack length is very small (0.001-0.010in) the critical value of K will tend to be lower. However as the crack grows $K$ must be increased for further propagation and if this does not happen then the crack growth will be arrested permanently at a particular stress level. Therefore
in order to have a catastrophic crack growth the value of $k$ must be higher than the critical or threshold value at every stage of the growth until the length of the crack is such to cause fracture of the structure or the component. The theoretical analysis can estimate K at every stage of the growth by taking into account the various lengths of the crack and by determining the stress function $X$ from the existing stress field.

If a crack does not exist at all, the stress intensity factor must be very high in order to initiate one. This is not possible unless the loads applied on the structure are quite large and generally at least $50 \%$ of the tensile strength of the material, if cyclic loading is applied.

Summarizing, the theoretical analysis for the determination of the stress intensity factor K consists of the following steps:
(i) Detemine the stresses at the area where the crack is located.
(ii) Using the calculated stresses determine the stress function $\chi$ by solving the biharmonic equation $\nabla^{4} \chi=0$. Use the boundary collocation analysis to define boundary conditions.
(iii) The calculated values of $X$ are then used to determine the first matrix coefficient $d_{1}$ at the tip of the crack and at various distances $r$ from the tip of the crack.
(iv) The stress intensity factor $K$ is a function of the first matrix coefficient $d_{1}$ (Eqn.7.3.2.8) and therefore it can be calculated at any point including the tip of the crack using the values of $d_{1}$.
(v) The calculated value of $K$ at the tip of the crack can then be compared to the threshold value $K_{c}$ determined by experiments, and if $K>K_{c}$ then crack growth will take place.
(vi) By experimentally determining the values of $M$ and $n$ in the equation $\frac{d a}{d N}=M(\Delta K)^{n}$ for the material considered, the rate of crack growth per cycle can be assessed.

### 7.4 Experimental Thermal Cycling of Specimen

In order to check if any cracks would develop in the specimen under investigation by subjecting it to thermal cycling, the experimental rig is slightly modifi.ed. Heating is still achieved by means of the heater but for cooling water is used which flows over the nozzle and the block as shown in the photograph of Fig.6.1.3.

Rapid cooling by water ensures that reverse stresses will develop of approximately the same order like the ones developed during the heating up process.

The inside of the nozzle is kept at $450^{\circ} \mathrm{F}$ for twelve minutes, enough time for the maximum thermal stresses to develop. Cooling is subsequently switched on for approximately six minutes until the inside of the nozzle is cooled down to $65^{\circ} \mathrm{F}\left(18.3^{\circ} \mathrm{C}\right)$. Therefore the specimen is subjected to a thermal cycle of 18 minutes and an alternating maximum principal stress which ranges from $\pm 8247 \mathrm{lb} / \mathrm{in}^{2}$ at node (21) to $\pm 4583 \mathrm{lb} / \mathrm{in}^{2}$ at node (43). The thermal cycling of the specimen at maximum stresses continued for four months at 12 hours daily to produce a total of 4783 cycles. Then the water valve failed and therefore it was decided to examine the specimen for possible cracks without inducing further cycles. This was decided in the light of the theoretical analysis which has predicted that the thermal stresses and therefore the stress intensity factors were not high enough to initiate cracks or cause growth of possible existing ones.

The specimen was cut in half through the longitudinal plane as shown in the photographs of Fig.7.4.1. It was then polished and examined under the microscope for possible cracks. The area shown within the square in Fig.7.4.1 was given special attention since it is in this area of high stress concentration and high stress intensity factors where existing cracks would most probably propagate. The results were negative and no cracks of detectable length were revealed.

It is therefore concluded that under the above thermal loadings the specimen will not fail within its possible service life unless the thermal stresses increase appreciably.

## 8. CONCLUSIONS

### 8.1 General Conclusions

To conclude the present work the following questions are answered in this section:
(1) Are the numerical and computational methods produced and developed in the theoretical part of the work satisfactory and reliable for the determination of thermal stresses and fatigue aspects in pressure vessel nozzles? Can they be used for design purposes and can they be applied to other parts of the vessei?
(2) What is the nature and magnitude of thermal stresses which develop in the various cases of vessel nozzles examined and how do they compare?
(3) Are the experimental techniques for measuring thermal
strains (and consequently stresses) accurate enough, and how do theoretical predictions agree with experimental results?

The transient thermal distributions are determined for all three cases ( $A, B$ and $C$ ) by using the finite difference method to solve the heat convection and conduction equations at various time intervals during heating-up. The advantage of the method is that any heating conditions can be treated including transient convection at the boundary. The thermal programs developed can be used for other geometries by simply changing the input data. The method is reliable and converges fast. Truncation and roundoff errors are present. but are greatly reduced for small time
intervals and pre-determined tolerance. The heat transfer coefficient at the convective boundaries is a source of error since it is computed separately by using approximate relationships described in Section 4.1. Nevertheless this only affects the accuracy of the method indirectly and the values of heat transfer coefficients can be improved at any stage without disturbing the general structure of the program.

In Appendix 2 the finite element method is used to obtain thermal distributions with curvature taken into consideration. Its main advantage lies in the fact that the temperatures can be obtained at any time interval for every point within a square element. With the finite difference method the temperatures are
obtainable at the nodes. However the method is not as fast as the finite difference method and it converges much slower.

The thermal stresses are calculated by the developed elastic stress-strain programs using the finite element method, and the thermal results obtained by the temperature distribution programs. Again stresses can be determined at any time and at any point of the structure where the temperature is known. The programs can be used extensively for other parts of the vessel and stresses can therefore be assessed for design purposes.

It is found that in all three cases the thermal stress pattern during heating-up is generally similar for both the outside and inside boundaries and for direct as well as principal and shear stresses. The outside vessel wall is in compression with the nozzle in tension. On the inside the wall is in com-

- pression. Additionally the maximum shear stress $\tau_{\max }$ (12) develops in the $x y$ plane for all three cases.

In CASE $A$, where the heating takes place from both the inside boundary of the vessel and nozzle, the magnitude of the stresses is the highest, and this is due to higher temperatures in the structure. Stresses in CASE B are generally higher than in CASE C although the rate of heating is the same. This is because in CASE B the inside vessel wall and the outside of the structure are insulated and this contributes to higher temperatures for CASE B at the corresponding time intervals during heating-up. In CASE $C$ heat is transferred to the surroundings by natural convection. A considerable number of vessels are not insulated on the outside and this makes the analysis of CASE C useful with respect to the determination of thermal distributions when natural convection conditions prevail around the vessel.

In the experimental part of the project the temperature self compensating strain gauge is proved to be the most appropriate device to record strains under continuously changing temperature. The automatic strain recorder (Data-Log) is adequate for recording transient strains, but the printer's selection speed is limited and it takes 11.2 seconds to scan all 45 gauges. The experimental results are generally in good agreement with the theoretical model of CASE $C$ with the experimental values higher than the theoretical by an average of $16 \%$. The agreement indicates that both methods of finite difference and finite elements for the determination of temperatures and stresses can be used reliably for design assessments.

### 8.2 Conclusion to Chapter 7

The determination of the stress intensity factor $K$ along the crack axis by the boundary collocation analysis for a structure other than a plate of thickness $t$ poses a number of problems
directly associated with the loading at the boundaries. However it is thought that boundary collocation analysis can be used to determine $K$ in a region of a structure as long as the stress loading at the boundary can be determined.

To achieve this the stress field of the entire structure determined in CASE $C$ is used and region A (Fig.7.3.1.1) is isolated with the stress loading on the boundary uniformly distributed as shown in Fig.7.3.2.1. It is found that the value of $K$ at various distances from the tip of the crack can be obtained from the stress function $X$. The method is mathematically accurate and as long as the maximum principal stress $\sigma_{\operatorname{maxp}}$ is in one plane, and in this case the $x y$ plane, the values of $K$ are reliable and the crack will propagate, if $K>K_{c}$. perpendicular to the lines of maximum princioal stress. The value of K for CASF $C$ at the tip of the crack is found to be $2112.3 \mathrm{lb} \sqrt{\mathrm{in}^{-3}}$,
 by experiments for the same material. Although for this low value of $K$ no cracks are detected in the region $A$ of the specimen, it should be emphasised that more experimental work is required in order to establish fully that the theoretical model predictions coincide with experimental results. However it is believed that the theoretical analysis developed in Chapter 7 can be used reliably in conjunction with experiments to assist the designer of pressure vessels in his effort to improve his ability to predict fatigue crack initiation and propagation.

## 9. DISCUSSION OT NUPIFRICAL MwTEODS

### 9.1 Finite Difference and Finite Element Methods for the Determination of Temperatures and How They Compare

The solution of the time-dependent heat transfer equation for the heat flow within a solid body in two-dimensional unsteady-state conduction has been solved by both finite difference and the finite element method. An account of the relative merits and disadvantages of each method thrown upy this work will be given in this section. (a) Finite Difference Method

As is shown in Appendix 1, to solve the partial differential equation of heat flow the derivatives are replaced by finite difference approximations. The entire region of interest for the solution is divided into a mesh or grid over which the approximate solution is obtained. The solution at each point is equal to the average value of the quantity at the four adjacent points. In steady state problems the difference equations set up are solved by the iterative procedure over the entire grid until no point changes by more than the prescribed error; that is, the solution converges to the pre-determined accuracy. This accuracy depends on the problem and the available computing facilities. Now when time is one of the independent variables a sequence of solutions corresponding to each time increment must be obtained. The solution of the time dependent equation is an explicit solution, that is the expression used uses forward difference representation to give the future temperature $T_{i}$ at node $i$ in terms of the
current temperatures of its surrounding nodes. From the computational point of view the method is stable for small time increments $\Delta \boldsymbol{T}$ and very fast.

Now the space increments $\Delta x$ and $\Delta y$ must be small enough to give the required accuracy. Of course the size of $\Delta x, \Delta y$ depends on the overall dimensions of the body. Once the value of $\Delta x, \Delta y$ (and in this case $\Delta x=\Delta y$ ) has been established, two other quantities are automatically fixed as well. The first is the time increment $\Delta \tau$ which is now fixed and the second is the total number of nodal points. It is clear that the largar the value of $\Delta x$ and $\Delta \tau$ the more rapidly the solution will proceed. On the other hand, the smaller the value of these increments the more accuracy will be obtained. At first glance one might assume that small distance increments could be used for greater accuracy in combination with large time increments to speed the solution. This is not the case since the finite-difference equation (A 1.13, Appendix 1) limits the value of $\Delta \tau$ which may be used once $\Delta x$ is chosen. It can also be seen that when $\Delta x$ is increased $\Delta \tau$ is increased and when $\Delta x$ decreases $\Delta T$ also decreases. This dependency of $\Delta T$ on $\Delta x$ poses a computational problem. If for example the temperatures of a large structure were to be determined, the distance increment $\Delta x$ cannot be taken as very small, which will otherwise be desirable for accuracy, because it will result in a very large number of nodal points which may be outside the storage capacity of the available computer facilities. At the same time, a small $\Delta x$ means an equally small time increment $\Delta \tau$. A small time increment will unavoidably lead to a large number of time iterations to cover a fairly long heating-up process and therefore a considerable amount of computing time will be necessary. On the other hand if $\Delta x$ is chosen to be large in orizr to make $\Delta \tau$ large and thus speed the solution the accuracy of the results will be limited.

It is thercfore highly desirable under the above circumstances for the method of finite difference to converge rapidly. Rapid convergence saves computing time and it has been proved that finite difference method converges fast.
(b) Finite Element Method

In the Finite Element Method the temperature is approximated within the element by using shape functions which are defined piecewise element by element. Since the values of temperatures are known at time $\tau_{0}$, values at time $\tau_{1}=\tau_{0}+\Delta \tau$ can be obtained by summing around the nodes at this latter step and then solving the system of simultaneous linear algebraic equations that results. At each new step an identical procedure is used until a required time is reached. The accuracy of the results still depends on the size of the element but for the same $\Delta x, \Delta y$ coordinate spacing the finite element method is more accurate than the finite difference method. This is mainly due to the fact that the temperature is defined better by the shape functions for the isoparametric elements used. On the other hand the finite element method is not as easily programmed as the finite difference and it does not converge to the exact solution as fast as the finite difference. The finite element method has the advantage that the determination of temperature at any point $x, y$ within an element at time $\tau$ is obtained relatively more easily than for the finite difference method where the interpolation is time-consuming and not as accurate. The geometry of the domain under investigation often favours the use of the finite element method. For example in the case of the spherical vossel where the boundary shape is curved it is difficult to fit a finite difference grid to the boundary and therefore the finite element method is morc appropriate for this particular geometric configuration. The finite element method is also unconditionally stable for any time
: trep At although in certain cases where $\Delta \tau$ is very large some condition betwoen the space increment $\Delta x$ and the time increment $\Delta t$ must be imposed to obtain meaningful results.

Finally we can conclude in general that :
(1) The finite difference method is less accurate than the finite cloment method for large areas (greater than about 50,000 nodal points) and for relatively long times (greater thom about $10,000 \Delta \tau$ ) but it is more conomical and computationally faster. On the other hand the finitc element method is generally unconditionally stable for any time step $\Delta \tau$.
(2) For smaller areas and shorter times than those mentioned above the finite difference method should be preferred since the accuracy obtained is comparable to that of the finite element and at the same time it is faster. It must be emphasized that the area and time dimensjons given above are based on the available computing facilities and the figures mentioned are of the computer systems used for this work (namely the CDC 6400 and CDC 6600 computers). For other computer systems the storage capacity and the central peripheral time must be taken into account in order to assess the relative value of the iwo methods in relation to any particular problem.

### 9.2 Gomparisons of Finite Difference and Finite Element Methods for the Determination of Stresses

In this work the finite element method was insed to calculate the thermal stresses and the finite difference method was used to solve the biharmonic equation $\nabla^{4} x=0$ in order to determine the stress function $X$. An advantage of the finite difference method, as has already been mentioned in Section 9.1, is the ease with which it may be formulated and programmed for solution by a digital computer. This is mainly due to the usc of regular grids. In almost all finite difference methods the grid lines are parallel to the coordinate axes and thercfore the
mothod is best suited to solving problems where the rows of points can torminate with points on the boundary (see Fig.7.3.2.3, p.337 for the Einite difference solution of $\nabla^{4} x=0$ ).

Nevertheless, a disadvantage of finite difference method is a lack of geometric flexibility in fitting irregular boundary shapes and in concentration points in regions of the solution domain where the stresses for example change most rapidly (aithough it is possible to use irregular grids with varying distances between successive rows, this increases the complexity of the formulation).

The finite difference method is applied to the governing partial differential equations for the problem concerned while the finite clement is formulated directly from the physical arguments used to derive such equations and therefore by using shape functions to describe the displacements the finite element method becomes more accurate.

Generally it can be concluded that:
(a) The finite difference method can be formulated and programmed more easily than the finite element and is faster.
(b) The finite element method is more accurate and has greater geometric flexibility, especially at irregular boundaries and at regions where the stresses change most rapidly. Computationally it is more couplex and expensive than using finite differences.

## APPENDICES

## APPENDIX 1

## Transient Heat Conduction and Convection

### 1.1 Transient Heat Conduction Finite Difference Equations

inside the Walls
The difference equations derived below apply only within the walls where heat is transferred by conduction. The equations across the convection boundary between fluid and nozzle-vessel section are derived in 1.2 .

Consider the rozzle-vessel section divided into a twoAimensional net of space increments $\Delta x$ and $\Delta y, \Delta x$ being equal to $\Delta y$. The co-ordinates of the nodal points are represented by increments of $i$ and $j$.


## Finite differences are used to approximate differential

 increments in the temperature and space co-ordinates. The temperature gradients are written as follows:$$
\left.\frac{\partial T}{\partial x}\right|_{i+\frac{1}{2}, j} \approx \frac{T_{i+1, j}-T_{i, j}}{\Delta x}
$$

$$
\left.\frac{\partial T}{\partial x}\right|_{i-\frac{1}{2}, j} \approx \frac{T_{i, j}-T_{i-1, j}}{\Delta x}
$$

$$
\left.\frac{\partial T}{\partial y}\right|_{i, j+\frac{1}{2}} \approx \frac{T_{i, j+1}-T_{i, j}}{\Delta y}
$$

$$
\left.\frac{\partial T}{\partial y}\right|_{i, j-\frac{1}{2}} \approx \frac{T_{i, j}-T_{i, j-1}}{\Delta y}
$$

The second partial derivatives will be:

$$
\begin{align*}
\frac{\partial^{2} T^{4}}{\partial x^{2}}{ }_{i, j} & \sim \frac{\left.\left.\frac{\partial T}{\partial x}\right)_{i+\frac{1}{2}, j}-\frac{\partial T}{\partial x}\right)_{i-\frac{1}{2}, j}}{\Delta x} \\
& =\frac{T_{i+1, j}+T_{i-1, j}-2 T_{i, j}}{\Delta x^{2}} \tag{A1.1}
\end{align*}
$$

and,

$$
\begin{align*}
\frac{\partial^{2} T}{\partial y^{2}} & \approx \frac{\left.\left.\frac{\partial T}{\partial y}\right)_{i, j+\frac{1}{2}}-\frac{\partial T}{\partial y}\right)_{i, j-\frac{1}{2}}}{\Delta y^{2}} \\
& =\frac{T_{i, j+1}+T_{i, j-1}-2 T_{i, j}}{\Delta y^{2}} \tag{A1.2}
\end{align*}
$$

The differential equation of transient heat conduction is:

$$
\begin{equation*}
k\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}\right)=\rho c \frac{\partial T}{\partial \tau} \tag{A1.3}
\end{equation*}
$$

Substituting the gradients $\frac{\partial^{2} T}{\partial x^{2}}$ and $\frac{\partial T}{\partial y^{2}}$ in equation (A1.1) above the time derivative equations is approximated by

$$
\begin{equation*}
\frac{\partial T}{\partial \tau} \approx \frac{T_{i, j}^{n+1}-T_{i, j}^{n}}{\Delta \tau} \tag{A1.4}
\end{equation*}
$$

where $\underline{n}$ is the time increment. By combining the equations (A1.1), (A1.2), (A1.3) and (A1.4) the equation of the temperature $T$ at a
particular time is derived in terms of the temperatures at the surrounding nodes at the beginning of the time increment.

$$
\begin{align*}
& \frac{T_{i+1, j}^{n}+T_{i-1, j}^{n}-2 T_{i j}^{n}}{(\Delta x)^{2}}+\frac{T_{i, j+1}^{n}+T_{i, j-1}^{n}-2 T_{i, j}^{n}}{(\Delta y)^{2}} \\
& =\left[\frac{T_{i, j}^{n+1}-T_{i, j}}{\Delta \tau}\right]\left[\frac{1}{\alpha}\right] \tag{A1.5}
\end{align*}
$$

where $\alpha$ is the thermal diffusivity in $f t^{2} / h r$ and is equal to $\frac{k}{\rho c}$. Since the space increments are equal, that is $\Delta x=\Delta y$ the equation (A1.5) above becomes

$$
\begin{align*}
T_{i, j}^{n+1} & =\frac{\alpha^{\prime} \Delta \tau}{(\Delta x)^{2}}\left(T_{i, j}^{n}+T_{i-1, j}^{n}+T_{i, j+1}^{n}+T_{i, j-1}^{n}\right) \\
& +\left[1-\frac{4 \alpha^{\prime} \Delta \tau}{(\Delta x)^{2}}\right] T_{i, j}^{n} \tag{A1.6}
\end{align*}
$$

By choosing the distance and time increment such as

$$
\frac{(\Delta x)^{2}}{\alpha^{\prime} \cdot \Delta \tau}=4
$$

the last term of the equation disappears and the temperature of the node ( $i, j$ ) after a time increment is the arithmetic average of the four surrounding nodal temperatures at the beginning of the time increment.

Therefore,

$$
\begin{equation*}
T_{i, j}^{n+1}=\frac{1}{4}\left(T_{i, j}^{n}+T_{i-1, j}^{n}+T_{i, j+1}^{n}+T_{i, j-1}^{n}\right) \tag{A1.7}
\end{equation*}
$$

For the insulated boundaries, but not the junction, the energy balance gives the equation for the temperature $\mathrm{T}^{\mathrm{n}+1}$.


For the vertical nodal points

$$
\begin{equation*}
T_{i, j}^{n+1}=\frac{T_{i, j-1}^{n}}{2}+\frac{T_{i-1}^{n}+T_{i+1, j}^{n}}{4} \tag{A1.8}
\end{equation*}
$$

For the horizontal nodal points

$$
\begin{equation*}
T_{i, j}^{n+1}=\frac{T_{i-1, j}^{n}}{2}+\frac{T_{i, j-1}^{n}+T_{i, j+1}^{n}}{4} \tag{A1.9}
\end{equation*}
$$

The insulated boundary on the outside at the junction when the junction is curved the energy balance gives;


$$
\begin{equation*}
T_{i j}^{n+1}=\frac{T_{i, j-1}^{n}+T_{i-1, j}^{n}}{2} \tag{A1.10}
\end{equation*}
$$



The boundary of the inside walls of the vessel and nozzle is exposed to a convection boundary condition. The transient energy balance on the node ( $i, j$ ) is made by setting the sum of the energy conducted and converted into the node equal to the increase in the internal energy of the node. Therefore

$$
\begin{align*}
& k \Delta_{Y} \frac{T_{i, j+1}^{n}-T_{i, j}^{n}}{\Delta x}+k \frac{\Delta x}{2} \frac{T_{i+1, j}^{n}-T_{i, j}^{n}}{\Delta y} \\
& +k \frac{\Delta x}{2} \frac{T_{i-1, j}^{n}-T_{i, j}^{n}}{\Delta y}+h \Delta y\left(T_{f}-T_{i, j}^{n}\right)  \tag{A1.11}\\
& =\rho c \frac{\Delta x}{2} \Delta y \frac{T_{i, j}^{n+1}-T_{i, j}^{n}}{\Delta \tau}
\end{align*}
$$

For $\Delta x=\Delta y$ the above equation for $T_{i, j}^{n+1}$ becomes

$$
\begin{align*}
T_{i, j}^{n+1}= & \frac{\alpha^{\prime} \Delta \tau}{(\Delta x)^{2}}\left\{2 \frac{h \Delta x}{k} T_{f}+2 T_{i, j+1}^{n}+T_{i+1, j}^{n}\right. \\
& \left.+T_{i-1, j}^{n}+\left[\frac{(\Delta x)^{2}}{\alpha^{\prime} \cdot \Delta \tau}-2 \frac{h \Delta x}{k}-4\right] T_{i, j}^{n}\right\} \tag{A1.12}
\end{align*}
$$

No attempt to choose the value of $\frac{(\Delta a)^{2}}{\alpha^{\prime} \Delta \tau}$ to make the coefficient of $T_{j}^{n}$ or $T_{i, j}^{n}$ zero, since the heat transfer coefficient influences the choice and also the time interval has been defined appropriately to give the value of $\frac{(\Delta x)^{2}}{\alpha^{\prime} \Delta \tau}$ equal to 4 for the interior difference equations.

The equation for the nozzle inside convection boundary will be the same with the $i$ and $j$ subscripts interchanged and a different heat transfer coefficient. Thus,

$$
\begin{align*}
T_{i, j}^{n+1} & =\frac{\alpha^{\prime} \cdot \Delta \tau}{(\Delta x)^{2}}\left\{2 \frac{h \Delta x}{k} T_{f}+2 T_{i+1, j}^{n}+T_{i, j+1}^{n}\right. \\
& \left.+T_{i, j-1}^{n}+\left[\frac{(\Delta x)^{2}}{\alpha^{\prime}-\Delta \tau}-2 \frac{h \Delta x}{k}-4\right] T_{i j}^{n}\right\} \tag{A1.13}
\end{align*}
$$

### 1.3 Natural Convection to Air for Case C

In Case $C$ there is no insulation on the outside of the nozzle and vessel (see Fig.3.2.3) and therefore when the heat wave reaches the outside boundaries, heat is lost to the surrounding air by natural convection. Every precaution is taken during the experimental measurements of stresses not to create any air draughts near the specimen which will upset the condition of natural convection. During the transient period the heat lost to the gas is less than the heat input and the temperatures of the nodal points inside the wall will keep rising until steady state is reached. At steady state the heat input is equal to the heat lost to the gas plus the heat used to maintain the nodal temperatures of the structure at their steady state values. In order to determine the heat loss to the air the heat transfer coefficient $h$ is determined for the vessel, junction and nozzle parts of the outside wall at the end of each time interval.

The equation of heat transfer for the vessel and junction wall for laminar flow (R.4-4) is given by:

$$
\begin{equation*}
\frac{h L}{k_{a}}=0.13\left[\frac{L^{3} g \beta\left(T_{w}-T_{\infty}\right)}{v^{2}}(P r)\right] 0.33 \tag{A1.14}
\end{equation*}
$$

where, $L$ is the length of the vessel or junction wall, $T$ is the wall temperature at the end of each time interval, and $\mathbb{T}_{\infty}$ is the air temperature $\left(60^{\circ} \mathrm{F}\right)$. The temperature of the wall $\mathrm{T}_{\mathrm{W}}$ is taken as the mean of all the nodal temperatures along the wall at the end of each time interval and the heat transfer coefficient thus obtained is the mean for the particular section of the wall under consideration.

For the vessel outside wall the equation is

$$
\begin{equation*}
\frac{h L}{\mathbf{k}_{\mathbf{a}}}=0.54\left[\left(\frac{L^{3} g \beta\left(T_{W}-T_{\infty}\right)}{v^{2}}\right)(P r)\right] 0.25 \tag{A1.15}
\end{equation*}
$$

Again $T_{W}$ is the mean temperature along the wall and $h$ the mean coefficient for each particular time interval. Once the heat transfer coefficient $h$ has been determined for each section of the outside wall the heat lost to the air by convection is calculated by considering the heat balance equation at the wall. This has as follows (figure below).


At the time interval $n+1$ the heat conducted from point $i, j-1$ to point $i, j$ is equal to the heat used to raise the temperature of the wall at the point $i, j$ plus the heat lost to the gas by convection. This happens for every nodal point of the structure near the inside wall.

Now the heat conducted from point $i, j-1$ to point $i, j=$ $-k \frac{\Delta x}{\Delta y}\left(\quad T_{i, j}-T_{i, j-1}\right)$. The heat which is used to raise the temperature of the wall by $\Delta T=\rho_{S} C_{S} \Delta x \Delta y \Delta T$. The heat lost to the air $=h \Delta x\left(T_{i, j}-T_{\infty}\right)$. Therefore the equation of heat balance will be:

$$
-k \frac{\Delta x}{\Delta y}\left(T_{i, j}-T_{i, j-1}\right)=\rho_{s} C_{s} \Delta x \Delta y \Delta T+h \Delta x\left(T_{i, j}-T_{\infty}\right)
$$

or since $\Delta x=\Delta y$

$$
\begin{equation*}
-k\left(T_{i, j}-T_{i, j-1}\right)=p_{s} c_{s}(\Delta x)^{2} \Delta T+h \Delta x\left(T_{i, j}-T_{\infty}\right) \tag{A1.16}
\end{equation*}
$$

From this last equation $\Delta T$ can be calculated for the time interval n+1. Nevertheless in the computation of the temperatures at the nodal points on the outside wall an approximation has to be made. The temperature of each node on the outside wall $T_{i, j}$ at the time interval $n$ is taken as equal to the temperature of the previous node $T_{i, j-1}$ of the same time interval. This is an approximation which is necessary in order to establish some value for the wall temperature which will enable us to calculate $h$. The real value of the wall temperature at the new time interval n+1 will therefore be

$$
\begin{equation*}
T_{i, j}^{n+1}=T_{i, j}^{n}-\Delta T \tag{A1.17}
\end{equation*}
$$

This is done for all the nodal points on the outside wall. The new heat transfer coefficient is then calculated at $n+1$ time using the new wall temperature $T_{i, j}^{n+1}$. This new coefficient is used to obtain the wall temperature at time $n+2$ and so on. A truncation error exists here since the wall temperature at any time increment is calculated using the heat transfer coefficient which is obtained by using the wall temperature at the previous time increment. This error is unavoidable because in the unsteady state, when temperature changes continuously with time, the heat transfer coefficient is a function of the wall temperature and the wall temperature cannot be calculated if the heat transfer coefficient is not known. Nevertheless the error is very small for small time increments used in this analysis.

## APPENDIX 2

## Transient Thermal Analysis for Spherical Vessels

### 2.1 Introduction

It was explained in Chapter 4 that the analysis for the determination of thermal distributions and stresses applied in the case of cylindrical vessels may be equally applied for spherical vessels. This is when the diameter of the spherical vessel is large and the curvature can be neglected. In here a method of determining the thermal distributions for spherical vessel where the curvature is taken into account is developez. The two-dimensional transient heat conduction problem is solved by the finite element method.

The finite element method was first applied by Wilson and Nickell (R.A2-1). Their method for analysing the unsteady flow of heat was based on the variational principle of Gurtin (R.A2-2). Richardson and Shunn (R.A2-3) used the same variational principle and the finite element method to solve transient heat conduction problems involving non-linear boundary conditions. Emery and Carson (R.A2-4) and Visser (R.A2-5) used the variational formulations in their finite element method applied to transient heat conduction problems. Zienkiewicz (R.A2-6), Desai and Abel (R.A2-7) have also used the finite element method for determination of two-dimensional heat conduction problems.

### 2.2 Theoretical Formulation of the Finite Element Method

The two-dimensional heat conduction equation which describes the unsteady temperature distribution in a solid which is in a domain $P$ (Fig.A2.2.1) is given by the equation below:

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(k_{x} \frac{\partial T}{\partial x}\right)+\frac{\partial}{\partial y}\left(k_{y} \frac{\partial T}{\partial y}\right)+Q=\rho \rho \frac{\partial T}{\partial \tau} \tag{A2.2.1}
\end{equation*}
$$

The equation subject to the conditions on the boundary surface $S_{1}$

$$
\begin{gather*}
T=T_{S} \text { on } S_{1}  \tag{A2.2.2}\\
-k_{x} \frac{\partial T}{\partial x} \ell_{x}-k_{y} \frac{\partial T}{\partial y} \ell_{y}=q \text { on } S_{2} \tag{A2.2.3}
\end{gather*}
$$

$-k_{x} \frac{\partial T}{\partial x} \ell_{x}-k_{y} \frac{\partial T}{\partial y} \ell_{y}=h\left(T-T_{\alpha}\right)$ on $S_{3}$
The initial condition is
$T(x, y, o)=T_{0}(x, y)$
where $s \quad=s_{1}+s_{2}+s_{3}$

| $S_{1} \quad=$ | the part of the boundary on which $T$ is pre- |
| ---: | :--- |
|  | scribed |
| $S_{2} \quad=$ | the part of the boundary on which $q$ is pre- |
|  | scribed (the intensity of heat input) |
| $S_{3} \quad$ | the part of the boundary on which $h\left(T-T_{\alpha}\right)$ is |
|  | prescribed |

$T(x, y, \tau)=$ temperature in the solid
$\mathrm{k}_{\mathrm{X}} \& \mathrm{k}_{\mathrm{y}}$ : = thermal conductivities
$\mathrm{x}, \mathrm{y}=$ principal directions of the conductivity tensor
c $\quad=$ specific heat
p $\quad=$ density
$2 \quad=$ externally applied heat flux
$\mathrm{T}_{\mathrm{S}} \quad=$ boundary surface temperature
$T_{0} \quad=$ initial temperature

| $\ell_{\mathbf{x}_{\mathbf{y}}}$ | $=$ direction cosines of the outward normal |
| :--- | :--- |
| $\mathbf{e}_{\mathbf{Y}}$ | to the boundary surface |
| $\mathbf{h}$ | $=$ heat transfer coefficient |
| $\mathbf{T}_{\boldsymbol{\alpha}}$ | $=$ temperature of the surrounding |



FIG.A2.2.1 P domain governed by Equation (A2.2.1)

Fig.A2.2.2 shows the $P$ domain divided into finite elements in space and time.


FIG.A2.2.2

The temperature within each element is approximated by

$$
T(x, y, \tau)=\sum_{1}^{n n \bar{p}} N_{I}(x, y, \tau) T_{I}
$$

where,

$$
\begin{aligned}
\mathbf{N}_{\mathbf{I}} & =\text { the shape functions defined element by element } \\
\mathbf{I} & =\text { summation subscript } \\
\mathbf{T}_{\mathbf{I}} & =\text { nodal temperature representation of } T(x, y, \tau) \\
\mathrm{nnp}_{\mathbf{p}} & =\text { number of nodes in an element }
\end{aligned}
$$

Using the weighted residual process in which the weighting function is equal to the shape function defining the approximation within the elements, the heat conduction equation (A2.2.1) becomes,

$$
\begin{equation*}
\int_{p} N_{I}\left[\frac{\partial}{\partial x}\left(f_{x} \frac{\partial T}{\partial x}\right)+\frac{\partial}{\partial y}\left(k_{y} \frac{\partial T}{\partial y}\right)+Q-\rho_{C} \frac{\partial T}{\partial y}\right] d P=0 \tag{A2,2.6}
\end{equation*}
$$

where, $P$ is the finite element domain and $d P=d x d y d t$. Integrating by parts on the first and second terms in the equation above is simplified to

$$
\begin{align*}
& -\int\left[k_{x} \frac{\partial N_{I}}{\partial x} \frac{\partial T}{\partial x}+k_{Y} \frac{\partial N_{T}}{\partial y} \frac{\partial T}{\partial y}-N_{I} Q+N_{I} \rho c \frac{\partial T}{\partial \tau}\right] d p \\
& -\int_{S_{2}} N_{I} q d S_{2}-\int_{S_{2}} N_{I} h\left(T-T_{\alpha}\right) d S_{3}=0 \tag{A2.2.7}
\end{align*}
$$

where $S_{2}$ and $S_{3}$ are defined in Fig.A2.2.1.
Using the equation for the temperature approximation within each element the $I^{\text {th }}$ equation of the system that will allow the solution for the $n$ values of $T_{I}$ is

$$
\begin{align*}
& -\int_{\mathbf{p}}\left[k_{x} \frac{\partial N_{I}}{\partial x} \frac{\partial}{\partial x}\left(\sum_{1}^{n} N_{I} T_{I}\right)+k_{Y} \frac{\partial N_{I}}{\partial y} \frac{\partial}{\partial Y}\left(\begin{array}{l}
n \\
\sum \\
1
\end{array} N_{I} T_{I}\right)\right. \\
& \left.-N_{I} Q+N_{I} \rho c \frac{\partial}{\partial t}\left(\sum_{1}^{n} N_{I} T_{I}\right)\right] d x d y d  \tag{A2.2.8}\\
& -\iint_{S_{2}} N_{I} q d S_{2}-\int N_{I}\left(\sum_{1}^{n} N_{I} T_{I}-T_{\alpha}\right) S_{3}=0
\end{align*}
$$

Therofore the system consists of $n$ linear algebraic equations in n unknowns.

### 2.3 Rectangular Prism ( $x, y, \tau$ ). Element Shape Functions

The rectangular prism is used to represent the three dimensional element (Fig.A2.2.2). Co-ordinates $X, Y$ are space co-ordinates while $\tau$ is the time co-ordinate. In order to establish the shape functions for a rectangular prism, the rectangular 12345678 is first considered shown below.

Let the shape function $\phi$ be expressed in a polynomial form in $x$ and $y$. In order to ensure interelement continuity of $\phi$ along the top and bottom sides the variation must be linear. The eight nodal points are to be determined and thus:


$$
\phi=a_{1}+a_{2}+a_{3} y+a_{4} x y+a_{5} y^{2}+a_{6} x y^{2}+a_{7} y^{3}+a_{8} x y^{3}
$$

Substituting co-ordinates of the various nodes a set of simultaneous equations is written in a matrix form

$$
\left[\begin{array}{l}
\phi_{1} \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\phi_{8}
\end{array}\right]=\left[\begin{array}{c}
1, x_{1}, Y_{1}, X_{1} Y_{1} Y_{1}, x_{1} Y_{1}, Y_{1}, x_{1} Y_{1} \\
--\ldots-\ldots-\ldots-\ldots-\ldots-\ldots-\ldots
\end{array}\right]\left[\begin{array}{l}
\alpha_{1} \\
1 \\
1 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\alpha_{8}
\end{array}\right]
$$

(A2.3.1)
or

$$
\begin{equation*}
[\phi]^{\mathrm{e}}=[\mathrm{c}][\alpha] \tag{A2.3.2}
\end{equation*}
$$

Equation (A2.3.1) can then be written

$$
\begin{gather*}
\phi=[\mathrm{p}][\alpha]=[\mathrm{P}][\mathrm{c}]^{-1}[\phi]^{\mathrm{e}}  \tag{A2,3.3}\\
\text { where }[\mathrm{P}]=\left[1, \mathrm{x}, \mathrm{y}, \mathrm{xy}, \mathrm{y}^{2}, \mathrm{xy}^{2}, \mathrm{y}^{3}, \mathrm{xy}\right.
\end{gather*}
$$

Therefore the shape functions for the elements defined by

$$
\begin{equation*}
\phi \doteq[\mathrm{N}][\phi]^{\mathrm{e}}=\left[\mathrm{N}_{1} \mathrm{~N}_{2} \ldots \ldots \mathrm{~N}_{8}\right][\phi]^{\mathrm{e}} \tag{A2.3.5}
\end{equation*}
$$

and hence $[N]=[P][c]^{-1}$

It is more convenient to use normalised co-ordinates and these are so chosen that on the faces of the rectangle their values are $\pm 1$

$$
\begin{array}{ll}
\xi=\left(x-x_{c}\right) / a & , d \xi=d x / a  \tag{A2.3.7}\\
n=\left(y-y_{c}\right) / b & d \eta=d y / b
\end{array}
$$

where $a$ and $b$, the length of the sides of the rectangle. Once the shape functions are known in the normalised co-ordinates translation into actual co-ordinates can be carried out.

### 2.4 Three Dimensional Element. Rectangular Prism

. As it has already been explained the three dimensional rectangular prism is used for the element discretization of the structure. This is shown in the figure below (linear element with 8 nodes).


The shape function is thus given by

$$
\begin{equation*}
\mathbf{N}_{i}=\frac{1}{8}\left(1+\xi_{0}\right)\left(1+\eta_{0}\right)\left(1+\dot{\zeta}_{0}\right) \tag{A2.4.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \xi_{0}=x_{c} / a \\
& \eta_{0}=y_{c} / b \\
& \xi_{0}=z_{c} / c
\end{aligned}
$$

and $x_{c}, Y_{c}, Z_{c}$ the co-ordinates of the centroid and $a, b, c$ the dimensions of the element.

### 2.5 Numerical Solution of the Thermal Distribution

The section of nozzle-vessel is shown in Fig.A2.5.1(a). The solid is symmetrical about axis $x x^{\prime}$ and $y y^{\prime}$. In Fig.A2.5.1(b) the finite element grid is shown. This divides the structure into 426 elements. Since values of the element temperatures are known at $\tau_{0}$ values at $\tau_{1}=\tau_{0}+\Delta \tau$ can be obtained by summing around the nodes at this latter step, an identical procedure is used until a required time is reached.

The temperature approximation for each element using rectangular prisms as the elements and linear shape functions as it was explained in Section 2.4, is as follows.

$$
\begin{aligned}
& T(x, y, \tau)=\frac{1}{3}(1+\xi)(i+\eta)(1+\zeta) T_{i} \\
& +\frac{1}{g}(1-\xi)(1+\eta)(1+\xi) T_{j} \\
& +\frac{1}{8}(1-\xi)(1-\eta)(1+\xi) T_{k} \\
& +\frac{1}{8}(1+\xi)(1-\eta)(1+\zeta) T_{\ell} \\
& +\frac{1}{8}(1+\xi)(1+\eta)(1-\zeta) T_{m} \\
& +\frac{1}{8}(1-\xi)(1+\eta)(1-\zeta) T_{0} \\
& +\frac{1}{8}(1+\xi)(1-\eta)(1-\zeta) T_{p} \\
& =N_{i} T_{i}+N_{j} T_{j}+N_{k} T_{k}+N_{m} T_{m}+N_{n} T_{n}+N_{o} T_{o}+N_{p} T_{p} \\
& \text { where } \quad \xi=2\left(\mathrm{x}-\mathrm{x}_{\mathrm{c}}\right) /(\Delta \mathrm{x}) \\
& \eta=2\left(y-y_{c}\right) /(\Delta y) \\
& \zeta=2\left(\tau-\tau_{c}\right) /(\Delta \tau) \\
& x_{c}, y_{c}{ }^{\tau}{ }_{c}=\text { co-ordinates of the centroid of each element. } \\
& T_{i}, T_{j}, T_{k}, T_{\ell}, T_{m}, T_{n}, T_{o}, T_{p}=\text { values of temperatures at the } \\
& \text { appropriate nodal points. } \\
& N_{i}, N_{j}, N_{k}, N_{\ell}, N_{m}, N_{n}, N_{o}, N_{p}=\text { shape functions } \\
& x=x \text { co-ordinate spacing } \\
& y=y \text { co-ordinate spacing } \\
& i, j, k, \ell, m, n, o, p=\text { node numbers }
\end{aligned}
$$

### 2.6 Boundary Conditions

At time $\tau=0$ the structure is at room temperature of $60^{\circ} \mathrm{F}$. Boundaries BCDE and AG are insulated (Fig.A2.5.2), thus making the heat gradient zero.

Fluid enters at temperature $T_{f}=450^{\circ} \mathrm{F}$ and heat input q is provided along the boundary GF. Temperature of fluid is maintained steady at $450^{\circ} \mathrm{F}$ along GF. Small fluctuations will not affect the thermal distribution within the solid and the temperature of the inside surface of the nozzle is assumed to be at $450^{\circ} \mathrm{F}$.


FIGURE A 2.5.|(b) finite element uesh



FIGURE A2.5.3 fтиite membry mesh

### 2.7 Computer Program TEFEL

The program is determining the temperature distribution at prescribed time intervals. Element and nodal temperatures are recorded every 3.0 minutes. The time increments may be increased or decreased to any value.

The variable data and main parameters in program TEFEL are designated as follows:
is integer single
ia integer array
rs real single
ra real array
Dimensions of the sections are in feet.
TEL ra temperature of the element
TEN ra temperature of nodes
$\left.\begin{array}{ll}\text { NPI } & \text { ia } \\ \text { NPJ } & \text { ia } \\ \text { NPK } & \text { ia } \\ \text { NPM } & \text { ia }\end{array}\right\}$ index of node adjacent to element
$x$ ra $x$-co-ordinate of node
$y$ ra $y$-co-ordinate of node
TFL rs temperature of fluid
$T R$ rs temperature of structure at time $=0.0$
MAXIT is number of gaussian iterations
TIME rs time interval
TT rs time spacing
NEL ia number of elements

NNP ia number of nodes
$\left.\begin{array}{l}\text { L1 } \\ \text { L3 }\end{array}\right\}$ is working variables referring to elements

```
N1
XC rs X co-ordinate of the centroid of element
yC rs : Y co-ordinate of the centroid of element
X1 rs X co-ordinate of point within element
Y1 rs Y co-ordinate of point within element
XXX 
XX X-spacing (\Deltay)
YY rs Y-spacing (\DeltaY)
SNI
ITN rs iteration index
SUM rs iteration summation index
G rs Gaussian iteration variable
SFT rs time shape function
L8
NNI 
    The listing of the program is given in the next page.
```


OTXCNCMTOES.C.N
NAF $\left\{\begin{array}{l}i \\ D\end{array}, R=2, E=1, \ldots!1 N\right)$
MAD(P
BII:
PROGRAM TEFEL (INPUT, OUTPUT,TAPES=INPUT,TAPES=OUTPUT)


4SYNOL(51), GG(41),TELL(22,41)
C READ GGAPiING SYMEOLS AND BLANKS
708
REAS $(5,7)$ (SYMECI (J), J=1, 51$)$, BLANK
708
$\begin{array}{ll}00 & 232 \\ 00 & 3=1,22 \\ 0 & J=\frac{1}{3}, 41\end{array}$
C
232
DELENE CONSTANTS ANE PARAIETERS
$T F L=450$.
$\mathrm{Y}=50$.
$\times \mathrm{X}=0.5$
$Y Y=0.5$
MAXIT=50
TTME $=0.0$
$T T=3.0$
$N E L=451$
$N: M=515$
C $\quad \operatorname{READ} E L E M E N T S$
READ (5, 9 ) 'LE,NPI(LE),NPJ(LE), NPK(LE), NPM(L $\because$ ), $L=1, N E L)$
. 8 FORMAT (5IE)
C
REAG NODES.

PERFORH IITTIAL DISTRIEUTIOY OF TEMPEJATURE AT TIME=0. 0 MIN.
DEFINE GOUVП
ELE:TNTS EXTERIOR
$L \begin{aligned} & 1 \\ & 2 \\ & 2\end{aligned}=17$

COATINUE
ELEYENTS INTERICR

- L $3=1$

DO
TE $(L)=L ?: I E L$
3
CONTINUE
C
NODES $\Xi \mathrm{NT}_{2}$ RTOR
$N 1=54$
$N 2=93$
$004, N=N 1,: 12$
4
C

NOOES INT PIOR

$13=9{ }^{\circ}$
DO $5 N=N 3, \because N P$
COH(N)=1?
5
555
G0 T0 $3 \overline{3}$
CALL OIN (TTME)
HPITE (E, 32$)$


84 FORM: $83,1 H, N P J(L), N P K(L), 1 E M(L), T E L(L), L=L 8, L 3, L 9)$
 85 FORMAT (111: //////

5
2
$313 \times$,
$55 H H O$
4



D0 $883 \mathrm{~J}=1,41$
$T F=T E L(T, J) A E Q . ?)$ EO ro 839
()

C PLACE AFPOJDRIATE SYMBCL IN APPROPRIATE POJITICN

0
C
$\mathbf{C}$
$\mathbf{C}$


0
291 COHTIUUE
$8896 G(J)=3 L A: K$

0


C

0

0
$C$

0

0

C

0

0

0

0

### 2.8 Thermal Distribution Results

The thermal profiles are plotted for the section for every 3.0 minutes. Temperatures are in degrees ${ }^{\circ}{ }_{F}$. The method of finite element is flexible and the temperatures can be calculated at any point within the elements by defining the $x$ and $y$ coordinates. This is not possible with the finite difference method where values can only be obtained at the nodal points of the grid, unless an extrapolation procedure is performed which is not very accurate. On the other hand finite difference method is computationally faster and converges faster too.

Once the temperatures are determined at any point defined by $x-y$, the stress can be calculated by the methods described in Chapter 5.

In the next pages the temperature distributions are shown for specified time intervals of 3.0 minutes for the first 15 minutes and at various time intervals up to 100 minutes when the structure attains uniform temperature of $450^{\circ} \mathrm{F}$.


time $=0.050 \mathrm{hr} .(3 \mathrm{~min}$.

$$
T_{f}=450^{\circ} \mathrm{F}
$$






1








## APPENDIX 3

COMPUTER PROGRAMS: TRAN 1, TRAN 2, TRAN 3. SUBROUTINE PLOT

## 3.1 nata designations for Programs TRAN1, TRAN2, TRAN3 and <br> Subroutine PLOT

The data are designated as follows:

| INTEGER | SINGLE | is |
| :--- | :--- | :--- |
| INTEGER | ARRAY | ia |
| REAL | SINGLE | rs |
| REAL | ARRAY | ra |

The main parameters have the following names:

| MAXIT | is | number of iterations (for grid) |
| :---: | :---: | :---: |
| NMAX | is | number of iterations (for time) |
| W | rs | dimension of nozzle-shell |
| z | rs | dimension of nozzle-shell |
| V | rs | dimension of nozzle-shell |
| RA | rs | dimension of nozzle-shell |
| GRID | rs | size of grid increments |
| R | rs | generalised corner radius |
| COCON | rs | coefficient of thermal conductivity |
|  |  | of metal |
| HTRCOV | rs | heat transfer coefficient for vessel |
| HTRCON | rs | heat transfer coefficient for nozzle |
| TIN | rs | temperature of fluid ( ${ }^{\circ} \mathrm{F}$ ) |
| TIS | rs | initial temperature of structure ( ${ }^{\circ} \mathrm{F}$ ) |
| RO | rs | density of metal |
| U | ia | nodal temperatures |


| G | ia | symbol for subroutine PLOT |
| :---: | :---: | :---: |
| I1 | ia | generalised co-ordinate |
| I2 | ia | generalised co-ordinate |
| I3 | ia | generalised co-ordinate |
| J1 | ia | generalised co-ordinate. |
| J2 | ia | generalised co-ordinate |
| J3 | ia | generalised co-ordinate |
| DIFF | ra | difference of nodal temperature |
| SUM | ra | sum of differences of nodal temperatures |
|  |  | for iteration process |
| ITN | ra | number of iterations |
| OMEGA | rs | convergence constant |
| TIME | ra | time increments |
| PLOT | SUBROUTINE | this subroutine plots temperature |
|  |  | profiles |
| BLANK | ra | symbol designations for subroutine PLOT |
| L10 | ia | generalised co-ordinate for boundary |
|  |  | calculations |
| L15 | ia | generalised co-ordinate for boundary |
|  |  | calculations |
| N | ia | time increments for all nodal points |
| L18 | ia | generalised co-ordinate for boundary |
|  |  | calculations |

PRCGRAH TRANI(INPUT, OUTPUT:TAPES=INPUT,TAPES, OUTFUT)
 THC-CIN=NSTSAAL CNSTEACY-STATE CCNCUCTICA DIFFEPENTIAL EQUATION AND OY ADPLYING TH. AFPROPRIATE BOUNDARY CCNDITIONS. cormon U(72,10g),
1SYMECL(51),
1G(100),
1R,I1,I2,IT, J1, J2, J3, $Z, G R I D$
C READ GRAFHING SUMOLS AND DLANK

sones
$\operatorname{MAXIT}=50$
MAX
$\operatorname{MAX}=10$
$\mathrm{H}=4$.
$\mathrm{Z}=10$.
$v=7$ -
$\mathrm{S}=1=2$.
GRIO=0. 1
$\mathrm{R}=\mathrm{Ra} / \mathrm{GFID}$
EPS=3.
$\left.0 C O N=9.75 ノ!12 * 3 E 00_{2}\right)$
HTRCCV $=95+1 /(3 E 0.2,144$.
HTRCON $=9 \mathrm{~B} .1 /\left(3 \mathrm{COO}_{2}+144\right)$
$T I N=45$
$T I S=60$
$R 0=4 C 0$
$R 0=4 \subset 0.1(12 . * * 3)$
C
$I 1=V / G R T O$
$I 2=(S+R A) / G R I D$
I $3=5 / G 8 I D$

$J 3=$ K/GRID
AT INITIAL STATE THE TEMPERATJRE OF TYE MATERIAL IS DEFIMEO this nay lapoy
VESSEL PART CALCULATIONS--3OUNCAFY-- .

$\mathrm{I}=1$


C
C
9 SU" $=0.0$
$\mathrm{J}=1$
$0015-1$
$U(1,1)=U\left(3, \frac{1}{1}\right)$
$U(1,1)=U(I T-1,1)$
CIFF=HTRCOIEGRICNTIN (HTRCOJXGRIC+2. KOCCCN)
$\left.\frac{1}{1}+\operatorname{cocon}(2 ; 1)(I, j+1)+10\left(I+\frac{1}{2} ; J\right)+J(I-1, j)\right)$
1/(2. HTPC) GRIC*4. *CCCONS-U(I, J)
15 SUH:
IT (SUMALE(SPS*II)) GOTO 15
ITN二ITN+1
IF (ITN.GT. $111 \times$ IT) GO TO 16
C
NOT CONVERGEO-GO BACH FOR AMOTHER IT-RATION
GO TO

17 SUM＝0．0 $I=1$
118－J1－1

$$
\begin{aligned}
& C 016 \\
& U(1, j 1)=1,1,13 \\
& n+1
\end{aligned}
$$

OIFF＝HTRCJHERIRTIN／（HTRCON－GRIC＋2，＊；CCCN）
$1+\operatorname{COCONF}(2,-1)(I+1, J)+U(I, J-1)+!(I, J+1 j)$

18 SUM：SUM＋AjS（SIFF）
IF（SUM．LE．，©PS＊J1））GOTO 19
ITN $\operatorname{IF} T N+1$
GOMN．GT．：1AXIT）GC TO 19
19 CONTINUE

## VESSEL AND NCZZLE WALL CALGULATICNS

| $300$ | ITN=1 |
| :---: | :---: |
|  | $L 1=I 1-1$ |
|  | L1口＝J3－1 |
|  | D0 100 I＝？ L ， 1 |
|  | DO $100 \mathrm{~J}=$ ご， 13 |
|  | $U(I 1 ; J)=U(I 1-1, J)$ |
|  | $U(I, J 1)=U\{I, j 1-1)$ |
|  | DIFF $=1.8^{*}$（ ${ }^{(1)}(I-1, j)+U(I+1$ |
| 100 |  |
|  | CONTINUE |
|  |  |
|  | IF（ITN．GT，M1X）GO TC 131 |
|  | 016300 |

101. 

ON NUL

120 U（ITJU $=U$
130 CONTINUE

| $N=1$ |
| :---: |
| $W$ |

ITE（5，65 コN N
650 F FPM
600 CONITNUE

HRITE（E，303？）$(J, j=1,10)$
3000 FQRMAT $(2 x$, HPITE $6,3,12 x)$,
3200 FORMAT（íj）
3300 FORMET（ $(1,2,10(F 5(I ; J)\}\}=1, J 1)$
3400 FODHAT（1（／）！
$I=T-1$
IF（T．EC．O）ro TO 1500

| COLTC 600 |
| :--- |
| $C A L I$ |

1500 CONTIMUE
$D 01000 \quad N=1, N M A X$
$D 0112 \quad I=1, I 1$
$112 U(I, J)=T I H$
00113 J＝1： 11
$I=\frac{1}{r}$
$112 \cup(Y, J)=T$ IA
ITN＝1
$S U N=0$

$U(I 1, J)=U(T\{-1, j)$

200
ITA＝TTN＝
IF（ITN．GT，YAX）GOTC 201
201 CONTINUE
$\begin{array}{lll}00 & 250 & J=J T \\ 00 & 250 & I=I=: L 18\end{array}$
C CHECK FOR COMPLETION 920 IFCTHE.DJ SOO YO 80 a RETUSN END

```
3.3 JOQ \(\mathcal{O M E M H 1 8 , J 1 0 , T 3 0 0 , 0 1 4 0 2 0 0 , L C 3 0 7 2 ) ~}\)

OISCACMIDES.C.N
MAB (FART)
NNF:T: \(R=2, E=1, D=5000)\)
FROGRAM TRAN2 (INFUT, OUTPUT,TAPES=INPUT,TAPES=OUTPUT)

\title{
PPNGRAM TRAN2 DETGRYINS TH TRANSI NT THEPMAL DISTRIAUT
FOR THE NOGL
}

EQUATION AIIJ BY APPLYINS THE APPROPRLGTE zOUNDARY CONDTTIONS.
common u(7),100),
\(15 y N_{i} 01(51)\).
1R, If, I2, I3, J., J2, J3, Z, GRID
C READGRAPHING SUNOLS AND GLANK
EOPMAT(52A., (SMMDOL \(J\) ), J=1,51), BLAN6

MAXIT=50
NAX \(=7=\)
MAX \(=10\)
\(\operatorname{MAX}\)
\(S=1\)
\(\mathrm{Z}=10\) 。
\(\mathrm{H}=7\)
GRID=0.1
\(R A=1.5\)
R=RA/GRID
CIG:MA=10.75 (12.*3600.)
HTRCON=925.1/(360...+144.)
TIN \(=450\).
TIS \(=60\).
RO=490./(12.**3)

I1=V/GRID
I2 \(=(S A R A) / G R I D\)
\(13=S / G R I D\)
\(J 1=2 / G O I D\)
\(J 2=(W+0 A J / G D I D\)
J3=H/GRID
ATHIS MAYAL STATE THE TEMPERTURE OF THE MATERIAL IS DEFIAEJ VESSEL PART CALCULATICNS--3OUYDARY--
\(J=1\)

\(\mathrm{I}=1\)
12
C
\(9900 \quad 99^{I=2, I 1} 1=31\)
\(99 \mathrm{U}(\mathrm{I}, \mathrm{J})=\mathrm{TIS}\)
SET ITERATION COUNTER TO 1
nozzle part cálculations-boundafy-
17 SUN: 0 .
\(\mathrm{I}=1\)

\(u(1,9,1)=.U(1, J 1-1)\)
\(U(1,1)=U(1, ?)\)

\(1+\operatorname{COCON}^{x}(2, \operatorname{di}(I+1 ; J)+U(I ; J-1)+U(I ; J+1))\)

U(T,J) \(=\) U (I, 1\()+\) DIFF
ITA=IMN+1
IF (ITN. GT. AAXIT) GO TO 19.

THIS IS TI!IE ITERATION 300
\(\mathrm{L}=\mathrm{I}=1-1\)
L10=」3-1

\(U(I 1: J)=U(I--1 ; J)\)
\(U(I, J 1)=U(I, J 1-1)\)
\(U(I ; 1)=U(T ; 2)\)
UIFF=1:8
\(U\left(I_{2}, J\right)=U(I, J)+5 I F F\)
CONTINU=
IF (ITN.GT.:ANX) GO TO 101
101
CONTINUE

\section*{120
130}
\(\begin{array}{lll}00 & 120 & J=J ?, L 18 \\ 00 & 120 & I=1 ? 2\end{array}\)
(I,J)=U(JZ,I2)
COHTINUE
CALL PLOT (1)
WRITE 6.650 N
650
\(\mathrm{I}=\mathrm{I}\}\)
600 CONTINUE
HRITE 6,2999\()\) I
2999 FORMAT \((2 X, T=* 2 /)\)

3200 FODMAT \(11(\%)\)

WPITE ( \(6,3+30)\)
3400

1500

\(113 \cup(T, J)=T I: I\)
\(310 \begin{aligned} & \text { T THM } \\ & \text { SHO } \\ & \text { DH }\end{aligned}\)

\(U(I, J j)=U\left(V^{2}, J\right.\)
\(U(I, I)=U(I, 2)\)
\(U I F F=1,8(I)(I-1, J)+U(I+1, J)+U(I, J+1)+U(I, J-1)) / 4,-U(I, J))\)
\(U(I, J)=U(I, J)+D I F F\)
200
ITN=TTN+
IF (ITN.GT.inX) GO TO 201
201
\(250 . \cup(T: J)=U\left(T \frac{T}{2}, j \frac{1}{2}\right)\)


550
CONTINUE
1999 FORAA \((2,1 \exists y 9)\) I 124\()\)
WRJY: (6, 2Jjワ) (J, J=1, 10)
2000 FOPMAT(2X,
2200 FOPMAT(17)

WRITE(6,2429)
```

IF (I.LT.I2.AND.I.GT.IJ) GO ro 670

```

    \(670 \mathrm{C}=65\). 500 FLOAT (I)
        \(\mathrm{JJ}=\mathrm{INT}\) (C)
        GO TO 503
    145 CONTINUE
    14E CALL PLCTGW
    1000 COMTINUE
        Srop
        END
SUB
CUM
        COM1ON U(72
\(1 S Y M B O L(51) ?\)
\(1 G(100)\),
        \(1 G(100)\)
COMMCN ELAMK
COM,
    FRCN HERE THE TEMFERATURES ARE PLOTTEJ

    C FVM THPOUGH COMPLETE ROW
            502. CONTHUNE
    908
    506
    C
        809
            MOVETO A THEW PAGE
        845 FORNST (1F1)
        \({ }_{60}\) IF (N.GE-65) 60 TO 852
        852 TIMEEFLOT N 160.
            IF (T:LT.I2.AND.I.GT.I3) GO TO 308
        CCNTMUECAT(I)
        Contrive



        901



        807
        co
        C
            C
            905
910

        WRITE ENTREE LINE

        POVETO TO NEXTVOW
                            \(\mathrm{I}=\mathrm{I}-1\)
    C. C
        920
                            CHEOK FOR - GHPLETON
0
            CONTINU
RETURN

            RET
O
C

PROGEAM TFAN3 (INPUT, CUTPUT, TAPE5=INPUT,TAPE6=OUTPUT)
EIN.


\title{
OATA DESIGNATIONS--DIMENSIONS--
}

DIMENSIONS OF THE STR UCTUDE IH INCHES.
TEAPERATURS IN DEGREES FAHREINEIT
TIN=450.
TIS \(=60\).
\(S=0.5\)
\(Z=10.0\)
\(V=2.5\)
\(W=3\)
GRID \(=0.1\)
FA \(A=? \cdot 5\)
\(R B=3.5\)
\(R=R A / G R I D\)
\(T I=5\) 。
AHIMUT \(=60\).
TIME
.

PROPERTIES OF STEEL-ERITISH UHITS--
THERMAL CONIUCTIVITY IN BTU/FT-HR-F
CONDS=35.R STEEL IN LEJCUSIC FEET
QENSITY OF STEEL IN LEJCUSIC FEET
OENSTA
SFEIFTC HEN OF STEEL IN BTU/LG-F
CHESTACTERISTIC LENGTHS IN FEET
XCHAR1 \(=2.5142\).
\(\times C H M 2=7,712\).
XCHARJ=6. \(5: 122\)

PROPERTIES OF AIR AT 60 OEGREES F-BRITISH UNITS-
THENMAL COINUCTIVITY OF AIR IN BTU/FT-HR-F
GASK二j.C146
SPFCIFICHKA OF AIR IN ETU/LB*F
SPHEAT=J. \(\mathrm{CL} L\) K
DYIAAIC VIOOSITY OF AIP. IH LB/FT-HR
DYNVIS =0.i.427
KINE YATIC VTSCOSITY OF AIR IN FEET SQUARE/HR
VISCK= \(V\) SULGE COEFICIENT OF EXPANSION CF AIP PER/DEG.F
\(\mathrm{E}=0.70154\)

DATA RELATEN TO GONDITIONS-ERITISH UNITS-
ACCELARATIOM DUE TO GRAVITY IH FEET/HR. SQUARE
\(A C C E=4 \cdot 17 E 110 \cdot E+03 i\)
TEMPGRATURE OF AIR -DEGEEES F~-
TGAS=60.
UNIT DIME:!SI OiA OF ELEMENT-FEZT-
F.CY \(=1.0\)
II \(=V / G R I D\)
\(I 2=(S+R U / / G P . I D\)
\(I J=S / G R I O\)
\(J 1=? / G R I D\)
\(J 2=(N+E A) / E P . I D\)
\(J 3=W / G R I D\)

VESSEL PART CALCULATIOHS--?OUMDARY--

\({ }_{50}=1\)
\(12 \mathrm{U}(\mathrm{I}, \mathrm{J})=\mathrm{TIS}\)
\(L 1=I 1-1\)
\(L 2=11-1\)
\(122=12-1\)
\(I 3 S=13+1\)
\(J 32=J 3+1\)

QO \({ }^{\circ}\) THE IATIKR, I22 THE INCLINEO INSIDE SURFACE OF THE VESSEL

HEAT IS GONVECTED TO AIR aY NATURAL CONVECTION.
CALCULLTETHEHET TRAHSFER COEFFIECIENT AT THE WALL TEMFERATURE

CALCULATE EDASHOFF NUMEER AS A FUNGTION OF THE WALL



HEATCO= (GASY + ANSL) /XVHAR1
FROM THE ITAT EALANCE EOUATTOH ON THE INSIDE DOUNDARY
CALCULATETHETERORATUPEOPOP OF THF WALL NOJAL
CO \(432 \mathrm{~J}=\mathrm{J}\) ? , J 1
\(A A 1=-C O N O S=(\) GRID \(/ 12.) \div R C Y *(U(I 3, J)-U(I 3-1, J))\)
IF (AA1. EO . C ) 60 TO 483

IF (BEI. EQ.: 60 TO 480
CG1 =
[IFF \(=(-A A \leq-5 B 1) / C C 1\)




\(U(I, J j)=U(\bar{I} ;, j J-1)\)
\(U(I ; J)=(U(-1, j)+U(I+1, J)+U(I, J+1)+U(I, J-1)) / 4\) 。

120
C



ก0 \(481 \quad=\) T33，I22
\(J J=4:-1\)
AA2 \(=-\operatorname{CONSS}(E R I D / 12) * E C Y *,(U(I, J J)-U(I, J J-1))\)

IF（ 2 ， 0 ）
CCREJENST：

（1I，JJ）＝U（こ：JJ）－FDIFF2
481 COHTINUE

\(U(T ; J)=(U(T-1, J)+U(I+1, J)+U(I, J+1)+U(I, J-1)) / 4\),
\(U(I \uparrow, J)=U(F,-1, J)\)

UH＝（U（II，JE）\(+U(I 2, J 3)) / 2\) ．


\(1:=A T C O=(G A E V+A N S L) / X C H A R 3\)


CG（


\(4 \varepsilon 2\)
continue

IF（TIME•EQ． \(2 \times 5)^{5}\) TI＝10．

IF（TIME．EO． 2 ． 5 ）\(N V=4\)
IF（TIME•
IF（TIH：三 \(0.182,5\) ）\(N V=16\)
TINT＝TI＊FLONT（NV）
IF（IIME EC．TINT）GO TO 101
TINE＝TIME＋C． 5
GO TO 3 セo
1 1ci continue
\(\mathrm{NV}=\mathrm{HV}+1\)
calculate the mean temperatures for the sections of the vessel
WALL．
\(S U Y=j \cdot 0\)
\(W N=0\)
\(\begin{array}{lll}00 & 2 j 00 & I=T 2, I 1 \\ 03 & 2 j 00 & =1, j 3\end{array}\)
SUN \(\mathrm{S}^{N}=\mathrm{SUM}^{M}+U(I ; J)\)
Nidn＝NNP＋1
THEANI＝SUIVFLOAT（NNP）
\(\stackrel{C}{C}\)
SUM＝3．0
UNP＝1．
\(\operatorname{MNP} 2310\)
```

    \(J J=4 j-I\)
    $0021 r$
$2 U H=1, J J$
$S U M=S U M+U(I ; J)$
NUP $=N N P+1$
T!GEANZ = SUll, FLOAT (NNP)
2010 CONTINUE
SUM $=j \cdot 0$
$N M P=;$

```

```

    SUY SUM+U(ご, J)
    \(N D=N N P+1\)
    T:IEAN3=SU:I/FLOAT (NNP)
    \(2!20\)
    CONTINUE
    CALCULATE THE MEAN DIFFERE:HCES IN TEMPERATURE BETHEEN SECTIO:S

```





```

    WRITE \((6,245 n)\)
    245: FOR4品 (1 (/j)
    WRITE \(\left(6,240^{n}\right)\) DELTA2, DELT23
    ```

```

    \(I=I 1\)
    51c
    ```



```

    IFITILT.IC,AND.I.GT.I3) GO TO 670
    IF (I:LE IJ:
    \(67(\mathrm{C}=4 \mathrm{n}-\mathrm{FLOAT}(\mathrm{I})\)
        \(J J=\operatorname{INT}(\mathrm{C})\)
    1010 EO TH TMME LE. 1550.) G0 TO 528
    528 TIMETIME \(5 T\) ME
    CoLi CONTINUE
STOP
$\operatorname{STOP}$
END

```

\section*{APPENDIX}

\section*{Seress Analysis by Finite Elements}

\begin{abstract}
4.1 Finite Elements

The structure is considered as an assemblage of elements interconnected at a discrete number of nodal points. If the force displacement relationships for the individual elements are known it is possible to derive the properties and study the behaviour of the assembled structure. In an elastic continuum the real number of interconnection points is infinite. The concept of finite elements attempts to overcome the difficulty of an infinite number of points by assuming the real continuum to be divided into elements interconnected only at a finite number of nodal points at which some imaginary forces, representative of the distributed stresses actually acting on the element boundaries, were supposed to be introduced. With this idealisation the problem reduces to that of a conventional structural type which can be
\end{abstract} solved by numerical treatment.

\subsection*{4.2 Equations}

In Cartesian co-ordinates ( \(x, y, z\) ) the stresses are:
\[
\begin{aligned}
& \text { Direct stresses: } \sigma_{x x}, \sigma_{y y}, \sigma_{z z} \\
& \text { Shear stresses: }{ }^{\tau}{ }_{x y},{ }^{\tau}{ }_{y z}, \tau_{z x}
\end{aligned}
\]

First subscript denotes the direction of the stress and the second subscript the direction of the outward normal to the surface on which it acts. Tensile stresses are positive.

Strains are
\[
\begin{aligned}
& \varepsilon_{x x}=\frac{\partial u}{\partial x} \quad \varepsilon_{Y y}=\frac{\partial v}{\partial y}, \quad \varepsilon z z \frac{\partial w}{\partial z} \\
& \varepsilon_{x y}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}, \varepsilon_{y z}=\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}, \varepsilon_{z x}=\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}
\end{aligned}
\]
where \(u, v, w\) are the corresponding displacements in \(x, y, z\) direction.
For the isotropic elastic solid with thermal strains
\[
\varepsilon_{y z}=\frac{\tau y z}{G}=\frac{2(1+v)}{E} \sigma_{y z}
\]
\[
\varepsilon_{z x}=\frac{\tau_{z x}}{G}=\frac{2(1+v)}{E} \sigma_{z x}
\]
where \(E=\) Young's modulus
\[
\mathrm{G}=\text { Shear modulus }
\]
\(\nu=\) Poisson's ratio
\(\alpha=\) Coefficient of thermal expansion
\(\Delta T=\) Temperature rise
For this particular project the elementary part in which the sections of vessel/nozzle are divided is the triangular element. The displacements are given by \(u\) and \(v\) in the direction of the \(x\) and \(y\) axes. Due to thermal expansion of the solid the stress in a direction perpendicular to the \(x-y\) plane is not zero. This is the case of plane strain. By definition the strain in the \(z\)-direction is zero, and therefore no contribution to internal work is made by the stress in this direction, which is evaluated from the three main components. The displacements within an element are given by two linear polynomials.
\[
\begin{aligned}
& \varepsilon_{X X}=\frac{1}{E}\left[\sigma_{X X}-v\left(\sigma_{Y Y}+\sigma_{z Z}\right)\right]+\alpha . \Delta T \\
& \varepsilon_{y Y}=\frac{1}{E}\left[\sigma_{y Y}-v\left(\sigma_{z z}+\sigma_{x x}\right)\right]+\alpha \cdot \Delta T \\
& \varepsilon_{z z}=\frac{1}{E}\left[\sigma_{z z}-v\left(\sigma_{x X}+\sigma_{y Y}\right)\right]+\alpha . \Delta T \\
& \varepsilon_{x y}=\frac{\tau_{x y}}{G}=\frac{2(1+v)}{E} \sigma_{x y}
\end{aligned}
\]
\[
\begin{aligned}
& u=\alpha_{1}+\alpha_{2} x+\alpha_{3} y \\
& v=\alpha_{4}+\alpha_{5} x+\alpha_{6} y
\end{aligned}
\]

The six constants \(\alpha\) can be evaluated by solving the two sets of three simultaneous equations which will arise if the nodal co-ordinates are inserted and the displacements equated to the appropriate nodal displacements.
\[
\begin{aligned}
& u_{i}=\alpha_{1}+\alpha_{2} x_{i}+\alpha_{3} y_{i} \\
& u_{j}=\alpha_{1}+\alpha_{2} x_{j}+\alpha_{3} y_{j} \\
& u_{m}=\alpha_{1}+\alpha_{2} x_{m}+\alpha_{3} y_{m}
\end{aligned}
\]

Solving for \(\alpha_{1}, \alpha_{2}, \alpha_{3}\) in terms of the nodal displacements \(u_{i}\), \(u_{j}, u_{m}\) and obtain
\[
\begin{aligned}
u & =\frac{1}{2 \Delta}\left[\left(a_{i}+b_{i} x+c_{i} y\right) u_{i}+\left(a_{j}+b_{j} x+c_{j} x\right)\right. \\
& \left.\left.+a_{m}+b_{m} x+c_{m} y\right) u_{m}\right]
\end{aligned}
\]
(A4.2.1)
where,
\[
\begin{aligned}
& a_{i}=x_{j} y_{m}-x_{m} y_{i} \\
& b_{i}=y_{j}-y_{m}=y_{i m} \\
& c_{i}=x_{m}-x_{j}=x_{m j}
\end{aligned}
\]

The other coefficients can be obtained by a cyclic process of subscripts in the order \(i, j, m\) and where
\[
2 \Delta=\operatorname{det}\left|\begin{array}{ccc}
1 & x_{i} & y_{i} \\
1 & x_{j} & y_{j} \\
1 & x_{m} & y_{m}
\end{array}\right|=2 \text { (area of triangular element } i j m \text { ) }
\]

For the vertical displacement \(v\)
\[
\begin{align*}
v & =\frac{1}{2 \Delta}\left[\left(a_{i}+b_{i} x+c_{i} y\right) v_{i}+\left(a_{j}+b_{j} x+c_{j} y\right) v_{j}\right. \\
& \left.\left.+a_{m}+b_{m} x+c_{m} y\right) v_{m}\right] \tag{A4.2.2}
\end{align*}
\]

The displacement function guarantees continuity of displacements with adjacent elements because the displacements vary linearly along any side of the triangle and, with identical displacement imposed at the nodes, the same displacement will exist all along the interface. The total strain at any point within the element can be defined by its three components which contribute to internal work.
\[
[\varepsilon]\left[\begin{array}{l}
\varepsilon_{x x} \\
\varepsilon_{y y} \\
\gamma_{x y}
\end{array}\right]=\left[\begin{array}{l}
\frac{\partial u}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}
\end{array}\right]
\]

Using equations (A4.2.1) and (A4.2.2) we have
\[
\begin{aligned}
& \varepsilon\left[\begin{array}{cccccc}
\partial N_{i}^{\prime} & 0 & \frac{\partial N_{j}^{\prime}}{\partial x} & 0 & \frac{\partial N_{m}^{\prime}}{\partial x} & 0 \\
\frac{\partial x}{} & 0 & & & \\
0 & \frac{\partial N_{i}^{\prime}}{\partial y} & 0 & \frac{\partial N_{j}^{\prime}}{\partial y} & 0 & \frac{\partial N_{m}^{\prime}}{\partial y} \\
\frac{\partial N_{i}^{\prime}}{\partial y} & \frac{\partial N_{i}^{\prime}}{\partial x} & \frac{\partial N_{j}^{\prime}}{\partial y} & \frac{\partial N_{j}^{\prime}}{\partial x} & \frac{\partial N_{m}^{\prime}}{\partial y} & \frac{\partial N_{m}^{\prime}}{\partial x}
\end{array}\right]\left[\begin{array}{c}
u_{i} \\
v_{i} \\
u_{j} \\
v j \\
u_{m} \\
v_{m}
\end{array}\right] \\
& =\frac{1}{2 \Delta}\left[\begin{array}{llllll}
b_{i} & 0 & b_{j} & 0 & b_{m} & 0 \\
0 & c_{i} & 0 & c_{j} & 0 & c_{m} \\
c_{i} & b_{i} & c_{j} & b_{j} & c_{m} & b_{m}
\end{array}\right][\delta]^{c}
\end{aligned}
\]
where
\[
\begin{aligned}
\delta & =\binom{u_{i}}{v_{i}} \\
N_{i}^{\prime} & =\left(a_{i}+b_{i} x+c_{i} y\right) / 2 \\
N_{j}^{\prime} & =\left(a_{j}+b_{j} x+c_{j} y\right) / 2 \quad \text { e.t.c. }
\end{aligned}
\]

The matrix thus derived is independent of the position within the element and hence the strains are constant thoughout it.

In the case of plane strain for the case of isotropic
thermal expansion \(\sigma_{z}\) exists and we have
\[
\begin{aligned}
& \varepsilon_{x x}=\frac{\sigma_{x x}}{E}-\frac{v \sigma_{y y}}{E}-\frac{v \sigma_{z z}}{E}+\alpha \Delta T^{e} \\
& \varepsilon_{y y}=-\frac{v \sigma_{x x}}{E}+\frac{\sigma_{y y}}{E}-\frac{v \sigma_{z z}}{E}+\alpha \Delta T^{e} \\
& \gamma_{x y}=\frac{2(1+v) \tau x y}{E}
\end{aligned}
\]
but also
\[
\varepsilon_{z Z}=0=-\frac{\nu \sigma_{x X}}{E}-\frac{\nu \sigma_{Y Y}}{E}+\frac{\sigma_{Z Z}}{E}+\alpha \Delta T^{e}
\]

By elininating \(\sigma_{z z}\) and solving for the three remaining stresses the matrix \([D]\) is obtained as
\[
[D]=\frac{E(1-v)}{(1+v)(1-2 v)}\left[\begin{array}{ccc} 
& v /(1-v) & 0 \\
0 & 1 & 0 \\
v /(1-v) & 0 & \frac{(1-2 v)}{2(1-v)}
\end{array}\right]
\]

The direct stresses are then calculated from
\[
\left.\{\sigma\}=\left\{\begin{array}{c}
\sigma_{\mathrm{xx}} \\
\sigma_{\mathrm{YY}} \\
\tau_{\mathrm{xy}}
\end{array}\right\} \quad=[\mathrm{D}] \quad\left[\left\{\begin{array}{c}
\varepsilon_{\mathrm{xx}} \\
\varepsilon_{\mathrm{yy}} \\
\gamma_{\mathrm{xy}}
\end{array}\right\}-\varepsilon_{0}\right\}\right]
\]
where
\[
\begin{aligned}
& \text { where } \\
& \qquad\left\{\varepsilon_{0}\right\}=\left\{\begin{array}{c}
\alpha \Delta \mathrm{T}_{\mathrm{xx}} \\
\alpha \Delta \mathrm{~T}_{\mathrm{yy}} \\
0
\end{array}\right\} \text { and } \\
& \sigma_{z Z} \text { is determined from Equation (A4.2.3). The principal } \\
& \text { stresses are subsequently calculated from }
\end{aligned}
\]
\[
\begin{aligned}
& \left\{\sigma_{1}\right\}=\frac{z_{2}}{2}\left\{\sigma_{X X}+\sigma_{y y}\right\}+\left\{\frac{z_{2}}{} \sqrt{\left.\left(\sigma_{X X}-\sigma_{y y}\right)^{2}+4 \tau_{X}^{2}\right\}}\right. \\
& \left\{\sigma_{2}\right\}=\frac{1}{2}\left\{\sigma_{X X}+\sigma_{y Y}\right\}-\left\{\frac{z_{2}}{} \sqrt{\left(\sigma_{x X}-\sigma_{y Y}\right)^{2}+4 \tau_{X Y}^{2}}\right\}
\end{aligned}
\]

As the condition of plane strain is valid for the present problem due to large thickness of the vessel in the \(z\)-direction (closed ring) and as \(\varepsilon_{z}=0\), the stress \(\sigma_{z}\) can be assumed to represent the principal stress \(\sigma_{3}\) in the z-direction.

\section*{APPENDIX 5}

\section*{COMPUTER PROGRAMS: STREN \(\mathbb{1}\), STREN 2, STREN 3}

\begin{tabular}{|c|c|c|}
\hline CASCTL & hs & constant with the value NFCASE used for testing for the termination of the job \\
\hline CI & ra & - ( \(\left.x_{j}-x_{m}\right)\) for the elements \\
\hline CJ & ra & - \(\left(x_{m}-x_{i}\right)\) for the elements \\
\hline CM & ra & - \(\left(x_{i}-x_{j}\right)\) for the elements \\
\hline \multirow[t]{6}{*}{CøND} & ia & specified conditions of restraint for boundary \\
\hline & & nodes with the three possible values \\
\hline & & 0 fixed in both \(x\) and \(y\) directions \\
\hline & & 1 fixed in the x direction only \\
\hline & & 2 allowed to move along a line at an in plane angle \\
\hline & & \(\phi\) measured counter-clockwise from the x-axis \\
\hline D & ra & the elasticity D-matrix for an element \\
\hline \multirow[t]{2}{*}{DELTAT} & ra & temperature rise in the elements above their \\
\hline & & initial constant value \\
\hline \multirow[t]{2}{*}{DELTAU} & rs & \(x\)-component of the cyclic increment in the \\
\hline & & iteration to the displacement of a node \\
\hline \multirow[t]{2}{*}{DELTAV} & rs & \(y\)-component of the cyclic increment in the \\
\hline & & iteration to the displacement of a node \\
\hline E & ra & moduli of elasticity in the elements \\
\hline \multirow[t]{2}{*}{EEXX} & rs & linear total strain in the x -direction in an \\
\hline & & element \\
\hline EEXY & rs & total shear strain in the plane of an element \\
\hline \multirow[t]{2}{*}{EEYY} & rs & linear total strain in the \(y\)-direction in an \\
\hline & & element \\
\hline ETH & rs & thermal strain in an element \\
\hline \multirow[t]{2}{*}{EXX} & rs & linear elastic strain in the \(x\)-direction in an \\
\hline & & element \\
\hline EXY & rs & elastic shear strain in the plane of an element \\
\hline \multirow[t]{2}{*}{EYY} & rs & linear elastic strain in the y -direction in an \\
\hline & & element \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|}
\hline 1 & i.s & running index of the elements \\
\hline \multirow[t]{2}{*}{\(L_{1}\)} & is & working variable used in the output of element \\
\hline & & data \\
\hline \multirow[t]{2}{*}{\(\mathrm{L}_{2}\)} & is & working variable used in the output of element \\
\hline & & data \\
\hline \multirow[t]{2}{*}{\(L_{3}\)} & is & working variable used in the output of element \\
\hline & & data \\
\hline LE & is & index of particular element \\
\hline LN & ia & working indices of the three nodes of an element \\
\hline M & is & working index of the third node of an element \\
\hline MAT & ia & indices of materials specified for the elements \\
\hline MATN & is & index of a particular material \\
\hline N & is & running index of the nodes \\
\hline \multirow[t]{2}{*}{\(\mathrm{Ni}_{1}\)} & is & working variable used in the output of node \\
\hline & & displacements \\
\hline \multirow[t]{2}{*}{\(\mathrm{N}_{2}\)} & is & working variable used in the output of node \\
\hline & & displacements \\
\hline \multirow[t]{2}{*}{\(\mathrm{N}_{3}\)} & is & working variable used in the output of node \\
\hline & & displacements \\
\hline \multirow[t]{2}{*}{NAP} & ia & numbers of nodes adjacent to each node plus one \\
\hline & & added for itself \\
\hline \multirow[t]{2}{*}{NAP 1} & is & number of nodes adjacent to a particular node \\
\hline & & plus one added for itself \\
\hline \multirow[t]{2}{*}{NB} & ia & indices of the restrained boundary nodes with \\
\hline & & values corresponding to those of NP \\
\hline NBR & is & number of restrained boundary nodes \\
\hline NC & is & cycle count in the iteration \\
\hline NCC & is & cycle interval for writing the iteration progress \\
\hline NCY & is & maximum number of cycles for the case \\
\hline NEL & is & number of elements \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline NM & is & running index of materials \\
\hline NMAT & is & number of materials \\
\hline NNP & is & number of nodes \\
\hline NP & is & index of a particular node \\
\hline NPI & ia & indices of the first nodes of the elements \\
\hline NPJ & ia & indices of the second nodes of the elements \\
\hline NPM & ia & indices of the third nodes of the elements \\
\hline \multirow[t]{2}{*}{NR} & is & running index of restrained boundary nodes with \\
\hline & & values 1, 2, .... \\
\hline Nu & ra & Poisson's ratios in the elements \\
\hline \multirow[t]{2}{*}{\(\varnothing\)} & is & working row or column index used in matrix \\
\hline & & multiplication \\
\hline ¢MEGA & rs & over-relaxation factor \\
\hline I & is & working row index of a matrix \\
\hline \multirow[t]{4}{*}{PS} & hs & control parameter specifying the type of deformation \\
\hline & & in the body with the two possible values \\
\hline & & STRESS plane stress \\
\hline & & STRAIN plane strain \\
\hline Q & is & working column index of a matrix \\
\hline \multirow[t]{2}{*}{QA} & is & running index of a reference node and the nodes \\
\hline & & adjacent to it \\
\hline \multirow[t]{2}{*}{RELDIF} & rs & relative sum of absolute cyclic component \\
\hline & & increments in displacements \\
\hline RH \(\varnothing\) & ra & densities in the elements \\
\hline \multirow[t]{2}{*}{RX} & ra & x-components of forces per unit thickness acting \\
\hline & & on the nodes, external or total \\
\hline \multirow[t]{4}{*}{RX1} & rs & \(x\)-component of an out-of-balance force per unit \\
\hline & & thickness acting on a node plus the force per \\
\hline & & unit thickness acting on the node due to its own \\
\hline & & displacement . . \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline RY & ra & \(y\)-components of forces per unit thickness acting on the nodes, external or total \\
\hline \multirow[t]{4}{*}{RY1.} & rs & \(y\)-component of an out-of-balance force per unit \\
\hline & & thickness acting on a node plus the force per unit \\
\hline & & thickness acting on the node due to its own dis- \\
\hline & & placement \\
\hline SD & rs & sum of the absolute components of displacements \\
\hline \multirow[t]{2}{*}{SDD} & rs & sum of the absolute components of cyclic dis- \\
\hline & & placement increments \\
\hline SIGGM & rs & the second invariant of stress in an element \\
\hline SIGLXX & ra & normal stress in the \(x\)-direction in the elements \\
\hline SIGLXY & ra & shear in plane components of stress in the elements \\
\hline SIGUY & ra & normal stress in the y -direction in the elements \\
\hline SIGLZZ & ra & normal stress in the z-direction in the elements \\
\hline SIGL1 & ra & maximum principal in plane stress on an element \\
\hline SIGL2 & rs & minimum principal in plane stress on an element \\
\hline SIGL3 & rs & principal anti-plane stress on an element \\
\hline SIGNM & rs & the second invariant of stress at a node \\
\hline SIGNXX & rs & normal stress in the \(x\)-direction at a node \\
\hline SIGNXY & rs & shear in plane component of stress at a node \\
\hline SIGNYY & rs & normal stress in the \(y\)-direction at a node \\
\hline SIGNZZ & rs & normal stress component in the z-direction at a node \\
\hline SIGN1 & rs & maximum principal in plane stress at a node \\
\hline SIGN2 & rs & minimum principal in plane stress at a node \\
\hline SIGN3 & rs & principal anti-plane stress at a node \\
\hline SIGTH & rs & thermal stress in an element \\
\hline \multirow[t]{2}{*}{SI¢PE} & ra & tan \(\phi\) for the condition C \(\varnothing\) ND - 2 at the re- \\
\hline & & strained boundary nodes \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline SR & is & control parameter specifying stresses to be output, with the four possible values \\
\hline & & 0 none \\
\hline & & 1 elements only \\
\hline & & 2 nodes only \\
\hline & & 3 both elements and nodes \\
\hline STRAIN & hs & constant with the value STRAIN used in testing \\
\hline & & which type of deformation is specified \\
\hline STRESS & hs & constant with the value STRESS used in testing \\
\hline & & which type of deformation is specified \\
\hline TITLE & ha & input text being the case title \\
\hline TめLER & rs & cyclic convergence test constant \\
\hline U & ra & \(x\)-components of displacements of the nodes, \\
\hline & & the input guessed values or the solution values \\
\hline V & ra & \(y\)-components of displacements of the nodes, \\
\hline & & the input guessed values or the solution values \\
\hline W & ra & working matrix \\
\hline WI & is & control parameter specifying how much of the \\
\hline & & input data is to be output, with the two possible \\
\hline & & values \\
\hline & & 0 case title and control parameters only \\
\hline & & 1 all input data \\
\hline \(W_{1}\) & rs & working variable \\
\hline \(W_{2}\) & rs & working variable \\
\hline \(W_{3}\) & rs & working variable \\
\hline \(\mathrm{W}_{4}\) & rs & working variable \\
\hline \(\mathrm{W}_{5}\) & rs & working variable \\
\hline \(\mathrm{W}_{6}\) & rs & working variable \\
\hline \(\mathrm{W}_{7}\) & rs & working variable \\
\hline X & ra & abscissae of the nodes \\
\hline \(\mathbf{Y}\) & ra & oxdinates of the nodes \\
\hline
\end{tabular}

\subsection*{5.2 Listing of Program STREN1}

PRCGRAM STREN1 (INPUT=1002, OUTPUT=100

\section*{0}


10 IICUT THE SASE TITLE EUT STOP IF THERE IS NO FURTHER CASE.

IF (TITLE (I) EQ. (ASCTL) STOP

20 IIPUT THE CONTPCL PARAMETERS, AND PREPAFE TO INPUT THE AFFAY DATA. READ (5, 2A' NEL, NNF, 21 FOFMAT (5I5, E13: TASF7.3, \(2 X, A E, 2 I 3)\).

\(22 \mathrm{E}\left(\mathrm{NN}_{2}\right)=-\dot{1}\)
\(23 \operatorname{Cog}_{\mathrm{ND}}^{23}(\mathrm{~L}) \mathrm{L}=-1, ~ N E L\)

30 IMFUT AND こHECK THE ARFAY TATA.

31 FOFNAT (I5, \(4 E 13 \cdot 5)\)
IF (E \((N M) ;\) NE -1.\()\) GO TO 33

333 FORMAT(1X,?H E (NN)=, I5)

STOP \(2+H\) ThE JCB IS ABANDCNED.)
33 CONTINUE
READ (5, 34) (LE: API (LE), NPJ (LE), AFY (LE),

34 FOFMAT (4I5, F10.3,I5)
IO \(35 \mathrm{~L}=1, N \mathrm{NEL}\) (L) GE -1\()\) GO TO 35 .
334 FOEMAT \((1 \times, 32\) LE, 15.\()\)

\section*{STCF}

35


KPITEi6, 271! NO1, NFE, NF3, NP4, NP5
\[
\begin{aligned}
& X(N D E)=\left(A \frac{1}{3}-684 .\right) / 2 E 4 \cdot E X(N P 4)=(A 4-E 843 .) / 254 .
\end{aligned}
\]
\[
\begin{aligned}
& Y(N F 5)=(E 5-811 .) / 254 \text {. }
\end{aligned}
\]

COATINUE

335 FOFMAT \((1 \times, 32)^{3 H}\) AITLE 15\()\)
WRIT
STCF
37 CONTINUE

40 OUTPUT TFE TITLE AND THE CONTROL PARA IETERS.
W:ITE (E, 41)
41 FOCMAT 11 H /////
\(\begin{aligned} & 1 \\ & 2\end{aligned} \quad 4 \bar{X}, 41 H T H E C A S E\) TITLE AND THE CCNTRCL PARANETERS / 41 / / / / / ) WPITE (E, 42) TITLE
42 FOPMAT (1H, 13AE)
WPITE \((6,43)\) NEL, NNP, NSRz NNAT, NCY, HCC, TOLEF, CNEGA, PS


5C CUTEUT THE ARRAY CATA.
\(N P I(37 E)=132 \quad \operatorname{NOJ}(37 E)=181\)

1 , ALPHA (NM), NM = 1, UMAT)
51 FOFNAT (1H1 //////
 WRITE (6, (I33, \(X, 4 E 17.5)\) )
52



 \(00540 \quad N=1, N N P\) \(\square(N)=0\) 。
540 CONTINUE
WRITE (6, 55) (N, X (N), Y (N), RX (V), RY (N),

 \(\begin{array}{ll}13 X, & 4 \text { SHACDE } \\ 31 H R X \\ 21 H & X\end{array} \quad\) RY \(V / /\) (I15, \({ }^{21} \mathrm{X}\), 6Е17.5) )

    96

                                Q) \(+5(0, P) * W(C) C\)
    100 SUM ANO STORE FCR EACH (FORCEO) AODE THE ION-ZERO STIFFNESS

    101 QA \(=\) QA +1

    - EOTO 221
    103



๑กล๐
    110 FY FNVERSTUN OF THE MAIN DIAGOAAL STIFFAESS SUEMATEIX FINOTHE


    11ट FYY \((N)=K X X(N, 1) / W 1\)
C
๑กัด
125 continue
    130 PERFCRN A GAUSS - SEIDEL ITERATICN CN THE STIFFNESS MATRIX FOR
        TAE ENTIRE STRUCTURE: NO TO 132

    131 FORMAT \(1.14,1 / 11 /\)
    \(\frac{1}{2}\) 3+X, 3 SHTMERRCGRESS OF THE GAUSS - SEIDEL,
        \(34 X, 354-=2,-1 / 11\)
                                33X, \(39 H C Y C L\) E CONJEFGENCE GRITERION,
    132
133
        \(\mathrm{NC}=0\)
\(S \mathrm{~F}=0\).
\(S \mathrm{SO}_{2}=0\).

    RX1 = RX (N)
    RYI = RY (N)
    NAF1 \(=\) NAP \((N)\)
    OD 134 CA \(=1, N A P 1\)
    \(\mathrm{NP}_{\mathrm{K}}^{\mathrm{N}}=\mathrm{ANF}\left(\mathrm{NX}_{1}-K X X(N, O A) * U(N P)-K X Y(N, G A) * V(N F)\right.\)


    \(U(N)=U(N)+\) CNEGA \(*\) DELTAU



    136
    continue + aes (eeltav)




144 GO TO 15




150 CUTFUT THE NCDE GISFLACEMENTS.
151 WRITE ( 6,152\()\)
152 FOGRAT (1H: ///1/)

\(N 1=(N N P+2) / 3\)


160 CALCULATE THE ELENENT STRESS CCMFONENTS.
IF (SR.EQ: O) GO TO 221
DO \(1 \varepsilon 4, L_{L}=1, N E L\)



W5 \(=E(N A T N) * W 2\) ) (W3*W4)
\(W 6=W 1 / W N * W 2)\)
\(W 7=W 4(N)\)
162 ETH =ALFHA (MATN)* DELTAT (L)
EXX \(=E E X Y\) - ETH
\(E Y Y=E E Y-E T H\)
\(E X Y=E E Y\)


163 SIGLZZ (L) \(=W 1 *\) (SIELXX \((L)+\) SIGLYY (L))
170 CALCULATE THE ELEMENT PRINOIPAL AND NEAN STRESSES.

\(\left.\begin{array}{l}W 3=\operatorname{SIGLXY}(L) \\ W 4 \\ \text { SORI } \\ \text { W2 }\end{array}+2+W 3 * * 2\right)\)
SIGL1 \(=4 \pm \pm W\)

AOGLOL 172

1

180 CIJTPUT THE ELENENT STRESSES．

\(C\)
\(C\)
\(C\)
181 FOFMAT（1 H
\(\qquad\) 4OHTHE GALCULATED ELEMENT STRESS COMPONENTS，
4JH ANE THE PRINCIFDL ANJ THE MEAN STRESSES，

1X，



184 CONTINUE \(\operatorname{IF}\)（SR．EQ．1）GC TO 221

190 FIA！THE NOME STRESS CCNPONENTS．


1

QA（QA EO．NAP（N））GO TO 192
1 C1 CINTINUE
\(19 \dot{2}\) W1＝FIOAT（OA－1）
SIGNXX \(=S I S N X X, W 1\)
\(S I G N Y Y=S I S N Y Y, ~ W 1 ~\)
\(S I G Z Z=S I G N Z, ~ W I ~\)

\section*{C
C
C}

200 CALCULATE THE NCFEFRINCIPAL AND MEAN STRESSES．
\(\begin{aligned} 201 W 1 & =(S I G N X Y+S I G N Y Y) / 2 \\ W 2 & =(S I G N X-S I U N Y Y)\end{aligned}\)
\(W 3=S T G A X Y\)
\(W 4=S Q R T(W 2 * * 2 * W 3 * * 2)\)
SICN1 \(=W_{1}{ }^{2} W_{4}\)
SIGN
 ANGLEN＝\({ }^{\circ} \mathrm{O}\)
202 AIGLEN \(=28 . E 47889756 *\) ATAN2（W3，W2）



210 OUTPUT THE NCDE STRESSES．
IF（N NE ，1）GCTC
211 FDNNAT（1H1／1／1／1
1
2
3
4
5
6
7
23 X,
29 K,
उX，
\(212^{7}\) WRITE \((6,213)^{37 H S I G N I}\) NGIGNXX，SIGNYYGSNSNZZ，SIGNXY，

のロー
220 FETURN TC THE BEGINNING CF THE PFOGRAM FCR THE NEXT GASE：
C21 GOTTO 11

PPOGRAN STPEN2 (IAPUT=1032,OUTPUT=1092,TAP: \(2=I N P U T, T A F E 6=O U T P U T) ~\)

\(\frac{1}{1}\) IMPUT THE CASE TITLE BUT STOP IF THERE IS NO FURTHER CASE. 11 READ (5, \(12 \frac{121}{3}\) FS TITLE

IF (TITLE (1) EQ. (ASCTL) STOP

20 IMPUT THE CONTRGL PARANETERS AND PREPAFE TO INPUT THE AKRAY OATA.


DO \(\overbrace{N}^{22} \quad N M=1, ~ N M A T\)
23 NOT \(23, L=4, N E L\)
\(23 \mathrm{NOI}(\mathrm{L})=\cdots 1\)
\(24 \times(N)=-7.423456789235\)
\(3 \cap\) INCUT ANE CHECK THE APRAY OATA.

333 FOPNAT(1X, TH \(E(N N)=\), I5)
32
1 2 STOP 2HA ThE JCB IS ABANDONED.)
STOP
REAO (5, 34) (LE, NPI (LE), YPJ (LE), NFH (LE),

34 FORMAT 4 I5, F10, 3, I5 \()\)


334

35

36
371
WOITE (E, 3T:! NPi,NFE,NP3, NP4,NP5

\(Y(N P 3)=(33-1101.) / 505 \cdot E \quad Y\left(N P_{4}\right)=(84-1101) / 505.\).
\(Y(N P J)=(35-1191) /\).505 .
CONTINUE
OOO
\(P X(N)=0\).
\(\mathrm{PY}(N)=0\) 。

IF (X (N) NE - \(-1.123456789 \equiv 35)\) GOTO 37

STOP
CONTINUE
40 output the title and the control parateters. WRITE \((6,44)\)
41 FORMAT (1HS /////)
```

$\frac{1}{2}$
$45 \times$ 41HTHE CASE TITLEZ AND THZ CCNTROL FARAMETERS //////

``` WRTTE ( 6, ? \({ }^{2}\) ) TITLE
42 FDPMAT (1H, 13AE)
 43


50 OUTPUT THE ARRAY DAIA.


\(\begin{aligned} & 3 \\ & 4 \\ & 5\end{aligned} \quad 23 X, 42 H N A T E R I A L\) ELASIIC MOCULUSXPOISSONSSRATIO,



DO. \(540 \quad N=1\), NNP \(U(N)=?\)
\(V(N)=0\).
540 CONTINUE
 \(55_{1}^{\frac{1}{2}}\) FORMAT


－ ごこごき －1111 （I）\((J)\)
\(\dot{甘}(M)\)
\(\dot{y}(I)\) \(=(B)(L){ }^{*}{ }_{C M}^{+}(L)\) （I）
IF（AREA（GT．1．E－35）GO TO 71 （L）＊CJ（LJ）／ 2
E2 FOD:AT (1d ASE I SLEABNT，IE，25A HAS A NON－FOSITIVE AREA． go TO E21



\section*{\(C\)
\(C\)
\(C\)}
90 FORM THE STIFFNESS MATRIX FOR THE ELEIENT．
\begin{tabular}{|c|}
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
 \\

\end{tabular}} \\
\hline \\
\hline \multirow[t]{2}{*}{} \\
\hline \\
\hline  \\
\hline \multirow[t]{2}{*}{} \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline
\end{tabular}




\section*{141}

 GO TO 151
\(144 \mathrm{IF}(N \mathrm{NC}\). LT: HGY) GC TO 133
145 WPITE \((6, \dot{\prime}+5)\) NG, RELDTE, TOLEP


150 OUTPUT THE NOJE DISPLAGEMENTS.
454 WRITE 6,52\()\)
152 FORMAT \((1 H 1 / 1 / / /\)


\[
{ }_{C}^{\mathrm{C}}
\]

C
\(\mathbf{C}\)
\(\mathbf{C}\)
16

1
- 3.* (SIGL2*SIGL3 + SIGL3 * SIGL1 + SIGL1 * SIGL2)
\(C\)
\(C\)
\(C\)
180 OUTPUT THE ᄃLEMENT STRESSES.

181 FODNAT

\section*{\(\begin{array}{lr}1 & 27 X \\ 2 & 27 X \\ 3 & 1 X \\ 4 & \\ 6 & \end{array}\)}
/1/111

183 FORMAT (1H, 15,
184 IONTINULEO. 1) GO TO 221
190 FINT THE NODE STRESS COMPONENTS.
DI
SI
SI
SI
SI
QA
DO
IF

\section*{1}
 OA = QA \(+\frac{1}{i}\) (OAP (N)) GOTO 192
101 CONTINUE
192

200 CALCULATE THE NOEE PRINCIPAL AND MEAN STRESSES.
\(\begin{aligned} & \text { E01 }=(S 1 \\ & W 2=(S I G N X Y+S I G N Y Y) / 2 . \\ & N I G N Y Y\end{aligned}\)
\(W 2=\operatorname{SIGNXX}-\operatorname{SIGNY})\)
\(W 3=\operatorname{SIGNY}\)
\(H 4=\operatorname{SQRT}(H 2 * * 2+W 3 * * 2)\)
\(\left.\begin{array}{ll}W_{4} \\ \text { SIGN1 } & =W_{1}+W_{4}\end{array}, 2+W_{3}+2\right)\)
 ANGLEN = 3 . 60 T0 203

\section*{202 ANGLEN
202 SIGN3
SIGNM}
1
210 OUTPUT THE NOEE STRESSES. WFITN \((6,21)\)
211 FORNAT (1H1 / / / ///K
 212 HRITE ( 6,213 ) Á, SIGGNXX, SIGNYYGNISAZZ, SIGAXY,

220 RETURN TO THE GEGINNING OF THE PROGRAY FGR THE NEXT GASE.
221 GO TO 11 END


DATA CASUTI, STRESS, STPAIN/ 6HNFCASE, bHSTRESS, GHSTRAI: ;
10 IHPUT THE CASE TITLE BUT STOP IF THERE IS NO FURTHER CASE. 11 REAR ( \(5,\left(1 \frac{1}{3}\right.\) A) TITLE

20 IHOUT THE GNTROL PARANETERS ANO PREPARE TO INPUT THE ARRAY DATA.

\(22 \mathrm{DO}_{\mathrm{E}}^{\mathrm{CN}}(\mathrm{NM}) \stackrel{N M}{=}=1\), MMAT

\(23 \operatorname{NPI}_{\mathrm{DO}}^{2(L)} N=-\frac{1}{4}\), NNP
\(24 X(N)=-3.1234\) EE73GE35
30 INPUT ANC GHECK THE APRAY OATA.
READ (5, 3i) (MATN, (MATMATM), NU (MATN), NH = 1 , NMAT)
31 FUR:1AT (IJ, 4 (13.5)

WRITE(6, 3.33: Ni

32 FORMAT ( \(1+1 /{ }^{2}\) ) TITLE
\(\frac{1}{2}\) SOH THEPE IS A :AISSING IAPUY JATA CARD.,
stop
33 CONTINUE
READ (5, 3í (LE, NPI (LE), NPJ (LE), NPY (LE),
\(34^{1}\) FOEMAT (4I5, F10 O. 3,15 )

stop
35 continue
DO \(350 \quad N=1,68\)
READ (S, \(3 E\) ) A1, \(91, N F 1, A 2,32, N 2, A 3, B 3, N F 3, A 4, B 4, N P 4, A 5, E 5, N P 5\)

371 WRITE (C, \(?: 1\) NP1,NP \(2, N F 3\), NP4, NP5

\(X(N P 5)=(A 5-5980) 1757\)

 \(Y(N P 5)=(35-1477) /\).7 C7.
350
continue
\(00351 N=1, N N P\)
FX
RY \(N\) )
N
361
\(\operatorname{CONTINUE}\)
DO
R I, NND

```

        335 FOQMAT(1X,303H N=, I5)
        37 SONTTINUE
    ```

40
output the title ane the control paraleters.
41 FOPMAT \(\left.\left(11^{4}\right)^{4}\right) / 11 / 11\) \(\stackrel{1}{2}\) HRITE ( 6,45 , 4 ) \({ }^{41 \text { TITL }}\)
42 FDRMAT (1H;13AE)





4E FODAAT (1Hi+, \(23 \times\), 2 ZNTHE NDOAL PCINTS CNLY.) IF (SR (EQ: 3 ) WRIT ( 6 , \({ }^{4} 7\) ) ELEMENTS AND THE NODAL PCIATS.

48 FORMAT (3TATHE INDUT ARPAY 3ATA ARE ICT OUTPUT.)
49 FORMAT (BJHgTHE INPUT ARRAY DATA ARE JUTFUT.)
50 OUTPUT THE MRRAY DATA.

51 FOPMAT ( \(1111 / / / / 1 / / 1\) PRA (Ni1), \(N: 1=1\), ANAT)
 5 WPITE (I33; X, 4E17.5)
52 WOITE (6, FOAT (1H?) \(1 / 1 / 1 /\)




542 CONTYNUE WRITE ( 55 ) (N, X (Mj, Y (iN), RX (iv), RY (N),

55 FOPMAT
1
2
2
3
4
5
6


60 DO GEOMETRIC CALCULATICNS ON THE ELEMENTS.
\(610072 \mathrm{NDI}\left(\mathrm{E} \mathrm{I}^{\mathrm{I}}=1\right.\), NEL
\[
\begin{aligned}
& I=N P I(L) \\
& J=N P J(L) \\
& M=(L P M=Y(J)-Y(M) \\
& E J=Y(L)=Y(M)-Y(I)
\end{aligned}
\]
```

        M星(L)=Y
                cI) = Y (j)
                        -7 34 (L)*CJ (13) %2.
                IT (AREA GT, 1,E-35) GD IO 71
    ```

```

        MQ (CL)=Y
            70 SUNNTHE TOTAL NCDAL POINT FORCES.
            71
                IFTNSEMSG.STRESS) SIGTH=1, - NU (MATN)
            1
        72 R: R
    ```


```

8(a)
B0 PREPARE TO SUH THE STIFFNESS COEFFICIENTS.
NO
कत%
|
9 1
Q2
9 3

```

```

        5
    ```


```

                品-1
            81
        82
                IFTN= MAT (L)
    !
                                I)
    ```

100 SUM ANG STORE FOR EACH (FORGED) NODE THE NON-ZERD STIFFNESS



110 EY INVERSION OF THE MAIN OIAGONAL STIFFAESS SUEMATETX, FIND THE WO \(112 \mathcal{K}^{2} \mathrm{~N}=1, \mathrm{NNP}\) \(W 1=K X X(1,1) \times K Y Y(N, 1)-K X Y(N, 1) * K Y X(N, 1)\) \(W X X(N)=-K Y Y(N, 1) / W 1\)
\(F X X Y(N)=-K X Y(N, 1) / W 1\)
\(F Y X(N)=-K Y X(N ; 1)\)

\section*{130 PERFCRM AGAUSS - SEIOEL ITERATICN CN THE STIFFNESS MATRIX FOR} THE ENTIR STRUGTURE: TNGC.GTG NGY) GO To 132
WRITE ( \(6, ~ \leq 31\) )
131 FOOMAT ( 1 it \(34,1 / 111\) )
\(\begin{array}{ll}1 & 34 x, \\ 2 & 34 x, \\ 3 & 33 x, \\ 4 & \\ 5 & \end{array}\)
5HT
\(132 \mathrm{NC}=0\)
\(137 \mathrm{SD}=0\).
\(\mathrm{SOC}=0\)

RX1 \(=R X(N)\)
\(R Y 1=R Y(i f)\)
NA. \(1_{1}=N A P(N)\)
DO 1.34 ANF \(\left(11, \frac{1}{0} L\right.\) ) NAP1.

134

\(U=(N)=U(N)+O M E G A * D E L T A U\)
\(S D=S D+A \mathrm{ES}(U(N))\)
SDD = SDD + ABS (OELTAU)

\(V(N)=y\) (N) + OMEGA * חELTAN

13E COMTINUE




153 WRITE \((5,154) \quad(N, U(N), V(N), N=N 2, N 3, N 1)\)

GEe CALCULATE THE BLEMENT STRESS COMFONENTS.





191
\(W 5=E(M A T N) * W 2 /(W 3 * W 4)\)
\(\left.W 6=W 1 / W^{2} * W 2\right)\)
\(W 7=W 4 \%\)

\[
\begin{aligned}
& \operatorname{SISLZZ}(L)-10 \\
& 60 T 0,164 \\
& \text { CT HT }
\end{aligned}
\]

170 CALCULATE THE ELEMENT PRINCIPAL AND MEAN STRESSES.

```

    172 SIGL3=SIGIZZ(SL)
        1
    C
180 OUTPUT THE ELEHENT STRESSES.
IF (L NE, NE, i)
181 FORMATT (1H1 //////)
1
1X.
182 WRITE (G, 193) LSGIGLXX (L), SIGLYY (L), SIGLZZ (L), SIGM

```

```

    C
    19C FINO THE |ODE STRESS COMPONEINTS.
        00 212 N=1, NNP
        SIGNXX = 0. 
        OQ 191
        1
            SIGNXX = STrNXX + SIGLXX (L)
        QA = (QA + EO1 NAP (N)) 6O TO 192
    191 CONTINUE
    192 W1 = FLCAT (OA - 1)
        WIGFFLCATGOAK,1)
    C
200 CALCULATE THE NCEEFRINCIPAL AND MEAN STFESSES.
201 W1 = (SIGWXX +SIGNYY) / SIG:
W?=SSIGWXX - SIGNYYI / 2.
W4 =SORT (N2**2 +N3** 2)
SIGN1=W1 +W4
SIGN2 = WI - W4. (ABS (12).GT. 1.E-35 .OR. ABS (W3) .GT. 1.E-35) GO TO 202
A!GLEN = ?.
G1) TC 203
202 ANISLEN = 23.647889756 * ATAN2 (W3, W2)
203 SIGN3 = SIGN27

```

```

C
210 DUTPUT THE NODE STRESSES.
IF (N,NE, 1),GOTC 212
WPIT三 (6, 211)
211 FORMAT (1H4,//'/'/',
23X, 40H ANE THE PRINEIPAL ANO THE MEAN STOESSES/
3X, luNNCOF
212 HRITE (6, 213)NN,SIGNXX, SIGNYY, SIGNZZ, SIGNXY,
213 FORMAT (1H, I5, 4NGLEN, STG:N1, SIGN2, SIGNM
220 RETUKN TO THE BEGINNING CF THE FROGRA:I FOR THE NEXT CASE.
E21 GO TO 11
ENO

```

\section*{APPENDIX 6}

\section*{Experimental Determination of Stresses}

\subsection*{6.1 Determination of Apparent Strain for Temperatures above \(180^{\circ} \mathrm{C}\)}

Strains conform to the folllowing designations:
\(\varepsilon_{I}=\) strain indicated by strain gauge.
\(\varepsilon_{R}=\) real strain due to thermal expansion of the material.
\(\varepsilon_{A}=\) apparent strain due to heating of the gauge (above \(180^{\circ}\) ).
The indicated strain will then be:
\[
\begin{equation*}
\varepsilon_{I}=\varepsilon_{R}+\varepsilon_{A} \tag{A6.1.1}
\end{equation*}
\]

The relation is valid for the stresses
\[
\begin{equation*}
\sigma_{I}=\sigma_{R}+\sigma_{A} \tag{A5.1.2}
\end{equation*}
\]

Therefore the real strain and stress
\[
\begin{equation*}
\varepsilon_{R}=\varepsilon_{I}-\varepsilon_{A} \tag{A6.1.3}
\end{equation*}
\]
and
\[
\begin{equation*}
\sigma_{R}=\sigma_{I}-\sigma_{A} \tag{A6.1.4}
\end{equation*}
\]

The figure below gives the relation between apparent strain and temperature. It can be seen that the gauge is self compensating up to \(180^{\circ} \mathrm{C}\) since the apparent strain is negative and decreases with temperature. For temperatures over \(180^{\circ} \mathrm{C}\) the apparent strain increases, that is the gauge expands, and therefore the indicated strain is not the real strain but the combination of the real and apparent strains as it is described in Equation (A6.1.1).


\section*{TML Tokyo Saki Kenkyuje Co., bird.}

TSK Co. Ltd advise: that no correction needed up to \(180^{\circ} \mathrm{C}\) for gauge apparent strain, due to self compensating feature, persumably non-linear at upper end.

\section*{Calculations}

At time interval 12 minutes during heating-up the following rosettes along the nozzle have temperatures above \(180^{\circ} \mathrm{C}\).
\begin{tabular}{|c|l|c|c|}
\hline Rosette & Gauge & \begin{tabular}{c} 
Temperature \\
\(\mathrm{C}_{\mathrm{C}}\)
\end{tabular} & \begin{tabular}{c} 
Degrees \\
\(\mathrm{o}_{\mathrm{C}}\)
\end{tabular} \\
\hline 1 & \(1,2,3\) & 198.0 & 18.0 \\
2 & \(4,5,6\) & 197.9 & 17.9 \\
3 & \(7,8,9\) & 197.9 & 17.9 \\
4 & \(10,11,12\) & 197.8 & 17.8 \\
5 & \(13,14,15\) & 189.4 & 9.4 \\
6 & \(16,17,18\) & 188.4 & 8.4 \\
7 & \(19,20,21\) & 186.3 & 6.3 \\
\hline
\end{tabular}

The determination of the apparent strain can be calculated as follows:

For rosette (1) the temperature is \(198.0^{\circ} \mathrm{C}\). The apparent strain for \(180^{\circ} \mathrm{C}\), read from Fig.A6.1.1, is \(-720 \times 10^{-6}\) and for \(198.0^{\circ} \mathrm{C}\) is \(-680 \times 10^{-6}\). Therefore the apparent strain is: \(\varepsilon_{A}=-680 \times 10^{-6}-\left(-720 \times 10^{-6}\right)=40 \times 10^{-6}\). For the rest of the rosettes the calculation is similar.
\begin{tabular}{|c|c|c|}
\hline Rosette & Gauge & Apparent Strain \\
\hline 1 & \(1,2,3\) & \(40 \times 10^{-6}\) \\
2 & \(4,5,6\) & \(33 \times 10^{-6}\) \\
3 & \(7,8,9\) & \(33 \times 10^{-6}\) \\
4 & \(10,11,12\) & \(28 \times 10^{-6}\) \\
5 & \(13,14,15\) & \(10 \times 10^{-6}\) \\
6 & \(16,17,18\) & \(7 \times 10^{-6}\) \\
7 & \(19,20,21\) & \(5 \times 10^{-6}\) \\
\hline
\end{tabular}
6.2 Determination of Direct Stresses and Strains. Principal Strains and Stresses, Direction Angles and Maximum Shear Stresses

The determination of all the strain and stress components of the experimental results is performed by the computer program EXPER2 which was constructed for this purpose. The various processes and their mathematical analysis is as follows. 1. The program converts the millivolt readings recorded by the Data-Log into strain (in/in).

This is done by using the relationship
\[
\begin{equation*}
\varepsilon_{\text {indicated }}=\frac{1}{250(F)} \times \frac{\Delta V}{V} \tag{A6.2.1}
\end{equation*}
\]
where:
```

F = the gauge factor
\Deltav= voltage indicated in mV (10-3 volts)
V = voltage across the bridge in volts
(This is set to 6 volts.)

```

The conversion is performed for all 45 gauges for every one minute interval during heating-up and cooling-down.
2. Calculate the direct stresses for each gauge by using the relationship:
\[
\begin{equation*}
\sigma=\mathrm{E} \varepsilon \tag{A6.2.2}
\end{equation*}
\]
3. Calculate principal strains for all fifteen rosettes.


If the principal strains in a two-dimensional system are \(\varepsilon_{I}\) and \(\varepsilon_{I I}\) then the direct strains \(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\) in directions inclined at \(\theta,(\theta+\alpha),(\theta+\alpha+\beta)\) to \(\varepsilon_{I}\) are
\[
\begin{align*}
& \varepsilon_{1}=\frac{1}{2}\left(\varepsilon_{I}+\varepsilon_{I I}\right)+\frac{1}{2}\left(\varepsilon_{I}-\varepsilon_{I I}\right) \cos 2 \theta \\
& \varepsilon_{2}=\frac{1}{2} \cdot\left(\varepsilon_{I}+\varepsilon_{I I}\right)+\frac{1}{2}\left(\varepsilon_{I}-\varepsilon_{I I} \cos 2(\theta+\alpha)\right.  \tag{A6.2.3}\\
& \varepsilon_{3}=\frac{1}{2}\left(\varepsilon_{I}+\varepsilon_{I I}\right)+\frac{1}{2}\left(\varepsilon_{I}-\varepsilon_{I I}\right) \cos 2(\theta+\alpha+\beta)
\end{align*}
\]

In practice the directions of the principal strains are not known usually but if the three direct strains \(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\) are measured in known directions, then the three unknowns in Equation (A6,2.3) are
\[
\varepsilon_{I}, \varepsilon_{I I} \text { and } \theta
\]

Now if three strain gauges are arranged so that \(\alpha=\beta=45^{\circ}\) they form a \(45^{\circ}\) rosette like the one in the figure which is used for this work. Equations (A6.2.3) become
\[
\begin{aligned}
& \varepsilon_{1}=\frac{1}{2}\left(\varepsilon_{I}+\varepsilon_{I I}\right)+1_{2}\left(\varepsilon_{I}-\varepsilon_{I I}\right) \cos 2 \theta \\
& \varepsilon_{2}=\frac{1}{2}\left(\varepsilon_{I}+\varepsilon_{I I}\right)-\frac{1}{2}\left(\varepsilon_{I}-\varepsilon_{I I}\right) \sin 2 \theta \\
& \varepsilon_{3}=\frac{1}{2}\left(\varepsilon_{I}+\varepsilon_{I I}\right)-\frac{1}{2}\left(\varepsilon_{I}-\varepsilon_{I I}\right) \cos 2 \theta \\
& \text { On eliminating } \theta \text { from these equations we find that } \varepsilon_{I}, \varepsilon_{I I}
\end{aligned}
\] are the roots of the quadratic equation
\[
\begin{equation*}
\varepsilon^{2}-\left(\varepsilon_{1}+\varepsilon_{3}\right) \varepsilon-\frac{1}{4}\left(\varepsilon_{1}+\varepsilon_{3}-2 \varepsilon_{2}\right)^{2}=0 \tag{A6.2.4}
\end{equation*}
\]
and the two principal strains are given by
\[
\begin{aligned}
& \left.\varepsilon_{I}=\left\{\left(\varepsilon_{1}+\varepsilon_{3}\right)+\sqrt{\left(\varepsilon_{1}+\varepsilon_{3}\right)^{2}+\left(\varepsilon_{1}+\varepsilon_{3}-2 \varepsilon_{2}\right.}\right)^{2}\right\} / 2 \\
& \left.\left.\varepsilon_{I I}=\left(\varepsilon_{1}+\varepsilon_{3}\right)-\sqrt{\left(\varepsilon_{1}+\varepsilon_{3}\right)^{2}+\left(\varepsilon_{1}+\varepsilon_{3}-2 \varepsilon_{2}\right.}\right)^{2}\right\} / 2
\end{aligned}
\]
4. Calculate the principal stresses for all fifteen rosettes. When the principal strains \(\varepsilon_{I}\) and \(\varepsilon_{I I}\) have been estimated, the corresponding principal stresses are deduced from the relations
\[
\begin{align*}
\sigma_{I} & =\frac{E}{1-V^{2}}\left(\varepsilon_{I}+V \varepsilon_{I I}\right)  \tag{A6.2.5}\\
a_{I I} & =\frac{E}{1-V^{2}}\left(\varepsilon_{I I}+V \varepsilon_{I}\right) \tag{A6.2.6}
\end{align*}
\]
5. Determine the angle \(\theta\) between the directions of \(E_{I}\) and \(E_{1}\) measured clockwise from the direction of \(\varepsilon_{I}\).

The equation for the angle \(\theta\) is
\(\tan 2 \theta=\frac{2 \varepsilon_{2}-\varepsilon_{1}-\varepsilon_{3}}{\varepsilon_{3}-\varepsilon_{1}}\)
The angle is determined in degrees.
6. Print all the results for the first time interval and then repeat the above procedure for the second time interval.

The millivolt readings for each gauge at each time interval are given to the program as data. The data designation and the listing of the program are given in the next pages. PROGRAM EXPER2

DATA DESIGNATION
is integer single
ia integer array
rs real single
ra real array
\begin{tabular}{|c|c|c|}
\hline MVOLTS & ra & millivolts readings of strain gauges \\
\hline NU & rs & Poisson's ratio \\
\hline SGFACT & ra & strain gauge factor \\
\hline THETA & ra & angle of direction of principal stress \\
\hline PSTRE1 & ra & principal stress \(I\) \\
\hline PSTRE2 & ra & principal stress II \\
\hline DSTRAN & ra & direct strain \\
\hline DSTRES & ra & direct stress \\
\hline PSTAN1 & ra & principal strain I \\
\hline PSTAN2 & ra & principal strain II \\
\hline NG & ra & number of gauge \\
\hline ITINI & is & iteration parameter \\
\hline ITMAX & is & maximum iteration parameter \\
\hline NSG1 & is & number of strain gauge \\
\hline NSG2 & is & numer of strain gauge \\
\hline NRO1 & is & \(r\) of \\
\hline NRO2 & is & number of rosette \\
\hline VOLT & rs & voltage across the bridge \\
\hline
\end{tabular}
\(\left.\begin{array}{lcc}\text { E } & \text { rs } & \text { modulus of elasticity } \\
\text { L1 } & \text { is } & \text { working parameter } \\
\text { L2 } & \text { is } & \text { working parameter } \\
\text { B } \\
\text { C } \\
\text { D } \\
\text { F }\end{array}\right\}\)\begin{tabular}{l} 
working parameter
\end{tabular}
```

PROGZAN EVPTRZ INITIALLY CALCULATES TIE OIRECT STRA INS IN THE

```






ITINI \(=16\)
MSG1＝1
\(\begin{aligned} & \text { NSSO } \\ & \text { N }=15 \\ & \text { N }\end{aligned}\)
MRO
\(\mathrm{N} 2=1\)
\(2=15\)
RROC
QATA ROR SPECIFIED TITE INTERVALS
OS
NUMBE OF STP
PEAD MILLEOLTS CUTQUTAGU STRAIA GAUUE FACTORS




DEFINE VOLTAEE（IN VOLTS）ACROSS THE S？IDGE
 VOLTE＝6．0T
0015 NO：NF 1 ，NSG2
15 CONTINUS
MnDULUS OF ELASTICITY

OSTR S S \(N\) ）＝OSTRAN（N）
2 c comitinue
GALCULATE PFIINGIPAL STRAIAS FOR ALL FIFTEIN ROSETES
\(\mathrm{N}=0\)

L1 \(=1\)
\(\begin{array}{ll}22 & =1+1 \\ 2 & =4+2\end{array}\)
\(\mathrm{E}=0 \mathrm{STRAN(1)+DSTRAN(1-3)}\)


PSTAN2 \((N)=\left(R-S O R T\left(\left(2^{*+2} 2\right)+\left(0^{* *} 2\right)\right)\right) / 2\) ．
CALGULATE PPIIGIPAL STRESSES FOR ALL FIFTEIN ROSETTES
PJTSSDNS NTID MJ＝ 3
PSTOE1（Nj＝

THE DNOL E IS MEASURED IN DEGRES

\(F=3\) STRANGS－ 05 TPAN（Li）
THETA（H）\(=5 ? 29577734 *(A T A N(D / F)) / 2\) ．
－
ถกด
PRINT ALL RESULTS
WRITE（6，55）
WPIT \(=(5,50)\) T

FORY \(\left(1 x, 34\left(x^{*}-*\right)\right)\)

\(4 C T\) STRAINS
\(\frac{1}{3} 1 X ;\) HA



WPITE \(\left(6,7,{ }^{\prime}\right)\)
75 FUPMAT(5 (1)?
WOITE (6, 7こ)
 AIATPAL STAESSES DIRECTIO: ANGLE
\(31 \times, 97 \mathrm{H}=\)


80 FOTwAT (1X, if, 5X, E16.t, WPITE 6 , 3 .j
9 F FOPMAT \((1 \times, \pm 32(+\infty+7)\)
COATINUE
STAP
Ein

\section*{APPENDIX 7}

\section*{Boundary Collocation Analysis}

\subsection*{7.1 Boundary Collocation Analysis.}

Derivation of Boundary Conditions.
The Williams stress function is given by
\[
\begin{aligned}
x(r, \dot{\theta}) & =\sum_{n=1,2, \ldots}^{\infty}\left\{( - 1 ) ^ { n - 1 } d _ { 2 n - 1 } r ^ { n + ( \frac { 1 } { 2 } ) } \left[-\cos \left(n-\frac{3}{2}\right) \theta\right.\right. \\
& \left.+\frac{2 n-3}{2 n+1} \cos \left(n+\frac{1}{2}\right) \theta\right]+(-1)^{n} d_{2 n} r^{n+1}[-\cos (n-1) \theta \\
& +\cos (n+1) \theta]\}
\end{aligned}
\]

The stress components are given by
\[
\begin{equation*}
-\frac{\sin \theta \cos \theta}{r^{2}} \frac{\partial^{2} \chi}{\partial r \partial \theta}-\frac{\sin \theta \cos \theta}{r} \frac{\partial x}{\partial r} \tag{A7.1.3}
\end{equation*}
\]
\[
-\frac{\cos 2 \theta}{r^{2}} \frac{\partial x}{\partial \theta}
\]
\[
\begin{align*}
& \sigma_{x}=\frac{\partial^{2} \chi}{\partial x^{2}}=\frac{\partial^{2} \chi}{\partial r^{2}} \cos ^{2} \theta-2 \frac{\partial^{2} \chi}{\partial \theta \partial r} \frac{\sin \theta \cos \theta}{r}+\frac{\partial x}{\partial r} \frac{\sin ^{2} \theta}{r} \\
& +2 \frac{\partial x}{\partial \theta} \frac{\sin \theta \cos \theta}{r^{2}}+\frac{\partial^{2} x}{\partial \theta^{2}} \frac{\sin ^{2} \theta}{r^{2}}  \tag{A7.1.1}\\
& \sigma_{y}=\frac{\partial^{2} \chi}{\partial y^{2}}=\frac{\partial^{2} \chi}{\partial r^{2}} \sin ^{2} \theta+2 \frac{\partial^{2} \chi}{\partial \theta \partial r} \frac{\sin \theta \cos \theta}{r}+\frac{\partial x}{\partial r} \frac{\cos ^{2} \theta}{r}  \tag{A7.1.2}\\
& -2 \frac{\partial x}{\partial \theta} \frac{\sin \theta \cos \theta}{\Gamma^{2}}+\frac{\partial^{2} x}{\partial \theta^{2}} \frac{\cos ^{2} \theta}{\Gamma^{2}} \\
& -\tau_{x y}=\frac{\partial^{2} \chi}{\partial x \partial y}=\sin \theta \cos \theta \frac{\partial^{2} \chi}{\partial r^{2}}+\frac{\cos 2 \theta}{r} \frac{\partial^{2} \chi}{\partial r \partial \theta}
\end{align*}
\]

Therefore \(\sigma_{X}, \sigma_{Y},{ }^{-\tau} \tau_{X Y}\) are all functions of \(X, r, \theta\). The conditions at different points will be as follows:

\section*{Along the crack surface:}
\(\sigma_{X}=f(\cos \theta, \sin \theta) \quad \cos \theta=\cos ( \pm \pi), \sin \theta=\sin ( \pm \pi)=0\)
hence \(\sigma_{X}=0\), and \(-\tau_{X Y}=f(\cos \theta \sin \theta)\)
therefore \(-\tau_{x y}=0\). Hence the normal and shearing stresses are zero along the surface of the crack.
BOUNDARY \(\overrightarrow{A B}\) :
At boundary \(\mathrm{AB} \theta=+\pi / 2\)
\(x=f(\cos \theta, r)=f\left(\cos \left(\frac{\pi}{2}\right), r\right)=0\)
and therefore \(X=0, \frac{\partial X}{\partial y}=0\)
BOUNDARY \(\overrightarrow{B C}\) :
Equation (A7.1.1) for \(\sigma_{\mathbf{x}}\) for \(\theta=0\) becomes
\[
\sigma_{x}=\frac{\partial^{2} x}{\partial r^{2}}
\]

Integrating
\[
\begin{align*}
\frac{\partial X}{\partial r} & =\sigma_{x} r+A  \tag{A7.1.4}\\
X & =\frac{\sigma_{x^{2}}}{2}+A r+B \tag{A7.1.5}
\end{align*}
\]

Using conditions on boundary \(A B\) to determine the constants, for \(r=-a\) (on boundary \(A B\) ) \(x=0, \frac{\partial x}{\partial y}=0\)

Therefore Equation (A7.1.4) becomes
\[
0=-\sigma_{x} a+A
\]
hence, \(A=\sigma_{x}\) a
Equation (A7.1.5) becomes \(X=\frac{\sigma_{x} r^{2}}{2}+\sigma_{x}\) ar \(+B\)
at \(\mathbf{r}=\mathrm{a}, \mathrm{X}=0\) (at tip of the crack)
hence \(x=0=\frac{\sigma_{x} a^{2}}{2}-\sigma_{x} a^{2}+B\)
and hence, \(\quad B=\sigma_{x} a^{2}-\sigma_{x} \frac{a^{2}}{2}=\frac{\sigma_{x} a^{2}}{2}\)

Therefore the force component of the stress function is given by
\[
\begin{equation*}
x=\sigma_{x}\left(\frac{y^{2}}{2}+a y+\frac{a^{2}}{2}\right) \text { along } \overrightarrow{B C} \tag{A7.1.6}
\end{equation*}
\]

BOUNDARY \(\overrightarrow{C D}\) :
In Equation (A7.1.6) above at \(\overrightarrow{C D} y=v, a=0\)
\[
\therefore x=\frac{\sigma_{x} v^{2}}{2}
\]
and \(\frac{\partial x}{\partial x}=0, \quad \frac{\partial x}{\partial y}=\sigma_{x} v\)

\subsection*{7.2 PROGRAM STREN4}

Data designations for program STREN4 are the same as the ones given in Appendix 5. The listing of the program is given in the next page.

PROGRAM STRENts（IAPUT \(=102\) ，OUTPUT \(=1002\), TAFES＝INRUT，TAPEG＝OUTPUT
C SPEGIFICATTON AND DATA INITIALIZATICN STATENENTS．


19 IUPUT THE CASE TITLE BUT STOP IF THERE IS NO FURTHER CASE．

दE THPUT THE GONTQOL PARAMETERS HNO PREPARE TO INPUT TIE ARRAY DATA．



\(2311 P \mathrm{~L}(\mathrm{~L})=-\frac{1}{4}, \mathrm{MNP}\)
\(24 X(4)=-5.123456732535\)
30 TAPUT AND CHEOK THE ARPAY RATA．
 \(31^{1}\) FOPNAT（IS， \(\left.4 E 13,5\right)\)

\section*{}


33 SORTIUUE


NRTTE 6，32）TITE
35 GuHTMUE




37 604TTME

38 FOT 12 A （255；\(=10.5)\)



A2 FOR a Ar ata \(13 A 6\)
 \begin{tabular}{l}
1 \\
\(\frac{1}{2}\) \\
3 \\
4 \\
5 \\
6 \\
7 \\
8 \\
9 \\
\hline
\end{tabular} IF (SR © EG. © 0 )

 WU1EER OF

RETRANGOGUQUARY HOCES IS, I5, 14

 CASE HAS THECONCIIIOA CF PLANE, AB, \(1 H . /\)

44 FOR (SR
 \(\frac{1}{F}\) FORMAT
IF
ISR



47 FOP:AT

49 FORMAT (3BHR THE IMPUT ARRAY DATA ARE OUTFUT.)
56 OUTPUT THE ABPAY DATA.













56 FOQMT (


6f DO GOMETBYC CALCULATEOS OM THE ELEMENTS.

\(I=N P I(1)\)
\(J=N P_{1}(1)\)



C 70 SUM THE YOTAL HODAL POINT FORCES.
71 MATN = HAT (L) IF (PS :EQ, STRESS) STUTA = \(1:-N U\) (HATN)
1


72


80 PREPARE TO SUM THE STIFFNESS COEFFICIENTS.


\section*{\(C\)
\(C\)
\(C\)}

90 FORM THE STTFFHESS MATRIX FOR THE ELEIENT.

92
\begin{tabular}{|c|}
\hline \multirow[t]{2}{*}{} \\
\hline \\
\hline \multirow[t]{2}{*}{} \\
\hline \\
\hline  \\
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
路 \\

\end{tabular}} \\
\hline \\
\hline \multirow[t]{2}{*}{} \\
\hline \\
\hline
\end{tabular}

MATN = MAT (L)
\(\begin{array}{ll}W 1 & =N U \\ W 2 & \text { NATM }\end{array}\)
43
\begin{tabular}{l}
\(W 4\) \\
IF \\
145 \\
\hline 1
\end{tabular}

\(W 5=14\)
12
\(335=\) (HATM) \(* H 2 /(H 3 *(W 4)\)

 H5 = W5 \(\Rightarrow\) (H. \(k\) AREA

96
0
0
0
0
0
0
00
00
11
00
17
10
00
00
0
00



\section*{0000}

100 SUM AMG STOPE FOR EACH FFOPCEO) AODE THE MOH-ZERO STIFFNES

        NP=1N (P)
        101QA=QA+1
            NA (DA (GOGO) GO
                T0 103
```



```
        GO TO 2.21
    103 IF (ANP (VP, QA) EQ, LN (Q)) GO GOTO IO4
```




```
    11E 3Y INVERSIOH OF THE HATH DIAGONAL STIFFNESS SUQHATRIX, FIND f'AE
        FLEXIBILTTY SUSMATRIX AT EACH NOEE DISPLAGEO B% FORGES ATGITSELF,
        W1 112 KXX (H, 1, NNP KYY (N, 1.) - KXY (N, 1) * KYX (N, 1)
```



```
C
    12ה CALCULATE THE EFFEGTIVE SELF FLEXIEILITY SUSAATRICES FOR T:IE
        FESTRGINED SOUHDAPY MODRS:
```




```
        \frac{1}{2}
        FXY (NP)=FXX {ND) *FXY SLOPE (NR)
        FYX (NP)=FXY (NP) * SLOPE (NR)
        GOY (iNP) = FXY (NP) * SLOPE (NR)
    122
        FYY (NP)=FYY (NP) - FYX (NP) # FXY (NF) / FXX (NP)
    123
        GYY (NY)=0.
    125 CONTINUE
    13A PERFORI A GNUSS - SEIDEL ITERATICN GN THE STIFFNESS UATRIX FOR
        IHE (NCCNREGTMNCTURE* NOY) GO TO 132
        WOIT# (5, -31)
    131 FOR:AR (1H4X, /1/'/
```



```
    R年采=RX (id)
```



```
    OD IB!, Q&, - 1, NAP1
```



```
    134
```




```
        U(N) =U (N)}\because0:GO* 0E!TAU
        SN=SO%AES (U (i)%
        SOn = 500 + & S {0El.Thu}
```




136 Comtinue


## $C$ $C$ $C$

14t TEST FOR COMVERGENCE.


143 FORMAT (ATE AHII $28 H$ THE ITERATION HAS CONVERGED,
1 GO 5 HAFTER, I5, 8 HCYCLES .)
co ro 151




## C C C

150 OUTPUT THE HODE DISPLACEMENTS.

$16 C$ CALCULATE THE ELEUENT STPESS COATPDNENTS.
IF (SR EQ.





## 时 $=N U($ HATM) <br> 

161. W5 = E (MATI!) $*$ H2 ( $143 *$ W4)


EXY = EYY -
EXH
EXY

if (pS ROE STRAIN GO TO 163
$516472(1)=0$.



[^2]```
SIGL1= 暗 + WL

```

ANGLEL = D.
GO T0 17?
171 AIGGLEL=28. 647829750 * ATAN2 (N3, H2)
1
18C OUTPUT THE ELEHENT STRESSES.
IF (L

```

```

    1
    ```

```

    SIGL1 + STGL1 * SIGL2))
    C
27X,
IX,
52 \RITE (5, {?3)
183 FORSAT (1H; IS, STGLS.5, FI2.2, X, \, SE16.5)
184 CONTINUE.EQ. 1) GOTO 221
190 FIND THE NONE STRESS COHPONENTS.
OO 212 NXX = 1, NNP
SIGNXX=7.
QA =1 ( LO = 1, MEL

```

```

            SIGNXX = SIGNXX + SIGLXX (L)
            QA=QA+2
            IF {OA %E- NAP (il) GO TO 192
    191 CONIINUEGT (OA - 1)
        SIGNXX=SIGNXX, N1 
    C
    2OE GALOULATE THE NOQE PRINOIPAL AND MEAN STRESSES.
    201 W1 = (STSWX + SIGNYY) / 2
        N4=SIGMNYR2**2+N3**2)
        SIGNL=HI+W
        SIGNZ (ABS (H2) OGT* 1.E.35 0OR, ABS (1, O) OGTO 1.E*35) GO rO 202
        ANGLEN = % % %
    20C A|GLEN=20.647389756 4 MTAN2 (N3, H2)
        SIGN3 = SIGNZZ
        1 SIGN= SNE 3. % SIGNC
    C
        210 OUTPUT THE MODE STHESSES.
        HRTG= (6,341)
    ```

```

C

```






```

7.3 Program FUNSTR and Subroutine DMATRX
The data designations are as follows:
is integer single
ia integer array
rs real single
ra real array

```
PROGRAM FUNSTR

\(\left.\begin{array}{l}\text { B1 } \\ \text { B2 }\end{array}\right\}\) rs Working parameters
\begin{tabular}{lrl} 
CONVER & rs & Convergence constant \\
PREVIO & rs Convergence criterion
\end{tabular}

SUBROUTINE DMATRX
The same as above and additionally:
MCR is Crack positions
DI ra First matrix coefficient
CONS rs Working constant
R . ra Working constant
The listing of FUNSTR and DMATRX is given in the next page.

MAP (PAPT)
\(\operatorname{MNF}(T, 0, E=2, R=2, ?=5000)\)
PROGRAM FULSTR(INPUT, OUTPUT, TAPES=INPUT,TAPE5=OUTPUT)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
USIUG FINITE DIFFEREMCE AMALYSIS PROG?AM FUNSTR
DETERMINES TH STESSFUNGTIOG X WHTCH SATISFIES POTTS
THE AIMARMOHLGEGMTIONAT THEPRESURIGE BOUMO
OF THE MESH OERENOS OHTHE SIZE CF THZ PEGION
UHDER COMOEERATIOM
COMAON X (45, +5), SIGMY (43), SIGNXX (43), SIGMTO,
\(101(43), R(43)\),
1CRACKL, HMESH, JJ
\({ }_{\mathrm{C}}^{\mathrm{C}}\). CONSTANTS AND DIMENSI ON PARAMETEFS
MASHPOIM
\(E P S=0.1\)
CRACKL=0.04
\(H 1 E S H=0.023\)
WIOTH=1.0
E!ITST=0.5
\(J J=43\)
保 \(=4\)
KKE=KK+2
\(J E=J J+2\)


WRITE(0, 165\()\)
COR
105 FOQMAT(1, 123 )




\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
CALCULATE HOMENT FOR X-STRESS COMPONEIT

\(50 \quad 1083\)
92 SIGMTO=SIGITC+SIGMXX(I)

CLEAR ARRAYS




\(\pm\) ( \(\left(x x^{5}+3\right) \%\) )



c
200
\(C\)
\(C\)
\(C\)

presintre valuias fue zoumbary z-KK
\(00300 \quad 3=2,60\)
\(=1, k)=0.0\)

30 CONTLNE

WRITE\｛6，28き）
283 FOP！日ि（3（／））
465 FUR：AT（1H1，／／／／）

USING FINITE DIFFERENCE EQUATION
SOLVE FOR INTEKICR MESH ROINTS
290 ITN＝1

\(X(J J-1, K)=X(J J-2, K)\)
\(X(J, K K-1)=X(J, K K-2)\)
\(31=80 \times(x(J, K+1)+X(J, K-1)+K(J+1, K)+X(J-1, K))\)
\(\left\{2=2, *\left(x(j+1, k+1)+x(j+1, k-1)+x\left(j-1, k+\frac{1}{2}\right)+x(j=1, k-1)\right)\right.\)


\(X(J, K)=X(J, K)+D T F F\)
\(x(J J, K)=X(J J=1, K)\)
\(X(J, K K)=X(J, K K-1)\)
368 contline
IF（ITH，Eq， 1\() \quad G 0\) TO 325

60 TO 400
325 CONTINUE


PREVIO＝X（JJ，KK）
ITNE ITiNt
GO TO 290
1．00 CONTINUE
\(\stackrel{C}{C}\)
\(A B S C C N=A B S(C O N \& E R)\)
WRITE \((5,5,5)\) ITM，ASSCON

WQITE（6， 5
5 C 7

554 COMTIMLE
WPTTE（6，533）

\(J=j J\)

HPTTE（6，52．：


－\(:=1\)
IF（UQOQ GOGOTO 595
512
Fonder \(3(j)\)
G0 TO 509
505
COTAGSCGNAGEPS） 50 TO 540
PREvjG＝x（Jj，KK）

546 contrmue
GLO OFATRX（ITM）
EHO
SUBROUTIM：．marex（ITN）
```

    SUSROUTINO IMATRX GETERHIMES THE VALUSS
    ```



```

    10:(43), R(4E)5
    ```


C AXIS OF THI CRACK
\(M E R=23\)
\(C\)
\(C\)
\(C\)
\(C\)
CLEAR 01
DO \(998 \quad L=1, J J\)
998
CONTINUE
\(0010 J J\) I=1, JJ

TF (R(1). 5.0 .0\()\) G0 TO 1030
CONS \(=(-4, j 3) \times.(R(I)+(3 . / 2)\).
\(01(\mathrm{I})=x(\mathrm{I}, \| \mathrm{m}, \mathrm{R}) / \mathrm{CONS}\)
1000 CONTLNUE
WRIT (6.1150)
1100 FORMAT T1HE//I/
\(120 x, 51+3\) \(R\)

D1 \(\neq 1 / 1\)
11:0 COHTINUE

JFJ J. 1.00 .0 ) 00 T0 1200
60 T0 1143
120 COHTINUE .
1250 GOPAT(1H5)
RETURN
EnO
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\section*{APPRNDR8 9}

\section*{comprevison of Temperature Discributions}

\section*{A 9.1 Finite Difference Equation in a Cylindrical System}

Consider the system in a three-dimensional cylindrical coordinates as shown in Fig.A 9.1.1. The energy balance equation gives the following equation for the temperature \(T_{0}\) at node 0 .
\(k \frac{\left(r_{i}+\Delta r / 2\right) \Delta \theta \Delta z}{\Delta r}\left(T_{2}-T_{0}\right)+k \frac{\left(r_{i}-\Delta r / 2\right) \Delta \theta \Delta z}{\Delta r}\left(T_{4}-T_{0}\right)\)
\(+k \frac{\Delta r \Delta z}{\Delta \theta r_{i}}\left(T_{1}+T_{3}-2 T_{o}\right)+k \frac{r_{i} \Delta \theta \Delta r}{\Delta z}\left(T_{5}+T_{6}-2 T_{o}\right)=0\)

Now consider a part of a hollow cylinder subdivided into equal space increments \(\underline{\Delta x}\) as shown in Fig. (A 9.1.2). The explicit difference equation for the node \(\underline{m}\) is from Eyuation \(A\) 9.1.1 and for the onedimensional (radial) time dependent conduction
\(-\frac{k}{\Delta r}\left[\approx\left(T_{m-1}^{n}-T_{m}^{n}\right)\left(r_{m}-\frac{\Delta r}{2}\right)+\left(T_{m+1}^{n}-T_{n}^{n}\right)\left(r_{m}+\frac{\Delta r}{2}\right)\right]\)
\[
\begin{equation*}
=\frac{\Delta r \rho c r_{m}}{\Delta \tau}\left[\mathrm{~T}_{\mathrm{m}}^{\mathrm{n}+1}-\mathrm{T}_{\mathrm{m}}^{\mathrm{n}}\right] \tag{A9.1.2}
\end{equation*}
\]
\[
\begin{aligned}
& \Delta r=\text { space increment in radial direction } \\
& \Delta \tau=\text { time increment, and } \underline{n} \text { indicates temperature at cime }(\tau+\Delta \tau)
\end{aligned}
\] In explicit solutions of time dependent equations the expressions used give the future temperature \(\mathrm{T}_{\mathrm{m}}\) at node \(\underline{m}\) (say) in terms of the current temperatures at the surrounding nodes. The explicit formulation uses
forward-difference approximation for the non-steady conduction equation.

Now if the time and space increment is chosen so that \(\frac{(\Delta r)^{2}}{\alpha \Delta \tau}=2\) then equation \(A\) 9.1.2 above becomes:
\[
\begin{equation*}
T_{m}^{n+1}=\frac{1}{2}\left[T_{m-1}^{n}\left(1-\frac{\Delta r}{2 r_{m}}\right)+T_{m+1}^{n}\left(1+\frac{\Delta r}{2 r_{m}}\right)\right] \tag{A9.1.3}
\end{equation*}
\]

\section*{A 9.2 Determination of Temperature Distribution}

The temperature distribution is determined by program CYL1DT (Listing at the end of the Appendix) which solves the equation
\[
\begin{equation*}
k\left(\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}\right)=\rho c \frac{\partial T}{\partial \tau} \tag{N.2p.83}
\end{equation*}
\]
numerically using the forward-difference expression A 9.1.3. Temperatures are determined alorz the radial direction \((x)\) at specified time increments. The space increment \(\Delta r\) is chosen equal to 0.05 inches and this produces 11 nodal points along the radius of the cylinder as shown in Fig.A 9.2.1. The parameter \(\frac{(\Delta r)^{2}}{\alpha \Delta \tau}=2\) for \(\Delta r=0.05\) inches and \(\alpha=0.347 \mathrm{Et}^{2} / \mathrm{hr} \quad\) (for steel EN58J (R.5-1) gives \(\Delta \tau=0.09\) secs. This time increment will produce \(\frac{60 \mathrm{secs}}{0.09 \mathrm{secs}}=667\) time iterations for every minute.

The boundary conditions are identical to that of the nozzle in Chapter 4, that is, the inside circumference is maintained at the constant temperature of \(\mathrm{T}_{\mathrm{E}}=450^{\circ} \mathrm{F}\) and there is heat loss by natural convection to the air on the outside boundary. The heat transfer coefficient is that given in Reference (R.4-4) for horizontal cylinders and pipes.
\[
\begin{equation*}
\frac{h_{C} D_{O}}{k_{E}}=0.53\left[\frac{D_{o}^{3} \rho_{E} g \beta_{E} \Delta t}{\mu_{f}^{2}} \quad\left(\frac{c_{p}^{\mu}}{k_{E}}\right)\right]^{0.25} \tag{A9.2.1}
\end{equation*}
\]
where \(h_{C}=\) heat transfer coefficient
\[
\begin{aligned}
& D_{o}=\text { outside diameter of cylinder } \\
& \mathrm{k}_{\mathrm{f}}=\text { thermal conductivity of air } \\
& \rho_{f}=\text { density of air } \\
& g=\text { acceleration due to gravity } \\
& B_{f}=\text { coefficient of volumetric expansion of air } \\
& \Delta t=T_{W}-T_{\infty} \\
& T_{W}=\text { temperature on the outside surface of cylinder } \\
& T_{\infty}=i s \text { the air temperature }\left(60^{\circ} \mathrm{F}\right) \\
& \mu_{f}=\text { viscosity of air } \\
& C_{p}=\text { specific heat of air (at atm. pressure) }
\end{aligned}
\]

The heat transfer coefficient is calculated at each time increment using the equivalent surface node temperature.

\section*{A 9.3 Comparison of Temperature Results}

The temperature distribution for the nozzle of case \(C\) away from the vessel (grid points 91 to 100 see Fig.4.6.1, page 289) which was obtained using the two -dimensional ( \(\mathrm{x}, \mathrm{y}\) ), time dependent ( \(\tau\) ) equation for a plane wall
\[
\begin{equation*}
k\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}\right)=\rho c \frac{\partial T}{\partial \tau} \tag{4.3.1.1,p>1}
\end{equation*}
\]
is compared to the results obtained by using the one-dimensional (radial) time dependent ( \(\tau\) ) equation for the cylinder
\[
\begin{equation*}
k\left(\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}\right)=\rho c \frac{\partial T}{\partial \tau} \tag{N.2,p.83}
\end{equation*}
\]
for the times 1 minute (Fig.A 9.3.1, Table A 9.3.1), 2 minutes. (Fig. A 9.3.2, Table A 9.3.2), and 4 minutes (Fig. A 9.3.3, Table A 9.3.3). The cylinder results are given in Table A 9.3.4. The dimensions of both cylinder and nozzle are identical, with \(D_{i}=1\) in and \(D_{o}=2\) in, and the boundary conditions already referred to.

It can be seen from Fig. A 9.3.1 that at time 1 minute the temperature at \(r=0.6\) inches for the nozzle is higher by \(5.3 \%\) of the value of the cylinder and by \(19.0 \%\) on the outside boundary. The average deviation is \(12.2 \%\). For time 2 minutes the average deviation is \(11.8 \%\) (Fig. A 9.3.2) and for time 4 minutes 11.6\%. In general the temperatures obtained in the nozzle using the two-dimensional time dependent plane wall conduction equation are higher than the temperatures obtained for the cylinder by an average of 11-12\%. Near the junction where the end effects (vessel) affect the conduction in the \(z\) (axial) direction the equation for the cylinder will in fact be twodimensional ( \(x\) and \(z\) )
\[
k\left(\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} r}{\partial z^{2}}\right)=\rho c \frac{\partial T^{r}}{\partial \tau} \quad(N .3, p .83-N 2)
\]

It can be concluded that the approximation of the plane wall heat conduction in two-dimensions ( \(x, y\) ) and time ( \(\tau\) ) gives reasonable results for the nozzle and can be used to overcome the difficulty in the analysis of the heat conduction at the intersectionof two cylinders. Of course the alternative of treating the problem in threedimensional time dependent formulation will soon be possible with the expansion of the computing facilities in order to give acceptable accuracy. But even so, the economics and time consumption of threedimensional unsteady analysis will still be subjected to considerable competition from the two-dimensional analysis especially whenever axisymmetric geometries are considered.


FIGURE A9.1.1
Three-dimensional cylindrical system



FIGURE A9.1.2
Subdivision of cylindrical wall
One-dimensional cylindrical system
Heat conduction(unsteady) in radial direction

\section*{Boundary condition:}

Natural convection to air
\[
T=60^{\circ} \mathrm{F}(\mathrm{aix})
\]


FinitomDifforerce Grid FIGURE A9.2.1

\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{2}{|l|}{PTME \(=1\) minute} & & \\
\hline \begin{tabular}{l}
Radius r \\
inches
\end{tabular} & temperature ( \({ }^{\circ}\) F) NOZZIE OF CASE 0 & temperatura ( \({ }^{\circ} \mathrm{p}\) ) HOLION CYLINDER & \[
\underset{\%}{\text { DEVIATION }}
\] \\
\hline \(0.5\left(r_{1}\right)\) & 450.0 & 450.0 & \\
\hline 0.6 & 311.2 & 294.4 & +5.7\% \\
\hline 0.7 & 220.4 & 195.6 & +12.7\% \\
\hline 0.8 & 164.7 & 149.5 & +10.2\% \\
\hline 0.9 & 116.8 & 101.7 & +14.8\% \\
\hline 1.0 ( \(r_{2}\) ) & 82.6 & 70.2 & +17.6\% \\
\hline \multicolumn{4}{|c|}{average} \\
\hline \multicolumn{4}{|r|}{\multirow[t]{2}{*}{- FIGURE A9.3.1 \(\quad\) Deviation \(=12.2 \%\)}} \\
\hline & & & \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{2}{|l|}{TIME \(=2\) minutes} & & \\
\hline \begin{tabular}{l}
RADIUS \(r\) \\
inches
\end{tabular} & TEMPERATURE ( \({ }^{\circ} \mathrm{F}\) )
NOZZLE CASE & TEMPERATURE ( \({ }^{\circ}\); HOLLOW CYLINDER & \begin{tabular}{l}
DEVIATION \\
\(\%\)
\end{tabular} \\
\hline 0.5 ( \(r_{1}\) ) & 450.0 & 450.0 & \\
\hline 0.6 & 316.7 & 306.3 & +3.4\% \\
\hline 0.7 & 231.2 & 211.7 & +9.2\% \\
\hline 0.8 & 183.1 & 100.2 & +14.3\% \\
\hline 0.9 & 151.8 & 134.5 & +12.9 \% \\
\hline 1.0 & 125.2 & 105.2 & +19.0\% \\
\hline \multicolumn{4}{|c|}{average} \\
\hline & & DEVI & \(T I O N=11.8 \%\) \\
\hline \multicolumn{4}{|c|}{FIGURE A9.3.2} \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{2}{|l|}{TIME \(=4\) minutes} & & \\
\hline \begin{tabular}{l}
RADIUS r \\
inches
\end{tabular} & \begin{tabular}{l}
TEMPERATURE ( \({ }^{\circ} \mathrm{F}\) ) \\
NOZZLE OF CASE C
\end{tabular} & TEMPERATURE ( \({ }^{\circ} \mathrm{F}\) )
HOLLOW CYLINDER & \[
\begin{gathered}
\text { DEVIATION } \\
\%
\end{gathered}
\] \\
\hline \(0.5 \quad\left(r_{1}\right)\) & 450.0 & 450.0 & \\
\hline 0.6 & 333.4 & 316.6 & +5.3\% \\
\hline 0.7 & 255.2 & 232.2 & +9.9\% \\
\hline 0.8 & 215.7 & 191.4 & +12.7\% \\
\hline 0.9 & 195.4 & 176.0 & +11.0\% \\
\hline 1.0 & 186.3 & 156.4 & +19.0\% \\
\hline \multicolumn{4}{|c|}{AVERAGE} \\
\hline & & DEV & ATION \(=11\). \\
\hline \multicolumn{4}{|c|}{FIGURE A9.3.3} \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \(\mathrm{I}=1\). & & & & & & & & & \\
\hline & 91 & 92 & 93 & 54 & 35 & 96 & 97 & 98 & 99 & 100 \\
\hline & 453．0 & 453．－ & 450．0 & 45.0 & 450.3 & 450.0 & 450.0 & 450.0 & 450.0 & 450．8 \\
\hline \begin{tabular}{l}
3 \\
\hline \\
\(N\) \\
\(N\)
\end{tabular} & \[
\begin{gathered}
I=2 \\
91
\end{gathered}
\] & 92 & 93 & 96 & 95 & 96 & 97 & 98 & 99 & \(10:\) \\
\hline \(\bigcirc\) & 311.2 & 311．： & 311.2 & 311.2 & 311.2 & 311.2 & 311.2 & 311.2 & 311.2 & 311.2 \\
\hline \[
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& 0
\end{aligned}
\] & \(I=3\) & & & & & & & & & \\
\hline \(\bigcirc\) & 91 & 92 & 93 & 94 & 95 & 96 & 97 & 98 & 99 & 16 \\
\hline \[
\] & 22： 4 & 220．4 & E2： 4 & 320.4 & 220.4 & 220.4 & 220.4 & 220．4 & 220.4 & 220.4 \\
\hline  & \(I=4\)
91 & 92 & 93 & 94 & 95 & 96 & 97 & \(¢ 8\) & 99 & 160 \\
\hline  & 164．7 & 164.7 & 164.7 & 164.7 & 164.7 & 164.7 & 104.7 & 264.7 & 164.7 & 164.7 \\
\hline \[
\begin{aligned}
& H \\
& \hline- \\
& H
\end{aligned}
\] & \(I=5\) & & & & & & & & & \\
\hline ＋ & 91 & 92 & 93 & 94 & 95 & 96 & 97 & ¢ 8 & 99 & 100 \\
\hline \(\stackrel{\text { II }}{ }\) & 116.8 & 116．3 & 116.9 & 116.8 & 116.8 & 116.8 & 116． 8 & 116.8 & 116.8 & 11E．8 \\
\hline  & \(I=6\) & & & & & & & & & \\
\hline \(\stackrel{+}{+}\) & 91 & 92 & 93 & 94 & 95 & 95 & 97 & ¢ 3 & 99 & 100 \\
\hline & 82.6 & 82.6 & 82.6 & 82.0 & 82.6 & 82.5 & 82.6 & 82.6 & 02.6 & 82.0 \\
\hline
\end{tabular}




\section*{PROGRAM CYL1DT}

The program solves the one-dimensional time dependent, heat conduction equation
\(k\left(\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}\right)=p c \frac{\partial T}{\partial \tau}\) for a hollow cylinder explicitly using forward difference formulation in time ( \(\tau\) ) and space (radial) increments. It assumes a constant temperature around the inside circumference and along the axis ( \(z\) ) of the cylinder and heat conduction by natural convection on the outside boundary.
( The program was initially developed in November 1976 for an investigation of heat conduction in jacketed pressure vessels used by Ethylene Plastique Co. Ltd., France, for the storage of ethylene gas at low temperatures; Internal Report 2-EP-5000L/C.N.Oikonomides, Applied Mechanics, and in here the boundary conditions are changed for natural convection to air.)
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| NODE | $\sigma_{L}$ | $\sigma_{R}^{*}$ | $\sigma_{z}$ | $\sigma_{\text {maxp }}$ | $T_{\max }(12)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | -963 | -853 |  |  |
| 2 | -1195 | -1185 | -945 | -4823 | 3468 |
| 3 | -7598 | -1568 | -1661 | -7687 | 4917 |
| 4 | -11063 | -2308 | -3369 | -11065 | 5449 |
| 5 | -16438 | -2981 | -5828 | -17921 | 8207 |
| 6 | -18785 | -3742 | -6243 | -17608 | 8528 |
| 7 | -21371 | -4211 | -6850 | -21602 | 10184 |
| 8 | -18505 | -3451 | -7851 | -23665 | 10579 |
| 9 | -18274 | -2708 | -7753 | -22560 | 10147 |
| 10 | -15995 | -1912 | -6786 | -20778 | 9902 |
| . 11 | -9137 | -1583 | -5612 | -18765 | 8933 |
| 12 | -8945 | -1350 | -4425 | $-14728$ | 7957 |
| 13 | -7142 | -1002 | -3779 | -11605 | 6593 |
| 14 | -6342 | -953 | -2691 | -10471 | 5985 |
| 15 | -4921 | -810 | -1920 | -7813 | 5305 |
| 16 | -3930 | -792 | -1668 | -6198 | 3418 |
| 17 | -2638 | -543 | -1119 | -4725 | 2859 |
| 18 | 237 | 268 | 100 | 2646 | 2.478 |
| 19 | 4782 | 1193 | 2029 | 7007 | 3624 |
| 20 | 6842 | 1542 | 3012 | 8067 | 4931 |
| 21 | 8239 | 1601 | 3496 | 10855 | 5029 |
| 22 | 10354 | 1921 | 3640 | 10905 | 5093 |
| 23 | 11089 | 1995 | 3766 | 11091 | 5104 |
| 24 | 9912 | 2005 | 2886 | 9515 | 4814 |
| 25 | 6756 | 1853 | 2743 | 6775 | 3335 |
| 26 | 6443 | 1648 | 2493 | 6461 | 2645 |
| 27 | 4369 | 1410 | 2158 | 4969 | 2421 |
| 28 | 2056 | 1180 | 1650 | 4420 | 2307 |
| 29 |  | 956 | 1594 |  |  |

* See note at the bottom of page 94

CASE A. OUTSIDE BOUNDARY

| NODES | $\tau_{\max (12)}$ | $\tau_{\max (23)}$ | $\tau_{\max (31)}$ |
| :---: | :---: | :---: | :---: |
| 1 |  | 2024 | 587 |
| 2 | 3468 | 2688 | 780 |
| 3 | 4917 | 3811 | 1108 |
| 4 | 5449 | 4223 | 1226 |
| 5 | 8207 | 6361 | 1846 |
| 6 | 8528 | 6610 | 1918 |
| 7 | 10184 | 7893 | 2291 |
| 8 | 10579 | 8200 | 2379 |
| 9 | 10147 | 7865 | 2282 |
| 10 | 9902 | 7675 | 2227 |
| 11 | 8933 | 6924 | 2009 |
| 12 | 7957 | 6167 | 1780 |
| 13 | 6593 | 5110 | 1483 |
| 14 | 5985 | 4639 | 1346 |
| 15 | 5305 | 4112 | 1193 |
| 16 | 3418 | 2649 | 769 |
| 17 | 2859 | 2216 | 643 |
| 18 | 2478 | 1921 | 557 |
| 19 | 3624 | 2809 | 815 |
| 20 | 4931 | 3822 | 1109 |
| 21 | 5029 | 3898 | 1131 |
| 22 | 5093 | 3948 | 1145 |
| 23 | 5104 | 3956 | 1148 |
| 24 | 4814 | 3731 | 1083 |
| 25 | 3335 | 2585 | 750 |
| 26 | 2645 | 2050 | 595 |
| 27 | 2421 | 1876 | 525 |
| 28 | 2307 | 1788 | 519 |
| 29 |  | 1694 | 491 |


| NODE | $\sigma_{x}$ | $\sigma_{y}^{*}$ | $\sigma_{z}$ | $\sigma_{\operatorname{maxp}}$ | $\tau_{\max (12)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 206 |  | -155 | -120 |  |  |
| 200 | -772 | -278 | -315 | -1118 | 592 |
| 192 | -2632 | -293 | -865 | -3026 | 1443 |
| 186 | -4875 | -302 | -1528 | -5157 | 2610 |
| 172 | -8099 | -361 | -2538 | -8489 | 4258 |
| 165 | -10572 | -580 | -3085 | -10572 | 5142 |
| 157 | -10921 | -1573 | -3748 | -10986 | 5150 |
| 156 | -10960 | -1592 | -3480 | -10288 | 5173 |
| 129 | -10219 | -1383 | -3103 | -9094 | 4487 |
| 128 | -9012 | -1100 | -2803 | -5509 | 4423 |
| 127 | -5458 | -1080 | -1583 | -3425 | 2639 |
| 126 | -3341 | -920 | -1028 | -1579 | 1712 |
| 125 | -1490 | -810 | -1001 | -1078 | 1525 |
| 124 | -1303 | -703 | -958 | -1022 | 1403 |
| 123 | -1120 | -702 | -940 | -982 | 1321 |
| 122 | -1002 | -650 | -857 | -916 | 1201 |
| 78 | -952 | -610 | -803 | -893 | 1194 |
| 77 | -677 | -601 | -763 | -802 | 1072 |
| 76 | -603 | -582 | -745 | -710 | 956 |
| 75 |  | -504 | -701 |  |  |

* See note at the bottom of page 94.


## CASE B. OUTSIDE BOUNDARY

1 graph
1 graph

| NODE | $\sigma_{L}$ | $\sigma_{R}^{*}$ | $\sigma_{Z}$ | $\sigma_{\text {max } P}$ | $\tau_{\text {max } 12)}$ |
| ---: | ---: | ---: | ---: | ---: | :---: |
| 133 |  | -376 | -297 |  |  |
| 132 | -1358 | -480 | -263 | -1728 | 1239 |
| 131 | -2758 | -653 | -765 | -2763 | 5605 |
| 1 | -6574 | -833 | -890 | -4815 | 6113 |
| 2 | -8145 | -940 | -980 | -6345 | 6270 |
| 3 | -10803 | -1007 | -1102 | -8109 | 7607 |
| 4 | -11911 | -2185 | -3928 | -12660 | 10397 |
| 5 | -14287 | -4230 | -4373 | -14897 | 15245 |
| 6 | -5074 | -2355 | -2153 | -7786 | 4197 |
| 7 | -2255 | -1100 | -956 | -4474 | 2879 |
| 8 | -1164 | -840 | -493 | -2758 | 1934 |
| 9 | 229 | 105 | 97 | -1593 | 1855 |
| 10 | 866 | 642 | 368 | 1904 | 1290 |
| 11 | 3846 | 2613 | 1506 | 3865 | 1354 |
| 12 | 2923 | 2541 | 1494 | 3499 | 1317 |
| 13 | 2861 | 2119 | 1048 | 3062 | 1315 |
| 14 | 2480 | 1823 | 1003 | 2974 | 1307 |
| 15 | 2473 | 1174 | 1000 | 2615 | 1095 |
| 16 | 2404 | 1020 | 904 | 2613 | 1009 |
| 158 | 2034 | 810 | 848 | 2509 | 1008 |
| 160 | 1005 | 703 | 777 | 2498 | 990 |
| 162 |  | 641 | 634 |  |  |

* See note at the bottom of page 94.

| NODE | $\sigma_{\operatorname{maxp}}$ | $\tau_{\max (12)}$ |
| :---: | :---: | :---: |
| 149 |  |  |
| 147 | $-1421$ | 1332 |
| 124 | -2297 | 1595 |
| 123 | -3066 | 1871 |
| 122 | -3350 | 2638 |
| 121 | -7498 | 3165 |
| 102 | -10442 | 4924 |
| 101 | -9190 | 4743 |
| 96 | -5946 | 3077 |
| 95 | -4489 | 1558 |
| 94 | -3718 | 1369 |
| 87 | -3648 | 1358 |
| 88 | -3154 | 1274 |
| 89 | -2016 | 1203 |
| 90 | -1739 | 1091 |
| 91 | -1714 | 1047 |
| 92 | -1688 | 970 |
| 93 | -1631 | 957 |
| 159 | -1232 | 792 |
| 161 | -1061 | 772 |
| 163 |  | - |

CASE C. OUTSIDE BOUNDARY

| NODE | time $=4$ minutes |  |  | time $=8$ minutes |  |  | time=11 minutes |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{L}$ | $\sigma_{R}^{*}$ | $\sigma_{z}$ | $\sigma_{L}$ | $\sigma_{R}^{*}$ | $\sigma_{z}$ | $\sigma_{L}$ | $\sigma_{R}^{*}$ | $\sigma_{z}$ |
| 1 | $\because$ | -32 | -137 |  | -74 | -319 |  | -102 | -438 |
| 4 | -520 | -38 | -157 | -1209 | -87 | -365 | -1663 | -120 | -502 |
| 7 | -1274 | -118 | -266 | -2959 | -274 | -619 | -4069 | -377 | -851 |
| 10 | -1573 | -150 | -299 | -3654 | -349 | -1060 | -5024 | -480 | -1458 |
| 13 | -2166 | -217 | -519 | -5031 | --505 | -1426 | -6918 | -694 | -1961 |
| 16 | -2226 | -256 | -675 | -5171 | -594 | -1569 | -7110 | -817 | --2157 |
| 19 | -2370 | -277 | -776 | -5506 | -644 | -1803 | -7571 | -886 | -2479 |
| 21 | -2581 | -347 | -810 | -5996 | -806 | -1881 | -8245 | -1108 | -2587 |
| 22 | -194 | -72 | -87 | -452 | -168 | -201 | -622 | -231 | -277 |
| 25 | 423 | 136 | 134 | 983 | 316 | 311 | 1351 | 435 | 427 |
| 28 | 705 | 157 | 259 | 1638 | 365 | 601 | 2252 | 502 | 826 |
| 31 | 831 | 175 | 302 | 1930 | 406 | 700 | 2654 | 558 | 963 |
| 34 | 1009 | 176 | 356 | 2345 | 409 | 826 | 3225 | 562 | 1136 |
| 37 | 1145 | 197 | 405 | 2660 | 457 | 940 | 3658 | 628 | 1292 |
| 40 | 1246 | 198 | 433 | 2895 | 459 | 1006 | 3980 | 631 | 1383 |
| 43 | 1434 | 204 | 489 | 3330 | 473 | 1136 | 4579 | 651 | 1562 |
| 46 | 1152 | 87 | 359 | 2676 | 203 | 833 | 3680 | 279 | 1146 |
| 49 | 1098 | 84 | 343 | 2551 | 194 | 798 | 3508 | 267 | 1097 |
| 52 | 1006 | 59 | 283 | 2336 | 138 | 657 | 3212 | 190 | 904 |
| 55 | 906 | 58 | 256 | 2104 | 136 | 594 | 2893 | 187 | 817 |
| 58 | 858 | 57 | 253 | 1993 | 132 | 588 | 2740 | 182 | 808 |
| 61 | 784 | 44 | 179 | 1820 | 101 | 415 | 2503 | 139 | 571 |
| 64 | 611 | 41 | 166 | 1419 | 95 | 385 | 1951 | 131 | 529 |
| 67 | 591 | 39 | 151 | 1372 | 91 | 351 | 1886 | 125 | 482 |
| 70 | 512 | 35 | 128 | 1190 | 81 | 298 | 1636 | 111 | 410 |
| 73 | 421 | 31 | 100 | 977 | 73 | 232 | 1344 | 100 | 319 |
| 76 | 255 | 23 | 63 | 591 | 54 | 147 | 813 | 74 | 202 |
| 77 |  | 20 | 61 |  | 47 | 141 |  | 65 | 194 |

* See note at the bottom of page 94

CASE C. OUTSIDE BOUNDARY

| NODE | time $=4$ minutes |  | time $=8$ minutes |  | time=11 minutes |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{\text {max }}$ | $\tau_{\text {max }(12)}$ | $\sigma_{\text {maxp }}$ | $\tau_{\text {max (12) }}$ | $\sigma_{\text {max } P}$ | $\tau_{\text {max (12) }}$ |
| 1. |  |  |  |  |  |  |
| 4 | -573 | 590 | -1330 | 1370 | -1829 | 1884 |
| 7 | -1280 | 1423 | -2972 | 3305 | -4087 | 4545 |
| 10 | -1576 | 1563 | -3660 | 3631 | -5033 | 4992 |
| 13 | -2167 | 2011 | -5033 | 4670 | -6921 | 6421 |
| 16 | -2246 | 2083 | -5217 | 4838 | -7174 | 6652 |
| 19 | -2375 | 2162 | -5516 | 5020 | -7584 | 6903 |
| 21 | -2582 | 2465 | -5998 | 5725 | -8247 | 7872 |
| 22 | -550 | 809 | -1276 | 1880 | -1755 | 2585 |
| 25 | 433 | 420 | 1006 | 976 | 1383 | 1342 |
| 28 | 715 | 568 | 1661 | 1319 | 2284 | 1813 |
| 31 | 834 | 663 | 1938 | 1540 | 2665 | 2118 |
| 34 | 1012 | 838 | 2350 | 1945 | 3231 | 2675 |
| 37 | 1147 | 944 | 2663 | 2193 | 3662 | 3016 |
| 40 | 1253 | 1062 | 2910 | 2466 | 4001 | 3391 |
| 43 | 1435 | 1240 | 3333 | 2879 | 4583 | 3959 |
| 46 | 1159 | 1123 | 2692 | 2607 | 3702 | 3585 |
| 49 | 1099 | 1102 | 2553 | 2560 | 3511 | 3520 |
| 52 | 1009 | 1054 | 2343 | 2448 | 3221 | 3366 |
| 55 | 858 | 1053 | 1993 | 2447 | 2741 | 3365 |
| 58 | 849 | 962 | 1972 | 2234 | 2712 | 3072 |
| 61 | 795 | 746 | 1846 | 1732 | 2538 | 2382 |
| 64 | 615 | 677 | 1428 | 1573 | 1964 | 2163 |
| 67 | 601 | 580 | 1396 | 1347 | 1919 | 1852 |
| 70 | 513 | 557 | 1192 | 1294 | 1639 | 1779 |
| 73 | 445 | 196 | 1034 | 455 | 1422 | 625 |
| 76 | 160 | 79 | 372 | 183 | 512 | 251 |
| 77 |  |  | * |  |  |  |



| ROSETTENO | PRINOIPML STRAINS |  | PRINCIP | STRE SSES | DIRECTION ANELE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | . $\mathrm{O} 975 \mathrm{E}-05$ | -. $25215-06$ | 293.4 | 30.5 | 22.10 |
| $\frac{1}{3}$ |  | -. $5340.140-j 7$ | $\frac{37}{4} 52 \cdot \frac{2}{2}$ | 109.5 | 12:17 |
| 4 | :1599E-64 |  | 525.1 | 154.8 150.8 | 12:38 |
| 6 | -1082 -04 | -. $15250-3$ | 55406 | 165.3 | -1. $2 \frac{7}{5}$ |
| 7 |  |  | 4 174.9 174 | 155.9 | $13: 93$ |
| ${ }_{10}{ }^{\text {g }}$ | - 515 |  | -124:0 | -463: -79 | -4.36 |
| 21 | - 0 可 9 - ${ }^{\text {a }}$ | -: $24.42{ }^{\text {a }}$ | -139.7 | -474.5 | 11:30 |
| 12 | : $59545=-35$ | -:2963E-67 | -1 | -57.9 -474.9 | -14.16 |
| 14 | - 452 d |  | -230.1 | -8420.3 | -17:. 52 |
| 15 | - 803 S - 07 | -: $15050-04$ | -15 ${ }^{\text {che }}$ | -5:5:4 | -9:90 |

EXPERIMENTAL RESULTS. STRESSES ( $1 \mathrm{~b} / \mathrm{in}^{2}$ )

| Time=12 minutes. Heating-up. |  |  |  |
| :---: | :---: | :---: | :---: |
| DIRECT STRESSES |  |  |  |
| ROSETTE | GADGE | CORRECTED | OBSERVED |
| 1 | $\begin{aligned} & 1 \\ & 2 \\ & 3 \end{aligned}$ | $\begin{array}{r} 1116 \\ 584 \\ 388 \end{array}$ | $\begin{array}{r} 2316 \\ 1211 \\ 805 \\ \hline \end{array}$ |
| 2 | $\begin{aligned} & 4 \\ & 5 \\ & 6 \end{aligned}$ | $\begin{array}{r} 2254 \\ 1150 \\ 634 \end{array}$ | $\begin{array}{r} 3243 \\ 1655 \\ 912 \end{array}$ |
| 3 | $\begin{aligned} & 7 \\ & 8 \\ & 9 \end{aligned}$ | $\begin{array}{r} 3212 \\ 2248 \\ 811 \end{array}$ | $\begin{aligned} & 4200 \\ & 2940 \\ & 1061 \end{aligned}$ |
| 4 | $\begin{aligned} & 10 \\ & 11 \\ & 12 \end{aligned}$ | $\begin{aligned} & 3985 \\ & 2502 \\ & 1063 \end{aligned}$ | $\begin{aligned} & 4824 \\ & 3030 \\ & 1287 \end{aligned}$ |
| 5 | $\begin{aligned} & 13 \\ & 14 \\ & 15 \end{aligned}$ | $\begin{array}{r} 3920 \\ 1943 \\ 904 \end{array}$ | $\begin{array}{r} 4218 \\ 2091 \\ 973 \end{array}$ |
| 6 | $\begin{aligned} & 16 \\ & 17 \\ & 18 \end{aligned}$ | $\begin{array}{r} 4065 \\ 2444 \\ 993 \end{array}$ | $\begin{aligned} & 4275 \\ & 2571 \\ & 1045 \end{aligned}$ |
| 7 | $\begin{aligned} & 19 \\ & 20 \\ & 21 \end{aligned}$ | $\begin{aligned} & 4308 \\ & 2211 \\ & 1098 \end{aligned}$ | $\begin{aligned} & 4458 \\ & 2288 \\ & 1136 \end{aligned}$ |
| 8 | $\begin{aligned} & 22 \\ & 23 \\ & 24 \end{aligned}$ | $\begin{aligned} & 3192 \\ & 2543 \\ & 1451 \end{aligned}$ |  |
| 9 | $\begin{array}{r} 25 \\ \cdot 26 \\ 27 \end{array}$ | $\begin{aligned} & -9122 \\ & -4841 \\ & -3002 \end{aligned}$ |  |
| 10 | $\begin{aligned} & 28 \\ & 29 \\ & 30 \end{aligned}$ | $\begin{aligned} & -7345 \\ & -4204 \\ & -2248 \end{aligned}$ |  |
| 11 | $\begin{aligned} & 31 \\ & 32 \\ & 33 \end{aligned}$ | $\begin{array}{r} -3231 \\ -2985 \\ -948 \end{array}$ |  |

TABLE 6.4.2

## EXPERIMENTAL RESULTS.

| Time $=12$ minutes. Heating-up. |  |  |
| :---: | :---: | :---: |
| ROSETTE | MAXIMUM PRINCIPAL STRESS $\sigma_{\operatorname{maxp}}\left(1 \mathrm{lb} / \mathrm{in}^{2}\right)$ | MAXIMUM SHEAR STRESS $\tau_{\text {max }(12)} \frac{\mathrm{ib} / \mathrm{in}^{2}}{}$ |
| 1 | 1567 | 1401 |
| 2 | 2311 | 2118 |
| 3 | 2419 | 2641 |
| 4 | 2478 | 2845 |
| 5 | 2463 | 3109 |
| 6 | 2853 | 3281 |
| 7 | 3841 | 3613 |
| 8 | 4202 | 5718 |
| 9 | -8194 | 7402 |
| 10 | -7218 | 6348 |
| 11 | -3178 | 3312 |

TABLE 6.4 .3

VESSEL (NODE 12). STRESSES 1b/in ${ }^{2}$.

| Time(minutes) | Gauge 28 | Gauge 30 | Rosette 10 |
| :---: | :---: | :---: | :---: |
| 10 <br> 12 <br> 14 <br> 16 <br> 18 <br> 18 | $\sigma_{y}$ | $\sigma_{z}$ | $\sigma_{m a x p}$ |
|  | 0 | 0 | 0 |
|  | -1186 | -421 | -1093 |
|  | -2243 | -763 | -2151 |
|  | -3418 | -1140 | -3502 |
|  | -5006 | -1496 | -5124 |
|  | -6414 | -1794 | -6591 |
|  | -7345 | -2248 | -7218 |
|  | -7096 | -2018 | -6940 |
|  | -6307 | -1991 | -6690 |
|  | -4844 | -1488 | -5923 |
|  | -3652 | $-1476$ | -4688 |
|  | 1364 | 497 | 1257 |
|  | 2579 | 874 | 2484 |
|  | 3931 | 1379 | 4062 |
|  | 5757 | 1765 | 5995 |
|  | 8446 | 2585 | 8301 |
|  | 8160 | 2341 | 7981 |
|  | 7253 | 2353 | 7694 |
|  | 5571 | 1771 | 6811 |
|  | 4200 | 1727 | 5391 |
|  | 3110 | 1452 | 4711 |
|  | 1448 | 808 | 3642 |
|  | 608 | 819 | 3233 |

TABLE 6.4 .4

NOZZLE (NODE 43). STRESSES $1 \mathrm{~b} / \mathrm{in}^{2}$.

| Time(minutes) | Gauge 13 | Gauge 15 | Rosette 5 | OBSERVED |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{x}$ | $\sigma_{z}$ | $\sigma_{\operatorname{maxp}}$ | $\sigma_{x}$ | $\sigma_{z}$ | $\sigma_{\operatorname{maxp}}$ |
| 10 | 0 | 0 | 0 |  |  |  |
|  | 893 | 264 | 868 |  |  |  |
|  | 1754 | 508 | 1921 |  |  |  |
| 6 | 2614 | 911 | 3002 | The same |  |  |
| 8 | 3721 | 1483 | 3855 | 1.1 |  |  |
| G. 10 | 4891 | 1709 | 5002 |  |  |  |
| . 12 | 5541 | 1890 | 5545 |  |  |  |
| - | 5426 | 1814 | 5294 |  |  |  |
| $\stackrel{\text { O }}{\text { I }}$ | 4875 | 1551 | 4321 |  |  |  |
| - 18 | 3762 | 1366 | 3717 |  |  |  |
| ¢ 20 | 2918 | 1077 | 3109 |  |  |  |
| 422 | -1027 | -304 | -998 |  |  |  |
| 24 | -2035 | -584 | -2209 |  |  |  |
| 26 | -3045 | -1048 | -3452 |  |  |  |
| 28 | -5674 | -1705 | -4433 | The same |  |  |
| 30 | -6372 | -2174 | -6377 |  |  |  |
| 32 | -6240 | -2086 | -6088 |  |  |  |
| O) 34 | -5606 | -1784 | -4969 |  |  |  |
| .ㄷ 36 | -4326 | -1571 | -4275 |  |  |  |
| $\bigcirc$ | -3356 | -1239 | -3575 |  |  |  |
| () 40 | -2169 | -763 | -2653 |  |  |  |
| 42 | -1478 | -491 | -1627 |  |  |  |
| - 44 | -724 | -304 | -1141 |  |  |  |

TABLE 6.4 .5

| r (inches) <br> Distance from the <br> tip of the crack <br> along y | $\mathrm{d}_{1}$ <br> First matrix <br> coefficient | $\mathrm{K}=-\sqrt{2 \pi}\left(\mathrm{~d}_{1}\right)$ |
| :--- | :--- | :--- |
|  |  |  |
| 0.960 | -279.8 |  |
| 0.910 | -320.4 | 702.6 |
| 0.885 | -332.1 | 803.1 |
| 0.735 | -421.6 | 832.5 |
| 0.660 | -462.7 | 1056.8 |
| 0.585 | -507.4 | 1159.8 |
| 0.460 | -578.9 | 1271.9 |
| 0.360 | -637.2 | 1451.1 |
| 0.210 | -726.7 | 1597.2 |
| 0.110 | -782.4 | 1821.6 |
| 0.085 | -801.6 | 1961.2 |
| 0.060 | -813.5 | 2009.3 |
| 0.035 | -834.2 | 2039.1 |
| 0.010 | -839.4 | 2091.0 |
| (Tip of the crack) | -842.6 | 2104.1 |
|  |  | 2112.3 |
|  |  |  |

## FIGURES


[a] Radial protruding nozzle

[c] Radial nozzle directly welded on the vessel
FIGURE 3.1.1


FIGURE 3.1 .2 a pressure vessel


CURVATURE OF SHELL NEAR THE JUNCTION IS
SMALL COMPARED TO THAT OF NOZZLE.


FIGURE 3.1 .3


FIGURE 3.2.! casea.


FIGURE 3.2.2. case b.


FIGURE 3.2.3



## FIGURE. $442(\mathrm{a})$


$\rightarrow \quad$ FIGURE. 4.4.2(b)
CASE A. TEMPERAIURE PROFILES FOR TIME=54 minutes.


JUNCTION BOUNDARY DETERMINATION

FIGURE 4.4.3

 time $=27 \mathrm{~min}$.


$\Delta T_{m}=T_{\text {mean NozzLE }}-T_{\text {mean vESSEL }}$
$T_{\text {mean nozzle }}$ is the average of all the nodal temperatures in nozzle.


FIGURE 4.4.5. case a. bean temperature variation $\triangle \mathrm{T}_{\mathrm{m}}$ between nozzle and vessel.


## FIGURE 4.5.2(a).

CASE B. TEMPERATURE PROFILES FOR TIME $=10$ minutes.


## FIGURE 4.5.2 (b).

CASE B. TEMPERATURE PROFILES FOR TIME $=54$ minutes.




FIGURE 4.5.4 case b. menn teqperature variation $\Delta \mathrm{T}_{\mathrm{m}}$ berveen nozzle and vessel.


FIGURE 4.6.1 temperature grid for case c.





FIGURE 4.0.3 case c. mean temperature variation $\Delta T_{\mathrm{n}}$ betheen nozzle and vessel.


FIGURE 5.11



FIGURE 5.1.3 poisson's ratio versus temperature.

## STRESS NOTATION(See figure 5.1 .4 in the next page)

In order to facilitate the comparison of the theoretical predictions with the experimental results on the outside of the vessel-junction-nozzle boundary, two stresses $\sigma_{L}$ and $\sigma_{R}$ are introduced into the system. Stress $\sigma_{L}$ always lies along the boundary $A B C D$ and $\sigma_{R}$ is always perpendicular to the boundary ABCD at any point. Stress $\sigma_{L}$ is in fact stress $\sigma_{Y}$ at the vessel part of the boundary ( $A B$ ) and stress $\sigma_{x}$ at the nozzle part (CD) and the stress component of $\sigma_{y}$ and $\sigma_{x}$ at the junction part $B C$. Similarly $\sigma_{R}$ is in fact stress $\sigma_{x}$ at the vessel part, $\sigma_{y}$ at the nozzle part and the stress component of $\sigma_{y}$ and $\sigma_{x}$ at any point perpendicular to the junction part (BC).

Therefore the introduction of $\sigma_{L}$ and $\sigma_{R}$, which are in fact the stresses $\sigma_{y}$ and $\sigma_{x}$ (or their stress component for the junction part), makes the representation of the stress field at the outside boundary more uniform and the comparison with the experimental results more comprehensive.


NOTE: STRESS $\sigma_{z}$ IS PERPENDICULAR TO THE PLANE OF THE PAPER (z DIRECTION ) .

FIGURE 5.1. 4 draection of stresses.






FIGURE 5.2.5









- Maximum shear stress $\tau_{\text {max(21) }}$ during


FIGURE 6.1.1. experimentai spectuen.
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FIGURE 6.2.1



FIGURE 6.3.1(a) positions of strain gavge
ROSETTES ON THE NOZZLE AND JUNCTION.


FIGURE 6.3.1(b) postitons of strain gage ROSETTES OIR THE VESSEL.
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FIGURE 6.4.1O


FIGURE 7.2.1 co-ordinate system for crack


FIGURE 7.2 .2 idealised variation of fatigue CRACK GROWTH RATE(da/dN) WITH ALTERNATING STRESS INTENSITY $\Delta K(R .7-11) ~ 。$


FIGURE 7.3.1.] maximum princtpal stresses in area a of case c. (numbers along the boundaries indicate nodes)


FIGURE 7.3.2. area a where crack is considered for case c.


FIGURE 7.3.2.2 finite elenent mesh for area a of case c. NUMBER OF ELEMENTS $=430$


Grid for the determination of stress function $X$


Cell for the finite difference solution of $\nabla_{x}^{4}=0$
FIGURE 7.3.2.3


FIGURE 7.1 .4


[^0]:    *See note on this paragraph and equation 4.3.1.1 in page $83-\mathrm{N} 1$ at the end of this chapter.

[^1]:    In this experimental part of the project an attempt is made to determine the thermal stresses developed at the vessel, nozzle and junction areas using a specimen which was constructed to specifications described (Section 6.1). By determining the stresses experimentally, it is possible to determine how accurately we can predict the stresses by finite element analysis, and also by approximate theoretical analyses.

    Strain gauges are used to measure the stresses. It has been found that thermal stress measurements pose considerable difficulties and special strain gauges are used. The situation is made more difficult by the strain gauges having to operate at relatively high temperatures.

    The second objective of the experimental part is to discover whether, under continuous heating and cooling cycles, it is possible to initiate any cracks at regions of high stress concentration or make existing cracks propagate to the extent of causing failure of the structure. This second aim is considered in Chapter 7 together with a theoretical analysis on crack propagation and fatigue.

    ### 6.1 Geometry and Characteristics of the Specimen

    The specimen used for the experimental part of the project simulates the part of the vessel where the nozzle is attached and the curvature in the tangential (hoop) direction is

[^2]:    $W 3=S T G L Y(W)=S Q 2+43$ u*

