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## ABSTPACT

This thesis is concerned with the characterization of the class of autocorrelation functions of binary sequences, its connections with the class of covariance functions of binary discrete time stochastic processes, known as unit processes, and the design of algorithms for the generation of binary sequences with prescribed autocorrelations.

A geometric approach to the characterization of the class of autocorrelation functions of binary sequences is adopted. A detailed study of the properties of this class of functions is carried out, leading to a better understending of its structure. Necessary and sufficient conditions are derived for a function to be an element of this class. Motivated by practical applications, special aitention is given to the characterization of its finite dimensional projections. These turn out to be bounded convex polyhedra and their vertices have a number of important properties.

A new characterization of the class of covariance functions of discrete time unit processes is given and its relations with the class of autocorrelation functions of binary sequences are discussed.

Two ciasses of algorithms are proposed with proven global convergence and established rates of convergence
for the generation of binary sequences with any prescribed number of autocorrelation shirts.

Some computational results are also presented.
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## NOTATION

A Class of positive semi-definite sequences $\left(p_{n}\right)_{n} \in \mathbb{Z}$ with $\rho_{0}=1$

C Class of autocorrelation functions of binary sequences, that is $\left(p_{n}\right)_{n} \in \mathbb{Z} \in C$ if $\rho_{n}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=0}^{N} s_{k} s_{k+n}$, with $s_{k} \in\{-1,1\}$ for $k \geqslant 0$ and $s_{k}=0$ for $k<0$. Given that $p_{n}=p_{-n}$ for all $n$, we shall only consider the autocorrelation function defined for non-negative arguments, that is $\left(\rho_{n}\right)_{n \in \mathbb{N}_{0}}$.

Sometimes it will be convenient to establish
a one-to-one correspondence between this class arid a set of semi-infinite symmetric Toeplitz matrices as follows

$$
\left[\begin{array}{cccccc}
\rho_{0} & \rho_{1} & \rho_{2} & \cdots & \rho_{n} & \cdots \\
p_{1} & \rho_{0} & \rho_{1} & \cdots & p_{n-1} & \cdots \\
p_{2} & \rho_{1} & \rho_{0} & \cdots & p_{n-2} & \cdots \\
\vdots & \vdots & \vdots & & \vdots & \\
p_{n} & p_{n-1} & \rho_{n-2} & \cdots & p_{0} & \cdots \\
\vdots & \vdots & \vdots & & \vdots &
\end{array}\right]
$$

$C_{n} \equiv \Pi_{n} C$
$D_{n}^{ \pm} \quad$ Definition on section 4.3.1.

H Denotes convex hull, that is a class of linear combinations where the coefficients are all non--negative and add up to 1.
$M^{P}$ Class of p-periodic matrices, that is matrices whose elements $a_{i j}$ satisfy the relation $a_{i j}=a_{i+n p, j+t p}, n, \dot{i} \in \mathbb{Z}^{+}$.
$\mathbb{N}$ Set of positive integers.
$\mathbb{N}_{0} \quad$ Set of positive integers and zero.
$\Pi_{n} \quad$ Denotes the projection of a matrix into the ( $n \times n$ ) matrix in the upper left corner.

P Subclass of autocorrelation functions of periodic binary sequences.

Class of semi-infinite Toeplitz matrices. Example: TUU (that is T $T$ U ) is the class of stationary discrete-time unit covariances.

U Class of discrete time unit covariances that is $\left(\rho_{i j}\right)_{i, j \in \mathbb{N}_{0}} \in U$ if $p_{i j}=E_{i} X_{j}$. where $X_{t}(w) \in\{-1,1\}$ for all $w \in \Omega$ and for all $t \in \mathbb{N}_{0}$, and $E$ denotes the expectation operator. As above, the same can be said about mapping
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## CHAFTER 1

## INTRODUCTION

In many engineering applications the need frequently arises for a signal with a prescribed autocorrelation function. In the identification of systems in the presence of disturbances it can be shown that the accuracy of the determination of the system characteristics is determined, to some extent, by the choice of the input signal. If the system under consideration is linear, time-invariant, stable, single input-single output, then the 'optimal' input is most conveniently characterized, for parametric identification purposes, in the time domain by its autocorrelation matrix.

The following simple example illustrates this situation. Consider a system described by the moving--average model
(1) $y(t)=a_{0} u_{t}+a_{1} u_{t-1}+\ldots+a_{p-1} u_{t-p+1}+w_{t}$;

$$
t=0,1, \ldots, N
$$

where $w_{t}$ is gaussian white noise, and the coefficients $a_{0}, \ldots, a_{p-1}$ are to be estimated from In observations of the input and output.

Equation (1) can be written in matrix notation as
(2) $\quad \underline{Y}=X a+W$
where $\underline{Y}$ is an $N \times 1$ vector of observations, $X$ is an $N \times p$ matrix, and $a$ is the vector of unknown coefficients $\left(a_{0}, a_{1}, \ldots, a_{p-1}\right)$. The covariance matrix of the least squares estimator $\hat{a}$ of $\mathfrak{a}$ is

$$
V(\hat{\underline{e}})=\sigma^{2}\left[X^{T} X\right]^{-1},
$$

and if the input $\left(u_{t}\right)_{t \in \mathbb{N}_{0}}$ possesses an autocorrelation function $\left(\rho_{n}^{u}\right)_{n} \in \mathbb{N}_{0}$ with

$$
\rho_{n}^{u} \triangleq \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{t=0}^{N} u_{t} u_{t+n}
$$

then

where $\left(p_{n}^{u}\right)_{n \in \mathbb{N}}$ denotes the autocorrelation function of the input $\left(u_{t}\right)_{t \in \mathbb{V}_{0}}^{0}$.

We would like to draw attention at this point to the fact that we shall be using the words 'autocorrelation'
and 'covariance' to refer to different concepts. Their definitions can be found in the section dealing with notation. Sometimes in the literature the word autocorrelation means a normalized covariance, but this is by no means standard.

The covariance of the estimator obviously tends to 0 as $N \rightarrow \infty$. One of the objectives of experimental design is to increase the rate of convergence by manipulating the input of the system under test. The most widely used scalar measures of this 'rate of convergence' are
(3) Trace $\left[N W_{W} V(\hat{\underline{Q}})\right]$, where $W_{W}$ is some weighting matrix and
(4)-log $\operatorname{det}[N V(\underline{\hat{a}})]$

Then the selection of the 'optimal' input becomes an optimization problem on the set of admissible inputs. However in our example it is clear that it is more convenient to carry out the optimization with respect to the input autocorrelation, because:
(a) (3) and (4) are convex functions of the input autocorrelation and therefore we can get a global optimum. (b) The optimization is carried out in a space of much lower dimension, that is, $\mathrm{p} \ll \mathrm{N}$.
(c) II we optimize with respect to the input, we are
likely to get only locally optimizing inputs due to the non-convexity of the functions (3) and (4) with respect to $\left(u_{t}\right)_{t \in \mathbb{N}}$.

This has been suggested by several authors, namely G. C. Goodwin and R. I. Payne [3] and. R. Mehra [6]. In the identification example given above we see that the information matrix depends only on the first $p$ autocorrelation values of the input. This suggests that in general the required number of autocorrelation shifts might be connected with the 'memory' of the system. In fact R. I. Payne [7] has shown that the information matrix can be approximated to any desired accuracy by the first few autocorrelation shifts of the input. This is very important, because the selection of the optimal input autocorrelation then becomes an optimization problem on a subset of $\mathbb{R}^{n}$ - the set of the first $n$ feasible autocorrelation shifts of the class of admissible inputs - where $n$ is determined by the desired accuracy. Furthermore we only need to look at partial realizations of autocorrelation functions, that is, given a finite set of autocorrelation values construct a signal whose autocorrelation matches these values.

Very often the input signal is constrained to be binary, because of the relatively simple hardware
required for the generation, storing and processing of these signals. However the characterization of the class of autocorrelation functions of binary signals and methods for generating binary signals with prescribed autocorrelations was a previously unsolved problem either in continuous or discrete time.

This thesis will be concerned with the following problems: (i) The characterization of the class of autocorrelation functions of discrete time binary signals and in particular the class of their finite dimensional projections. (ii) The design of convergent algorithms for the generation of binary sequences with prescribed autocorrelations.

Our first attempt to solve these questions was algebraic, using the theory of Iinear recurring sequences over the finite rield with two elements, GF(2). This fits quite naturally in the framework of control theory in the sense that it involves an inverse problem. In the theory of linear recurrent sequences over GF(2) we are given the coefficients of a Iinear recurrence and seek to compute the solutions. In our case a certain property of the solutions is prescribed (their autocorrelations) and we wish to determine the corresponding coefficients.

Support to an algebraic approach also seemed to
be given by the pioneering works of $\mathbb{N}$. Zierler [11] and $S$. W. Golomb [2] on linear recurrent sequences, which led to the important discovery of the so called 'pseudo rendom binary noise'; that is, periodic binary sequences of period $p$ with a constant out-of-phase autocorrelation equal to $-1 / p$. Such a property is particularly useful in many engineering applications such as radar ranging and telecommunications. This type of signal is also particularly convenient to use if the impulse response of a linear system is to be determined using correlation methods, because its impulsive autocorrelation avoids the deconvolution of the Wiener-Hopf equation. However for parametric identification purposes a signal with an impulsive autocorrelation is not necessarily optimum, because the 'optimal' signal obviously depends upon the optimality criterion that is adopted.

The algebraic treatment was abandoned because of the difficulty in solving the inverse problem; that is to find the order and the coefficients of the linear recurrence over GF(2) having at least one solution with the prescribed autocorrelation. In the aosence of a general solution what is usually done is to consider some sub-class of linear recurrences over GF (2) and then to study the autocorrelation properties
of the generated sequences. See for example [5] where the autocorrelation properties of binary sequences associated with non-primitive irreducible polynomials over GF(2) are studied. However such type of approach would only provide a partial answer to our problem. Some early work of $L$. Shepp [8] on the class of autocorrelation functions of binary sequences helped us to gain insight into the structure of this class and strongly suggested that a geometric approach to this problem would be fruitful. This has proved to be right.

A characterization of the class of autocorrelation functions of binary sequences in terms of their finite dimensional projections has been obtained. It is shown that if $\left(p_{n}\right)_{n \in \mathbb{N}}^{0}$ is the autocorrelation of a binary sequence then, for all $m \in \mathbb{N}$, the vector ( $p_{0}, p_{1}, \ldots, p_{m-1}$ ) lies in a polytope, that is a bounded convex polyhedron, whose vertices are autocorrelations of periodic binary sequences of periods not greater than $2^{m-1}$. We denote this polytope by $\mathrm{I}_{\mathrm{m}} \mathrm{C}$. Conversely if ( $\mathrm{a}_{0}, \mathrm{a}_{1}, \ldots, \mathrm{a}_{\mathrm{m}-1}$ ) belongs to this polytope then it can be extrapolated to an autocorrelation function $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ of some binary sequence; in other words there exists a binery sequence $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$ such that

$$
\rho_{n}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N} s_{i} s_{i+n}
$$

and $a_{j}=p_{j}, 0 \leqslant j \leqslant m-1$. Furthermore it is also shown that $\left(P_{n}\right)_{n} \in \mathbb{W}_{0}$ can be chosen to be periodic. This is a rather surprising result, in contrast with the case oI general positive semi-definite sequences, where it does not necessarily hold. Algorithms for the calculation of the vertices $\pi_{m}^{C}$ and associated periodic binary sequences are also given and have been used to calculate $\pi_{m} C$, for some values of $m$. The calculation of the vertices of $\pi_{m}$ C gave rise to some interesting mathematical questions, namely the problem of selecting the vertices of the convex hull of a finite number of points; this is treated in some detail.

A closely related class of functions, the class of covariance functions of discrete time binary processes, in short unit processes, is also characterized and its connections with the class of autocorrelation functions of binary sequences are discussed.

As far as the author is aware, the question of convergent procedures for the partial realization of autocorrelation functions of binary sequences has not been treated except in this thesis. A number of procedures have been suggested in the literature for the generation of binary signals with given auto-. correlation or spectral properties, but no convergence proofs are available for them. See for example [1], [4] and [9].

Two conceptual algorithms with proved convergence to generate binary sequences with any prescribed number of autocorrelation shifts have oeen established. Experimental evidence suggests that the conditions imposed in the proposed conceptual algorithms can be relaxed in a way that leads to more easily implementable procedures that still seem to converge. This is the case of an algorithm we propose which is a simplification of one of our conceptual algorithms. It has worked very satisfactorily in a large number of examples but so far its converge has only been shown for the case where the prescribed number of autocorrelation values is not larger than three.

In addition to the application in systems identification that was described earlier we believe that our work will be of use in other areas. Our characterization Of the class $C$ in terms of its finite dimensional projections seems particularly suitable in the frequency analysis of binary signals when the power density spectrum has to be calculated from the autocorrelation function. As one in practice has always a finite measuring time this means that one has to face the truncation effects of the correlation function on the power density spectrum; see [10] for example. One way to overcome this problem is to extrapolate the auto-
correlation function. The extrapolation is usually done on the basis that the extrapolated values must give rise to a positive semi-definite function. However if we are dealing with binary signals, this condition is not sufficient: they must also lie inside $\pi_{m} C$, for all $m$, which means that the knowledge of the polytopes $\pi_{m} C$ is required in this case.
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## CHAPRER 2

## THE CIASS OF AUTOCORRELATION FUNCTIONS OE

BTINARY SEQUENCES

### 2.1 Introduction

As described in the previous chapter, one is often faced in identification experiments with the problem of having to generate a binary sequence whose first $m$ autocorrelation values match some $\underline{V}, \underline{v} \in \mathbb{R}^{m}$, where $v$ is in general the result of some optimization problem.

There are other cases where one is given the autocorrelation vector $\underline{v} \in \mathbb{R}^{m}$ and wishes to extrapolate these to some further autocorrelation values or even an entire autocorrelation function.

In any case the knowledge of the sets $\pi_{m} C, m \in \mathbb{N}$, is required. In this chapter we shall be concerned with the characterization of the sets $\Pi_{m}{ }^{C}$, and also the characterization of the class $C$.

As a result of this study the structure of the class C has been clarified.

To the author's belief the two most interesting results obtained are:
(i) $\pi_{\mathrm{m}} \mathrm{C}$ is a polytope whose vertices are projections of
autocorrelation functions of periodic binary sequences of periods not greater than $2^{m-1}$.

This property provides not only a feasible way for generating the vertices of $\pi_{m} C$ (the number of periodic binary sequences with a given period is finite) but it will also enable to prove convergence for two of . the algorithms described in chapter 4 for the partial realization of autocorrelation functions.
(ii) Given $V \in \pi_{m}^{C}$ there always exists a periodic element of $C,\left(\rho_{n}\right)_{n \in \mathbb{N}}$, such that $\Pi_{m} \rho=\underline{v}$. This is a rather interesting result in contrast with the general case of positive semi-definite sequences for which it can be shown (see section 2.4) that points exist in $\Pi_{m} A$ which can not be extrapolated to a periodic element of $A$.

Attention is also paid to the calculation of the vertices of $\pi_{m}^{C} . \Pi_{m}^{C}$ is a polytope and can therefore be described in terms of its vertices. Furthermore we shall see in chapter 4 that the periodic binary sequences associated with the vertices of $\pi_{m}{ }^{C}$ can be used in the generation of binary sequences with autocorrelations matching $\pi_{m} \rho$, for any given $p$ in $C$. The selection of the vertices of $\pi_{m}$ C gave rise to some interesting mathematical questions, namely the problem of selecting the vertices of the convex hull of a finite number of points. Some methods to solve this problem are proposed and some computational results are also presented.

### 2.2 Preliminaries

Definition: Given a binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$, $s_{n} \in\{-1,1\}$ for all $n$, we define its autocorrelation $\left(p_{j}\right)_{j \in \mathbb{N}_{0}}$ by

$$
P_{j}=\lim _{N \rightarrow \infty} \frac{1}{\mathbb{N}} \sum_{n=0}^{N} s_{n} s_{n+j}
$$

if such a limit exists. It follows immediately that $-1 \leqslant p_{j} \leqslant 1$, for all $j$.

The autocorrelation can also be defined for negative shifts provided we set $s_{n}=0$ for $n<0$. However we shall only consider the autocorrelation function defined for non-negative arguments because $p_{j}=\rho_{-j}$, for all $j \in \mathbb{N}_{0}$.

Let $C$ denote the class of autocorrelation functions of binary sequences. Consider $\left([-1,1], T_{\mathbb{R}}\right)$ as a topological space; that is the interval $[-1,1]$ with the topology inherited from the usual topology of $\mathbb{R}$. Form the product space $\left([-1,1]^{\mathbb{N}}, \mathbb{T}_{\mathbb{N}}\right)$ where $\mathbb{T}_{\mathbb{N}}$ is the product topology. Any element $p$ in $C$ is such that $p_{0}=1$. Therefore $C$ can be regarded as a subspace of $\left([-1,1]^{\mathbb{N}}, T_{\mathbb{N}}\right)$ with the topology inherited from $T_{\mathbb{N}}$. All the topological notions of $C$ will be with respect to this topology, unless otherwise specified. Now it is clear that convergence of a sequence of elements of $C$ in the topology justi defined is the same as pointwise convergence.

### 2.3 Properties of the Class C

The properties studied below will be used in our characterization of $\pi_{m} C$ and also in establishing the bridge between the class $C$ and the class of stationary discrete time unit covariances, that is $\mathbb{I U}$.

The results stated in lemmas 1 and 3 have already been established by $I$. Shepp [4]. In view of their importance in the subsequent results the full proofs are given here.

## Lemma 1

$$
\text { The class } C \text { is compact. }
$$

## Proof

First it is shown that $C$ is closed.
Suppose then that the family of autocorrelation functions, indexed by $k,\left(\rho_{n}^{k}\right)_{n \in \mathbb{N}}$ converges pointwise to a sequence $\left(p_{n}\right)_{n \in \mathbb{N}}$.

Let $\left(s_{n}^{k}\right)_{n} \in \mathbb{N}_{0}$ denote a binary sequence with autocorrelation $\left(p_{n}^{k}\right)_{n} \in \mathbb{N}_{0}$. By definition we have that for all $\varepsilon>0$ and any positive integer $p$ there exists a number $r_{k}(\varepsilon, p)$ such that

$$
\left|\rho_{n}^{k}-\frac{1}{r} \sum_{m=0}^{r} s_{m}^{k} s_{m+n}^{k}\right|<\varepsilon,|n| \leqslant p, r>r_{k}(\varepsilon, p)
$$

Now select a sequence of positive numbers $\left(\varepsilon_{k}\right)_{k \in \mathbb{N}}^{0}$
converging to 0 and define inductively another sequence $\left(n_{k}\right)_{k \in \mathbb{V}_{0}}$ of positive integers converging to © satisfying:
(i) $\left(r_{k}\left(\varepsilon_{k}, k\right) / n_{k}\right) k \in \mathbb{N} \longrightarrow 0$
(ii) $\left(n_{k-1} / n_{k}\right)_{k \in \mathbb{N}} \longrightarrow 0$

Construct a new binary sequence ( $\left.s_{j}\right)_{j \in \mathbb{N}}$ as follows:

$$
s_{j}=\left\{\begin{array}{l}
\text { arbitrary, for } j \leqslant n_{1} \\
s_{j-n_{k}}^{k}, \text { for } n_{k}<j \leqslant n_{k+1}
\end{array}\right.
$$

Now it is shown that this sequence has autocorrelation $\left(P_{n}\right)_{n} \in \mathbb{\mathbb { N }}{ }_{0}$.

Fix $n_{0} \in \mathbb{N}_{0}$. From (i) and (ii) above and for $N$ such that $n_{k}<N \leqslant n_{k+1}$ we have
$\frac{1}{N} \sum_{m=0}^{N} s_{m} s_{m+n_{0}}=\frac{1}{N} \sum_{m=0}^{n_{k}-n_{k-1}} s_{m}^{k-1} s_{m+n_{0}}^{k-1}+\frac{1}{N} \sum_{m=0}^{N-n} k s_{m}^{k} s_{m+n_{0}}^{k}+R(k)$
where $R(k) \longrightarrow 0$ as $k$ goes to $\infty$. In fact $|R(k)|$ is bounded by $n_{k-1} / \mathbb{N}+2 k n_{0} / N$.

As $k$ goes to $\infty$ we must still distinguish two cases:
a) $n_{k}<\mathbb{N} \leqslant n_{k}+r_{k}\left(\varepsilon_{k}, k\right)$

$$
\frac{1}{N} \sum_{m=0}^{N} s_{m} s_{m+n}=P_{n_{0}}^{k-1}+R^{\prime}(k), \text { where } \lim _{k \rightarrow \infty} R^{\prime}(k)=0
$$

Therefore

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{m=0}^{N} s_{m} s_{m+n}=\rho_{n_{0}}
$$

b) $n_{k}+r_{k}\left(\varepsilon_{k}, k\right)<\mathbb{N} \leqslant n_{k+1}$



$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{m=0}^{N} s_{m} s_{m+n}=P_{n_{0}}
$$

This shows that $C$ is closed. C is also compact, because it is a closed subset of a compact space, namely $[-1,1]^{\mathbb{N}}$.

This ends the proof of lemma 1.

Let $\left(P_{n}\right)_{n} \in \mathbb{N}_{0}$ be the autocorrelation function of the binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$. We show next that for any given $\delta>0$ and $n_{0} \in \mathbb{N}_{0}$ there exists a periodic binary sequence $\left(u_{n}\right) u \in \mathbb{N}_{0}$ with an autocorrelation $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ and such that

$$
\left|P_{n}-\lambda_{n}\right|<\delta, \quad|n|<n_{0}
$$

## Lemma 2

$$
P \text { is dense in } C .
$$

## Proof

First we show that any point in $C$ is an accumulation point of $P$.

Let $\left(p_{n}\right)_{n \in \mathbb{V}}$ be the autocorrelation of the sequence $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$. We have that given $\delta>0$ and $n_{0} \in \mathbb{N}$, there exists $\bar{N}\left(\delta,{ }^{0} n_{0}\right)$ such that
(1) $\quad\left|P_{n}-\frac{1}{N} \sum_{k=0}^{N} s_{k} s_{k+n}\right|<\delta / 4, \quad|n| \leqslant n_{0}$ and $\mathbb{N} \geqslant \bar{N}$.

We now define a periodic binary sequence $\left(u_{n}\right)_{n} \in \mathbb{N}$ of period $p$, where $p=\max \left(\overline{\mathbb{N}}, n_{0} 4 / \delta\right)$, as follows:

$$
u_{i}=s_{i} \quad i=0,1,2, \ldots, p-1
$$

(2) $\left|\rho_{n}-\frac{1}{p} \sum_{k=0}^{p-1} u_{k} u_{k+n}\right|=\left\lvert\, \rho_{n}-\frac{1}{p} \sum_{k=0}^{p-n 1-1} s_{k} s_{k+n}-\right.$

$$
-\frac{1}{p} \sum_{k=p-n}^{p-1} u_{k} u_{k+n}
$$

From (1) and from the choice of $p$ we have

$$
\left|\rho_{n}-\frac{1}{p} \sum_{k=0}^{p-n-1} s_{k} s_{k+n}\right|<\delta / 2
$$

From (2) we then have
$\left|\rho_{n}-\frac{1}{p} \sum_{k=0}^{p-1} u_{k} u_{k+n}\right| \leqslant \delta / 2+\delta / 4 \quad,|n| \leqslant n_{0}$

We have shown that $C$ is contained in the closure of $P$. However $C D P$ and $C$ is closed. Therefore $C=c l o s u r e ~ o f ~ P$ This ends the proof of lemma 2.

Another very important property of the class C is as follows:

Lemma 3
The class $C$ is convex.

Proof
We have already show that the class $C$ is closed. Therefore to show it is convex it suffices to show that, for any two elements of $C,\left(P_{n}^{\prime}\right)_{n \in \mathbb{N}}$ and $\left(P_{n}^{\prime \prime}\right)_{n} \in \mathbb{N}_{0}$, the . function $\left(P_{n}\right)_{n \in \mathbb{N}_{0}}$ defined by

$$
p_{n}=\frac{1}{2}\left(p_{n}^{\prime}+p_{n}^{\prime \prime}\right)
$$

is again an element of $C$. The proof will be made by construction.

Let $\left(s_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$ and $\left(s_{n}^{\prime \prime}\right)_{n} \in \mathbb{N}_{0}$ be binary sequences with autocorrelation $\rho^{\prime}$ and $\rho^{\prime \prime}$ respectively. Deiine a new binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ as follows:

$$
s_{n}= \begin{cases}s_{n-j}^{\prime}(j-1) / 2, & j(j-1) \leqslant n<j^{2} \\ s_{n-j}^{\prime \prime}(j-1) / 2-j, & j^{2} \leqslant n<j(j-1)+2 j, j=1,2, \ldots\end{cases}
$$

Now it is show that the autocorrelation function of this sequence is $\left(\rho_{n}\right)_{n} \in \mathbb{N}_{0}$.

Fix $m \in \mathbb{V} \mathbb{V}_{0}$ and assume $j(j-1) \leqslant \mathbb{N}<j^{2}$. Then we have $\frac{1}{N} \sum_{n=0}^{N} s_{n} s_{n+m}=\frac{1}{N} \sum_{n=0}^{N-j(j-1) / 2} s_{n}^{\prime} s_{n+m}^{\prime}+\frac{1}{N} \sum_{n=0}^{j(j-1) / 2} s_{n}^{\prime \prime} s_{n+m}^{\prime \prime}+R(j)$
where $|R(j)|$ is bounded by $4 \mathrm{jm} / \mathbb{N}$. As $j \rightarrow \infty$, and $I T$ as above, we have

$$
\frac{1}{N} \sum_{n=0}^{N} s_{n} s_{n+m} \rightarrow \frac{1}{2}\left(p_{m}^{\prime}+\rho_{m}^{\prime \prime}\right)=p_{m}
$$

since $R(j) \longrightarrow 0$, and $j(j-1) / 2 N \longrightarrow 1 / 2$.
The same holds if $j^{2} \leqslant N<j(j+1)$.
This ends the proof of lemma 3.
The next lemma tells us that the class $C$ can be studied by considering only zero mean binary sequences.

## Lemma 4

Given a binary sequence $\left(S_{n}^{*}\right)_{n} \in \mathbb{N}_{0}$ with autocorrelation function $\left(p_{n}^{*}\right)_{n \in \mathbb{N}_{0}}$, there always exists a binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ such that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N} s_{i}=0
$$

and with autocorrelation $\left(\rho_{n}^{*}\right)_{n} \in \mathbb{N}_{0}$.

## Proof

Refer to the proof of lemma 3 and set $s_{n}^{\prime}=s_{n}^{*}$ and $s_{n}^{\prime \prime}=-s_{n}^{*}$, for all $n \in N_{0}$. Then it immediately follows that the resulting sequence has autocorrelation $\left(P_{n}^{*}\right)_{n} \in \mathbb{N}_{0}$ and zero mean.

The convexity of the class $C$ will play ain important role in the establishment of convergent algorithms for the partial realization of autocorrelation functions.

The properties stated in lemmas $1-3$ also hold for the class of unit covariances and are easier to establish for this class. With such important properties in common it is not surprising that the classes $C$ and $U$ are equivalent; this is shown in chapter 3.

### 2.4 Geometric Characterization of $\Pi_{n} C$

As we have mentioned in the introduction to the thesis, there are situations where the knowledge of $\Pi_{n} C$ is required, namely in the selection of optimal input autocorrelation functions. Therefore a geometric characterization of these sets is invaluable.

We start by establishing one of the main results in this chapter. Loosely speaking it says that $\pi_{n} P$ is contained in a polytope, that is a bounded convex polyhedron whose vertices are autocorrelations of periodic binary sequences of periods not greater than $2^{m-1}$.

Theorem 1

$$
H\left(\pi_{m}\left(\sum_{p=1}^{2^{m-1}} M^{p} \cap P\right)\right) \supset \pi_{m} P
$$

In the proof of this theorem we shall make use of the next two lemmas:

Lemma 1
Let $\left(P_{n}\right)_{n} \in \mathbb{N}_{0}$ be the autocorrelation function of a periodic binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ of even period $p$, and such that $\rho_{p / 2}=-1$. Then

$$
\rho_{m}=\frac{2}{p} \sum_{i=0}^{p / 2-1} s_{i} s_{i+m}, \text { for any } m \in \mathbb{N}_{0}
$$

## Proof of lemma 1

$$
\begin{aligned}
& \rho_{p / 2}=-1 \Longrightarrow s_{i}=-s_{i+p / 2} ; \text { for all i. Therefore } \\
& \rho_{m}= \frac{1}{p} \sum_{i=0}^{p-1} s_{i} s_{i+m}=\frac{1}{p}\left\{\sum_{i=0}^{p / 2-1} s_{i} s_{i+m}+\sum_{i=p / 2}^{p-1} s_{i} s_{i+m}\right\}= \\
&= \frac{1}{p}\left\{\sum_{i=0}^{p / 2-1} s_{i} s_{i+m}+\sum_{i=p / 2}^{p-1}\left(-s_{i-p / 2}\right)\left(-s_{i-p / 2+m}\right)\right\}= \\
&= \frac{2}{p}\left\{\sum_{i=0}^{p / 2-1} s_{i} s_{i+m}\right\} .
\end{aligned}
$$

## Lemma 2

Let $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$ be an element of $C$. Define the mxm dyadic matrices

$$
\text { are the first } m \text { autocorrelation values of a periodic }
$$

$$
\begin{aligned}
& \mathrm{E}_{\mathrm{S}}^{\mathrm{m}, \mathrm{i}}=\left(\mathrm{s}_{\mathrm{i}}, \ldots, \mathrm{~s}_{\mathrm{i}+\mathrm{m}-1}\right)^{\mathrm{T}}\left(\mathrm{~s}_{\mathrm{i}}, \ldots, \mathrm{~s}_{\mathrm{i}+\mathrm{m}-1}\right) . \\
& \text { If for some integers } q \text { and } p \text { we have } \\
& \pi_{m-1} E_{s}^{m}, q \neq \pi_{m-1} E_{s}^{m}, \mathrm{k}+\mathrm{q}, \mathrm{k}=1, \ldots, \mathrm{p}-1 \text {, and } \\
& \Pi_{m-1} E_{s}^{m}, q=\pi_{m-1} E_{s}^{m}, p+q \text {, then } \\
& \sum_{i=q}^{p+q-1} E_{s}^{m, i}=p\left[\begin{array}{cccc}
\rho_{0} & \rho_{1} & \cdots & \rho_{m-1} \\
\vdots \\
\rho_{1}
\end{array}\right] \text {, where } \rho_{i}, i=0, \ldots, m-1
\end{aligned}
$$

binary sequence of period $p$ or $2 p$ depending on ( $s_{q}, \ldots, s_{m+q-1}$ ) being equal to or the negative of $\left(s_{q+p}, \ldots, s_{q+p+m-1}\right)$ respectively.

## Proof of lemma 2

Without any loss of generality assume $q=0$. Two situations must be considered:
(i) $\left(s_{0}, \ldots, s_{m-2}\right)=\left(s_{p}, \ldots, s_{p+m-2}\right)$
(ii) $\left(s_{o}, \ldots, s_{m-2}\right)=-\left(s_{p}, \ldots, s_{p+m-2}\right)$
(i) Define a periodic binary sequence $\left(y_{n}\right)_{n} \in \mathbb{N}_{0}$ of period p as follows:

$$
\mathrm{y}_{\mathrm{n}}=\mathrm{s}_{\mathrm{n}}, \quad 0 \leqslant n \leqslant \mathrm{p}-1
$$

From our assumption we also have $y_{n}=s_{n}$,
$0 \leqslant n \leqslant p+m-2$. Denote the autocorrelation function of $\left(y_{n}\right)_{n \in \mathbb{N}_{0}}$ by $\left(p_{n}\right)_{n \in \mathbb{N}}$. Then
$\left[\begin{array}{lll}p_{0} & p_{1} & \cdots \\ \\ & & p_{m-1} \\ p_{1} \\ & p_{0}\end{array}\right]=\frac{1}{p} \sum_{i=0}^{p-1}\left[\begin{array}{l}y_{i} \\ \vdots \\ y_{i+m-1}\end{array}\right]\left[\begin{array}{lll}y_{i} & \cdots & y_{i+m-1}\end{array}\right]=$

$$
=\frac{1}{p} \sum_{i=0}^{p-1}\left[\begin{array}{l}
s_{i} \\
\vdots \\
s_{i+m-1}
\end{array}\right]\left[\begin{array}{lll}
s_{i} & \cdots & s_{i+m-1}
\end{array}\right]
$$

(ii) This case can be proved similarly, using

We are now in a position to give the proof of theorem 1.

## Proof of theorem 1

All we need to show is that if $\left(P_{n}\right)_{n} \in \mathbb{N}_{0}$ is the autocorrelation function of a periodic binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$, of period $p$, then there exists a finite number of periodic binary sequences $\left(s_{n}^{i}\right)_{n} \in \mathbb{V}$, $i=1,2, \ldots, N$, of periods not greater than $2^{m^{0}-1}$ such that $\left(p_{0}, \ldots, p_{m-1}\right) \in H\left\{\left(p_{0}^{1}, \ldots, p_{m-1}^{1}\right), \ldots,\left(p_{0}^{N}, \ldots, p_{m-1}^{N}\right)\right\}$ where $\left(P_{n}^{i}\right)_{n} \in \mathbb{N}_{0}$ denotes the autocorrelation of $\left(s_{n}^{i}\right)_{n} \in \mathbb{N}_{0}$.

If $p \leqslant 2^{m-1}$ the result follows. So consider the case where $p>2^{m-1}$. By definition we have


$$
=\frac{1}{p}\left(E_{s}^{m}, \circ, \ldots, E_{s}^{m}, p-1\right)
$$

If we consider the first $2^{m-2}+1$ elements of the sum in brackets on the right hand side we get for some $j$ and $q, 0 \leqslant j, q \leqslant p-1$

$$
\pi_{m-1} E_{s}^{m, j}=\pi_{m-1} E_{s}^{m, j+q} \text { with } 0<j+q \leqslant 2^{m-2} \text { and }
$$

$$
\Pi_{m-1} E_{S}^{m}, j \neq \pi_{m-1} E_{S}^{m}, j+k \quad \text { for } 1 \leqslant k \leqslant q-1
$$

Set $p_{1}=q$. From lemma 2 we have that

$$
\sum_{i=0}^{p_{1}-1} \mathbb{E}_{\mathrm{s}}^{\mathrm{m}, j+i}=p_{1}\left[\begin{array}{cccc}
\rho_{0}^{1} & \rho_{1}^{1} & \ldots & \rho_{m-1}^{1} \\
& & \vdots \\
& & \rho_{1}^{1} \\
& & & \rho_{0}^{1}
\end{array}\right]
$$

where $\left(\rho_{n}^{1}\right)_{n \in N_{0}}$ is the autocorrelation function of a periodic binary sequence $\left(s_{n}^{1}\right)_{n} \in N_{0}$ defined as follows: (i) if $\left(s_{j}, \ldots, s_{j+m-2}\right)=\left(s_{j+p_{1}}, \ldots, s_{j+p_{1}+m-2}\right)$ we set the period of $\left(s_{n}^{1}\right)_{n} \in \mathbb{N}_{0}$ equal to $p_{1}$ and define $\mathrm{s}_{\mathrm{n}}^{1}=\mathrm{s}_{\mathrm{n}}$ for $\mathrm{j}<\mathrm{n}<j+\mathrm{p}_{1}-1$.
(ii) if $\left(s_{j}, \ldots, s_{j+m-2}\right)=-\left(s_{j+p_{1}}, \ldots, s_{j+p_{1}+m-2}\right)$ we set the period of $\left(s_{n}^{1}\right)_{n} \in N_{0}$ equal to $2 p_{1}$ and define $s_{n}^{1}=s_{n}$ for $j \leqslant n \leqslant j+p_{1}-1^{0}$, and $s_{n}^{1}=-s_{n-p_{1}}^{1}$ for $j+p_{1} \leqslant n \leqslant j+2 p_{1}-1$.

As far as the sum of the remaining matrices is concerned, we can write

$$
\begin{aligned}
\mathrm{E}_{\mathrm{s}}^{\mathrm{m}, 1}+\ldots+\mathrm{E}_{\mathrm{s}}^{\mathrm{m}, j-1} & +\mathrm{E}_{\mathrm{s}}^{\mathrm{m}, j+p_{1}+\ldots+\mathrm{E}_{\mathrm{s}}^{\mathrm{m}, p}=} \\
& =\mathrm{E}_{\mathrm{s}}^{\mathrm{m}, j+p_{1}+\ldots+\mathrm{E}_{\mathrm{s}}^{\mathrm{m}}, \mathrm{p}+\mathrm{E}_{\mathrm{s}}^{\mathrm{m}, 1}+\ldots+\mathrm{E}_{\mathrm{s}}^{\mathrm{m}, j-1}} \\
& =\sum_{i=j+p_{1}}^{p+j-1}\left[\begin{array}{l}
s_{i} \\
\vdots \\
s_{i+m-1}
\end{array}\right]\left[\begin{array}{lll}
s_{i} & \ldots & \left.s_{i+m-1}\right]
\end{array}\right.
\end{aligned}
$$

because $\left(s_{n}\right)_{n} \in N_{0}$ has period $p$.

For the sake of simplicity of presentation define a new binary periodic sequence $\left(u_{n}\right)_{n} \in \mathbb{N}_{0}$ as follows:
(i) if $\left(s_{j+p_{1}}, \ldots, s_{j+p_{1}+m-1}\right)=\left(s_{j+p}, \ldots, s_{p+j+m-1}\right)$ set the period of $\left(u_{n}\right)_{n} \in \mathbb{N}_{0}$ equal to $\left(p-p_{1}\right)$ and define

$$
u_{i}=s_{j+p_{1}+i} \quad, i=0,1, \ldots, p-p_{1}-1
$$

(ii) if $\left(s_{j+p_{1}}, \ldots, s_{j+p_{1}+m-1}\right)=-\left(s_{j+p}, \ldots, s_{p+j+m-1}\right)$ then we set the period of $\left(u_{n}\right)_{n \in \mathbb{N}}$ equal to $2\left(p-p_{1}\right)$ and let

$$
\begin{aligned}
& u_{i}=s_{j+p_{1}+i}, \quad, \quad i=0,1, \ldots, p-p_{1}-1 \quad \text { and } \\
& u_{i}=-u_{i-p+p_{1}}, \quad i=p-p_{1}, \ldots, 2\left(p-p_{1}\right)-1
\end{aligned}
$$

We can then write


We can again apply the same procedure to the second term on the right hand side of this equation and obtain

where $\left(p_{i}^{2}\right)_{i \in \mathbb{N}_{0}}$ is the autocorrelation of a periodic binary sequence of period $p_{2}$ or $2 p_{2}, p_{2} \leqslant 2^{m-2}$, and $\left(\mathrm{v}_{\mathrm{i}}\right)_{i \in \mathbb{N}_{0}}$ is a periodic binary sequence of period $\left(p-p_{1}-p_{2}\right)$ or $2\left(p-p_{1}-p_{2}\right)$.

And so on until, for some $\mathbb{N} \in \mathbb{N}$, we have
$p-\sum_{i=1}^{N-1} p_{i} \leqslant 2^{m-2}$, since each $p_{i}$ is greater than 0 . Denote the sequence we end up with by $\left(s_{i}^{N}\right)_{i \in \mathbb{N}_{0}}$ and set $p_{N}=p-\sum_{i=1}^{N-1} p_{i}$. Two situations need still to be considered:
(i) $\left(s_{i}^{N}\right)_{i \in \mathbb{N}_{0}}$ has period $p_{N}$ or $2 p_{N}$.
(ii) The period of $\left(s_{i}^{N}\right)_{i \in \mathbb{N}_{0}}$ is a factor of $p_{N}$ or $2 p_{N}$.

In both cases

$$
\frac{1}{p_{N}} \sum_{i=0}^{p_{N}-1}\left[\begin{array}{l}
s_{i}^{N} \\
\vdots \\
s_{i+m-1}^{N}
\end{array}\right]\left[\begin{array}{lll}
s_{i}^{N} & \ldots & s_{i+m-1}^{N} \\
& &
\end{array}\right]=\left[\begin{array}{llll}
\rho_{0}^{N} & p_{1}^{N} & \ldots & \rho_{m-1}^{N} \\
& & & \vdots \\
& & & p_{1}^{N} \\
& & & \rho_{0}^{N}
\end{array}\right]
$$

where $\left(p_{j}^{N}\right)_{j \in \mathbb{N}}^{0}$ denotes the autocorrelation function of $\left(s_{i}^{N}\right)_{i \in \mathbb{N}_{0}}$. At this stage we have .

where $p=\sum_{i=1}^{N} p_{i}$ and $\left(p_{n}^{i}\right)_{n \in \mathbb{N}_{0}}, i=1,2, \ldots, N$, are autocorrelation functions of periodic binary sequences of period not greater than $2^{m-1}$.

This completes the proof of theorem 1.

We are now in a position to give a geometric characterization of $\Pi_{m} C$, for all $m, m \in N$.

## Theorem 2

$\Pi_{m}^{C}$ is a polytope, whose vertices
$v_{i} \triangleq\left(v_{0}^{i}, \ldots, v_{m-1}^{i}\right)$ are given by
$\cdot v_{j}^{i} \triangleq \frac{1}{p_{i}} \sum_{n=0}^{p_{i}^{-1}} s_{n}^{i} s_{n+j}^{i} \quad, j=0,1,2, \ldots, m-1$
where $\left(s_{n}^{i}\right)_{n \in \mathbb{N}}^{0}$ is a periodic binary sequence of period $p_{i} \leqslant 2^{m-1}$.

## Proof

We have already shown that $C$ is convex and compact in the product topology. Therefore the set $\pi_{\text {III }}{ }^{C}$ is convex and compact in the usual topology of $\mathbb{R}^{m}$. Then it immediately follows that

$$
H\left(\pi_{m}\left(\sum_{p=1}^{2^{m-1}} M^{p} \cap P\right)\right) \subset \pi_{m}^{C} .
$$

Note that $H\left(\pi_{m}\left(\bigcup_{p=1}^{2^{m-1}} M^{p} \cap P\right)\right)$ is closed being the convex hull of a finite number of points. From theorem 1 we have

$$
H\left(\pi_{m}\left(U_{p=1}^{2^{m-1}} M^{p} \cap P\right)\right) \supset \pi_{m} P .
$$

However P is dense in C (lemma 2, section 2.3). Therefore closure $\left(\pi_{m} P\right)=\pi_{m}$.

But this implies that

$$
H\left(I_{m}\left(\bigcup_{p=1}^{2^{m-1}} M^{p} \cap P\right)\right) \supset \pi_{m}^{C} .
$$

$2^{m-1}$
U $M^{p} \cap P$ contains only a finite number of $\mathrm{p}=1$ uniformly bounded elements. Therefore

$$
H\left(\pi_{m}\left(\int_{p=1}^{2^{m-1}} M^{p} \cap P\right)\right) \quad \text { is a polytope. }
$$

This completes the proof of theorem 2.

We now state a very interesting result which is a corollary of the previous theorem.

## Theorem 3

A point ( $a_{0}, a_{1}, \ldots, a_{m-1}$ ) in $\cdot I_{m} C$ can always be extrapolated to a periodic autocorrelation function of a binary sequence.

We wish to draw attention to the fact that $\left(P_{n}\right)_{n} \in \mathbb{N}_{0}$ being a periodic element of $G$ does not imply that it is the autocorrelation of a periodic binary sequence. For example it can be shown that the following function

$$
\rho_{n}=\left\{\begin{array}{lc}
1, & n \text { even } \\
0, & n \text { odd }
\end{array}\right.
$$

is the autocorrelation function of a binary sequence, although there is no periodic binary sequence with such an autocorrelation. If there was one then it should have period 2. However none of the four periodic binary sequences of period 2 has that autocorrelation.

## Proof of theorem 3

From theorem 2 we have that
$\left(a_{0}, a_{1}, \ldots, a_{m-1}\right)=\sum_{i=1}^{N} \alpha_{i}\left(p_{0}^{i}, \ldots, p_{m-1}^{i}\right)$
where $\sum \alpha_{i}=1, \alpha_{i} \geqslant 0$, and $\left(\rho_{n}^{i}\right)_{n \in \mathbb{N}_{0}}$ is a periodic autocorrelation.

Let $\rho_{j}=\sum_{i=1}^{N} \alpha_{i} \rho_{j}^{i} \quad$ for all $j \in \mathbb{N}_{0}$. Then $\left(\rho_{j}\right)_{j \in \mathbb{N}}^{0}$ is periodic, with $\rho_{j}=a_{j}$ for $0 \leqslant j \leqslant m-1$, and from the convexity of $C$ it is also in $C$.

The result stated in theorem 3 is rather surprising in contrast with the case of general positive semi-definite sequences where it does not necessarily hold. This can be shown as follows:

The extreme points of the set of possible values of $\rho_{1}$ and $\rho_{2}$ where $\left(\rho_{n}\right)_{n \in \mathbb{V}}$ is a positive semi-definite sequence with $\rho_{0}=1$ are the locus defined by ( $\cos w, \cos 2 w$ ) for $-\Pi \leqslant w \leqslant \Pi$. See figure 11. Suppose $w_{0}$ is irrational in this range. Then $\cos w_{0}$, $\cos 2 w_{0}$ can only be the second and third values of the sequence $\left(\cos n w_{0}\right) n \in \mathbb{N}_{0}$. This follows from Bochner's theorem which states that for any positive semi-definite sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$, with $\rho_{0}=1$

$$
\rho_{n}=\int_{-\pi}^{\pi} \cos n w d G(w)
$$

for some unit measure on $[-\pi, \Pi]$; so if $G$ were not Dirac measure at $w_{0}$ then ( $\rho_{1}, \rho_{2}$ ) would differ from ( $\cos w_{0}, \cos 2 w_{0}$ ). Hence ( $\cos w_{0}, \cos 2 w_{0}$ ) has no periodic extension.

In theorem 2 we gave a characterization of the finite dimensional projections of $C$ which is of interest in practical problems. For the sake of completeness we now give a complete characterization of the class C.

Theorem 4

$$
\left(p_{n}\right)_{n \in \mathbb{N}_{0}} \in C \text { if and only if }
$$



## Proof

The necessity of the condition follows from theorem 2. To prove sufficiency we can use theorem 3. Then for each m we have a periodic autocorrelation $\left(\rho_{i}^{m}\right)_{i \in \mathbb{N}}$ such that $p_{i}^{m}=p_{i}, i \leqslant m-1$. But this means that $\left(p_{n}\right)_{n} \in \mathbb{N}_{0}$ is the pointwise limit of a sequence of elements of $C$. Therefore $\left(p_{n}\right)_{n \subset \mathbb{N}_{0}} \in C_{\text {; because }} C$ is closed (lemma 1, section 2.3).

### 2.5 Calculation of the Vertices of $\pi$. C

The importance of these vertices has already been pointed out in the introduction to this chapter. The previous theorems have revealed that if ( $a_{0}, a_{1}, \ldots, a_{m-1}$ ) is a vertex of $\pi_{m}$ C then there exists a periodic binary
sequence $\left(s_{n}\right)_{n \in N_{0}}$ of period $p, p \leqslant 2^{m-1}$ such that


Therefore a possible way of constructing the vertices and associated sequences with the smallest possible period is to construct all the periodic binary sequences of periods not greater than $2^{m-1}$ (there is only a finite number of them) and their first $m$ autocorrelation values and then select the vertices of the convex hull of this finite set of points.

However we only need to consider a subset of these sequences as the next lemma shows:

## Lemma 1

If in the right hand side of expression (1) above there are two matrices with equal ( $m-1$ ) $\times(m-1)$ upper left corners, then either ( $a_{0}, a_{1}, \ldots, a_{m-1}$ ) is not a vertex of $\pi_{m} C$ or there exists a binary sequence with smaller period with these autocorrelation values.

## Proof

If there are two such matrices then we can express (1) as a convex combination of two autocorrelation matrices by lemma 2, section 2.4. If these matrices are distinct then $\left(a_{0}, a_{1}, \ldots, a_{m-1}\right)$ is not a vertex. If they are equal this means that there exists a sequence with period less than $p$ and with its first $m$ autocorrelation values equal to $\left(a_{0}, a_{1}, \ldots, a_{m-1}\right)$.

$$
\mathrm{q} . \mathrm{e} . \mathrm{d} .
$$

Bearing in mind this result an algorithm has been implemented to generate a set of periodic binary sequences of periods not greater than $2^{m-1}$ and their fist $m$ autocorrelation values such that their convex hull is $\pi_{m}{ }^{C}$. This is done in appendix $A$.

The calculation of the vertices of the convex hull of a finite number of points in $\mathbb{R}^{\mathrm{m}}$ gives rise to a variety of problems, particularly when the number of points is 'large'.

Suppose that one is given a finite set of points $p_{1}, \ldots, p_{\mathbb{N}}$ and wishes to select the vertices of their convex cover $H\left\{p_{1}, \ldots, p_{N}\right\}$. This polytope will be referred as X . Three selection methods will now be proposed. The discussion of their relative merits is given later.
I) Coordinate Rotation

Some results from convex set theory enable us to select, by simple inspection, vertices of $X$. For example: (i) The point with the largest or the smallest ith component, $i=1,2, \ldots, m$, is a vertex of $X$; (ii) The farthest point from the origin is a vertex of $X$.

Although not all the vertices satisfy these conditions in general we can still select them using fact (i) above by a suitable set of rotations of the axis; each vertex will satisfy (i) for at least one such rotation. It can easily be shown that at least one such set of rotations exists as follows: for each vertex $v$ of $X$ take a supporting hyperplane $\pi_{V}$ of $X$ such that $\pi_{V} \cap X=v$. Let one of the axis become orthogonal to this hyperplane. Then vertex $v$ satisfies condition (i) for this axis (we are assuming an orthogonal basis).
II) Simplex Decomposition

This method relies on the fact that the vertices of an n-dimensional polytope lie in the intersection of at least $n$ extreme supporting hyperplanes (or faces). This condition is particularly convenient for us, because we already have a finite set of points from $X$ containing its vertices. By 'extreme' supporting hyperplanes we
mean supporting hyperplanes whose intersection with $X$ is a polytope with one dimension less than $X$. We call this intersection a face.

A straightforward way of constructing these extreme supporting hyperplanes is to consider all possible combirations of $n$ points at a time from $\left\{p_{1}, \ldots, p_{N}\right\}$ and for those defining an hyperplane testing if it is a supporting hyperplane of $X$. If yes it will be also an extreme supporting hyperplane.

We now give a procedure to compute the extreme supporting hyperplanes that does not require us to consider all possible hyperplanes defined by $\left\{p_{1}, \ldots, p_{N}\right\}$ and that substantially reduces the required amount of work. In this method X is obtained as the last element of a finite (nested) sequence of increasing polytopes defined in terms of their boundaries. This procedure is based on a paper by Degtyar and Finkel'shteyn [2] where a method to decompose a polytope as a union of disjoint simplices is described.

To avoid minor technicalities assume $H\left\{p_{1}, \ldots, p_{N}\right\}$ is a solid m-dimensional polyhedron, where $m$ is the dimension of the vector $p_{i}, i=1, \ldots, \mathbb{N}$.

We now describe the algorithm:

Step 1 Set $K=1$.
Construct a simplex through $m+1$ of the given points and denote it by polytope 1. Let us call its faces the elements of the boundary. For $\mathrm{K}>1$ these boundary elements will not be in general faces but $n-1$ simplices that are disjoint subsets of the faces of polytope $K$. In an attempt to enclose as many points of $\left\{p_{1}, \ldots, p_{N}\right\}$ as possible, to minimize the required amount of work, it is suggested that points are selected with as large or as small components as' possible.
Set $J=\left\{p_{1}, \ldots, p_{N}\right\} \backslash\{$ Set of vertices of polytope 1$\}$
Step 2 Test if the first element of $\mathcal{J}$ is an exterior point of polytope $K$. If not remove it from $J$ and repeate the same procedure for the next element of $J$ and so on (The boundary of each intermediate polytope is known. Therefore to test if a point belongs to one of them it is only required to verify a set of linear inequalities). In the course of this, two situations are then possible: (i) A point of $J$ is eventually found lying outside polytope K , say $\mathrm{p}_{\mathrm{q}}$. Then we define polytope $(\mathrm{K}+1)=\mathrm{H}\left(\right.$ polytope $\left.\mathrm{KU} \mathrm{p}_{\mathrm{q}}\right)$, remove point
$p_{q}$ from $J$ and go to step 3. (ii) All the points of $J$ are points of polytope $K$. This means that polytope $K=H\left\{p_{1}, \ldots, p_{N}\right\}$ and therefore the construction is finished.

Let us say that a collection of boundary elements are affinely independent if they each lie in distinct affinely independent hyperplanes. Then the vertices of $H\left\{p_{1}, \ldots, p_{N}\right\}$ are those boundary element vertices that aie common to $m$ affinely independent boundary elements.

Step 3 Here the boundary of polytope ( $\mathrm{K}+1$ ) is constructed. We start by separating the elements of the boundary of polytope $K$ into two disjoint classes: Class A - This class contains those elements of the boundary defining an hyperplane which produces a closed half space containing polytope $K$ and $p_{q}$. Class B - Contains all the remaining elements of the boundary.

The elements of the boundary of polytope ( $K+1$ ) are the elements of the boundary of polytope $K$ in class $A$ and the ( $m-1$ ) dimensional simplices constructed as follows:

Each of them is defined by $p_{q}$ and ( $m-1$ ) vertices of an element of the boundary of polytope $K$ in
class A and in the intersection with an element in class $B$.

Step 4 Set $K=K+1$ and go to step 2.
III) Distance Minimization

This procedure relies on the following property: Given a set of points $\left\{p_{1}, \ldots, p_{N}\right\}$ we have that $p_{i}$ is a vertex of $H\left\{p_{1}, \ldots, p_{N}\right\}$ if and only if the distance from $p_{i}$ to $H\left\{p_{1}, \ldots, p_{i-1}, p_{i+1}, \ldots, p_{N}\right\}$ is greater than zero.

To compute the distance from a point to the convex hull of others it is required to solve, in principle, a constrained minimization problem - in fact a geometric programming problem as follows:

$$
\min f\left(\alpha_{1}, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_{N}\right)=\left\|p_{i}-\sum_{\substack{j=1 \\ j \neq i}}^{N} \alpha_{j} p_{j}\right\|
$$

subject to the constraints $\sum_{\substack{j=1 \\ j \neq i}}^{N} \alpha_{j}=1, \quad \alpha_{j} \geqslant 0$ for all $j$.

Fortunately the constrained optimization can be avoided by means of the following transformation:

$$
\alpha_{j}=\beta_{j}^{2} /\left(\sum_{\substack{n=1 \\ n \neq i}}^{N} \beta_{n}^{2}\right)
$$

and then the problem becomes


Discussion of the proposed methods

In the first method there is the problem of constructing a suitable set of rotations of the axis. We do not know of any way of doing it without making use of supporting hyperplanes. But if supporting hyperplanes need to be considered then there is no point in using this method because the second one is particularly suitable for that purpose.

We believe that the best way to appreciate the elegance of Degtyar's and Finkel'shteyn's idea used in the second method is to compare it with the rough procedure of having to construct all the hyperplanes defined by $\left\{p_{1}, \ldots, p_{N}\right\}$ and test which of them are actually supporting hyperplenes of $H\left\{p_{1}, \ldots, p_{N}\right\}$. In Degtyar's procedure the only subsets of $\left\{p_{1}, \ldots, p_{N}\right\}$ we consider are the ones whose points define an hyperplane containing a face of the intermediate polytopes. Furthermore each polytope in this sequence strictly contains its predecessor. Therefore
those combinations of points of $\left\{p_{1}, \ldots, p_{\mathbb{N}}\right\}$ defining hyperplanes slicing polytopes already constructed are no longer possible and this is particularly significant when the intermediate polytopes get bigger and bigger. Furthermore at every stage the method provides sufficient conditions for a given set of points to define a supporting hyperplane of the polytope concerned. Therefore no time is wasted in the construction of 'unnecessary' hyperplanes. Furthermore if at each step one tries to construct a polytope as large as possible it is more likely to enclose more points of $\left\{p_{1}, \ldots, p_{N}\right\}$ and therefore reducing the number of polytopes required to reach $H\left\{p_{1}, \ldots, p_{N}\right\}$. We have not tested this method numerically and therefore no accurate comparison can be made with the third method which we have used in the generation of the results given in the last section.

The third method is particularly attractive, because of its simplicity of implementation and speed of execution. We have used it in conjunction with the algorithm given in appendix $A$ to generate the vertices of $\pi_{m}$ C for some values of $m$. This method performed very well together with a particular type of minimization algorithm (and some speed up features) using a 'pattern search' technique which does not require gradient evaluations. The function minimization is performed by constructing a sequence $\left(c_{n}\right)_{n} \in \mathbb{N}$ of points
of $H\left\{p_{1}, \ldots, p_{i-1}, p_{i+1}, \ldots, p_{N}\right\}$ converging to the nearest point of $p_{i}$. A well known result in optimization theory states that if a point $p$ lies outside a convex set $S$, then there exists a unique point in $S$, say $s_{o}$, such that

$$
\left\|p-s_{0}\right\| \leqslant\|p-s\| \quad, \quad \forall s \in S
$$

Furthermore the hyperplane passing through $s_{o}$ and orthogonal to vector $p^{-s_{o}}$ is a supporting hyperplane of $J$. This result suggested the inclusion of the following 'speed up' feature in this algorithm: Every $n_{0}$ iterations, $n_{0} \in N$, it is checked if the hyperplane orthogonal to vector $c_{n}-p_{i}$, at $p_{i}$, produces an open half space containing $H\left\{p_{1}, \ldots, p_{i-1}, p_{i+1}, \ldots, p_{N}\right\}$. If $p_{i}$ actually lies outside the convex hull this eventually becomes true, and therefore there is no need to carry on with the minimization procedure. This feature was introduced in the algorithm and it was found that it greatly reduced the required amount of iterations when $p_{i}$ was a vertex. $n_{0}$ should be fixed initially. The reason why we do not make $n_{0}=1$ is because this test is a waste of time when the point actually lies inside the convex hull. Therefore its choice is the result of a compromise depending on our 'feeling' about the point under test.

Obviously the minimization procedure becomes slower as the dimension of the space increases, and there will
be a stage where it will be convenient to divide $H\left\{p_{1}, \ldots, p_{i-1}, p_{i+1}, \ldots, p_{N}\right\}$ into a union of as many disjoint convex hulls as necessary to make the minimiz.ation procedure feasible in each of them. Needless to say that as soon as a point is found not to be a vertex it should be immediately discarded from the definition of the convex hull because it is the number of these points that determines the dimension of the space we are optimizing over.

If $N$ is very large and only a few of the given points are actually vertices of their convex cover then the second method might be worth considering. However for small values of $N$ the third method is undoubtly much faster than the second.

As far as the accuracy of method 3 is concerned, we have that when it decides that a point is a vertex, a separating hyperplane is actually produced. For points 'very' close to the boundary of $H\left\{p_{1}, \ldots, p_{N}\right\}$ the decision will depend on the prescribed limits of accuracy.

### 2.6 Connections with the Frequency Domain

Although the first $n$ autocorrelation shifts do not completely characterize the discrete time signal they provide us with valuable information about the number of frequencies it contains. In fact it can be shown $[3]$ that the $n \times n$ matrix

where $\left(\rho_{k}\right)_{k \in N_{0}}$ denotes the autocorrelation of the signal $\left(u_{k}\right)_{k \in N_{0}}$, is positive definite if and only if the support of the spectral distribution of $\left(u_{k}\right)_{k \in \mathbb{N}_{0}}$ has at least $n$ points, that is, the signal contains at least $n$ frequencies. The signal is then said to be persistently exciting of order $n$.

This notion is useful in connection with identification problems where it is necessary to have some conditions on the input to get consistent estimates. See for example [1]. Particularly in the case of parametric identification it is required to have persistent excitation of some finite order, depending on the number of parameters to be identified.

### 2.7 Computational Results

In this section the vertices of $\pi_{m} C$, and associated periodic binary sequences are given for values of $m$ up to 6. These results have been generated by a computer program that makes use of method 3 as described in section 2.5 .

Denote each element of $\pi_{m} c$ by $\left(p_{0}, p_{1}, \ldots, p_{m-1}\right)$. Because $\rho_{0}$ is always equal to 1 we shall implicitly assume all the points of $\Pi_{m} C$ in the linear manifold $\rho_{o}=1$ and therefore regard them as elements of $\mathbb{R}^{m-1}$.

The shapes of $\Pi_{3} C$ and $\Pi_{4} C$ are depicted in figures 11 and 12 respectively.

It can be seen that the vertices of $\pi_{m} C, m \leqslant 5$, are also arquitype covariances, that is of the form $P_{n}=\frac{2}{\pi}$ arc $\sin \cos 2 \pi n \lambda,-\frac{1}{2} \leqslant \lambda \leqslant \frac{1}{2}$. The corresponding values of $\lambda$ are also indicated. ' $p$ ' denotes the period of the periodic extrapolation of the vertex, with the shortest period.

The results are now given in the tables below.

| m | Vertices of $\Pi_{m} \mathrm{C}$ | $\lambda$ | p | Periodic extrapolation : $\left(p_{n}\right)_{n \in N_{0}}$ | Associated periodic sequence |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\begin{array}{r} 1 \\ -1 \end{array}$ | $\begin{gathered} 0 \\ 1 / 2 \end{gathered}$ | 1 2 | $\begin{aligned} & (1,1, \ldots) \\ & (1,-1,1, \ldots) \end{aligned}$ | $\begin{aligned} & (1, \ldots) \\ & (1,-1, \ldots) \end{aligned}$ |
| 3 | $\begin{aligned} & (1,1) \\ & (0,-1) \\ & (-1,1) \end{aligned}$ | $\begin{gathered} 0 \\ 1 / 4 \\ 1 / 2 \end{gathered}$ | $\begin{aligned} & 1 \\ & 4 \\ & 2 \end{aligned}$ | $\begin{aligned} & (1,1, \ldots) \\ & (1,0,-1,0,1, \ldots) \\ & (1,-1,1, \ldots) \end{aligned}$ | $\begin{aligned} & (1, \ldots) \\ & (1,1,-1,-1, \ldots) \\ & (1,-1, \ldots) \end{aligned}$ |
| 4 | $\begin{aligned} & (1,1,1) \\ & (1 / 3,-1 / 3,-1) \\ & (0,-1,0) \\ & (-1 / 3,-1 / 3,1) \\ & (-1,1,-1) \end{aligned}$ | $\begin{gathered} 0 \\ 1 / 6 \\ 1 / 4 \\ 1 / 3 \\ 1 / 2 \end{gathered}$ | $\begin{aligned} & 1 \\ & 6 \\ & 4 \\ & 3 \\ & 2 \end{aligned}$ | $\begin{aligned} & (1,1, \ldots) \\ & (1,1 / 3,-1 / 3,-1,-1 / 3,1 / 3,1, \ldots) \\ & (1,0,-1,0,1, \ldots) \\ & (1,-1 / 3,-1 / 3,1, \ldots) \\ & (1,-1,1, \ldots) \end{aligned}$ | $\begin{aligned} & (1, \ldots) \\ & (1,1,1,-1,-1,-1, \ldots) \\ & (1,1,-1,-1, \ldots) \\ & (1,1,-1, \ldots) \\ & (1,-1, \ldots) \end{aligned}$ |
| 5 | $\begin{aligned} & (1,1,1,1) \\ & (.5,0,-.5,-1) \\ & (1 / 3,-1 / 3,-1,-1 / 3) \\ & (0,-1,0,1) \\ & (-1 / 3,-1 / 3,1,-1 / 3) \\ & (-.5,0, .5,-1) \\ & (-1,1,-1,1) \end{aligned}$ | $\begin{gathered} 0 \\ 1 / 8 \\ 1 / 6 \\ 1 / 4 \\ 1 / 3 \\ 3 / 8 \\ 1 / 2 \end{gathered}$ | 1 <br> 8 <br> 6 <br> 4 <br> 3 <br> 8 <br> 2 | $\begin{aligned} & (1,1, \ldots) \\ & (1, .5,0,-.5,-1,-.5,0, .5,1, \ldots) \\ & (1,1 / 3,-1 / 3,-1,-1 / 3,1 / 3,1, \ldots) \\ & (1,0,-1,0,1, \ldots) \\ & (1,-1 / 3,-1 / 3,1, \ldots) \\ & (1,-.5,0, .5,-1, .5,0,-.5,1, \ldots) \\ & (1,-1,1, \ldots) \end{aligned}$ | $\begin{aligned} & (1, \ldots) \\ & (1,1,1,1,-1,-1,-1,-1, \ldots) \\ & (1,1,1,-1,-1,-1, \ldots) \\ & (1,1,-1,-1, \ldots) \\ & (1,1,-1, \ldots) \\ & (1,-1,1,-1,-1,1,-1,1, \ldots) \\ & (1,-1, \ldots) \end{aligned}$ |


| m | Vertices of $\mathrm{I}_{\mathrm{m}} \mathrm{C}$ | $\lambda$ | p | Periodic extrapolation : $\left(p_{n}\right)_{\mathrm{n}} \in \mathbb{N}_{0}$ | Associated periodic sequence |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | $(1,1,1,1,1)$ | 0 | 1 | $(1,1, \ldots)$ | (1, ...) |
|  | ( $.6, .2,-.2,-.6,-1$ ) | 1/10 | 10 | $(1, .6, .2,-.2,-.6,-1,-.6,-.2, .2, .6,1, \ldots)$ | $(1,1,1,1,1,-1,-1,-1,-1,-1, \ldots)$ |
|  | ( . $5,0,-.5,-1,-.5)$ | 1/8 | 8 | $(1, .5,0,-.5,-1,-.5,0, .5,1, \ldots)$ | $(1,1,1,1,-1,-1,-1,-1, \ldots)$ |
|  | $(1 / 3,-1 / 3,-1,-1 / 3,1 / 3)$ | 1/6 | 6 | $(1,1 / 3,-1 / 3,-1,-1 / 3,1 / 3,1, \ldots)$ | $(1,1,1,-1,-1,-1, \ldots)$ |
|  | ( . $2,-.6,-.6, .2,1)$ | 1/5 | 5. | $(1, .2,-.6,-.6, .2,1, \ldots)$ | $(1,1,1,-1,-1, \ldots)$ |
|  | $(0,-1,0,1,0)$ | 1/4 | 4 | $(1,0,-1,0,1, \ldots)$ | $(1,1,-1,-1, \ldots)$ |
|  | $(-.2,-.6, .6, .2,-1)$ | 3/10 | 10 | ( $(1,-.2,-.6, .6, .2,-1, .2 ; .6,-.6,-.2,1, \ldots)$ | $(1,1,-1,1,1,-1,-1,1,-1,-1, \ldots)$ |
|  | $(-1 / 3,-1 / 3,1,-1 / 3,-1 / 3)$ | 1/3 | 3 | $(1,-1 / 3,-1 / 3,1, \ldots)$ | $(1,1,-1, \ldots)$ |
|  | $(-.5,0, .5,-1, .5)$ | 3/8 | 8 | $(1,-.5,0, .5,-1, .5,0,-.5$ | $(1,1,-1,1,-1,-1,1,-1, \ldots)$ |
|  | $(-.6, .2, .2,-.6,1)$ | 2/5 | 5 | $(1,-.6, .2, .2,-.6,1, \ldots)$ | $(1,1,-1,1,-1, \ldots)$ |
|  | $(-1,1,-1,1,-1)$ | 1/2 | 2 | $(1,-1,1, \ldots)$ | $(1,-1, \ldots)$ |
|  | $(1 / 3,-1 / 3,-1 / 3,-1 / 3,1 / 3)$ | - | 6 | $(1,1 / 3,-1 / 3,-1 / 3,-1 / 3,1 / 3,1, \ldots)$ | $(1,1,1,1,-1,-1, \ldots)$ |
|  | $(-1 / 3,-1 / 3,1 / 3,-1 / 3,-1 / 3)$ | - | 6 | $(1,-1 / 3,-1 / 3,1 / 3,-1 / 3,-1 / 3,1, \ldots)$ | $(1,1,-1,1,-1,-1, \ldots)$ |
|  | $(-1 / 7,3 / 7,-1 / 7,-1 / 7,3 / 7)$ | - | 7 | $(1,-1 / 7,3 / 7,-1 / 7,-1 / 7,3 / 7,-1 / 7,1, \ldots)$ | $(1,1,1,1,-1,1,-1, \ldots)$ |
|  | $(1 / 7,3 / 7,1 / 7,-1 / 7,-3 / 7)$ | - | 14. | $\begin{aligned} & (1,1 / 7,3 / 7,1 / 7,-1 / 7,-3 / 7,-1 / 7,-1,-1 / 7, \\ & -3 / 7,-1 / 7,1 / 7,3 / 7,1 / 7,1, \ldots) \end{aligned}$ | $\begin{aligned} & (1,1,1,1,1,-1,1,-1,-1,-1,-1 \\ & -1,1,-1, \ldots) \end{aligned}$ |
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## CHAPTER 3

## THE CLASS OF UNIT COVARIANCES

### 3.1 Introduction

In 1955, B. Mcmillan [2] gave a characterization of the class of unit covariances. However, the conditions of his characterization are not easy to verify.

A more explicit characterization is given in this chapter that clarifies the structure of the class $U$. The key argument in the proof of this new characterization is the fact that $U$ is compact in the product topology. This is. shown by means of a result in functional analysis known as the Alaoglu theorem.

The realizations of any discrete time stochastic binary process, in short a unit process, are binary sequences. It is therefore natural to raise the question about the links between the class of unit covariances (ensemble averages) and the class of autocorrelation functions of binary sequences (time averages). The latter has already been studied in the previous chapter. We shall see that the sub-class of stationary discrete time unit covariances is equivalent to the class of autocorrelations of binary sequences.

The connections between the class of clipped
gaussian processes and the class of unit processes are also discussed.

### 3.2 Characterization of the Class of Unit Covariances

In 1955 B. Mcmillan [2]. characterized the class $U$ as follows:

## Theorem 1

$$
\left(p_{i}, j\right){ }_{i}, j \in \mathbb{N} \in U \text { if and only if } p_{i, i}=1 \text { for all }
$$

$i \in \mathbb{N}$ and $\sum_{i=1}^{m} \sum_{j=1}^{m} P_{i, j} a_{i, j} \geqslant 0, \forall m \in \mathbb{N}$ and all corner--positive matrices $\left\{a_{i j}\right\}, i, j=1, \ldots, m$, where a matrix $\left\{a_{i, j}\right\}$ is corner-positive if $\sum_{i=1}^{m} \sum_{j=1}^{m} a_{i j} x_{i} x_{j} \geqslant 0$ for every sequence $\left(x_{1}, \ldots, x_{m}\right)$ with $x_{i}= \pm 1, i=1,2, \ldots, m$.

We are unaware of Mcmillan's original proof which was never published. However, L. Shepp gave an elegant proof in [4], which is reproduced in appendix E.

For the sake of completeness we mention a paper by E. Masry [1] where a characterization of a subclass of unit covariances associated with renewal processes is given.

Our characterization of the class $U$ is now given:

## Theorem ?

$$
\left(p_{i}, j\right)_{i, j \in \mathbb{N}} \in U \text { if and only if }
$$

$\left\{\rho_{i}, j\right\}_{m} \in H\left\{E_{1}^{m}, \ldots, E_{2^{m-1}}^{m}\right\}$ for all $m \in \mathbb{N}$, where $\left\{P_{i}, j\right\}_{m}$ is an $m \times m$ matrix with ( $i, j$ ) th element equal to $p_{i, j}$, and $E_{i}^{m}=e_{i}^{t} e_{i}, e_{i}=\left(x_{1}, \ldots, x_{j}, \ldots, x_{m}\right), x_{i}= \pm 1$.

An immediate consequence of this theorem is that $\Pi_{m} U$ is a polytope, for all m. For example, for $m=3$ we have that $\Pi_{3} \mathrm{U}$ is the convex hull of the 'points':

$$
\begin{aligned}
& E_{1}^{4}=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]: E_{2}^{4}=\left[\begin{array}{c}
1 \\
1 \\
-1
\end{array}\right]\left[\begin{array}{lll}
1 & 1 & -1
\end{array}\right]=\left[\begin{array}{ccc}
1 & 1 & -1 \\
1 & 1 & -1 \\
-1 & -1 & 1
\end{array}\right] \\
& E_{3}^{4}=\left[\begin{array}{l}
1 \\
-1 \\
1
\end{array}\right]\left[\begin{array}{lll}
1 & -1 & 1
\end{array}\right]=\left[\begin{array}{ccc}
1 & -1 & 1 \\
-1 & 1 & -1 \\
1 & -1 & 1
\end{array}\right] \quad E_{4}^{4}=\left[\begin{array}{c}
1 \\
-1 \\
-1
\end{array}\right]\left[\begin{array}{ccc}
1 & -1 & -1
\end{array}\right]=\left[\begin{array}{ccc}
1 & -1 & -1 \\
-1 & 1 & 1 \\
-1 & 1 & 1
\end{array}\right]
\end{aligned}
$$

The matrices $E_{i}^{m}$ are in fact vertices of their convex hull. If we regard each of them as an element of $\mathbb{R}^{\mathrm{m}^{2}}$ we have that they lie on the surface of a sphere with radius $m^{2}$ and centre at $(0, \ldots, 0) . \pi_{m} U$ is a convex and closed set. This means that the class of unit covariances is convex and closed under pointwise limits (product topology).

Another interesting property of $\pi_{m} U$ is that it is a neighbourly polytope that is a bounded convex polyhedron
where any pair of vertices is connected by an edge. This is shown in appendix $B$.

Theorem 1 and theorem 2 have to be necessarily equivalent because they characterize the same object. We now show this is in fact true.

All the results about cones and polarity to be used in this proof can be found in [5].

Let's start by establishing a one-to-one correspondence between the class of $m \times m$ matrices and $\mathbb{R}^{m^{2}}$. This enables us to identify the trace of the product of two matrices with the inner product of the associated vectors.

Denote by (CP) ${ }^{m}$ the class of $m \times m$ corner-positive matrices. From the definition of a corner-positive matrix we have that $(-C P)^{m}$ is the polar cone of

$$
\left\{E_{1}^{m}, \ldots, E_{2^{m-1}}^{m}\right\}, \forall m \in \mathbb{N}
$$

The polar cone $S^{\mathrm{P}}$ of a set $S \subseteq \mathbb{R}^{\mathrm{n}}$ is defined as $\left\{y \in \mathbb{R}^{n} \mid \mathrm{y}^{T} \mathrm{x} \leqslant 0, \forall \mathrm{x} \in \mathbb{S}\right\}$.
From theorem 1 we have that the set of matrices $\left\{\rho_{i}, j\right\} m$ is the polar cone of $(-C P)^{m}, \forall m \in \mathbb{N}$. Therefore $\left\{\rho_{i}, j\right\}_{\text {m }}$ belongs to the polar of the polar of $\left\{E_{1}^{m}, \ldots, E_{2^{m-1}}^{m}\right\} ; \forall m \in \mathbb{N}$, which can be shown $[5]$ to be the conical (or positive) hull of $\left\{E_{1}^{m}, \ldots, E_{2^{m-1}}^{\frac{m}{m}}\right\}$.

This implies that

$$
\left\{\rho_{i, j}\right\}_{m}=\sum_{l=1}^{2^{m-1}} \alpha_{1} E_{I}^{m} \quad, \quad \alpha_{1} \geqslant 0, \forall I
$$

However, the main diagonal elements of the matrices on both sides of this equality are equal to 1. This implies that we must also have
$\sum_{1=1}^{2^{m-1}} \alpha_{1}=1$.
But this means that $\left\{P_{i}, j\right\}_{m} \in H\left\{E_{1}^{m}, \ldots, E_{2^{m}}^{m}\right\}$, $\forall \mathrm{m} \in \mathbb{N}$, which is precisely the statement of theorem 2.
q.e.d.

Next we show that $U$ is compact. This result will be of use in the direct proof of theorem 2. The topological concepts concerning the class $U$ are referred to the product topology. Similar considerations to those made in chapter 2 about the topology of the class of autocorrelation functions of binary sequences can be made here.

## Lemma

The class U is compact.

## Proof

We start the proof of this lemma by showing that U is closed.

Suppose therefore ( $\rho^{n}$ ) is a sequence in $U$ converging pointwise to a limit $f$.

Consider the sample space of binary sequences $\Omega=\{-1,1\}^{\mathbb{N}}$. Endowed with the product discrete topology it is compact Hausdorff.

Since each $p^{n} \in U$ there exist probability measures $P^{n}$ on the corresponding Borel field such that

$$
p_{i, j}^{n}=\int x_{i} x_{j} d P^{n},
$$

$X_{i}$ being the ith coordinate of $X$.
Each $\mathrm{P}^{\mathrm{n}}$ determines a positive linear functional $\mathrm{I}^{\mathrm{n}}$ of unit norm ( $I^{n}(1)=1$ ) on $C(\Omega)$. Since the set of positive linear functionals of unit norm is a closed subset of the unit ball, it is compact in the weak-star topology by Alaoglu's theorem [3] and so there exists a subsequence from ( $I^{\mathrm{n}}$ ) converging to a limit $I$.

By the Riesz representation theorem [3] there is a probability measure $P$ such that $I(g)=\int$ gdP for all g in $\mathrm{C}(\Omega)$.

Since $X_{i} X_{j}$ is continuous and $\rho^{n}$ converges pointwise to $f$ we have

$$
f_{i j}=\int x_{i} X_{j} d P .
$$

But this means that $f$ is a unit covariance.
U is compact because it is a closed subset of $[-1,1]^{\mathbb{N}}$, which is a compact space.

This ends the proof of the lemma.

An immediate consequence of this lemma is

## Corollary

The subclass of stationary unit covariances, TU, is compact.

We are now in a position to give a proof of theorem 2.

## Proof of theorem 2

The necessity of both conditions is obvious. since $\rho_{i, i}=E\left(X_{i}^{2}\right)=E(1)=1$, and from the definition of covariance we have

$$
\rho_{i, j}=E X_{i} X_{j}=\sum_{k=1}^{2^{m-1}} \alpha_{k}^{m} x_{i}^{k} x_{j}^{k} \quad, i, j \leqslant m
$$

where $\alpha_{k}^{\mathrm{II}}$ is the sum of the probabilities of symmetric realizations of the vector of the first $m$ random variables that is $\left(X_{1}, \ldots, X_{m}\right)$.

We now prove sufficiency.
If $\left\{\rho_{i}, j\right\}_{m} \in H\left\{E_{1}^{m}, \ldots, E_{2^{m-1}}^{m}\right\}$ then we have that the (semi-infinite) matrix

$$
\overline{\mathrm{R}}^{\mathrm{m}} \triangleq\left[\begin{array}{cccc}
\left\{\rho_{i}, j\right\}_{m} & \cdots & \left\{\rho_{i}, j\right\}_{\mathrm{m}} & \cdots \\
\vdots & & \vdots & \\
\left\{\rho_{i, j}\right\}_{\mathrm{m}} & \cdots & \left\{\rho_{i, j}\right\}_{m} & \cdots \\
\vdots & & \vdots & \\
\left\{\rho_{i, j}\right\}_{\mathrm{m}} & \cdots & \left\{\rho_{i}, j\right\}_{\mathrm{m}} & \cdots \\
\vdots & & \vdots &
\end{array}\right]
$$

also belongs to the convex hull of the (semi-infinite) matrices

$$
\overline{\mathrm{E}}_{i}^{\mathrm{m}} \triangleq\left[\begin{array}{llll}
\mathbb{E}_{i}^{\mathrm{m}} & \cdots & \mathrm{E}_{i}^{\mathrm{m}} & \cdots \\
\vdots & & \vdots & \\
\mathbb{E}_{i}^{\mathrm{m}} & \cdots & \mathbb{E}_{\mathrm{i}}^{\mathrm{m}} & \cdots \\
\vdots & & \vdots &
\end{array}\right] \quad, i=1,2, \ldots, 2^{\mathrm{m}-1} .
$$

This means that $\overline{\mathrm{R}}^{\mathrm{m}}$ is the covariance matrix of a periodic unit process of period $m$, whose realizations are the first lines, and their negatives, of the semi--infinite matrices $\overline{\mathrm{E}}_{\mathrm{i}}^{\mathrm{m}}$, with the sum of their probabilities given by the coefficients $\alpha_{\mathrm{K}}^{\mathrm{m}}$ of the above convex combination.

Denote one such process by $\left(\overline{\mathrm{X}}_{\mathrm{n}}^{\mathrm{m}}\right)_{n} \in \mathbb{N}$ and the elements of the matrix $\bar{R}^{m}$ by $\bar{\gamma}_{k}^{m}, I$. By construction we have $\bar{\gamma}_{I, k}^{m}=\rho_{i, j}, l=i \bmod . m, k=j \bmod . m$.

Then if conditions of theorem 2 are satisfied we have that, $\forall I, k$

$$
\bar{\gamma}_{1, k}^{\mathrm{m}} \quad \longrightarrow \rho_{1, k} \quad \text { as } m \rightarrow \infty
$$

But it has already been shown that the class U is closed under pointwise limits. Therefore $\left(\rho_{i}, j\right)$ i, $j \in \mathbb{N}$ is a unit covariance.

This ends the proof of the theorem.

In the previous chapter it has been shown that the class of periodic autocorrelation functions of binary sequences was dense in $C$. The next theorem shows that a similar result holds in TU (subclass of stationary unit covariances).

Theorem 3
The class of discrete time stationary periodic unit covariances is dense in $\mathbb{I U}$.

Proof
From the proof of sufficiency of theorem 2 it follows that a stationary unit covariance is the pointwise limit of a sequence of periodic unit covariances but not necessarily stationary.

Let $\left(p_{n}\right)_{n \in \mathbb{N}_{0}}$ denote the given stationary unit covariance and by using the same procedure as in the
proof of theorem 2 construct a sequence of periodic unit covariances $\left(\bar{Y}_{i}^{m}, j\right) i, j \in \mathbb{N}$ of period $m$ such that $\left(\bar{Y}_{i}^{m}, j\right) \longrightarrow\left(p_{n}\right)_{n \in \mathbb{N}_{0}}$ (pointwise convergence) as $m \rightarrow \infty$. Denote by $\left(\bar{X}_{n}^{m}\right)_{n \in \mathbb{N}}$ a periodic unit process with covariance $\left(\bar{Y}_{i, j}^{\mathrm{m}}\right)_{i, j \in \mathbb{N}} \cdot$

By 'randomizing time' we derive a stationary periodic process $\left(X_{n}^{m}\right)_{n} \in \mathbb{N}$ from $\left(\bar{X}_{n}^{m}\right)_{n} \in \mathbb{N}$ as follows: Let $X_{n}^{m}(w, s)=\bar{X}_{n+s}^{m}(w)$, where $s$ is an uniformly distributed random variable on $X=\{0,1, \ldots, m-1\}$ and independent of $\left(\bar{X}_{n}^{m}\right)_{n} \in \mathbb{N}$.

Then we have for given $i, j \in \mathbb{N}$ :

$$
\begin{aligned}
& E\left(X_{i}^{m} X_{j}^{m}\right)=\int_{\Omega \times X} X_{i}^{m}(w, s) X_{j}^{m}(w, s) d \mu= \\
& =\int_{X} \int_{\Omega} \bar{X}_{i+s}^{m}(w) \bar{X}_{j+s}^{m}(w) d \mu_{\Omega} d \mu_{x}(b y \text { independence) }= \\
& =\frac{1}{m} \sum_{s=0}^{m-1} \bar{Y}_{i+s, j+s}^{m}
\end{aligned}
$$

But the last expression is an average over m consecutive terms of a 'sequence' of period $m$. Therefore the process $\left(X_{n}^{m}\right)_{n} \in \mathbb{N}$ is stationary.

Now assume without any loss of generality that $m>j>i$. Then we have

$$
\frac{1}{m} \sum_{s=0}^{m-1} \bar{Y}_{i+s, j+s}=\frac{1}{m} \sum_{s=0}^{m-1} \bar{Y}_{s+1, s+1+j-i}^{m} \quad \text { (by stationarity) }
$$

$$
\begin{aligned}
& =\frac{1}{m}\left[\sum_{s=0}^{m-1-(j-1)} \bar{\gamma}_{s+1, s+1+j-i}^{m}+\sum_{s=m-(j-i)}^{m-1} \bar{\gamma}_{s+1, s+1+j-i}^{m}\right] \\
& =\frac{1}{m}\left[(m-j+i) \rho_{j-i}+(j-i) \rho_{m-j+i}\right]
\end{aligned}
$$

This reveals that, for any given i, $\mathfrak{j} \in \mathbb{N}$, $E\left(X_{i}^{m} X_{j}^{m}\right) \longrightarrow p_{j-i}, \quad$ as $m \rightarrow \infty$.

The proof of theorem 3 is complete.

### 3.3 Relations Between the Class of Unit Covariances and the Class of Autocorrelation Functions of Binary Sequences

Our starting point in establishing the links between $C$ and $U$ is the following

## Lemma 1

The autocorrelation function of a periodic binary sequence is also a stationary unit covariance.

## Proof

Let $\left(p_{n}\right)_{n \in \mathbb{N}_{0}}$ denote the autocorrelation function of the periodic binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ of period $p$, that is

$$
P_{n}=\frac{1}{p} \sum_{i=0}^{p-1} s_{i+n} s_{i}
$$

Now define a sample space $\Omega$ comprising all the ith shifted versions of $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$, denoted by $\left(s_{k}^{i}\right)_{k \in \mathbb{N}_{0}}$, $i=1, \ldots, p$, and assign probability $1 / p$ to each of them.

Let $\left(X_{k}\right)_{k \in \mathbb{N}}$ be a stochastic process defined on this space, where each $X_{k}$ is a coordinate variable in $\Omega$, that is $X_{k}\left(s^{i}\right)=s_{k}^{j}, s^{i} \in \Omega$. The covariance of this process is given by
$E\left(X_{k} X_{k+1}\right)=\frac{1}{p} \sum_{i=1}^{p} s_{k}^{i} s_{k+1}^{i}=\frac{1}{p} \sum_{i=1}^{p} s_{k+i} s_{k+1+i}=\rho_{1}$

This completes the proof of lemma 1.

The realizations of a unit process with a periodic covariance are periodic binary sequences a.s.. Furthermore if the process is stationary we have that the probability of realizations that are a shifted version of each other is equal. This gives rise to the following result

## Lemma_?

Every stationary periodic unit covariance is a convex combination of autocorrelations of periodic binary sequences.

Proof
Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ denote a stationary periodic unit process of period $p$ and covariance $\left(\rho_{n}\right)_{n} \in \mathbb{N}_{0}$.

Partition the sample space of this process into disjoint events $A_{i}, i=1,2, \ldots, t$, where each $A_{i}$ comprises all the realizations that are a shifted version of each other, and denote their period by $p_{i}$.

Denote each sequence in $A_{i}$ by $\left(x_{n}^{i}, j\right)_{n \in \mathbb{N}}$, $j=1, \ldots, p_{i}$ and such that $x_{n}^{i}, j=x_{n+j-1}^{i}, 1$.

Then we can write

$$
\left.\begin{array}{rl}
P_{k} & =\int_{A_{1}+\cdots+A_{t}} X_{l} x_{l+k} d \mu=\sum_{i=1}^{t}\left\{\frac{\mu\left(A_{i}\right)}{p_{i}} \sum_{j=1}^{p_{i}} x_{l}^{i}, j x_{l+k}^{i}, j\right. \\
& =\sum_{i=1}^{t}\left\{\frac{\mu\left(A_{i}\right)}{p_{i}} \sum_{j=1}^{p_{i}} x_{l+j-1}^{i} x_{l+k+j-1}^{i}, 1\right.
\end{array}\right]
$$

where $\sum_{i=1}^{t} \mu\left(A_{i}\right)=1, \quad \mu\left(A_{i}\right) \geqslant 0$.

$$
\text { But } \frac{1}{p_{i}} \sum_{j=1}^{p_{i}} x_{l+j-1}^{i, 1} x_{l+k+j-1}^{i}, 1=p_{\dot{k}}^{i}
$$

where $\left(P_{n}^{i}\right)_{n} \in \mathbb{N}_{0}$ is the autocorrelation of any sequence in $A_{i}$. Therefore

$$
P_{k}=\sum_{i=1}^{t} \mu\left(A_{i}\right) P_{k}^{i}, \quad \forall k \in \mathbb{N}_{0},
$$

that is, $\left(p_{n}\right)_{n} \in \mathbb{N}_{0}$ is a convex combination of autocorrelation functions of periodic binary sequences. This ends the proof of lemma 2.

The properties of the classes $C$ and $T U$ we have established so far enable us to establish an important relation between these two classes as follows:

## Theorem

$$
\text { The classes } C \text { and } T U \text { are equivalent. }
$$

This means that $\left(p_{n}\right)_{n} \in \mathbb{N}_{0}$ is a discrete time stationary unit covariance if and only if there exists a binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ such that, $\forall n \in \mathbb{N}_{0}$

$$
P_{n}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N} s_{i} s_{i+n}
$$

A word of warning: the above theorem is not an ergodicity statement.

## Proof

It has been shown in chapter 2 that $P$ is dense in C. This result, together with lemma 1 and the fact that both $C$ and $T U$ are convex and closed, imply that C CTU .

From lemma 2 we have that the class of stationary periodic unit covariances is contained in $C$. But theorem 3 in section 3.2 states that this class is dense in $\mathbb{I U}$. Therefore TUCC.

This ends the proof of the theorem.

Once we have shown that $C$ and $I U$ are equivalent and given that the generation of the vertices of $n_{m} U$ is extremely simple, it is natural to raise the question why should we take then the burden of having to generate the vertices of $\pi_{m}^{C}$ ?

That is necessary mainly because:
(i) The binary sequences associated with the vertices of $\pi_{m} C$ can be used as 'generators' of binary sequences with prescribed autocorrelations.
(ii) The characterization in terms of the matrices $E_{i}^{m}$ does not provide the answer to the question:

$$
\text { Given a finite set of values }\left(a_{0}, a_{1}, \ldots, a_{m-1}\right)
$$

such that

$$
\left[\begin{array}{cccc}
a_{0} & a_{1} & \cdots \cdot & a_{m-1} \\
& & & \vdots \\
& & & a_{1} \\
& & & \\
& & & a_{0}
\end{array}\right] \in H\left\{\begin{array}{lll}
E_{1}^{m} & \ldots, & E^{m} \\
& & \\
& & \\
m-1
\end{array}\right\}
$$

is there any $\left(\rho_{n}\right)_{n \in \mathbb{N}_{0}} \in C$ such that $\rho_{n}=a_{n}, 0 \leqslant n \leqslant m-1$ ? Unless we can show that

$$
\pi_{m} T U \stackrel{?}{=} \pi_{m} T n_{m} U
$$

Obviously $\pi_{m} T U \subset \pi_{m} T \pi_{m} U$. Although a considerable effort has been made we have not yet been able to prove if the reverse inclusion is true. We strongly believe that the reverse inclusion might also be true. We have
verified that it is true for values of $m$ up to 4 and we can find no arguments contradicting this assumption. (iii) To extrapolate the autocorrelation function of a binary signal. We already know that if a signal is binary it is not sufficient that the extrapolated values give rise to a positive semi-definite sequence. It must also lie inside $\Pi_{m} C$, for all $m$, which means the knowledge of the polytopes $\pi_{m}$ C is required. (iv) If an optimization problem needs to be carried out in $\pi_{m}$, for some $m$, for example in an identification experiment, as described in chapter 1, then the knowledge of the boundary of $\pi_{m}$ C is required and it can be defined in terms of the vertices.

### 3.4 Examples of Unit Covariances

(i) A Markov Process

This example is due to B. Mcmillan.
Let $\left(X_{n}\right)_{n} \in \mathbb{N}$ be a two-state Markov process with $X_{n} \in\{-1,1\}, \forall n$, and

$$
p\left(X_{n} \mid X_{n-1}\right)= \begin{cases}p, & \text { if } X_{n} \neq X_{n-1} \\ (1-p), & \text { if } X_{n}=X_{n-1}\end{cases}
$$

$$
P\left(X_{n}=1\right)=1 / 2
$$

Then $\left(X_{n}\right)_{n \in \mathbb{N}}$ is a stationary process and then we write $E X_{m} X_{m+n}=\rho_{n}$.

Now we compute the covariance function of this process.

Assume $\mathrm{n}>0$.

$$
\begin{aligned}
& P_{n}=E\left(X_{0} X_{n}\right)=p\left(X_{0} X_{n}=1\right)-p\left(X_{0} X_{n}=-1\right) \\
& p\left(X_{0} X_{n}=1\right)=\text { prob. of the trajectories }\left(x_{0}, \ldots, X_{n}\right)
\end{aligned}
$$

with an even number of jumps, that is

$$
p\left(X_{0} X_{n}=1\right)=\sum_{(1=0}^{\mu}\binom{n}{1} \cdot p^{1}(1-p)^{n-1},
$$

where $\mu=\left\{\begin{array}{l}n, \text { if } n \text { is even } \\ n-1, \text { if } n \text { is odd }\end{array}\right.$
Similarly for $p\left(X_{0} X_{n}=-1\right)$. Therefore

$$
\rho_{n}=\sum_{k=0}^{n}\binom{n}{k}(-p)^{k}(1-p)^{n-k} .
$$

If we assume $n \in \mathbb{Z}$ then we can write $\rho_{n}=\alpha^{|n|}$, where $\alpha=(1-2 p)$.

In figure 11 we plot the locus of ( $p_{1}, p_{2}$ ), $-1 \leqslant \alpha \leqslant 1$ together with $\pi_{3}{ }^{U}$.
(ii) The Arc-Sine Law

Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a Gaussian process with covariance function $\left(\rho_{n}\right)_{n \in \mathbb{N}_{0}}$. Define a new process $\left(X_{n}^{*}\right)_{n \in \mathbb{N}}$ by

$$
x_{n}^{*}=\left\{\begin{aligned}
1, & \text { if } x_{n}>0 \\
-1, & \text { if } x_{n} \leqslant 0
\end{aligned}\right.
$$

X* is called a 'Clipped Gaussian Process' and its covariance $\left(P_{n}^{*}\right) n \in \mathbb{N}_{0}$ is given by the well known arc-sine law:

$$
P_{n}^{*}=\frac{2}{\pi} \arcsin \frac{P_{n}}{P_{0}}
$$

It is well known that the class of covariances of gaussian distributed weakly stationary processes with $E X_{n}^{2}=1, E X_{n}=0$ for all $n$ is equal to the class of positive semi-definite sequences $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$, with $\gamma_{0}=1$.

The Bochner-Herglotz representation theorem states that for each such sequence there exists a unique $F$ such that

$$
\gamma_{n}=\int_{0}^{1} \cos 2 \sin \lambda d F(\lambda) \text { for all } n
$$

This means that the extreme elements of this class are of the form $(\cos 2 \pi n \lambda)_{n \in \mathbb{N}_{0}}, 0 \leqslant \lambda \leqslant 1$.

For example the parametric equations of the boundary of the two-dimensional projections of the
elements of this class are

$$
\begin{aligned}
& x_{1}=\cos 2 \pi \lambda \\
& x_{2}=\cos 4 \pi \lambda \quad, \quad 0 \leqslant \lambda \leqslant 1 .
\end{aligned}
$$

This parabola is also depicted in figure 11. Of interest is the fact that the locus of the points $P(\lambda) \triangleq\left(p_{1}(\lambda), p_{2}(\lambda)\right)$, where

$$
\begin{aligned}
& p_{1}(\lambda)=\frac{2}{\pi} \operatorname{arc} \sin (\cos 2 \pi n \lambda) \\
& p_{2}(\lambda)=\frac{2}{\pi} \operatorname{arc} \sin (\cos 4 \pi n \lambda) \quad, \quad 0 \leqslant \lambda \leqslant \frac{1}{2}
\end{aligned}
$$

is the boundary of $\pi_{3} T U$. Furthermore we have that

$$
\begin{aligned}
& P(0)=(1,1) \\
& P(1 / 4)=(0,-1) \\
& P(1 / 2)=(-1,1)
\end{aligned}
$$

that is, the vertices of $\pi_{3} T U$ occur for $\lambda \in\{0,1 / 4,1 / 2\}$. This naturally gives rise to the question: Are the elements of $T U$ clipped gaussian processes?

For $\pi_{4} \mathrm{C}$ we still have that the $2 / \mathrm{M}$ arc sin image of the line $I$ defined by

$$
L \equiv\left\{\begin{array}{l}
x_{1}=\cos 2 \pi \lambda \\
x_{2}=\cos 4 \pi \lambda \\
x_{3}=\cos 6 \pi \lambda
\end{array} \quad, 0 \leqslant \lambda \leqslant \frac{1}{2}\right.
$$

is a polygonal curve whose vertices are the vertices
of $\pi_{4} \mathrm{C}$. The vertices occur for values of $\lambda \in\{0,1 / 6,1 / 4,1 / 3,1 / 2\}$. But this does not show that $\pi_{4} C$ is the image of the convex hull of $I$ because $2 / \pi \operatorname{arc} \sin (\cdot)$ is a non-linear function.

In fact the following counter-example shows that the image of $L$ by $2 / \pi$ arc $\sin ($.$) is strictly contained$ in $\pi_{4}{ }^{C}$.

Consider the following point on the boundary of $\pi_{4}$ C:

$$
1 / 3(1,1,1)+2 / 3(0,-1,0)=(1 / 3,-1 / 3,1 / 3) .
$$

Its inverse image is $(\sin \pi / 6,-\sin \pi / 6, \sin \pi / 6)=(.5,-.5, .5)$.

But

$$
\operatorname{det} .\left[\begin{array}{rrrr}
1 & .5 & -.5 & .5 \\
& 1 & .5 & -.5 \\
& & 1 & .5 \\
& & & 1
\end{array}\right]=-1.6875
$$

which means that there is no positive semi-definite sequence $\left(\rho_{n}\right)_{n} \in \mathbb{N}_{0}$ with

$$
\begin{aligned}
& \rho_{0}=1 \\
& \rho_{1}=.5 \\
& \rho_{2}=-.5 \\
& \rho_{3}=.5
\end{aligned}
$$

Therefore we have that the class of clipped gaussian processes is strictly contained in the class of stationary unit covariances.
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## CHAPTER 4

## ALGORITHMS FOR THE GENERATION OF BINARY SEQUENCES WITH PRESCRIBED AUTOCORRELATIONS

### 4.1 Introduction

In this chapter we shall look at the following problem: Given a vector of autocorrelation values $\left(a_{0}, a_{1}, \ldots, a_{m-1}\right.$ ) in $\pi_{m} C$ we wish to construct a binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ such that

$$
a_{k}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N} s_{i} s_{i+k}, 0 \leqslant k \leqslant m-1
$$

Basically two different types of algorithms will be presented which appear to be original.

The question of generating binary sequences with prescribed autocorrelations was previously unsolved, although it arises very often in engineering practice; in the introduction to this thesis we have already seen an example where such a situation occurs.

A problem related to this is discussed, in terms of the frequency domain, in a paper by van den Bos [1] where he presents a procedure to construct binary periodic signals with their power distributed over
selected frequencies in a prescribed way. He uses a trial and error procedure, but no convergence proof is given for this method, nor is a characterization for the class of feasible spectral distributions.

When we started looking into this problem it seemed to us quite natural to solve it by means of the theory of shift register sequences or linear recurrent sequences over GF(2), that is the finite field with two elements. Although this approach would restrict us to periodic sequences, this is no obstacle given that the class of autocorrelation functions of these sequences is dense in C. Presented this way it is an inverse problem: One wishes to find the order and the coefficients of an equation in order that it has at least one solution with a prescribed property. In order to solve this problem we need to know:
(i) If there is any linear recurrence with such a property.
(ii) If the answer to (i) is yes, how can we determine the order and the coefficients of that recurrence, without having to go through all possible combinations?

The inverse problem seems very difficult to answer in an algebraic framework and, as far as we know, it has not been yet solved.

What is usually done is to solve a direct problem: Given a certain class of polynomials over $G F(k)$ one studies the autocorrelation properties of the sequences generated by the elements of that class. Such type of approach has been very fruitful in some areas. For example $N$. Zierler $[2]$ and $S . W$. Golomb [3] have discovered the so called 'pseudo random binary noise' that is periodic binary sequences with a constant out of phase autocorrelation equal to $-1 / p$ where $p$ denotes the period of the sequence, when studying the properties of the sequences associated with primitive polynomials over a finite field. This became perhaps the most important and well known subclass of binary sequences. We can also mention another study on these lines of thought made by J. Lee [4] and [5] on the autocorrelation properties of the sequences associated with non-primitive irreducible polynomials over GF(2) which have direct application as codes. However an attempt along these lines would only provide a partial answer to our problem.

Our experience has shown that the theoretical problems involved with the generation of unit covariances are somewhat easier than the ones concerning the realization of autocorrelation functions. One may think then of generating unit processes with prescribed covariances, because we have already seen that the classes $C$ and $U$ are equivalent, and then use their realizations
as the desired binary sequences. However this is not quite so, because the prescribed covariance might give rise to a non-ergodic process, which means that the time averages do not equal the ensemble averages. Take for example the unit covariance $\left(p_{n}\right)_{n} \in \mathbb{N}_{0}$ such that:

$$
P_{n}=\left\{\begin{array}{l}
0, n \text { odd } \\
1, n \text { even }
\end{array}\right.
$$

There are only four possible realizations of a unit process with this covariance, as follows:

$$
\begin{array}{llcll}
\gamma_{1}=1,1,1, \ldots & \text { with period } 1 \\
\gamma_{2}=-1,-1,-1, \ldots & " & " & 1 \\
\gamma_{3}=1,-1,1,-1, \ldots & " & " & , ~ & 2 \\
\gamma_{4}=-1,1,-1,1, \ldots & " & 2
\end{array}
$$

and all with probability $1 / 4$. However the 'autocorrelations' of these realizations, that is, their time averages $\left(\rho_{n}^{i}\right)_{n \in \mathbb{N}}{ }_{0}$ $i=1,2,3,4$ are

$$
\begin{aligned}
& \rho_{n}^{1}=\rho_{n}^{2}=1, \text { for all } n \\
& \rho_{n}^{3}=\rho_{n}^{4}= \begin{cases}1, & \text { n even } \\
-1, & \text { n odd }\end{cases}
\end{aligned}
$$

This means that there is nc realization of the above process with autocorrelation equal to its
covariance. This is sometimes overlooked in the literature and can lead to wrong conclusions. That is the case of a method based on the so called arc sine law and a factorization theorem that is often suggested for the generation of binary sequences with prescribed autocorrelations. It is as follows:

Given the desired autocorrelation function $\left(P_{n}\right)_{n} \in \mathbb{N}_{0}$, another function $\left(\rho_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$ is constructed by setting $\rho_{n}^{\prime}=\sin \pi \rho_{n} / 2$. Then if $\left(\rho_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$ is a positive semi--definite sequence all it is required is a normal stochastic stationary process with covariance $\left(\rho_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$. Such a process can be obtained as the output of a linear dynamical system driven by Gaussian white noise provided $\left(p_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$ gives rise to a rational spectral density in $e^{i w}$. See for example Astrom [6]. The spectral density $\varnothing^{\prime}(w)$ of a process with covariance $\left(P_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$ is defined as

$$
\varnothing^{\prime}(w)=\frac{1}{2 \pi} \sum_{n=-\infty}^{+\infty} e^{-i n w} \rho_{n}^{\prime} .
$$

This procedure is summarized in the diagram below:


The output of the clipping circuit is defined as

$$
y_{t}=\left\{\begin{aligned}
1, & \text { if } y_{t}^{\prime} \geqslant 0 \\
-1, & \text { if } y_{t}^{\prime}<0
\end{aligned}\right.
$$

and its covariance $\left(P_{n}\right)_{n \in \mathbb{N}_{0}}$ is related with the input covariance $\left(p_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$ by

$$
\rho_{n}=\frac{2}{\pi} \operatorname{arc} \sin \frac{\rho_{n}^{\prime}}{\rho_{0}^{\prime}}
$$

as we have seen in chapter 3.
From what has been said above we see that this procedure is only suitable to realize unit covariance functions and not autocorrelations of binary sequences. Furthermore it requires $\left(\rho_{n}^{\prime}\right)_{n} \in \mathbb{N}_{0}$ to be a positive semi--definite sequence where $\rho_{n}^{\prime}=\sin \pi \rho_{n} / 2$ and $\left(P_{n}\right)_{n} \in \mathbb{N}_{0}$ is the prescribed autocorrelation. As we have seen in one of the examples given in chapter 3 , this is not always true and therefore only a subclass of unit covariances can be realized by this method.

We now propose a convergent algorithm for the generation of binary sequences with prescribed autocorrelations.

### 4.2 Type 1 Algorithm

This method takes advantage of the convexity and compactness of $\Pi_{m} C$ and the properties of its vertices. It is shown that the prescribed autocorrelation can be realized by a suitable interspersion of the binary sequences whose
autocorrelations are vertices of $\Pi_{m}{ }^{C}$.
We know that
$\left(a_{0}, a_{1}, \ldots, a_{m-1}\right)=\sum_{i=1}^{\mathbb{N}} \alpha_{i}\left(p_{0}^{i}, p_{1}^{i}, \ldots, p_{m-1}^{i}\right)$,
with $\alpha_{i} \geqslant 0, \sum_{i=1}^{N} \alpha_{i}=1, N \leqslant m+1$, and that there exist periodic binary sequences $\left(s_{n}^{i}\right)_{n \in \mathbb{V}}$ with autocorrelation $\left(p_{n}^{i}\right)_{n \in \mathbb{N}_{0}}$ and period $p_{i} \leqslant 2^{m-1}, i=1,2, \ldots, N$.

For the moment assume that the coefficients of the above convex combination are rational numbers. Then we can write $\alpha_{i}=p_{i} / q_{i}$, where $p_{i}$ and $q_{i}$ are positive integers. Denote by $M$ the least common multiple of $q_{1}, \ldots, q_{N}$.

Set $\alpha_{i}=\bar{\alpha}_{i} / \mathbb{M}$. Define a new sequence $\left(s_{n}\right)_{n \in \mathbb{N}}$ by . interspersing the sequences $\left(s_{n}^{i}\right)_{n \in \mathbb{N}}$, setting for $j=1,2, \ldots$

$$
s_{n}= \begin{cases}s_{n-\left(M-\bar{\alpha}_{1}\right)}^{1} I / M & , I \leqslant n \leqslant I+\bar{\alpha}_{1} j \\ \left.s_{n-\left(M-\bar{\alpha}_{2}\right)}^{2}\right) I / M-\bar{\alpha}_{1} j, I+\bar{\alpha}_{1} j<n \leqslant I+\left(\bar{\alpha}_{1}+\bar{\alpha}_{2}\right) j \quad(* *) \\ \vdots & \\ s_{n-\left(M-\bar{\alpha}_{N}\right) I / M-j\left(\bar{\alpha}_{1}+\ldots+\bar{\alpha}_{N-1}\right),}, I+j \sum_{i=1}^{N-1} \bar{\alpha}_{i}<n \leqslant U\end{cases}
$$

where $I_{=}=M j(j-1) / 2$ and $U=M j(j+1) / 2$. Recall that $\sum_{i=1}^{j} i=j(j+1) / 2$.

Now we show that the sequence so constructed has the desired autocorrelation.

Take $T \in \mathbb{N}$ such that

$$
\operatorname{Mj}(j-1) / 2+j \sum_{i=1}^{k-1} \bar{\alpha}_{i}<T \leqslant M j(j-1) / 2+j \sum_{i=1}^{k} \bar{\alpha}_{i}
$$

Then we can write

$$
\begin{aligned}
& \frac{1}{T} \sum_{n=1}^{T} s_{n} s_{n+t}=\frac{1}{T}\left\{\begin{array}{l}
\bar{\alpha}_{1} j(j+1) / 2 \\
\sum_{n=1} \\
s_{n}^{1} s_{n+t}^{1}+\ldots \\
\sum_{n=1}^{\alpha_{k-1}} j(j+1) / 2 \\
s_{n}^{k-1} s_{n+t}^{k-1}+\sum_{n=1}^{\alpha_{k} j(j-1) / 2+A} s_{n}^{k} s_{n+t}^{k}+ \\
\left.+\bar{\alpha}_{n+1} \sum_{n=1}^{j(j-1) / 2} s_{n}^{k+1} s_{n+t}^{k+1}+\ldots+\sum_{n=1}^{\alpha_{N} j(j-1) / 2} s_{n}^{N} s_{n+t}^{N}\right\}+0(1)
\end{array},\right.
\end{aligned}
$$

with $0 \leqslant t \leqslant m-1$, and $A=T-M j(j-1) / 2-j \sum_{i=1}^{k-1} \bar{\alpha}_{i}$.
In $O(1)$ we include the effect of cross product terms of the form $s_{n}^{i} s_{k}^{l}$, i\#l.

For a given $j$ (and $T$ as above) $|O(1)|$ is bounded by $2 m N j / T \cong 2 j m^{2} / T$ which goes to zero at the rate of $1 / j$, when $j \rightarrow \infty$, because $T$ grows at the rate of $j^{2}$.

$$
\begin{aligned}
\text { Since } & \bar{\alpha}_{i} j(j+1) / 2 T \xrightarrow[T \rightarrow \infty]{ } \bar{\alpha}_{i} / M, \text { and } \\
& \bar{\alpha}_{i}(j-1) j / 2 T \xrightarrow[T \rightarrow \infty]{ } \bar{\alpha}_{i} / M,
\end{aligned}
$$

with $1 \leqslant i \leqslant N$ and $T$ as above, we have that
$\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{n=1}^{T} s_{n} s_{n+t}=\frac{\bar{\alpha}_{1}}{M} \rho_{t}^{1}+\ldots+\frac{\bar{\alpha}_{N}}{M} \rho_{t}^{N}=\alpha_{1} \rho_{t}^{1}+\ldots+\alpha_{N} \rho_{t}^{N}$ which means that $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$ has the desired autocorrelation. q.e.d.

So far we have assumed that the coefficients $\alpha_{i}$, $i=1,2, \ldots, N$, in the above expression (*) were rational numbers. For the case where some of them are irrational the problem can be solved by approximating the irrational coefficients by rational ones, the degree of approximation depending on the desired accuracy, and then by, applying the above method with these coefficients.

Although this method is a feasible procedure for practical implementation algorithms of the next type have the advantage of being easier to implement, particularly on a computer and of not making use of any a priori knowledge of the structure of $\Pi_{m}$. They are iterative procedures where $k$ consecutive terms of the desired sequence are selected at each iteration, with k being some fixed integer. Furthermore, loosely speaking, they are constructed in a way that converges as fast as possible. Convergence in the method above might be rather slow. Think for example of situations where there is at least one $\alpha_{i}=p_{i} / q_{i}$ with $p_{i}$ and $q_{i}$ 'very large'.

### 4.3 Type 2 Algorithms

In this section we shall discuss iterative procedures for constructing binary sequences with prescribed autocorrelations. For didactic reasons we shall discuss first a procedure convergent in a subset of $\Pi_{3} C$, and then show how it can be generalized not only to the entire class $\Pi_{3}$ C but also to $\Pi_{m}$ C, for any $m \in \mathbb{N}$.
4.3.1 An algorithm for generating binary sequences with prescribed autocorrelations that is convergent on a subset of $\Pi_{3} C$

We need some preliminary considerations before we proceed.

Given a binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ its autocorrelation function $\left(P_{k}\right)_{k \in \mathbb{N}_{0}}$ has been defined as

$$
P_{k}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N} s_{n} s_{n+k}
$$

Define

$$
c_{T}^{k}=\frac{1}{T} \sum_{n=0}^{T-k} s_{n} s_{n+k}, k, T \in \mathbb{N}
$$

Then we can write

$$
\underline{c}_{n+1}=\frac{n}{n+1} \underline{c}_{n}+\frac{1}{n+1} \underline{u}_{n+1}
$$

where $c_{n} \equiv\left(c_{n}^{1}, c_{n}^{2}\right)$ and $\underline{u}_{n} \equiv\left(u_{n}, v_{n}\right) \equiv\left(s_{n} s_{n-1}, s_{n} s_{n-2}\right)$. We note the sequence $\left(\underline{c}_{n}\right)_{n \in \mathbb{N}}$ can be specified in terms of $\left(u_{n}\right)_{n \in \mathbb{N}}$, because $v_{n}=u_{n} u_{n-1}$.

Define

$$
w_{m, n}=\frac{1}{m} \sum_{i=1}^{m} \underline{u}_{n+i} \equiv\left(\frac{1}{m} \sum_{i=1}^{m} u_{n+i}, \frac{1}{m} \sum_{i=1}^{m} v_{n+i}\right) .
$$

With the substitution $v_{n}=u_{n} u_{n-1}, W_{m, n}$ can be regarded as a function of $u_{n}, \ldots, u_{n+m}$.

Let $W_{m, n}^{+}$denote the restriction of $W_{m, n}$ to $u_{n}=+1$ and $W_{m, n}^{-}$its restriction to $u_{n}=-1$.

Obviously the range of $W_{m, n}^{+}$is the same as that of $W_{m, 1}^{+}$and we denote it by $D_{m}^{+}$. Define $D_{m}^{-}$similarly. The appearance of $D_{1}^{+}, D_{2}^{+}, D_{3}^{+}$and $D_{4}^{+}$is shown in figures 1, 2, 3 and 4. We have used the fact that $v_{n+1}=u_{n} u_{n+1}$ to generate these figures. Then the rule is: If step $n$ is to the right ( $u_{n}=1$ ) step ( $n+1$ ) is $N E$ or $S W$. If step $n$ is to the left ( $u_{n}=-1$ ) then step ( $n+1$ ) is NW or SE. It also follows that $D_{m}^{-}$is the reflection of $D_{\mathrm{m}}^{+}$about the vertical axis.

Let $W_{m}^{+}$denote the convex hull of $D_{m}^{+}$and $W_{m}^{-}$that of $D_{m}^{-}$. Let $W_{m}^{i}$ denote the intersection of $W_{m}^{+}$with $W_{m}^{-}$. The appearance of $W_{2}^{i}, W_{3}^{i}$ and $W_{4}^{i}$ is depicted in figures 5, 6 and 7.

From the definition of $W_{m, n}$ it follows that the convex hull of its range tends to $\Pi_{3} C$ as $m$ goes to $\infty$, because the vertices of $\Pi_{3} C$ are autocorrelations of
periodic binary sequences of period not greater than 4. Therefore $W_{m}^{i}$ also tends to $\Pi_{3} C$ as $m$ tends to $\infty$.

We now establish the algorithm.
Suppose $\underline{p} \equiv\left(\rho_{1}, \rho_{2}\right)$ is the prescribed vector of autocorrelations. Let $\left(\underline{c}_{2 n}\right)_{n} \in \mathbb{N}$ be the sequence generated by the expression

$$
\underline{c}_{2 n+2}=\frac{n}{n+1} \underline{c}_{2 n}+\frac{1}{2 n+2}\left(\underline{u}_{2 n+1}+\underline{u}_{2 n+2}\right)
$$

where $u_{2 n+1}$ and $u_{2 n+2}$ are chosen to minimize the Euclidean norm of $\left(\underline{c}_{2 n+2}-\underline{\rho}\right)$, given that the values of $c_{2 n}$ and $u_{2 n}$ have been previously determined.

Proposition
If $\underline{p} \in W_{2}^{i}$ then $\left(\underline{c}_{n}\right)_{n} \in \mathbb{N}$ converges to $\underline{p}$, for all initial values, at the rate of $O\left(n^{-\frac{1}{2}}\right)$.

In the proof of the proposition we shall make use of the following lemma:

## Lemma

Consider the triangle $\{a, b, c\}$ and a point $d$ on side $(b, c)$. Then $\min .\left(\|c-a\|^{2},\|b-a\|^{2}\right) \leqslant\|d-a\|^{2}+\|b-c\|^{2}$. Proof

$$
\begin{aligned}
& \|b-a\|^{2}=\|d-a\|^{2}+\|b-d\|^{2}+2(d-a)^{T}(b-d) \\
& \|c-a\|^{2}=\|d-a\|^{2}+\|c-d\|^{2}+2(d-a)^{T}(c-d)
\end{aligned}
$$

But either $(d-a)^{T}(b-d) \leqslant 0$ or $(d-a)^{T}(c-d) \leqslant 0$. Since $\|c-d\| \leqslant\|b-c\|$ and $\|b-a\| \leqslant\|b-c\|$ the result follows.

We are now in a position to prove convergence for the algorithm. Since

$$
\left\|\underline{c}_{n+1}-\underline{c}_{n}\right\| \leqslant\left(2+\left\|\underline{c}_{n}\right\|\right) /(n+1)
$$

we need consider only the convergence of the subsequence $\left(\underline{c}_{2 n}\right)_{n \in \mathbb{N}}$.

## Proof

Assume that $u_{2 n}=+1$ and therefore that $\underline{c}_{2 n+2} \in\left(\frac{n}{n+1} \underline{c}_{2 n}+\frac{1}{n+1} W_{2}^{+}\right)$. We shall denote the vector addition of sets in the usual, way, that is for example $\underline{a}+B=\{\underline{a}+\underline{b}:$ all $\underline{b} \in B\}$. Two possibilities must be considered:
(i) $p \notin \frac{n}{n+1} \underline{c}_{2 n}+\frac{1}{n+1} W_{2}^{+}$

Let x denote the intersection of the line segment ( $\underline{\rho}, \underline{c}_{2 n}$ ) with the edge of $n /(n+1) \underline{c}_{2 n}+1 /(n+1) W_{2}^{+}$which is closest to $\underline{p}$ (see figure 8).

Let $V$ denote the closest vertex to $\underline{p}$ on this edge.
Then by the lemma

$$
\|V-\rho\|^{2} \leqslant\|x-\rho\|^{2}+d^{2} /(n+1)^{2}
$$

where $d$ is the diameter of $W_{2}^{+}$. (Note that $d /(n+1)$ is the diameter of $\left.n /(n+1) \underline{c}_{2 n}+1 /(n+1) W_{2}^{+}\right)$. But from the definition of $c_{2 n+2}$ we have that $c_{2 n+2}$ is either $V$ or a point closer to $\underline{p}$, namely a vertex of $n /(n+1) \underline{c}_{2 n}+1 /(n+1) W_{2}^{+}$or $n /(n+1) \underline{c}_{2 n}$.

Then

$$
\left\|c_{2 n+2}-\underline{p}\right\|^{2} \leqslant\|x-\underline{x}\|^{2}+d^{2} /(n+1)^{2}
$$

Now $\|x-\underline{x}\| \leqslant n /(n+1)\left\|\underline{c}_{2 n}-\underline{p}\right\|$; this follows from the fact that $x$ is the closest point to $\underline{p}$ of $n /(n+1) \underline{c}_{2 n}+1 /(n+1) W_{2}^{i}$ on the line joining $p$ to $\underline{c}_{2 n}$ and that the point $\underline{p}+n /(n+1)\left(\underline{c}_{2 n}-\underline{p}\right)$ on this line lies inside $n /(n+1) \underline{c}_{2 n}+1 /(n+1) W_{2}^{i}$. Therefore

$$
\begin{equation*}
\left\|c_{2 n+2}-\underline{p}\right\|^{2} \leqslant n^{2} /(n+1)^{2}\left\|c_{2 n}-p\right\|^{2}+d^{2} /(n+1)^{2} \tag{*}
\end{equation*}
$$

(ii)

$$
p \in n /(n+1) c_{2 n}+1 /(n+1) W_{2}^{+}
$$

In this case we have $\left\|c_{2 n+2}-\underline{p}\right\|^{2} \leqslant d^{2} /(n+1)^{2}$.
The same arguments hold if $u_{2 n}=-1$ and
$c_{2 n+2} \in\left(n /(n+1) c_{2 n}+1 /(n+1) W_{2}\right)$; in particular inequality (*) still holds.

Therefore we have for all $\underline{c}_{2 n}$ and all $p \in W_{2}^{i}$

$$
\begin{aligned}
(n+1)^{2}\left\|c_{2 n+2}-\underline{p}\right\|^{2} & \leqslant n^{2}\left\|\underline{c}_{2 n}-\underline{p}\right\|^{2}+d^{2} \\
& \leqslant(n-1)^{2}\left\|c_{2 n-2}-\underline{c_{2}}\right\|^{2}+2 d^{2} \\
& \leqslant \cdots \\
& \leqslant\left\|c_{2}-p\right\|^{2}+(n-1) d^{2}
\end{aligned}
$$

and therefore $\left\|\underline{c}_{2 n}-\underline{\rho}\right\|$ converges to zero as $n$ goes to $\infty$ at the rate of $O\left(n^{-\frac{1}{2}}\right)$.
q.e.d.

### 4.3.2 A convergent algorithm to generate binary

 sequences with any prescribed number of autocorrelationsIf the vector of prescribed autocorrelations has dimension greater than two, it is still possible to implement iterative procedures leading to a convergent solution on the same lines of thought as above.

Before proceeding we need to extend some of our previous definitions to $\mathbb{R}^{k}$, for $k$ greater then two.

Let $W_{m}, m \in \mathbb{N}$, denote a function with domain $\{-1,1\}^{\mathrm{m+k}}$ defined as follows:

$$
W_{m}=\frac{1}{m} \sum_{j=1}^{m} \underline{u}_{j+k-1}
$$

where $\underline{u}_{i}=\left(s_{i} s_{i-1}, s_{i} s_{i-2}, \ldots, s_{i} s_{i-k}\right)$, and $s_{i} \in\{-1,1\}$ for all i.

Denote by $W_{m}^{j}$ the restriction of $W_{m}$ to the jth possible value of $\left(s_{k-1}, s_{k-2}, \ldots, s_{o}\right)$; this vector can only assume $2^{k}$ distinct values. Denote by $D_{m}^{j}$ the range of $W_{m}^{j}$ and let $\Omega_{m}^{j}$ denote the convex hull of $D_{m}^{j}$. Finally set

$$
\Omega_{m}=\bigcap_{j=1}^{2^{k}} \Omega_{m}^{j}
$$

In the generalization of the algorithm of section 4.3.1 to the $k$-dimensional case, $k>2$, we shall make use of the following results:

## Lemma 1

The convex hull of the range of $W_{m}$ converges to $\Pi_{k+1} C$ as $m$ tends to infinity.

## Proof

The result follows from the fact that $\Pi_{k+1} C$ is a polytope whose vertices are autocorrelations of periodic binary sequences of periods not greater than $2^{k}$ as it has been shown in chapter 2 .

## Lemma 2

Consider a polytope $P$ lying in an hyperplane in $\mathbb{R}^{k}$ with vertices $\underline{V}_{1}, \ldots, \underline{v}_{p}$. Let $x$ denote a point in $P$ and $\underline{Y}$ any other point in $\mathbb{R}^{k}$. Assume $\min \left(\left\|\underline{Y}-v_{1}\right\|, \ldots\right.$ $\left.\ldots,\left\|\underline{Y}-v_{p}\right\|\right)=\left\|\underline{Y}-v_{i_{0}}\right\|$. Then

$$
\left\|\underline{Y}-\underline{v}_{i_{0}}\right\|^{2} \leqslant\|\underline{y}-\underline{x}\|^{2}+d^{2} \quad, \text { where } d \text { is the }
$$ diameter of $P$.

Proof
All we need to show is that there exists a vertex $\underline{V}$ of $P$ such that

$$
<(\underline{v}-\underline{x}),(\underline{y}-\underline{x})\rangle \geqslant 0 .
$$

If not $<\left(\underline{V}_{i}-\underline{x}\right),(\underline{y}-\underline{x})><0$ for all $\underline{V}_{i}$ which would imply $<(\underline{y}-\underline{x}),(\underline{y}-\underline{x})><0$, for all $y$ in $P$, which is impossible since $x \in P$.

Then we have that $\|\underline{v}-\underline{\gamma}\|^{2} \leqslant\|\underline{x}-\underline{Y}\|^{2}+\|\underline{v}-\underline{x}\|^{2}$ and the result follows.

Given a binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ define

$$
c_{T}^{k}=\frac{1}{T} \sum_{n=0}^{T-k} s_{n} s_{n+k} \quad, \text { for } k, T \in \mathbb{N}
$$

and set $c_{m} \equiv\left(c_{m}^{1}, \ldots, c_{m}^{k}\right)$.
The algorithm of section 4.3.1 is now extended to the $k$-dimensional case, $k>2$.

Let $\underline{\rho} \equiv\left(\rho_{1}, \rho_{2}, \ldots, \rho_{k}\right)$ be the prescribed autocorrelation vector. Let $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ be the binary sequence generated by
$\underline{c}_{m_{0}}(n+1)=\frac{n}{n+1} \underline{c}_{m_{0} n}+\frac{1}{m_{0} n+m_{0}}\left(\sum_{j=1}^{m}\left(s_{m_{0} n+j} s_{m_{0}} n+j-1, \ldots\right.\right.$
$\left.\ldots, s_{m_{0} n+j} s_{m_{0}} n+j-k\right)$ ).
where $s_{m_{0}} n+1, \ldots, s_{m_{0}} n+m_{0}$ are chosen to minimize the euclidean norm of $\underline{c}_{m_{0}}(n+1)^{-} \underline{\rho}$ given that $\underline{c}_{m_{0}} n$ and $s_{o}, s_{1}, \ldots, s_{m_{0} n}$ have been previously determined.

## Proposition

$$
\text { If } p \in \Omega_{m_{0}} \text { than }\left(\underline{c}_{n}\right)_{n} \in \mathbb{N} \text { converges to } \underline{p}
$$

for all initial values, at the rate of $O\left(n^{-\frac{1}{2}}\right)$.

Proof
Since $\left\|c_{n+1}-c_{n}\right\| \leqslant\left(m_{0}\left\|c_{n}\right\|+m_{0} k\right) /\left(n+m_{0}\right)$ for
$I<m_{0}$, we need to consider only the convergence of the subsequence $\left(\underline{c}_{\mathrm{m}_{0}}\right)_{n \in \mathbb{N}}$.

Then assume that ( $s_{m_{0}}, \ldots, s_{m_{0} n+1-k}$ ) takes its $j$ th possible value, $1 \leqslant j \leqslant 2^{k}$ and therefore that

$$
\underline{c}_{m_{0}} n+m_{0} \in\left(\frac{n}{n+1} \underline{c}_{m_{0}} n+\frac{1}{n+1} \Omega_{m_{0}}^{j}\right) ;
$$

the addition of sets is defined as in section 4.3.1.
Two possibilities must be considered:
(i) $\quad \underline{p} \notin\left(\frac{n}{n+1} \underline{c}_{m_{0}} n+\frac{1}{n+1} \Omega_{m_{0}}^{j}\right)$

Let $\underline{x}$ denote the intersection of the line segment ( $\underline{p}, \underline{c}_{m_{0} n}$ ) with the boundary of $n /(n+1) \underline{c}_{m_{0}} n+1 /(n+1) \Omega{\underset{m}{0}}_{j}^{j}$ which is closer to $\underline{P}$ and let $\underline{V}$ denote the closest vertex to $\underline{p}$ on the face containing $x$. Then by lemma 2 we have that

$$
\|\underline{\rho}-\underline{v}\|^{2} \leqslant\|\underline{x}-\underline{\rho}\|^{2}+d_{j}^{2} /(n+1)^{2}
$$

where $d_{j}$ is the diameter of $\Omega_{m_{0}}^{j}$. (Note that $d_{j} /(n+1)$ is the diameter of $\left.n /(n+1) \underline{c}_{m_{0}} n+1 /(n+1) \Omega_{m_{0}}^{j}\right)$.

From the definition of $\mathcal{c}_{m_{0}} n$ we have that $c_{m_{0}} n+m_{0}$ is
either $v$ or another point of $D_{m_{0}}^{j}$ closer to $\underline{\rho}$. Therefore

$$
\left\|c_{m_{0}} n+m_{0}-\underline{\rho}\right\|^{2} \leqslant\|x-\underline{x}\|^{2}+d_{j}^{2} /(n+1)^{2}
$$

## We also have that

$$
\|\underline{x}-\underline{p}\| \leqslant \frac{n}{n+1}\left\|\underline{c}_{m_{0}} n^{-} \underline{\rho}\right\| \quad ; \text { this follows from the }
$$

fact that $\underline{x}$ is the closest point to $\underline{p}$ of $n /(n+1) c_{m_{0}} n+1 /(n+1) \Omega_{m_{0}}^{j}$ on the line joining $\underline{\rho}$ to $c_{m_{0}} n$ and that the point $\underline{p}+n /(n+1)\left(\underline{c}_{m_{0}} n^{-} \underline{p}\right)$ on this line lies inside $n /(n+1) \underline{c}_{m_{0}} n+1 /(n+1) \Omega_{m_{0}}^{j}$, because $\underline{\rho} \in \Omega_{m_{0}}^{j}$ by assumption. Then

$$
\left\|\underline{c}_{m_{0}} n+m_{0}-\underline{p}\right\|^{2} \leqslant n^{2} /(n+1)^{2}\left\|c_{m_{0}} n^{-} \underline{p}\right\|^{2}+d_{j}^{2} /(n+1)^{2}
$$

$$
\begin{equation*}
\underline{p} \in\left(\frac{n}{n+1} \underline{c}_{m_{0}} n+\frac{1}{n+1} \Omega_{m_{0}}^{j}\right) \tag{ii}
\end{equation*}
$$

$$
\text { In this case we have }\left\|c_{m_{0}} n+m_{0}-\underline{\rho}\right\|^{2} \leqslant d_{j}^{2} /(n+1)^{2}
$$ Therefore we have for all $\underline{c}_{m_{0}} n$ and $\underline{p} \in \Omega_{m}$

$$
\begin{aligned}
(n+1)^{2}\left\|c_{m_{0} n+m_{0}}-p\right\|^{2} & \leqslant n^{2}\left\|\underline{c}_{m_{0}} n^{-p}\right\|^{2}+d^{2} \\
& \leqslant(n-1)^{2}\left\|\underline{c}_{m_{0}}(n-1)-\underline{p}\right\|^{2}+2 d^{2}
\end{aligned}
$$

$$
:
$$

$$
\leqslant\left\|\underline{c}_{m_{0}}-\underline{p}\right\|^{2}+(n-1) d^{2}
$$

where $d=\max \left(d_{1}, \ldots, d_{2}\right)$, and therefore $\left\|c_{m_{0}} n^{-} \underline{p}\right\|$ converges to zero at the rate of $O\left(n^{-\frac{1}{2}}\right)$.
q.e.d.

This algorithm can be used to generate binary sequences with the prescribed vector of autocorrelations anywhere in the interior of $\Pi_{k} C$, for any $k$, provided one selects $m_{0}$ such that $\Omega_{m_{0}}$ contains $\underline{\rho}$; by lemma 1 we have that this is always possible.

We found that in practice we can simplify this procedure by selecting only one new term of the binary sequence at each iteration without convergence being lost. However the rate of convergence decreases as the number of prescribed autocorrelations increases. This is apparent in the two numerical examples of application of this algorithm given in appendix $C$. In the two dimensional example'the 'error' at the 100th iteration is already smaller than the error at the 450th iteration in the five dimensional case.

The simplicity of the one step ahead iterative algorithm and the satisfactory way it works in practice, particularly for small dimensions, are enough to motivate a study of its convergence properties. However such a study is difficult because the number of search directions at each iteration is limited to two and because the criterion being used in the selection of the terms of the sequence, the minimization of an euclidean norm, gives rise to a complicated behaviour. To avoid these difficulties we have decided to modify the selection criterion of the terms of the sequence
and this has enabled us to establish a first order iterative algorithm with a linear rate of convergence if the prescribed autocorrelation vector is in the interior of $\pi_{3}$ C. This is done in the next section.

### 4.3.3 One step ahead iterative methods

An infinite number of 'n-steps ahead' iterative procedures can be obtained by changing the selection criterion of the terms of the sequence. However, they all have certain basic features in common and we shall discuss next some of them for the case where $n=1$.

Set $\underline{a} \equiv(1,1), \underline{b} \equiv(-1,1), \underline{c} \equiv(-1,-1), \underline{\alpha} \equiv(1,-1)$ and $\underline{e} \equiv \frac{1}{2}(c+d)$.

Given the first $p+1$ terms of a binary sequence $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$ we have already defined

$$
\begin{equation*}
\underline{c}_{p+1}=\frac{p}{p+1} \underline{c}_{p}+\frac{1}{p+1} \underline{u}_{p+1} \tag{*}
\end{equation*}
$$

where $\underline{u}_{p} \equiv\left(s_{p} s_{p-1}, s_{p} s_{p-2}\right), \underline{c}_{p} \equiv\left(c_{p}^{1}, c_{p}^{2}\right)$ and

$$
c_{p}^{k}=\frac{1}{p} \sum_{n=0}^{p-k} s_{n} s_{n+k} \quad, k \in\{1,2\}
$$

Expression (*) can be rewritten as

$$
\underline{c}_{p+1}-\underline{c}_{p}=\frac{1}{p+1}\left(\underline{u}_{p+1}-\underline{c}_{p}\right)
$$

which means that the change $\left(\underline{c}_{p+1}-\underline{c}_{p}\right)$ can only take the values $\frac{1}{p+1}\left(\underline{a}-{\underset{c}{p}}^{p}\right), \frac{1}{p+1}\left(\underline{b}-c_{p}\right), \frac{1}{p+1}\left(\underline{c}-\underline{c}_{p}\right)$ or $\frac{1}{p+1}\left(\underline{d}-\underline{c}_{p}\right)$ (see figure 9 ) and that $\left\|\underline{c}_{p+1}-\underline{c}_{p}\right\|$ is bounded by $2 \sqrt{2} /(p+1)$ if $c_{p} \in H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$.

Given that at each iteration only one term of the sequence is selected, there are only two possible choices:
(i) if $s_{p} s_{p-1}=+1$, then $\underline{u}_{p+1}$ can only take the value a or $\mathfrak{c}$.
(ii) if $s_{p} s_{p-1}=-1$, then $\underline{u}_{p+1}$ is either $\underline{b}$ or $\underline{d}$.

We also have that

$$
\begin{aligned}
& \left.\underline{u}_{p}=\underline{a}(\text { or } \underline{b}) \text { implies } \underline{u}_{p+1} \in\{\underline{a}, \underline{c}\} \text { (or } \in\{\underline{b}, \underline{d}\}\right) \\
& \left.\underline{u}_{p}=\underline{c}(\text { or } \underline{a}) \text { implies } \underline{u}_{p+1} \in\{\underline{b}, \underline{d}\} \text { (or } \in\{\underline{a}, \underline{c}\}\right) .
\end{aligned}
$$

This shows that the occurrences of the values $c$ and $\underset{d}{ }$ for $\underline{u}_{p}$ are interlaced: between two consecutive values of $p$ for which $\underline{u}_{p}=\underline{c}$ there is exactly one value of $p$ for which $\underline{u}_{p}=\underline{d}$, and vice-versa. We also have that $\underline{c}_{p}=\frac{1}{p}\left(p_{a} \underline{a}+p_{b} \underline{b}+p_{c} \underline{c}+p_{d} \underline{a}\right)$ where $p_{a}, p_{b}, p_{c}$ and $p_{d}$ are the number of occurrences of the respective values a, $\underline{b}, \underline{c}$ and $\underline{\alpha}$ in the first $p$ steps, and by the argument just given we have that $p_{c}$ and $p_{d}$ differ by at most one. Therefore we have the following result:

## Proposition

The triangle $H\{\underline{a}, \underline{b}, \underline{e}\}$ is a domain of attraction for any 'one-step ahead' iterative algorithm.

We now give a convergent iterative algorithm for generating binary sequences with at most two prescribed autocorrelation values. As we shall see, this method has the advantage, besides its simplicity, of having a linear rate of convergence.

Denote by $\underline{p}$ the bi-dimensional vector of prescribed autocorrelations and by $S_{a}$ and $S_{b}$ the $\operatorname{lines}(\underline{p}, \underline{a})$ and ( $p, \underline{b}$ ) respectively. These lines will act as switching lines for the sequence $\left(\underline{c}_{n}\right)_{n \in \mathbb{N}}$ generated by the algorithm. Let $A$ and $C$ denote the half planes produced by $S_{b}$ containing respectively $\underset{a}{ }$ and $\subseteq$, and $B$ and $D$ denote the half planes produced by $S_{a}$ containing $\underline{b}$ and $\underline{d}$ respectively.

Now the algorithm is as follows:
The binary sequence $\left(s_{n}\right)_{n} \in \mathbb{N}_{0}$ is constructed term by term. The first two terms are selected at random. When $p$ terms have already been selected $s_{p+1}$ is chosen so that
(i) $\underline{u}_{p+1}=\underline{a}$ if $\underline{c}_{p} \in C$ or $\underline{u}_{p+1}=\underline{\dot{c}}$ if $\underline{c}_{p} \in A$ for the case where $s_{p} s_{p-1}=1$
(ii) $\underline{u}_{p+1}=\underline{b}$ if $\underline{c}_{p} \in D$ or $\underline{u}_{p+1}=\underline{d}$ if $\underline{c}_{p} \in B$ for the case where $s_{p} s_{p-1}=-1$

This is a first order algorithm if we regard the 'state' as being $\left(c_{p}^{1}, c_{p}^{2}, s_{p} s_{p-1}\right)$. The 'state space' can be taken to be the disjoint union of two squares of side 2 on each of which $s_{p} s_{p-1}$ takes a constant value.

The following results will be of use in the proof of convergence of the algorithm:

## Lemma 1

An upper bound on the minimum value of $m$ such that $\sum_{n=n_{i}}^{m} \frac{1}{n+2}>\lambda, \lambda, a \in \mathbb{R}$, is given by the smallest integer greater than $\left(n_{i}+a\right) e^{\lambda}-(1+a)$.

## Proof

We have that

$$
\begin{aligned}
& \sum_{i=n_{i}}^{m} \frac{1}{i+a}>\int_{n_{i}-1}^{m} \frac{1}{x+a+1} d x, \text { and } \\
& \int_{n_{i}-1}^{m} \frac{1}{x+a+1} d x=\log \frac{m+a+1}{n_{i}+a}
\end{aligned}
$$

The result follows.

## Lemma 2

If two consecutive terms of the sequence $\left(\underline{c}_{n}\right)_{n \in \mathbb{N}}$, generated by this algorithm, say ${c_{n}}_{0}$ and $c_{n_{0}-1}$, lie on opposite half planes produced by one of the lines $S_{a}$ or $S_{b}$ and $\underline{c}_{n_{0}-1} \in H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$, then for all $n$ greater than $n_{0}$ the distance from $c_{n}$ to that line is not greater than $4 \sqrt{2} / n_{0}$, provided $\underline{p}$ is an interior point of $H\{\underline{a}, \underline{b}, \underline{e}\}$.

## Proof

We shall prove the result for line $S_{b}$. By symmetry the same result holds for $S_{a}$. Please refer to figure 10.

From the definition of $\left(\underline{c}_{p}\right)_{p} \in \mathbb{N}$ we have that if $\underline{c}_{n_{0}} \in H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$ then $\underline{c}_{n}$ is also in $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$ for all $n$ greater than $n_{0}$. We also know that

$$
\left\|\underline{c}_{p+1}-\underline{c}_{p}\right\|=\left\|\underline{u}_{p+1}-\underline{c}_{p}\right\| /(p+1) \quad \text { where } \underline{u}_{p} \in\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}
$$

for all $p$. Therefore if $\underline{c}_{p} \in H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$ then $\left\|\underline{c}_{p+1}-\underline{c}_{p}\right\| \leqslant 2 \sqrt{2} /(p+1)$ since $2 \sqrt{2}$ is the diameter of $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$.

First let us assume that $S_{b}$ is crossed from half plane $A$ into half plane $C$ at stage $n_{0}$, that is $\subseteq_{n_{0}}-1$ is in $A$ and $c_{n_{0}}$ is in $C$. Then the distance from $c_{n_{0}}$ to $S_{b}$ is less than $2 \sqrt{2} / n_{0}$. But from the definition of the algorithm it follows that $\underline{u}_{n+1}$ does not take the value c while $\underline{c}_{n}$ is in half plane $C$ and takes at most once the value $\underline{d}$; in this case $\underline{c}_{n}$ may be driven away from $S_{b}$ but by not more than $4 \sqrt{2} / n_{0}$, if d lies in half plane $C$. However the occurrence of the values $\underline{a}$ or $\underline{b}$ for $\underline{u}_{n}$ bring $c_{n}$ closer to $S_{b}$.

Now assume that $S_{b}$ is crossed at stage $n_{0}$ from $C$ into A. The only possibility that needs to be discussed is when $d$ is in half plane $A$ and $c_{n_{0}}$ falls in $A B$. While $\underline{c}_{n}$ remains in $A B, \underline{u}_{n}$ takes the values $c$ and $\underline{d}$ alternatively and from the corollary in appendix $D$ we have that
the associated $c_{n}$ 's will lie in two lines intersecting at the point $\underline{e}=\frac{1}{2}(\underline{c}+\underline{d})$. This situation is illustrated in figure 10. Therefore if $\underline{p} \in H\{\underline{a}, \underline{b}, \underline{e}\}$ the distance from $c_{n}$ to $S_{b}$, for all $n \geqslant n_{0}$ and $c_{n}$ in $A$ will be at most $2 \sqrt{2} / n_{0}$. This ends the proof of lemma 2 .

In the discussion of convergence of this algorithm it will be convenient to adopt the following definition of neighbourhood:

Definition
Given a positive real number $\delta$, we define a $\delta$-neighbourhood of $\underline{p}$ as the set of points within a distance of less than $\delta$ from lines $S_{a}$ and $S_{b}$.

We are now in a position to prove convergence for the algorithm. To simplify matters suppose that $\underline{c}_{1}$ is an interior point of $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$. This ensures that in all the subsequent iterations ${\underset{c}{n}}$ is also inside the square $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$ and therefore less than $2 \sqrt{2}$ away from any of its vertices. Although the case in which $\underline{c}_{1}$ is outside $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$ is uninteresting, it is easy to show that, for all $\underline{c}_{1}, \underline{c}_{n}$ eventually falls in $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$ provided the prescribed autocorrelation is neither a nor $\underline{b}$.

## Proposition

Suppose $\underline{p}$ is an interior point of $H\{\underline{a}, \underline{b}, \underline{e}\}$
and $\underline{c}_{\boldsymbol{q}}$ is an interior point of the square $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$. Given $\delta>0$ the sequence $\left(\underline{c}_{n}\right)_{n} \in \mathbb{N}$ generated by the algorithm remains in a $\delta$-neighbourhood of $\rho$ for all $n$ greater than $k_{1} / \delta+k_{2}$, where $k_{1}$ and $k_{2}$ are constants depending only on $\underline{p}$.

## Proof

Take $n_{0} \in \mathbb{N}$ such that $n_{0}>4 \sqrt{2} / \delta$. We now study the behaviour of the algorithm after iteration $n_{0}$. Recall that we have the square $H\{\underline{a}, \underline{b}, \underline{c}, \underline{d}\}$ divided in four regions namely $A B, A D, B C$ and $C D$.

While $c_{n}, n>n_{0}$, remains in the same switching region as $\underline{c}_{n_{0}}$ three possibilities must be considered:
(i) $\underline{u}_{n+1}$ constantly equal to a
(ii) $\underline{u}_{n+1}$ constantly equal to $\underline{b}$
(iii) $\underline{u}_{n+1}$ assuming the values $\underline{c}$ and $\underline{d}$ alternatively.

From appendix $D$ it follows that in (i) and (ii) the points $c_{n}, n>n_{0}$, lie on a straight line containing a or $\underline{b}$, respectively, and that in (iii) the iterations of the form ${\underset{-}{2 n}}, n>n_{0} / 2$ lie in a straight line containing vertex e. Furthermore it follows from the definition of the algorithm that the region containing $\underline{c}_{n_{0}}$ does not contain the vertex which the subsequent $\underline{c}_{n}$ 's are heading
to, provided $\underline{p}$ is neither a nor $\underline{b}$ nor $e$, which is true by assumption. Then we have that there exists a positive $\varepsilon_{\eta}$, deperiding only on $\rho$ such that

$$
\left\|\underline{c}_{n+2}-\underline{c}_{n}\right\|>\varepsilon_{1} /(n+2) \quad, n>n_{0}
$$

But this implies that at least one of the lines $S_{a}$ or $S_{b}$ will be crossed at some later stage, say $n_{1}$, because the series $\sum_{n=1}^{\infty} \frac{1}{n}$ is divergent. From lemma 1 we have

$$
\sum_{n=1}^{m} \frac{\varepsilon_{1}}{2 n+n_{0}}>2 \sqrt{2} \text { if } m>\left(1+\frac{n_{0}}{2}\right) e^{4 \sqrt{2} / \varepsilon_{1}}-\left(1+\frac{n_{0}}{2}\right)
$$

and therefore $n_{1}$ will be less than $\left(2+n_{0}\right) e^{4 \sqrt{2} / \varepsilon} 1-2$.
In case (i) we bave that $S_{b}$ was crossed at stage $n_{1}$, and therefore $c_{n_{1}}$ falls either in $A B$ or $A D$. If $c_{n_{1}}$ falls in $A D$ then $\underline{u}_{n_{1}+1}=c$ and then $u_{n}, n>n_{1+1}$, will. remain constantly équal to $\underline{b}$; then by similar arguments we have that $S_{a}$ will be crossed at a stage not later than $\left(2+n_{1}\right) e^{4 \sqrt{2} / \varepsilon_{2}}-2$ where $\varepsilon_{2}$ plays a role similar to $\varepsilon_{1}$. If ${\underset{n}{n}}$ falls in $A B$ then $\underline{u}_{n}, n>n_{1}$, takes the values $\underline{c}$ and $\underline{\alpha}$ alternatively until $A B$ is left either by crossing $S_{a}$ or $S_{b}$. A similar discussion applies for case (ii).

While $\underline{c}_{n}$ remains in half plane $B$ the values $c$, $\underline{d}$ and $\underline{a}$ occur for $\underline{u}_{n}$ in the following sequence: ..., $\mathfrak{c}, \underline{d}, \underline{c}$, $\underline{\alpha}, \underline{a}, \underline{a}, \ldots, \underline{a}, \underline{c}, \underline{a}, \underline{c}, \underline{a}, \ldots, \underline{c}, \underline{a}, \underline{a}, \ldots, \underline{a}, \underline{c}, \underline{a}, \ldots$ the values
of a occurring when ${\underset{\mathrm{c}}{\mathrm{n}}}^{\text {falls }}$ in region $B C$.
We also know that $\left(\underline{c}_{n+1}-\underline{c}_{n}\right)=\left(\underline{a}-\underline{c}_{n}\right) /(n+1)$
if $\underline{u}_{n+1}=$ a and $\left(\underline{c}_{n+2}-\underline{c}_{n}\right)=2\left(\underline{e}-\underline{c}_{n}\right) /(2+n)$ if
$\underline{u}_{n+1}=\underline{c}$ and $\underline{u}_{n+2}=\underline{d}$.
Since $\underline{\underline{D}}$ is an interior point of $H\{\underline{a}, \underline{b}, \underline{e}\}$, there exists a positive $\varepsilon_{3}$, depending only on $\underline{p}$ such that the projections of $\left(\underline{e}-\underline{c}_{n}\right)$ and $\left(\underline{a}-\underline{c}_{n}\right)$ on $S_{b}$ along edge ( (a, e) will be greater than $\varepsilon_{3}$.

By the same reasoning as above we have that $S_{a}$ will then be crossed at a stage not later than $\left(2+n_{1}\right) e^{4 \sqrt{2} / \varepsilon_{3}}-2$.

It then follows that at an iteration not later than $n_{0} e^{8 \sqrt{2} / \varepsilon}+2\left(e^{4 \sqrt{2} / \varepsilon}-1\right), \varepsilon=\min \left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right), \underline{c}_{n}$ will have crossed lines $S_{a}$ and $S_{b}$, and by lemma 2 it will remain inside a neighbourhood of $\underline{p}$ of size $4 \sqrt{2} / n_{0}$.

This ends the proof of proposition.

Comments
(i) We have assumed in this proposition that $\underline{p}$ was an interior point of $H\{\underline{a}, \underline{b}, \underline{e}\}$. However it can be shown on similar lines that the algorithm still converges if $\underline{p}$ lies on the edges ( $\underline{a}, \underline{e}$ ) or ( $\underline{b}, \underline{e}$ ).
(ii) In contrast to the general multi-step method of section 4.3.2, the rate of convergence is asymptoticaly $O(1 / n)$ rather than $O\left(1 / n^{\frac{1}{2}}\right)$.
(iii) The rate of convergence of this algorithm is global in the sense that it holds for all $\delta$ and not just for $\delta$ sufficiently small. It has also an obvious 'inverse form':

$$
\left\|c_{n}-p\right\| \leqslant \min \left\{2 \sqrt{2}, \frac{k_{1}}{\left|n-k_{2}\right|}\right\} .
$$
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## CHAPTER 5

## FURTHER RESEARCH

In this thesis a study of the autocorrelation and covariance properties of deterministic and stochastic binary sequences has been made within a geometric framework.

The inverse problem of generating binary sequences with prescribed autocorrelations has also been treated.

It would be of interest to extend these results to the more general case of generating sets of sequences not only with prescribed autocorrelations but also with crosscorrelations. We have already pointed out in the introduction to the thesis that the input signals have a significant bearing upon the achievable accuracy in identification experiments, and that for single input-single output linear systems the optimal input is most conveniently characterized by its autocorrelation matrix. However if the system under consideration has several inputs it can be shown that the 'optimal' input signals are not only characterized by their autocorrelations but also by their crosscorrelations. We also believe that the generation of signals with prescribed autocorrelations and crosscorrelations will have important applications in areas like telecommunications.

The extension of the characterization of the class of autocorrelation functions to the class of crosscorrelation functions appears to offer few problems but the important question of determining the set of feasible crosscorrelations for a given set of fixed autocorrelation shifts does not seem so clear.

Also of interest is the determination of the extreme elements of the class of covariance functions of continuous time unit processes. It has been shown that such a class is convex and compact. Therefore any element in this class can be represented as a convex combination of extreme elements. The question of uniqueness of such a representation deserves further investigation, but judging from L. Shepp's work it is highly unlikely that this unique representation exists.

## APPENDIX A

An algorithm is given to generate a set of points whose convex hull is $\Pi_{m}{ }^{C}$, for any value of $m$.

Algorithm
Step 1 Select the desired value of $m$ and define $X_{1, k} \triangleq x_{1, k}\left(x_{1, k}, \ldots, x_{1, k+m-2}\right), I, k \in \mathbb{N}$. Set $i=1$ and $x_{i, 1}=1, I=1, \ldots, m-1$. Go to step 3.

Step 2 Construct $X(i, 1)$ such that $X(i, 1) \neq X(k, 1)$, $1 \leqslant k<i$.

Step $3 \quad$ Set $n=m$

Step $4 \quad$ Set $j=n-m+2$ and $x_{i, n}=x_{i, j}$
Step 5 Compare $X(i, j)$ with $X(i, k), 1 \leqslant k<j$. There are two possible cases:
5.1 $X(i, j) \neq X(i, k), 1 \leqslant k<j$. Then set $n=n+1$ and go to step 4 .
$5.2 X(i, j)=X\left(i, k_{0}\right)$, for some $k_{0}, 1 \leqslant k_{0}<j$. Two situations must again be considered 5.2.1 If $k_{0}>1$ go to step 6 .
5.2.2 If $k_{0}=1$ the vector $\frac{1}{j-1} \sum_{k=1}^{j-1} x_{i, k}\left(x_{i, k}, \ldots\right.$, $\ldots, x_{i, k+m-1}$ ) satisfies the given necessary conditions in lemma 1 (section 2.5) to be a vertex of $\Pi_{m}$.

Comment: The components of this vector are also the first $m$ autocorrelation values of the periodic binary sequence, of period $j-1$, with $j-1$ consecutive terms equal to ( $x_{i, 1}, \ldots, x_{i, j-1}$ ) or of the periodic sequence, of period $2(j-1)$, with $2(j-1)$ consecutive terms equal to ( $x_{i, 1}, \ldots, x_{i, j-1},-x_{i, 1}, \ldots,-x_{i, j-1}$ ) depending on $x_{i, 1}$ being equal to or the negative of $x_{i, j}$.

Step 6 Two situations are possible
6.1 If $x_{i, j}=x_{i, n}$ set $x_{i, n}=-x_{i, j}$, and go to step 5 .
6.2 Otherwise look for the greatest $l, m \leqslant l<n$ such that $X_{i, 1}=x_{i, 1-m+2}$. Two cases must again be considered:
6.2.1 If there is no such 1 go to step 7.
6.2.2 If such an $I$ exists set $n=1, x_{i, n}=-x_{i, j}$ and go to step 5.

Step 7 Set $i=i+1$. If $i>2^{m-2}$ stop; otherwise go to step 2.

Comment: When step 7 is reached all possible periodic binary sequences starting with $x_{i, 1}, \ldots, x_{i, m-1}$ and
satisfying the conditions given in lemma 1 (section 2.5) have been considered. Therefore a new starting value should be selected.

## APPENDIX B

## Theorem

$\pi_{n} U$ is a neighbourly polytope, for all $n \in \mathbb{N}$.

Proof
$\Pi_{2} U$ is a line segment and $\pi_{3} U$ is a tetrahedron and therefore neighbourly polytopes. We shall prove the result by induction. Fix $n>3$. Fix $i, j \leqslant n$, $i \neq j$.

Let $V_{i j}^{+} \triangleq \Pi_{n} U \cap\left\{M: m_{i j}=1\right\}$. Then precisely half of the $2^{m-1}$ vertices of $\Pi n_{n} U$ lie on $V_{i j}^{+}$; the remainder lie strictly to one side of the hyperplane $\left\{\mathbb{M}: m_{i j}=1\right\}$ and are in $\left.V_{i j}^{-}=\Pi_{n} U \cap M: m_{i j}=-1\right\}$. Now define the projection operator $\Pi^{i}$ such that
$\Pi^{i}: \Pi_{n} U \rightarrow \Pi_{n-1} U$, that is the linear map obtained by removing the ith row and column from a matrix $R \in \Pi_{n} U$. Then we have $\Pi^{i} E_{1}^{n}=E_{k}^{n-1} \quad$, some $1 \leqslant k \leqslant 2^{n-2}$.

Furthermore $V_{i j}^{+} \cap\left(\pi^{i}\right)^{-1} E_{k}^{n-1}=E_{I}^{n}$. Hence $\|^{i}$ maps the $2^{n-2}$ vertices of $V_{i j}^{+}$onto the $2^{n-2}$ vertices of $\pi_{n-1} U$ in a one-to-one fashion.

Therefore under the assumption that $I I{ }_{n-1} U$ is neighbourly $V_{i j}^{+}$is also and by a similar argument so is $V_{i j}^{-}$.

We note at this point that the edges of $v_{i j}^{+}$ are also edges of $\Pi_{n} U$ because $V_{i j}^{+}\left(\right.$and $\left.v_{i j}^{-}\right)$is the result of the intersection of $\Pi_{n} U$ with a supporting hyperplane. Furthermore any pair $\mathrm{E}_{\mathrm{k}}^{\mathrm{n}}, \mathrm{E}_{\mathrm{l}}^{\mathrm{n}}$ of vertices of $\Pi_{n} U$ lie either in $V_{i j}^{+}$or $V_{i j}^{-}$for some $i, j$, $j \neq i$.

From the above arguments it follows that the line segment connecting any pair of vertices of $\Pi_{n} U$ is an edge of $\Pi_{n}{ }^{U}$. Since $\Pi_{3}{ }^{U}$ is neighbourly it follows by induction that $\Pi_{n} U$ is also neighbourly for $n>3$.
q.e.a.

## APPENDIX C

In this appendix two numerical examples of application of an iterative algorithm, similar to the one described in section 4.3.2, are presented; in this algorithm only one new term of the sequence is selected at each iteration.

The cost at iteration $n$ is defined as $\| c_{n}$ - $\underline{\rho} \|$ with $c_{n}$ and $\underline{p}$ as defined in chapter 4.

## EKAMFLE MD. 1

THE FRESGRIEEI FUTDICDREELHTIDH vECTDR IS
$\mathrm{F}(1)=.1000000$
$\mathrm{A}(\mathrm{E})=.6000000$
ITEFATIDH DF DFIIEF E
EC 1$)=.5000000$
C (2) = . 35353
CDST $=.4807402$
ITEFATIDH DF GEFIER 7
$\mathrm{G}(1)=.285143$
$\mathrm{CC} \mathrm{E}=.14 \mathrm{ES51}$
CDST = .4934Ee
ITEFATIDA DF DFIEF $\boldsymbol{\varepsilon}$
$\mathrm{C}(1)=.1250000$
$\mathrm{C}(\mathrm{z})=.2500000$
CDST= . 3509917
ITERATIDH DF DRIEF 9
C(1)=
EC $0=.353535$
CDST= . 2848001
ITEFATIDN DF DFIEF 10
$\mathrm{C}<1)=-.1000000$
CC $=.4000000$
CDST= . $\mathrm{CEES4E}$
ITERATIDN DF DRIER 15
E( 1$)=.136335$
$\mathrm{C} \mathrm{C}=.46656 \mathrm{~F}$
CDST= .1374363
ITERATIDH OF DRIEF EG
$\mathrm{C}(1)=.050000$
$\mathrm{C} \mathrm{C}=.5000000$
CDST= . 1115094
ITEFATIDH DF DEIEF 30
$\mathrm{C}(1)=.0353 \mathrm{c}$
$\mathrm{C} \mathrm{C}=.5 \mathrm{E} 9 \mathrm{~S}$
CDTT= . 0942809

```
ITEFETIDH DF DFTIEF: 40
G4 )= 0070000
CQ = .55000100
EDST= .0559017
I TEFHTIDH OF DFDEF SO
EC1)=.1000000
EC)=,5600000
GDST= .04010000
ITEFHTIDH DF DFTIER GO
C< 1)= .0%3338%
EO= SGEEG7
\square口ST= .03FEGTG
ITEFATIDH [F DFINER TO
C40= . 10001000
ECO=.57142BE
G口ST= . UESET14
ITEFRTIDH DF DFIEF SO
E(1)=.0875000
EC2= .5750000
C口ST = . 0E%G50G
ITEFATIDH OF DFTIEF: GIO
CC1)= . 1001000
E: E)= .5777778
G口ST= . DEEごここ
ITEFATIDH DF DFIIEF 100
CC1)= .0G00000
EO= SE00000
EDST= . 0E2%607
THE GEHEFHTET SEDUEHIEE IS
    1. -1. -1. -1. -1. -1. 1. -1. 1. -1. 1. 1. 1. 1. 1. 1.
    1. 1. -1. 1. -1. 1. 1. 1. 1. 1. 1. -1. 1. -1. 1.
-1. -1. -1. -1. -1. -1. -1. 1. -1. 1. -1. 1. 1. 1. 1. 1.
    1. 1. 1. -1. 1. -1. 1. 1. 1. 1. 1. 1. - 1. 1. - 1.
    1. -1. -1. -1. -1. -1. -1. -1. 1. -1. 1. -1. -1. -1. -1.
    -1. -1. 1. -1. 1. -1. 1. 1. 1. 1. 1. 1. 1. 1. -1. 1.
-1. 1. 1. 1. 1. 1. 1. -1. 1. -1.
```

EXFMFLE HD．E
THE FFESEFIEEI HIITDEDFFELFTIDH $\because E G T D F ~ I S$
$\hat{H}(1)=-. E 000000$
$\vec{H}(E)=\quad E 001000$
$\overline{\mathrm{H}} \mathrm{CO}=-2000000$
$A(4)=. E 001000$
$F(5)=-1.001000$
ITEFATIDH DF DFIIEF 10
$E 61\rangle=.3000000$
EGE＝$=$ EGDODO
$\mathrm{E}(\mathrm{B}=-.1001000$
$C 64=-.2000000$
$\mathrm{C} 65=-3000010$
$\mathrm{CDST}=.9530 \mathrm{O}$
ITEFATIDH DF DRIIEF E
E $C 1 \%=-.1000000$
$E \subset=0=001000$
$\mathrm{E} \because \mathrm{B}=-.1800000$
$E(4)=.1200000$
$E(5)=-.8200000$
$\mathrm{CDST}=$－EE1E107

## ITEFETIDH DF DFIDEF <br> 100

E：$\because=-.1500 \mathrm{n} 0 \mathrm{n}$
EGE＝．EODO日0
$\mathrm{E}(3)=-.190000$

$\mathrm{C}(5)=-.910 \mathrm{n} 0 \mathrm{D}$
CDET＝． 11090.4
ITEFATIDH DF DFIEF 150
$\mathrm{E} \subset \mathrm{C}=-.1 \mathrm{EEGEO}$
$E(E)=. E 00 n 010$
$\mathrm{E}(3)=-.193330$
$\mathrm{EC4}=.17393$
E $69=-.9401010$
$\mathrm{EDST}=.0759 \mathrm{O}$
ITEFETIDN DF DFTER 2 DG

$\mathrm{C}(\mathrm{B}=\mathrm{EODODO}$
$\mathrm{E}(\mathrm{O}=-.1951000$
E $64=.18010100$
$\mathrm{EC}=-.955000$
EDST＝．05545E7
ITEFHTIDT DF DFTEF ESO
E 1$)=-.1800000$
$\mathrm{E}(\mathrm{O}=\mathrm{E}=\mathrm{ED日g} 0$
$\mathrm{CO}=-.1960000$
$\mathrm{C} 4=.1840000$
C （6）$=-.9640 \mathrm{BO}$
$\mathrm{EDST}=$－D4486E1
ITERATIDF IF DFIER SOU
$0613=-.153533$
$\mathrm{CQ}=\mathrm{E}=\mathrm{EODO} \mathrm{O}$
$\mathrm{CB}=-.1966667$
$[\because 4)=.186667$

CDST＝． 0 S6 965
ITEFATIDH DF LFTIEF 350
E $013=-.135743$

CO $\%=-197142$
$E 44=.1885714$
$\mathrm{CO}=-.9742 \mathrm{E}$
$\mathrm{CDST}=.0316 \mathrm{BT}$
ITEFFTIDt DF DFTEF 400
E（1）＝－．1875100
$\mathrm{E} \because \mathrm{E}=\mathrm{E}=00000$
$\mathrm{CC}=-.19750 \mathrm{~B}$
$E(4)=.196000$
$E 65 \%=-.97750100$
CDST＝．DEF7EGS
ITEFETIDH DF DRTEF 450
C（1）＝－ 18 EGEG

C： $\mathrm{C}=-.197 \mathrm{Brg}$
$\mathrm{C} 44=.1911111$
$\mathrm{C}(5)=-.9 \mathrm{BODn}$
EDST＝．DE4645E
ITEFATIDt DF ロFIEF 500
$E \because 1\rangle=-.190 n 000$

$\square 6=-.1980010$
$E<4=.1920010$
E 区 $5=-.9820010$
EDST＝．DEE1E11

THE GEMERATEI SEGUENGE IS


## APPENDIX D

## Lemma

Let $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$ be a periodic sequence of period $p$ and autocorrelation function $\left(p_{n}\right)_{n \in \mathbb{N}}$. Then for any given $m \in \mathbb{N}$ the sequence $\left(\underline{c}_{k_{0}+n p}\right)_{n \in \mathbb{N}}$. lies on a straight line passing through $p$ for any fixed $k_{0}, 1 \leqslant k_{0} \leqslant p$, where $\underline{\rho} \equiv\left(\rho_{1}, \ldots, \rho_{m}\right), \underline{c}_{n} \equiv\left(c_{n}^{1}, \ldots, c_{n}^{m}\right)$ and $c_{n+1}^{i}=\frac{n}{n+1} c_{n}^{i}+\frac{s_{n+1-i^{s}}{ }_{n+1}}{n+1}$.

## Proof

All we need to show is that for all $n \in \mathbb{N}$ there exists $\lambda \in \mathbb{R}$ such that $\left(\underline{c}_{k_{0}+n p}-\underline{c}_{k_{0}}\right)=\lambda\left(\underline{p}-\underline{c}_{k}\right)$.

From the definition of $c_{n}^{i}$ we can write
$c_{k_{0}+n p}^{i}-c_{k}^{i}=\frac{\sum_{t=k_{0}+1}^{k_{0}+n p} s_{t} s_{t-i}-n p c_{k}^{i}}{k_{0}+n p}=\frac{n p}{k_{0}+n p}\left(p_{i}-c_{k_{0}}^{i}\right)$,
because $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$ has period $p$ and by definition $\frac{1}{p} \sum_{t=k_{0}}^{k_{0}+p} s_{t} s_{t-i}=p_{i}$.

The result then follows.

## Corollary

If $\left(s_{n}\right)_{n \in \mathbb{N}_{0}}$ is 'eventually periodic' that is there exist natural numbers $n_{0}$ and $p$ such that $s_{n p+m}=s_{m}$ for all $m \geqslant n_{0}$ and $n \in \mathbb{N}_{0}$, then $\left(\underline{c}_{k_{0}+n p}\right)_{n} \in \mathbb{N}_{0}$ also lies in a straight line passing through $\underline{p}$, provided $\mathrm{n}_{0} \leqslant \mathrm{k}_{0}<\mathrm{n}_{0}+\mathrm{p}$.

Proof
We have seen that

$$
\begin{array}{r}
c_{k_{0}+n p}^{i}-c_{k}^{i}=\frac{p}{k_{0}+n p} \frac{\sum_{t=k_{0}+1}^{k_{0}+n p} s_{t} s_{t-i}}{p}-\frac{n p c_{k_{0}}^{i}}{k_{0}+n p} \\
\text { If } k_{0} \geqslant n_{0} \text { then } \frac{1}{p} \sum_{t=k_{0}+1}^{k_{0}+n p} s_{t} s_{t-i}=n p_{i}
\end{array}
$$

The result follows.

## APPENDIX E

Theorem (B. Mcmillan)
$\therefore \quad \rho \in U$ if and only if $\rho(0)=1$ and
$\sum_{m=1}^{N} \sum_{n=1}^{N} \rho(n-m) A_{m n} \geqslant 0$,
for every $\mathbb{N}$, and all corner-positive matrices $\left\{A_{\operatorname{mn}}^{\cdot}\right\}$,
$m, n=1, \ldots N$, where a matrix $\left\{A_{m n}\right\}$ is corner-positive if $\sum_{m=1}^{N} \sum_{n=1}^{N} A_{m n} \varepsilon_{m} \varepsilon_{n} \geqslant 0$
for every sequence $\left(\varepsilon_{1}, \ldots, \varepsilon_{N}\right)$, with $\varepsilon_{i}= \pm 1, i=1,2, \ldots, N$.
L. Shepp's proof of this theorem is now reproduced
below.

Proof
The necessity of both conditions stated in Mcmillan's theorem is easily proved, since

$$
\rho(0)=E\left(X_{n}^{2}\right)=E(1)=1
$$

and

$$
\sum_{m=1}^{N} \sum_{n=1}^{N} \rho(n-m) A_{m n}=E\left(\sum_{m=1}^{N} \sum_{n=1}^{N} A_{m n} X_{m} X_{n}\right) \geqslant 0
$$

The last inequality is an immediate consequence of the fact that $\left\{A_{m n}\right\}$ is corner-positive.

To prove sufficiency of Mc Millan's conditions, let us consider a given function $\rho(n), n=0, \pm 1, \ldots$, and ask the question: under what conditions is it possible
to define a unit process $\left\{X_{n}\right\}$ with covariance function $\rho$ ? Since the covariance function determines the two--dimensional distributions $P\left\{X_{m}=\varepsilon_{1}, X_{n}=\varepsilon_{2}\right\}$, the question can be expressed in the equivalent form: given the one--dimensional and two-dimensional distributions, when can an extension be made to the higher dimensional distributions?

It will be useful to formulate the question in still another way. Let us regard $X_{n}$ as a coordinate variable in the space, $\Omega$ of all infinite sequences of $\pm 1$ 's; that is $\Omega=\left\{\left(\ldots, x_{-1}, x_{0}, x_{1}, \ldots\right)\right\}, x_{i}= \pm 1$, is the set of all possible realizations of a unit process. Then our goal is to find a probability measure $P$ on the space $\Omega$ such that

$$
\begin{equation*}
E\left(X_{m} X_{n}\right)=\int X_{m} X_{m+n} d P=\rho(n) \tag{1}
\end{equation*}
$$

where $\rho$ is given. Let $C(\Omega)$ be the set of all continuous functions on $\Omega$. The operator $E$ is defined by $\rho$ for those functions in $C(\Omega)$ which are of the form $X_{m} X_{n}$. If we can find the desired probability measure $P$, then $E$ will be extended to all of $C(\Omega)$. On the other hand, the converse of this statement follows from the Riesz Representation Theorem, which asserts that if E is a functional defined on $C(\Omega)$ which is linear and positive $(g \geqslant 0 \Rightarrow E(g) \geqslant 0)$, with $E(1)=1$, then $E$ is given by an integral with respect to a probability measure. Thus
our goal is to determine under what conditions one can extend an operator $E$, which is defined by (1) on the set $G$ of functions $X_{m} X_{m+n}$, to a positive, linear functional defined on all of $C(\Omega)$.

We shall use the following elegant result which I first discovered in a paper by H. G. Kellelerer.

Lemma 1 Let $E$ be a functional defined on a subset $C$ of $C(\Omega)$, where $1 \in G$ and $E(1)=1$. Then a linear positive extension of $E$ to $C(\Omega)$ exists if and only if for any $g_{1}, \ldots, g_{N} \in G$ and any real numbers $\alpha_{1}, \ldots, \alpha_{N}$,

$$
\begin{equation*}
\sum_{i=1}^{N} \alpha_{i} g_{i} \geqslant 0 \Longrightarrow \sum_{i=1}^{N} \alpha_{i} E\left(g_{i}\right) \geqslant 0 \tag{2}
\end{equation*}
$$

The necessity of this condition is clear. To prove sufficiency, let $M$ be the linear space spanned by $G$; i.e., the space $M=\left\{\Sigma \alpha_{i} g_{i}\right\}$ of all linear combinations of functions in $G$. Define $E$ on $M$ as follows:

$$
\begin{equation*}
E\left(\sum \alpha_{i} g_{i}\right)=\sum \alpha_{i} E\left(g_{i}\right) \tag{3}
\end{equation*}
$$

Note that $E$ is well-defined on $M$; i.e., independent of representation, since if $\sum \alpha_{i} g_{i}=0$, then $\sum \alpha_{i} E\left(g_{i}\right)=0$.

1 H. G. Kellerer, 'Verteilungsfunctionen mit Gegebenen Marginalverteilunger', Zeitscrift fur Wahrscheinlichkeitstheorie, 3, 1964, pp. 247-270.

E satisfies the conditions
a) E is linear on $M$
b) $|E(g)| \leqslant\|g\|$, where $\|g\|=\sup _{\text {over } \Omega}|g|$

Condition (a) is an immediate consequence of the definition (3). To prove condition (b), note that $\pm \sum \alpha_{i} g_{i} \leqslant 1$. $\sup _{\text {over } \Omega}\left|\sum \alpha_{i} g_{i}\right|$, and since $1 \in G$, it follows from (2) that

$$
\begin{aligned}
& \quad E\left( \pm \sum \alpha_{i} g_{i}\right) \leqslant \sup \left|\sum \alpha_{i} g_{i}\right| E(1)=\left\|\sum \alpha_{i} g_{i}\right\| \\
& \text { or } \quad\left|E\left(\sum \alpha_{i} g_{i}\right)\right| \leqslant\left\|\sum \alpha_{i} g_{i}\right\|
\end{aligned}
$$

From conditions (a) and (b), it follows by the Hahn--Banach theorem that there is an extension of $E$ on $M$ to a linear functional $\bar{E}$ on $C(\Omega)$, with $|\overline{\mathrm{E}}| \leqslant\|g\|$, $\forall g \in C(\Omega)$. But the latter condition implies that $\overline{\mathrm{E}}$ is positive on $C(\Omega)$, for if $0 \leqslant g \leqslant 1$, then

$$
1 / 2-\bar{E}(g)=\overline{\mathrm{E}}(1 / 2-g) \leqslant\|1 / 2-g\| \leqslant 1 / 2 \Rightarrow \overline{\mathrm{E}}(\mathrm{~g}) \geqslant 0
$$

We now return to the proof of McMillan's theorem. In this case, $G=\left\{X_{i} X_{j}\right\}$. Furthermore, $1 \in G$ since $X_{n}^{2}=1$, and $E(1)==\rho(0)=1$. Now, the condition $\sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i j} X_{i} X_{j} \geqslant 0$ for all $\pm 1$ values of the $X_{i}$ is equivalent to the conditicn that $\left\{\alpha_{i j}\right\}$ is a corner-
-positive matrix. But then condition (2) of the lemma becomes

$$
\begin{aligned}
\sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i j} X_{i} X_{j} \geqslant 0 & \Rightarrow \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i j} E\left(X_{i} X_{j}\right) \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i j} p(i-j) \geqslant 0
\end{aligned}
$$

But this is exactly McMillan's condition.
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$$
\begin{aligned}
& \underline{v}_{1}=(1,1,1) \\
& \underline{v}_{2}=\left(\frac{1}{3},-\frac{1}{3},-1\right) \\
& \underline{v}_{3}=(0,-1,0) \\
& \underline{v}_{4}=\left(-\frac{1}{3},-\frac{1}{3}, 1\right) \\
& \underline{v}_{5}=(-1,1,-1)
\end{aligned}
$$

Figure $12: \pi_{4}^{C}$


[^0]:    these functions in a one-to-one fashion on to a set of semi-infinite symmetric matrices.
    $U_{n} \quad \equiv \Pi_{n} U$
    $W_{n}^{ \pm} \quad$ Definition in section 4.3.1.
    $W_{n}^{i} \quad$ Definition in section 4.3.1.
    $\mathbb{Z}$ Set of positive and negative integers and zero.

