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## Abstract

Problems of optimally locating facilities on networks fall within two main categories, namely minisum and minimax location problems. This thesis studies the p-median problem, an uncapacitated minisum location problem that consists of locating a given number of facilities (say p) on a network, so that the sum of shortest distances from each of the nodes of tine network to its nearest facility is minimized.

Two formulations of a linear programming (LP) relaxation of the problem are examined. A general formulation produces very large linear programmes, and is therefore unsuitable for use in large-scale networks. A decomposition formulation produces smaller LP's but often does not converge. The importance of this LP relaxation lies in the fact that it often produces integer solutions that are optimal solutions to the p-median problem itself.

Two lower bounds are then developed: a graph-theoretical bound, based on shortest spanning trees and arborescences, and a dual bound, based on the dual of the IP relaxation of the problem. The latter proved to be a very good bound, and is used in the branch-and-bound algorithm developed in Chapter 5.

The algorithm of Chapter 5 is a direct tree search algorithm. It cascades through two lower bounds in a way designed to save computing time, and uses an upper bound to further reduce the size of the search. The computational results obtained through this algorithm represent a substantial advancement over existing exact solution procedures for the problem. It produces optimal solutions for networks of up to 30 vertices in less than 2 minutes in a CDC 7600 computer, for every possible value of $p$.

Finally, helristic methods are investigated and tested in a number of problems. Heuristics $b a s c d$ on $\lambda$-optimal substitution methods are described, and computational results are given for the particular cases of $\lambda=1$ and $\lambda=2$.
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INTRODUCTION

### 1.1 Network Location Problems

The problem of optimally locating facilities on a network falls within two main categories, namely minisum and minimax location problems. In minisum location problems the objective is to determine the location of a given number of facilities (say p), so that the sum of shortest distances from each of the network demand centres* to its nearest facility is minimized. The objective in minimax problems is to locate the p facilities so that the largest travel distance (or time) from any network demand centre to its nearest facility is minimized.

A related problem can be defined in the minimax category. It consists of finding the minimum number $p$ of facilities (and their location), so that all demand centres in the network are within a critical distance $\delta$ from at least one of the facilities. Minimax problems appear in practice in the location of emergency facilities such as hospitals and fire stations.

This thesis studies a particular case of the uncapacitated minisum network location problem, often referred to as the p-median problem. The p-median problem consists of locating $\underline{p}$ facilities on a network, so that the sum of shortest distances from each of the nodes of the network to its nearest facility is minimized. There are no restrictions on the capacities of the facilities, and fixed costs are assumed not to vary with the location of the facility, thus not appearing in the problem's objective function.

Two theorems by Hakimi [48, 49] restrict the search of the optimal

[^0]p-median to the nodes of the network, i.e. it can be shown that the search for the optimal $p$ points need not consider points on links other than the two ends. If $\underline{n}$ is the number of nodes in the network, the $p$-median problem has a total of. $\binom{n}{p}$ feasible solutions, and solution by complete enumeration is not feasible even for problems of moderate size. The problem of rinding the optimal p-median of a network can be made slightly more general by associating with each node $\mathrm{x}_{\mathbf{i}}$ a weight $v_{i}$, in which case the objective function to be minimized becomes the sum of weighted distances.

The p-median problem appears in practice in a variety of forms: the location of switching centres in telephone networks, substations in electric power networks, supply depots in a road network, schools in a rural area. Assume, for example, that the population distribution of a given rural area is known. It is required that p primary schools be built in the area, so as to minimize the total distance travelled by the school children.

The school location problem can be represented by a network of $\underline{n}$ nodes, each node corresponding to one region in the area. Node weights can be used to represent the relative sizes of the school-age population of each of the regions. Existing roads between regions should link the corresponding nodes of the network. Given the length of each of the connecting roads, the problem is actually a p-median problem.
1.2 The p-median problem as a special case of facility location problems

The facility location problem consists of determining the site of one or more facilities (supply depots, schools, hospitals, etc.) to serve customers in a given geographical area. The selection of sites should be made in such a way that a well defined objective function is optimized, subject to constraints relevant to the problem.

Facility location problems have been classified in different ways by different authors. In an excellent review paper, Revelle et al. [89] attach great importance to the ownership of the facilities (private or public) and suggest different objective functions for the two cases. Eilon, Watson-Gandy and Christofides [27] have chosen to tie theị classification to the approach used to solve the problem (Infinite Set Approach or Feasible Set Approach). They also enumerate some advantages and disadvantages of each of the two approaches.

In a comment on the paper by Revelle et al., Robers [91] proposes the following three-way classification:
A. Location in a Plane with Infinite Solution Space,
B. Location in a Plane with Finite Solution Space,
C. Location on a network.

Problems in category A are characterized by (1) an infinite solution space (facilities may be located anywhere in the plane), and (2) distance measurement according to a particular metric. The second type of problem is characterized by restricting the location of the facilities to a number of predetermined sites. Finally, location on a network is characterized by (1) a solution space consisting of points on the network, and (2) distance measurement along the network.

The p-median problem is now shown to be a special case of the uncapacitated facility location problem. The latter is a B problem in the classification given above. There are no restrictions on the permissible capacities of the facilities, and the objective function includes both fixed and variable costs.

The uncapacitated facility location problem can be formulated as a mixed-integer programming problem:

Minimize $\quad Z=\sum_{i \in I} F_{i} y_{i}+\sum_{i \in I} \sum_{j \in J} c_{i j} \xi_{i j}$

Subject to

$$
\begin{align*}
& \sum_{i \in I} \xi_{i j}=I, j \in J  \tag{1.2}\\
& I \leqq \sum_{i \in I} y_{i} \leqq p  \tag{1.3}\\
& \xi_{i j} \leqq y_{i}, i \in I, j \in J  \tag{1.4}\\
& y_{i} \in\{0, I\}, i \in I  \tag{1.5}\\
& \xi_{i j} \geqq 0, i \in I, j \in J, \tag{1.6}
\end{align*}
$$

where:
I = ( $1,2, \ldots, n$ ) - set of feasible location sites for the facilities;
$J=(I, 2, \ldots, m)-$ set of user (customer) locations;
$\mathrm{F}_{\mathrm{i}}$ - Fixed cost associated with opening a facility at location $\underset{i}{ }$;
$c_{i j}$ - Cost of supplying customer $\mathbf{j}$ from facility $i ;$
$\xi_{i j}$ - Fraction of the demand of customer $\underset{j}{ }$ supplica from facility $\underset{i}{ }$;
p - Maximum number of facilities that can be built;
$y_{i}=\left\{\begin{array}{l}1 \text { if a facility is located at site } \underline{i} \\ 0 \text { otherwise }\end{array}\right.$
If (i) $I \equiv J=(1,2, \ldots, n)$ coincide with the nodes of a network,
(ii) $d_{i j} \equiv c_{i j}$ correspond to distances measured along the arcs of the network, (iii) it is decided that exactly p facilities must be built, and (iv) all fixed costs $F_{i}$ are equai, Equations (1.1) to (1.6) become:

Minimize

$$
\begin{equation*}
Z=\sum_{i \in I} \sum_{j \in J}^{d_{i j}} \xi_{i j} \tag{1.7}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sum_{i \in I} \xi_{i j}=1, j \in J  \tag{1.8}\\
& \sum_{i \in I}^{\sum} \xi_{i i}=p \tag{1.9}
\end{align*}
$$

$$
\begin{align*}
& \xi_{i j} \leqq \xi_{i i}, \quad i \in I, j \in J, i \neq j  \tag{1.10}\\
& \xi_{i j}=\left\{\begin{array}{l}
1 \text { if customer } j \text { is allocated } \\
\text { to facility } \hat{i} \\
0 \text { otherwise }
\end{array}\right. \tag{1.11}
\end{align*}
$$

Equations (1.7) to (1.11) correspond to the integer programming formulation of the p-median problem (see chapter 3). In this formulation $\xi_{i i}=1$ implies that a facility is located at site $\underline{i}$ and $\xi_{i i}=0$ otherwise. Since it is not possible to have a fractional facility located at a site, $\xi_{i i} \in\{0,1\}, i \in I$. Furthermore, since there are no capacity restrictions and no economies of scale, no one destination will be supplied by more than one facility in the optimal solution. Hence, $\xi_{i j} \in\{0,1\}, i \in I, j \in J$.

The p-median problem is therefore a special case of the uncapacitated facility location problem. Note that since the number of facilities has been fixed a priori at exactly p, and all fixed costs $F_{i}$ are equal, the $F_{i}$ need not be included in the formulation of the p-median problem.

### 1.3 Basic graph theory definitions

The basic graph theory concepts defined in the present section are the ones used throughout this thesis. The definitions given generally correspond to those of [12].

A graph (or network) $G$ is a collection of vertices or nodes $x_{1}, x_{2}, \ldots, x_{n}$ (denoted by the set $x$ ), and a collection of lines $a_{1}, a_{2}, \ldots, a_{m}$ (denoted by the set A) joining all or some of the vertices. The graph $G$ is then fully described and denoted by the doublet ( $\mathrm{X}, \mathrm{A}$ ).

If the lines in A have a direction they are called arcs and the resulting graph is called a directed graph. If the lines have no
orientation they are called links and the graph is nondirected. In cases where $G=(X, A)$ is a directed graph but it is desirable that the direction of the arcs in $A$ be disregarded, the nondirected counterpart of $G$ will be written as $\bar{G}=(X, \bar{A})$.

A path in a directed graph is any sequence of arcs where the final vertex of one arc is the initial vertex of the next arc. A simple path is a path which does not use the same arc more than once. An elementary path is a path which does not use the same vertex more than once. An elementary path is also simple, but the reverse is not necessarily true.

A graph is said to be arc-weighted if a cost (length, weight) $c_{i j}$ is associated with every arc $\left(x_{i}, x_{j}\right)$ of the graph. If a weight $v_{i}$ is associated with every vertex $x_{i}$ of a graph the resulting graph is then called vertex-weighted. A nonveighted graph is defined in this thesis as an arc-weighted graph whose vertices have all unit-weights, i.e. an arc-weighted graph for which $v_{i}=l \forall i$.

The number of arcs which have a vertex $x_{i}$ as their initial vertex is called the outdegree of vertex $x_{i}$ (call this outdegree $d_{o}\left(x_{i}\right)$. . Similarly, the number of arcs which have $x_{i}$ as their final vertex is called the indegree of vertex $x_{i}\left(d_{t}\left(x_{i}\right)\right)$. For a nondirected graph the degree of a vertex $x_{i}$ is equal to the number of links connected to $x_{i}$. When no confusion can arise it will be denoted simply by $d_{i}$.

A graph $G=(X, A)$ is said to be complete if, for every pair of vertices $x_{i}$ and $x_{j}$ in $X$, there exists a link ( $x_{i}, x_{j}$ ) in $\bar{G}=(X, \bar{A})$, i.e, there must be at least one arc joining every pair of yertices. The complete nondirected graph of $\underline{n}$ vertices is denoted by $K_{n}$.

A graph $G=(X, A)$ is said to be symmetrical if, whenever an arc $\left(x_{i}, x_{j}\right)$ is one of the $\operatorname{arcs}$ in the set $A$, the opposite $\operatorname{arc}\left(x_{j}, x_{i}\right)$ is also in A.

## Matrices of a Graph

A convenient way of representing a graph $G=(X, A)$ algebraically is through its adjacency matrix. The adjacency matrix of $G$ is denoted by $A=\left[a_{i j}\right]$ and is given by

$$
\begin{aligned}
& a_{i j}=1 \text { if arc }\left(x_{i}, x_{j}\right) \text { exists in } G \\
& a_{i j}=0 \text { if arc }\left(x_{i}, x_{j}\right) \text { does not exist in } G .
\end{aligned}
$$

If a cost $c_{i j}$ is associated with every arc $\left(x_{i}, x_{j}\right)$ of the graph, it is possible to calculate the shortest path between all pairs of vertices of the graph [34, 83]. A matrix can then be formed with the corresponding shortest distances $d\left(x_{i}, x_{j}\right)$. The matrix $D(G)=\left[d\left(x_{i}, x_{j}\right)\right]$ is called the distance matrix of the graph.

When a weight $v_{i}$ is associated with every vertex $x_{i}$ of a graph, this graph must be transformed into a complete graph before a corresponding p-median problem can be solved. Any graph can be transformed into a complete graph through the computation of its distance matrix. In the case of vertex-weighted graphs, the computation of the distance matrix must be followed by the multiplication of each element of every row or column by the appropriate vertex weight*. The resulting weighted matrix can be then represented by a complete symmetrical graph. The arcs of this graph represent the weighted lengths of the corresponding shortest paths.

### 1.4 Outline of the thesis

This thesis is concerned with the p-median problem. The emphasis
is on exact solution methods for the problem, although some heuristic

[^1]procedures are also investigated.
Chapter 2 is a literature survey. The survey. covers the broader field of facility location problems, but its main part is dedicated to the $p$-median problem and related.minisum and minimax network location problems.

In Chapter 3 two different formulations of the LP relaxation of the $p$-median problem are investigated. The general LP formulation produces very large linear programmes. This disadvantage is overcome by a recent LP decomposition formulation. The very degenerate nature of the decomposition formulation and the ensuing convergence problems are analysed and tested.

Chapter 4 is dedicated to lower bounds. Two new lower bounds are developed for the problem, namely the "graph-theoretical bound" and the "dual bound". Unlike other existing bounds, the graphtheoretical bound makes use of the graph-theoretical properties of the problem. The dual bound is based on the dual of the LP relaxation of the problem. The latter is a very good bound, a fact of decisive importance in branch-and-bound algorithms.

A direct tree search algorithm is the object of Chapter 5. The principles on which this algorithm is based are discussed, and the embedding of the bounds of Chapter 4 into the search is explained. Computational results for networks ranging from 10 to 30 vertices, and for a wide range of values of $p$ are then given.

Heuristics are investigated in Chapter 6. The existing vertex substitution method of Teitz and Bart [98] is extended into a family of heuristics, the $\lambda$-optimal substitution heuristic methods. The particular cases of $\lambda=1$ and $\lambda=2$ are studied in detail. A simple vertex addition heuristic is introduced, and its use as a 'pre-processor' for the $\lambda$-optimal substitution methods is described. Computational results are given for the resulting heuristics.

The main contributions of this thesis to the field of optimal location of facilities on a network are:
(i) The development of new and "tight" lower bounds for the p -median problem;
(ii) their use in a direct tree search algorithm that represents a substantial advancement in the area of exact solution methods for the problem; and
(iii) the detailed investigation of the LP decomposition formulation of Garfinkel et al. [4l], and in particular the problems arising from the large-scale degeneracy of this formulation.

The branch-and-bound algorithm produces optimal solutions for 30-vertex networks in less than 2 minutes in a CDC 7600 computer, for every possible value of $p$. It is both faster (in terms of time) and much more efficient (in terms of number of nodes) than other branch-and-bound algorithms available in the literature [30, 55]. While other exact solution methods [ 41,78 ] may on occasion solve the problem for $\mathrm{n}=30$, these other methods cannot guarantee an optimal solution for every possible value of $p$, and may in fact fail on much smaller networks.

As for the LP decomposition of Garfinkel et al., the extensive testing of their algorithm carried out in this thesis has uncovered serious convergence problems, and shown that this lack of convergence is due to the very degenerate nature of the LP decomposition master problem. The hope that the embedding of this formulation into the branch-and-bound algorithm of Chapter 5 would overcome the convergence problems did not materialize, in spite of the large perturbations caused by the branching.

## CHAPTER TWO

## IITERATURE SURVEY

### 2.1 Introduction

Historically, contemporary location analysis started with Alfred Weber [101], who examined the location of a plant with the objective of minimizing transportation costs in relation to three points (two sources of raw materials and a single market). In one form or another, this is a very old problem in pure mathematics. It was considered as early as 1647 by Cavalieri. Fagnano, Tedenat, Heinen and Steiner made important contributions to its solution from the middle of the 18th to the middle of the 19th century [16].

It is not the objective of this survey to make a very detailed review of the literature on facility location. Detailed surveys are available elsewhere, such as those by Eilon et al. [27, Chapter 2], Revelle et al. [89] and Domschke [23]. The vastness of published work on location analysis is atested by the 226 papers listed by Francis and Goldstein [35] in their selective bibliography. Elshafei [ 28] gives a total of 82 references in a recent survey of facility location studies.

After a brief review of the general area of location analysis, the present survey concentrates on the $p$-median and related minisum network location problems.

### 2.2 Location with infinite solution space

The facility location problem with a minisum objective and infinite solution space is examined in depth in chapters 3 to 6 of [27]. Numeric-analytic heuristic methods can handle non-linear cost functions, provided that the cost functions are monotonic and continuous. In a more recent paper, Watson-Gandy and Eilon [100] investigate dis-
continuous delivery costs.
Multifacility location problems with infinite solution space are also called multisource Weber problems. They are divided into Euclidean and rectilinear distance problems, depending on the metric according to which distances are measured. In Euclidean distance problems distances are measured according to

$$
\begin{equation*}
d_{i, j}^{2}=\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2} \tag{2.1}
\end{equation*}
$$

where

$$
d_{i j}-\text { distance between points } \underline{i} \text { and } \dot{j}
$$

and $\quad\left(x_{i}, y_{i}\right)$ - coordinates of the $i^{\text {th }}$ point in a rectangular system.

Rectilinear distance problems have their distances measured by

$$
\begin{equation*}
d_{i j}=\left|x_{i}-x_{j}\right|+\left|y_{i}-y_{j}\right| \tag{2.2}
\end{equation*}
$$

The multisource Weber problem has been investigated by Cooper [16, 17, 18] , Kuenne anā Soland [66, 67] and Morris [82], among others. A related problem, that of locating new facilities in relation to existing ones has been the object of several papers, by Cabot, Francis and Stary [11], Rao [88] and Juel and Love [56].

In its simplest form, the Weber problem involves $\underline{m}$ customers with known location on a plane, the location of customer $\mathfrak{j}$ being determined by a pair ( $x_{j}, y_{j}$ ) of cartesian coordinates. The problem is to determine the coordinates ( $\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}$ ) of each of a given number p of facilities to serve the $\underline{m}$ customers, so as to minimize the following cost function:

$$
\begin{equation*}
C=\sum_{i=1}^{p} \sum_{j=1}^{m} \xi_{i j} v_{j} d_{i j}, \tag{2.3}
\end{equation*}
$$

where
$v_{j}$ - weighting factor related to customer $\mathbf{j}$.
$d_{i j}$ - distance between facility $\underline{\underline{i}}$ and customer $\underline{j}$, given by:
Equation (2.1) [Euclidean metric], or
Equation (2.2) [Rectilinear metric].
$\xi_{i j}=\left\{\begin{array}{l}1 \text { if customer } \underset{i}{ } \text { is served from facility } \underline{i} \\ 0 \text { otherwise }\end{array}\right.$
If there are no capacity or other constraints, the solution to the above problem can be found through partial differentials with respect to $x_{i}$ and $y_{i}$ :

$$
\begin{align*}
& \frac{\partial C}{\partial x_{i}}=\sum_{j=1}^{m}\left[\xi_{i j} v_{j}\left(x_{i}-x_{j}\right) / d_{i j}\right]=0, \quad i=1, \ldots, p  \tag{2.4}\\
& \frac{\partial C}{\partial y_{i}}=\sum_{j=1}^{m}\left[\xi_{i j} v_{j}\left(y_{i}-y_{j}\right) / d_{i j}\right]=0, \quad i=1, \ldots, p \tag{2.5}
\end{align*}
$$

If equations (2.4) and (2.5) are solved for $x_{i}$ and $y_{i}$ it follows that

$$
\begin{align*}
& x_{i}=\sum_{j=1}^{m}\left(\xi_{i j} v_{j} x_{j} / d_{i j}\right) / \sum_{j=1}^{m}\left(\xi_{i j} v_{j} / d_{i j}\right), i=1, \ldots, p  \tag{2.6}\\
& y_{i}=\sum_{j=1}^{m}\left(\xi_{i j} v_{j} y_{j} / d_{i j}\right) / \sum_{j=1}^{m}\left(\xi_{i j} v_{j} / d_{i j}\right), i=1, \ldots, p \tag{2.7}
\end{align*}
$$

These equations can be solved iteratively, as shown by Eilon et al. [27] and Cooper [16]. Let the superscript $\underline{k}$ indicate the iteration parameter. The iteration equations for $x_{i}$ and $y_{i}$ are simply [16]:

$$
\begin{align*}
& x_{i}^{k+1}=\sum_{j=1}^{m}\left(\xi_{i j} v_{j} x_{j} / d_{i j}^{k}\right) / \sum_{j=1}^{m}\left(\xi_{i j}{ }^{v}{ }_{j} / d_{i j}^{k}\right), \quad i=1, \ldots, p  \tag{2.8}\\
& y_{i}^{k+1}=\sum_{j=1}^{m}\left(\xi_{i j}{ }^{v} j_{j} y_{j} / d_{i j}^{k}\right) / \sum_{j=1}^{m}\left(\xi_{i j} v_{j} / d_{i j}^{k}\right), \quad i=1, \ldots, p \tag{2.9}
\end{align*}
$$

After each iteration the customers are reallocated to the relocated
facilities, and the $\xi_{i j}$ 's are modified prior to the next iteration. It has been shown by Palermo [85], Kuhn and Kuenne [70] and Haley [51], that Equation (2.3) is convergent in the case of a single facility ( $\mathrm{p}=1$ ): the cost function being convex, it has a single unique optimal solution. In the general case ( $p>1$ ) Equation' (2.3) has multiple local minima and the iterative scheme of Equations (2.8) and.(2.9) only converges to a local minimum.

### 2.3 Location with finite solution space

A simplified definition of the facility location problem with finite solution space is as follows. Given a number of demand points for a certain product, each with a demand $D_{j}$, and a number of alternative sites where facilities may be built to satisfythese demands, determine where the facilities should be placed, and which demand points are to be served by each of the facilities [87, 89]. There may or may not be restrictions on the size (capacity) of the facilities. The objective is to minimize the sum of the fixed costs of the facilities plus the variable transportation costs.

When there are restrictions on the size of the facilities the problem is usually called the capacitated facilities location problem. If these restrictions do not exist, the problem is known as the uncapacitated (or the simple) facility location problem [61, 97]. A general formulation for the uncapacitated facility location problem was given in Section 1.2. The general case in which there are restrictions on the size of the facilities can be formulated as [62]:

Minimize

$$
\begin{equation*}
Z=\sum_{i \in I} F_{i} y_{i}+\sum_{i \in I} \sum_{j \in J} c_{i j} X_{i j} \tag{2.10}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sum_{i \in I} x_{i j} \geqq D_{j}, j \in J  \tag{2.11}\\
& \sum_{j \in J} x_{i j} \leqq S_{i} y_{i}, \quad i \in I  \tag{2.12}\\
& y_{i} \in\{0,1\}, \quad i \in I  \tag{2.13}\\
& x_{i j} \geqq 0, i \in I, j \in J \tag{2.14}
\end{align*}
$$

where
$X_{i j}$ - Amount supplied to customer $j$ from facility $i$;
$D_{j}$ - Demand at area $\dot{j} ;$
$S_{i}$ - Capacity of facility $i$.
The cost functions included in the objective function can be made more general than the one shown in Equation (2.10). Instead of the fixed costs associated with opening and operating a facility, and linear transportation costs, it may be necessary, in the case where the facility is a warehouse, to consider variable warehousing and delivery costs which are nonlinear $[4,5,25,31,33,65]$.

Perhaps the first algorithm to guarantee an optimal solution for the uncapacitated case was the one by Efroymson and Ray [25]. They assume that the fixed cost $F_{i}$ is a single fixed charge. Their method can be also extended to include the case in which $F_{i}$ is concave and consists of several linear segments.

Efroymson and Ray utilize a tree search algorithm.* They use a linear programming formulation that can be solved by inspection to resolve the subproblems at the nodes of the tree.

[^2]Spielberg [94, 95] has considered essentially the same problem, but his algorithms contain added features that speed up computation and can accommodate some side conditions. Khumawala [60] reports good computational results for this class of problem.

Algorithms for the capacitated case have been proposed by Davis and Ray [20], Gray [46], Marks [77], Sá [92] and Akinc and Khumawala [1]. Marks' model is more general in that he considers the facilities to be intermediate points between sources of productand the customers to whom these products are to be sent. In all algorithms of the above mentioned references for the capacitated case, transportation costs are assumed to be linear, and a fixeã cost $F_{i}$ is associated with facility i. More general cost functions are considered by Soland [93] in a recent paper. All exact procedures mentioned above are branch-and-bound methods.

### 2.4 Location on networks

It was mentioned in Section 1.2 that location on networks is a special case of location in a plane with finite solution space. In network location problems the solution space is restricted to the arcs and vertices of the network, and distances must be measured along the arcs of the network.

Network location problems are characterized by the nature of the objective function to be optimized. In problems involving the location of emergency facilities, such as hospitals and fire stations, the objective is to locate a given number of facilities so that the largest travel distance (or time) from any network demand centre to its nearest facility is minimized. These are the minimax network location problems. In other cases, such as in the location of depots in a distribution network, a more appropriate objective is to minimize the total distance travelled. The latter are the minisum location problems,
of which the p-median problem is a special case.
Minimax network location problems are briefly reviewed in Section 2.4.1. This is followed by a much more detailed review of minisum problems, with special emphasis given to the p-median problem.

### 2.4.1 Minimax location on networks

There are a large variety of minimax network location problems. In a thorough and comprehensive study of the subject, Handler [52] identified ten different models for such problems. In order to facilitate the identification of the several models, Handler proposed the following notation:

| Facility Location $\qquad$ Set | Demand Location <br> Set | No. of Centres/ Max. Distance | Network Type |
| :---: | :---: | :---: | :---: |
| $\left\{\begin{array}{l}\mathrm{N} \\ \mathrm{P}\end{array}\right\}$ | $\left\{\begin{array}{l}N \\ P\end{array}\right\}$ | $\left\{\begin{array}{l}\text { ¢ } \\ \text {-1 }\end{array}\right\}$ | $\left\{\begin{array}{l}\text { G } \\ \text { S }\end{array}\right.$ |

where $\mathbb{N}, P$ denote the node and point sets,*,T, $G$ denote tree and cyclic graphs, and p, $\delta$ refer to the number of facilities and to the critical distance respectively. The critical distance is the maximal allowed distance between a demand centre and its nearest facility. The symbol " $\delta^{-1 \text { " }}$ is used for inverse problems. In inverse problems what is sought is the determiniation of the minimal number of facilities (and their location), so that all demand centres are within a critical distance $\delta$ from at least one of the facilities (see Section 1.1).

The best known minimax network location problem is $P / N / P / G$. Demand centres are restricted to the vertices of the network, but facilities may be located either on vertices or on arcs connecting the vertices. This problem is known as the multi-centre problem or the

[^3]absolute p-centre problem. In its formulation the number $p$ of centres is fixed, and what is required is their location so that the maximal distance between any vertex of the network and its nearest facility is minimized.

The inverse of the absolute p-centre problem, denoted by $P / N / \delta^{-1} / G$, can be stated as follows: For a given critical distance $\delta$, find the smallest number (and location) of facilities, so that all vertices of the network lie within this critical distance from at least one of the facilities. This problem is closely related to the absolute p-centre problem, and usually the same method can be used to solve both problems.

## The State of the Art

The verte $x$ centre ( $N / N / \mathcal{I} / G$ ) and the absolute centre ( $P / N / \mathcal{L} / G$ ) problems were introduced and solved by Hakimi [48]. Goldman [44] also presented an algorithm for $P / N / I / G$, but the algorithm does not guarantee an optimal solution. As a special case of his algorithm, Goldman derived an efficient algorithm for $P / N / I / T$.

The absolute $p$-centre problem ( $P / N / p / G$ ) was also proposed by Hakimi [49]. Subsequertly, solution algorithms for this problem were produced by Minieka [80] and Christofides and Viola [15]. An algorithm for $\mathbb{N} / \mathrm{N} / \mathrm{p} / \mathrm{G}$ was given by Toregas, Swain, Revelle and Bergman [99] . All algorithms mentioned above involve repeated solutions of generalized set covering problems.

The work of Handler [52] represents a substantial advancement in the field of minimax network location problems. He developed better algorithms and studied problems that had previously received very little attention, such as $P / P / p / G$ and $N / P / p / G$.

Minimax problems can be also defined for the more general case of location in a plane, with distances measured according to either the Euclidean or the rectilinear metric systems. These formulations have
the characteristics of the models discussed in 2.2 and 2.3.
They were the object of papers by Dearing and Francis [21], Elzinga, Hearn and Randolph [32] and Wesolowsky [103], among others.

### 2.4.2 p-Medians and absolute p-medians

Minisum network location problems can take several forms, depending on the costs included in the objective function and the form of the constraints. In these problems the optimal locations of the facilities are called the medians of the network. The difficulty in solving such problems is not due to variations in the objective function or to additional constraints, but is inherent in the pure median problem itself. This thesis is concerned with the pure p-median problem. The generalized p-median problem, however, is briefly discussed at the end of this section.

## The Median and Multiple Medians

For a given network $\mathbb{N}=(X, A)$ it is possible to define two transmission numbers for every vertex $x_{i} \in X$. Let
and

$$
\begin{equation*}
\sigma_{0}\left(x_{i}\right)=\sum_{x_{j} \in X} v_{j} d\left(x_{i}, x_{j}\right), \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{t}\left(x_{i}\right)=\sum_{x_{j} \in X} v_{j} d\left(x_{j}, x_{i}\right) \tag{2.16}
\end{equation*}
$$

$$
\begin{aligned}
& d\left(x_{i}, x_{j}\right) \text { - shortest distance from vertex } x_{i} \text { to vertex } x_{j} ; \\
& v_{j} \quad \text { - weight of vertex } x_{j} .
\end{aligned}
$$

The numbers $\sigma_{0}\left(x_{i}\right)$ and $\sigma_{t}\left(x_{i}\right)$ are called respectively the outtransmission and the intransmission of vertex $x_{i}$. The number $\sigma_{0}\left(x_{i}\right)$ is the sum of the entries of row $x_{i}$ of a matrix obtained by multiplying every column j. of the distance matrix $D(N)=\left[d\left(x_{i}, x_{j}\right)\right]$ by $v_{j} ; \sigma_{t}\left(x_{i}\right)$ is the sum of the entries of column $x_{i}$ of a matrix obtained by multiplying every row $j$ of the distance matrix $D(N)$ by $v_{j}$.

A vertex $\bar{x}_{0}$ for which

$$
\begin{equation*}
\sigma_{0}\left(\bar{x}_{0}\right)=\operatorname{Min}_{x_{i} \in X}\left[\sigma_{0}\left(x_{i}\right)\right] \tag{2.17}
\end{equation*}
$$

is called the outmedian of the network $N$, and a vertex $\bar{x}_{t}$ for which

$$
\begin{equation*}
\sigma_{t}\left(\bar{x}_{t}\right)=\operatorname{Min}_{x_{i} \in \mathrm{X}}\left[\sigma_{t}\left(x_{i}\right)\right] \tag{2.18}
\end{equation*}
$$

is called the inmedian of N .
The single median can be readily generalized to the p-median. Let $X_{p}$ be a subset of the set $X$ of the vertices of the network $\mathbb{N}(\mathrm{X}, \mathrm{A})$, and let $\mathrm{X}_{\mathrm{p}}$ contain p vertices. Define:

$$
\begin{equation*}
d\left(X_{p}, x_{j}\right)=\operatorname{Min}_{x_{i} \in X_{p}}\left[d\left(x_{i}, x_{j}\right)\right], \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(x_{j}, x_{p}\right)=\operatorname{Min}_{x_{i} \in X_{p}}\left[d\left(x_{j}, x_{i}\right)\right] \tag{2.20}
\end{equation*}
$$

If $X_{i}$ is the vertex of $X_{p}$ which produces the minimum in equations (2.19) or (2.20), it can be said that vertex $x_{j}$ is allocated to $x_{i}^{\prime}$. The transmission members for the set $X_{p}$ of vertices are then defined in ways analogous to those for a single vertex, i.e.
and

$$
\begin{equation*}
\sigma_{0}\left(X_{p}\right)=\underset{x_{j} \in X}{\Sigma} v_{j} d\left(X_{p}, x_{j}\right) \tag{2.21}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{t}\left(X_{p}\right)=\sum_{x_{j} \in x} v_{j} d\left(x_{j}, x_{p}\right) \tag{2.22}
\end{equation*}
$$

where $\sigma_{0}\left(X_{p}\right)$ and $\sigma_{t}\left(X_{p}\right)$ are the outtransmission and the intransmission of the set $X_{p}$ of vertices.
$A$ set $\bar{X}_{p 0}$ for which

$$
\begin{equation*}
\sigma_{0}\left(\bar{x}_{p 0}\right)=\operatorname{Min}_{x_{p} \subset x}\left[\kappa_{0}\left(x_{p}\right)\right] \tag{2.23}
\end{equation*}
$$

is called the $p$-outmedian of the network $N$, and similarly for the
p-inmedian.
It is not computationally practical to use Equations (2.19) through (2.23) directly to find p-medians of networks of even moderate size. Hence the need to develop more practical methods for the computation of $p$-medians.

## Absolute p-Medians

In order to simplify the discussion consider a nondirected network $N$, drop the suffices $\underline{O}$ and $\underline{t}$ and take the case of the l-median first. The question arises as to whether there exists a point $\mathbb{Y}$ on some link (not necessarily a vertex) of $N$ so that the transmission

$$
\begin{equation*}
\sigma(y)=\sum_{x_{j} \in X}^{\Sigma} v_{j} d\left(y, x_{j}\right) \tag{2.24}
\end{equation*}
$$

is less than that of the median of N. The point $\overline{\mathrm{y}}$ with the minimum $\sigma(y)$ would then be called the absolute median of $N$.

Goldstein [45] proved that an absolute median of a tree is always at a vertex of the tree. Hakimi [48] generalized Goldstein's result and proved that there is no point $\bar{y}$ with $\sigma(\bar{y})<\sigma(\bar{x})$, i.e.

Theorem 2.1 - There exists at least one vertex x of $\mathbb{N}=(\mathrm{X}, \mathrm{A})$ for which $\sigma(x) \leqq \sigma(y)$ for any arbitrary point $y$ on $N$.

In a later paper, Hakimi [49] generalized Theorem 2.1 to the case of absolute p -medians:

Theorem 2.2 - There exists at least one subset $X_{p} \subset x$ containing $p$ vertices, such that $\sigma\left(X_{p}\right) \leqq \sigma\left(Y_{p}\right)$ for any arbitrary set $Y_{p}$ of $p$ points on the links or vertices of the network $N=(X, A)$.

The proofs of Theorems 2.1 and 2.2 are given in [48] and [49] respectively.

In view of Theorems 2.1 and 2.2 the search for optimal solutions to the $p$-median problem can be limited to the vertices of the network. As a consequence, in the p-median problem the location of both demand
centres and facilities is restricted to the vertices of the network.

## The Generalized p-Median

In the pure p -median problem the only costs to be minimized are variable costs associated with distances between vertices. The pmedian problem can be made more general if fixed costs $F_{i}$ are associated with the vertices of the network, in the same way fixed costs are associated with potential facility location sites in the models of Section 2.3. The generalized p-median problem can be then defined as follows [12].

Given a network $N=(X, A)$, with distance matrix $D(N)=\left[d\left(x_{i}, x_{j}\right)\right]$, vertex weights $v_{i}$ and vertex fixed costs $F_{i}$, the problem is to find a subset $\bar{X}_{p}$ containing $p$ vertices so that

$$
\begin{equation*}
\mathrm{Z}=\sum_{\mathrm{X}_{\mathrm{i}} \in \mathrm{X}_{\mathrm{p}}} \mathrm{~F}_{\mathrm{i}}+\sigma\left(\mathrm{X}_{\mathrm{p}}\right) \tag{2.25}
\end{equation*}
$$

is minimized.
Thus the objective is to minimize not just the transmission $\sigma\left(X_{p}\right)$ of $X_{p}$ but the total function $Z$ which includes a fixed cost $F_{i}$ for every vertex $x_{i}$ in $X_{p}$. The $p$-median problem then corresponds to the case in which all $F_{i}$ are equal (say $F$ ) so that the first term of Equation (2.25) becomes a constant (equal to pF ), and does not influence the search for the optimal set $\bar{X}_{p}$.

A version of the $p$-median problem that is often encountered in practice is one in which $\bar{X}_{p}$ is not required to contain exactly $p$ vertices, but any number less than or equal to $p$. The problem becomes then to minimize Equation (2.25) subject to $\left|\mathrm{x}_{\mathrm{p}}\right| \leqq \mathrm{p}$.

Finally, the capacitated p-median problem can be also defined. A restriction on the maximum value that the number

$$
\begin{equation*}
x_{j} \text { allocated to } x_{i}{ }^{v_{j}} \tag{2.26}
\end{equation*}
$$

can take for $¥ x_{i} \in \bar{X}_{p}$, can be added to the formulation of the $p-$ median problem. Equation (2.26) is a measure of the throughput transmitted from $x_{i}$, and is therefore also a measure of the physical size of a facility located at vertex $\mathrm{x}_{\mathrm{i}}$.

As already pointed out, the main difficulty in solving minisum network location problems rests with the pure $p$-median problem. Until this problem is satisfactorily resolved, there is little point in attempting to solve generalized p-median problems.

### 2.4.3 Generalization of Hakimi's fundamental theorems

Since Hakimi first proved Theorems 2.1 and 2.2 his results have been generalized by several authors.

Transmission functions $\sigma\left(X_{p}\right)$ defined as the sum of arbitrary concave functions of weighted distances are studied by Levy [73], Goldman [42] and Hakimi and Maheshwary [50] . Levy [73] proves that Theorems 2.1 and 2.2 are valid for transmissions that are concave with respect to distance. In a later paper, Hakimi and Maheshwari [50] show that, under fairly general assumptions, one could, without loss of optimality, restrict the location of facilities to the vertices of the network in a wide range of minisum network location problems. Conclusions drawn by Hakimi and Maheshwari are:

1. Theorems 2.1 and 2.2 hold when capacity constraints are placed on the arcs of the networks;
2. The theorems will generally not hold for the capacitated case, unless the location of more than one facility at a single vertex is allowed.

Wendell and Hurter [102] establish some necessary and sufficient conditions for optimal solutions to minisum network location problems to occur at the vertices of the retwork. They show that for problems in which:

1. There exist constraints on arc capacities, and
2. Transportation costs are nondecreasing concave (this has been generalized to include cases in which these costs differ from arc to arc),

Theorems 2.1 and 2.2 remain valid. These sufficiency conditions are very similar to some of the results obtained by Hakimi and Maheshwari [50] .

Whereas some theoretical advances have been made in minisum network location problems, computational difficulties abound even for the pure p -median problem. A survey of solution methods available in the literature for the $p$-median problem is provided in the next section.

### 2.4.4 Methods for the $p$-median problem

Several algorithms, both exact and heuristic solution methods, have been proposed for the solution of the p -median problem. The exact solution methods are:

1. Branch-and-bound algorithms [30, 55];
2. Two different formulations of the linear programming (LP) relaxation of the integer programming (IP) formulation of the problem [4I, 90];
3. An alternative approach via linear programming [78], based on

Lagrange multipliers and parametric linear programming.
Heuristic methods are reviewed in greater detail in Chapter Six. The more fundamental heuristics proposed for the problem, however, are briefly described in this section.

## Branch-and-bound Methods

JHrvinen, Rajala and Sine rvo [55] appear to have been the first to solve the p-median problem through branch-and-bound. Their algorithm
starts with all facilities "open"." A lower bound defined by the authors is then used to successively "close" facilities until exactly p facilities are left "open". The iterative process continues until all feasible solutions have been implicitly evaluated.

A different branch-and-bound procedure was developed by El-Shaieb [30] . In his algorithm the tree branches represent assignments of sources (facilities) and destinations. Locations are added one at a time to either the source or the destination set to form the next branches. From each node of the tree there are two branches. One of the branches corresponds to adding a location to the source set, while the other branch corresponds to adding the same location to the destination set. At the end of each branch there is a node that contains the corresponding source and destination sets.

Two lower bounds were developed by El-Shaieb for his algorithm. One of the bounds is reported to be efficient for small values of $p$, whereas the other is shown to perform better for the larger values of p. The algorithm was tested for the 10,20 and 30 major metropolitan centres in the United States, with $p=2,4$ and 6 .

It is very difficult to compare the efficiency of El-Shaieb's algorithm to that of JHgrinen et al. Not only the test problems of the two papers are different, but also the computers and even the level of the programming languages used by the respective authors differ substantially.

Khumawala, Neebe and Dannenvring [63] attempt to compare ElShaieb's algorithm with other exact and heuristic procedures for the p-median problem. In this attempt El-Shaieb's results are tabulated alongside results obtained through the following methods:

[^4]1. The Teitz and Bart heuristic method [98];
2. An algorithm originally designed for minimax network location problems;
3. The Linear Programming/Group Theoretic algorithm of Garfinkel, Neebe and Rao [41]. This algorithm is reviewed below in some detail.

Khumawala et al. conclude that a comparative evaluation is very difficult, and content themselves with making a few comments on each of the methods considered by them.

A I, inear Programming Relaxation of the Integer Programming Formulation of the Problem

The integer programming formulation of the p-median problem has already been given in Section 1.2 [Equations (1.7) to (1.11)]. For the sake of convenience this formulation is repeated below:

Minimize

$$
\begin{equation*}
Z=\sum_{i \in I} \sum_{j \in J} d_{i j} \xi_{i j} \tag{2.27}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sum_{i \in I} \xi_{i j}=1, \quad j \in J  \tag{2.28}\\
& \sum_{i \in I} \xi_{i j}=p \tag{2.29}
\end{align*}
$$

$\xi_{i j} \leqq \xi_{i i}, \quad i \in I, j \in J, i \neq j$

$$
\xi_{i j}=\left\{\begin{array}{l}
l \text { if customer } \underline{j} \text { is allocated to facility } \underline{i}  \tag{2.31}\\
0 \text { otherwise }
\end{array}\right.
$$

If the $\{0,1\}$ constraints represented by Equation (2.31) are relaxed to

$$
\begin{equation*}
\xi_{i j} \geqq 0, \quad i \in I, \quad j \in J \tag{2.32}
\end{equation*}
$$

the resulting problem is a linear programming problem. Note that in the LP relaxation an upper bound of value $l$ on $\xi_{i j}$ is not necessary, since $\xi_{i j} \leqq 1$ is implied by Equation (2.28).

Revelle and Swain [90] used the IBM Mathematical Programming System (MPS) package to solve the general LP formulation given by Equations (2.27) to (2.30) and (2.32). They report that a 30 -vertex, 6 -median problem required 173 MPS iterations and 1.51 minutes of computer time to converge to an optimal integer solution on an IBM $360 / 65$.

The solution to the LP is not necessarily all-integer and fractional values of $\xi_{i j}$ can and do occur. Revelle and Swain report, however, that fractional values of $\xi_{i j}$ occur rarely. In the unlikely event of a non-integer solution, they recommend a branch-and-bound scheme to resolve the problem with integers. Unfortunately, very little computational experience is reported with respect to the branch-and-bound scheme.

The main problem with the general IP formulation above is that it produces very large linear programes. For a network of $n$ vertices, the number of variables $\underline{n}^{2}$ and the number of constraints $\underline{n}^{2}+1$. Revelle and Swain suggest cutting down the number of constraints by adding the assignment constraints given by Equation (2.30) only as needed. In a generalization of the LP relaxation to a class of location-allocation problems, Morris [81] experimented with this technique. He concludes that even when this procedure is used, the use of LP for large scale problems is precluded.

Garfinkel, Neebe and Rao [4]] solve the IP relaxation by decomposition, thus considerably reducing the size of the problem. In their decomposition formulation the LP basis of the master problem contains only $\underline{n+2}$ rows, and each of the $n$ subproblems can be solved by inspection. Due to the very degenerate nature of the LP basis of the master problem, however,
in many cases the algorithm fails to converge. This lack of convergence is a very serious problem, and prevents the decomposition formulation from effectively solving the problem.

Difficulties with convergence are practically not mentioned by the authors of [41]. An extensive study of this phenomenon is made in Chapter Three of this thesis. The general LP formulation of Revelle and Swain is also discussed in the same chapter.

In the Garfinkel et al. paper, the LP decomposition formulation represents only part of the work. In cases of non-integer termination of the LP, the integer formulation of the problem is attacked through group theoretic techniques and a dynamic programming recursion. Garfinkel et al. report some computational experience with their proposed procedures.

Finally, an alternative approach via linear programming is given. by Marsten [78] . He shows that the solution corresponding to the optimal p-median of a network [as described in Equations (2.27) to (2.31)], is an extreme point of a certain polyhedron $H$, and that all other $p$-medians for $1 \leqq p \leqq n$ are also extreme points of $H$. Using Lagrange multipliers and parametric linear programming, Marsten gives a method of traversing a path among a few of the extreme points of $H$. This path successively generates the p-medians of the network $N$ in descending order of $p$, although for some values of $p$ the solution may be missed and never generated, or, conversely, extreme points of $H$ may be generated which do not correspond to p -medians of N , i.e. contain fractional values of $\xi_{i j}$.

Thus, although Marsten's method is both theoretically and computationally attractive, it may fail to produce the p-median of a network for the specific value of $p$ that may be required. In [78] Marsten reports the case of a complete 33-vertex network, all of whose optimal $p$-medirns were successfully generated for $p=33,32, \ldots, 10$,
but whose optimal 9 -median and 8 -median could not be obtained by his method.

## Heuristic Methods

Heuristic methods for the p-median problem first appeared in papers by Maranzana [76] and Teitz and Eart [98]. The method put forward by Maranzana parallels in several respects one of the heuristics devised by Cooper in [17] for the continuous case. This method is referred to as the partition method, and in essence is approaches the $p$-median by finding successive single vertex medians of $p$ subsets of destination vertices, each associated with one source, and then adjusting the subsets before repeating the process. A similar approach was later studied by Surkis [96]..

Teitz and Bart [98] describe a heuristic method based on vertex substitution. The method proceeds by choosing any $p$ vertices at random to form an initial set $S$, which is assumed to be an approximation to the optimal p-median set $\bar{X}_{p}$. The method then tests if any vertex $x_{j} \in(X-S)$ can replace a vertex $x_{i} \in S$ and so produce a new set $S^{\prime}=S U\left\{x_{j}\right\}-\left\{x_{i}\right\}$ yielding a better solution to the problem than the solution implied by the set $S$. If so, vertex $x_{i}$ is replaced by vertex $x_{j}$ and a new set $S$ ' is obtained which is a better approximation to $\bar{X}_{p}$. The same tests are now performed on the new set $S^{\prime}$, and the procedure is repeated until a set $\bar{S}$ is finally obtained for which no replacement of any vertex in $\overline{\mathrm{S}}$ by a vertex in ( $\mathrm{X}-\overline{\mathrm{S}}$ ) produces a set whose implied solution is better than the solution produced by $\overline{\mathrm{S}}$. This final set $\overline{\mathrm{S}}$ is then taken to be the required approximation to $\bar{X}_{p}$.

Contrary to what was initially conjectured by Revelle et al. [89], the vertex substitution method does not produce an optimal solution in all cases. Counter examples to this conjecture can be found in [12] and [55].

Due to the importance of the methods of Maranzana [76] and Teitz and Bart [98], they will be describea in greater detail in Chapter Six.

### 2.5 Conclusions

The p-median and related network location problems have been surveyed in the present chapter. In addition, network location models have been related to more general models in location analysis, of which they are a special case. The survey was not only concerned with models and methods of solution, but also with definitions, theorems and cost functions of interest for the problems covered in the survey.

The fundamental theorems for the p-median problem are those of Hakimi [48, 49], and their extensions by Goldman [42], Levy [73], Hakimi and Maheshwari [50] and Wendell and Hurter [102] . These results were reviewed, and this was followed by a survey of exact and heuristic solution methods currently available to solve the p-median problem.

Although remarkable theoretical progress has been made in relation to the $p$-median and other minisum network location problems, much remains to be done in the computational side. This is particularly true for the pure p -median problem.

For this problem, branch-and-bound algorithms were developed, but the lack of efficient lower bounds only allow them to solve the problem for medium-size networks. There are yet unsolved problems in both formulations of the LP relaxation of the p-median problem. Existing heuristic procedures can be further extended.

The following chapters attempt to overcome these difficulties. New ideas and solution procedures are developed, and they represent a contribution towards solving the computational difficulties of the p-median problem.

## CHAPTER THREE

## LINEAR PROGRAMMING FORMULATIONS OF <br> THE RELAXED p-MEDIAN PROBLEM


#### Abstract

3.1 Introduction

The integer programming formulation of the p-median problem and its corresponding IP relaxation - have been introduced in Chapter 2. Garfinkel et al. [41] solved the LP relaxation by decomposition, thus considerably reducing the size of the linear programme. Due to the very degenerate nature of the master problem, however, serious difficulties with convergence prevent the relaxed p-median problem from being solved by decomposition in many cases.


The importance of the linear programing formulations stems from the fact that in the majority of the cases the solution to the linear programme is all-integer, thus also being a solution to the p-median problem. It is true that fractional LP solutions do occur, but these occurrences are rare. Fractional solutions generally occur for highly contrived cost matrices, difficult to represent in terms of an actual network. The data in these contrived matrices follow the pattern of the cost counter-cycles mentioned by Revelle and Swain [90].

In the present chapter both the general formulation of Revelle and Swain and the decomposition formulation of Garfinkel et al. are studied in detail. Some computational experience is reported for the general formulation. An example of a contrived cost matrix is also presented.

The decomposition formulation is studied in far greater detail. In order to illustrate the method, a small example is solved by hand. Then computational results show the extent of the difficulties with
convergence. Finally comments of a general nature are made in relation to the convergence of the algosithm.

The importance of eventually overcoming the convergence problems of the decomposition formulation explains why the main part of this chapter has been dedicated to this method. If the difficulties arising from the lack of convergence of the algorithm can be solved, then the decomposition formulation, in conjunction with its embedding into branch-and-bound algorithms, can be used to solve the p-median problem for large-scale networks.

### 3.2 The General Linear Programming Formulation

The integer programming formulation of the p-median problem has already been given in the first two chapters of this thesis. A formal statement of this formulation [12, Chapter 6] is now given in the following.

Let $\left[\xi_{i j}\right]$ be a ( $n \times n$ ) allocation matrix so that $\xi_{i j}=1$ if vertex $x_{j}$ is allocated to vertex $x_{i}, \quad \xi_{i j}=0$ otherwise.

Further, let $\xi_{i i}=l$ imply that vertex $x_{i}$ is a median vertex and let $\xi_{i i}=0$ otherwise. The p-median problem can be then stated as follows:

Minimize

$$
\begin{equation*}
Z=\sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j} \xi_{i j} \tag{3.1}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sum_{i=1}^{n} \xi_{i j}=1, \quad j=1, \ldots, n  \tag{3.2}\\
& \sum_{i=1}^{n} \dot{\xi}_{i i}=p  \tag{3.3}\\
& \xi_{i j} \leqq \xi_{i i}, \quad i, j=1, \ldots, n, \quad i \neq j \tag{3.4}
\end{align*}
$$

and

$$
\begin{equation*}
\xi_{i j}=0 \text { or } 1 \tag{3.5}
\end{equation*}
$$

where $\left[d_{i j}\right]$ is the weighted distance matrix of the network, i.e. the distance matrix of the network with every column $j$ multiplied by a weight $\mathrm{v}_{\mathbf{j}}$ •

It is worthwhile to discuss the meaning of the constraints of this integer programme. Equation (3.2) ensures that any vertex $x_{j}$ is allocated to one and only one median vertex $x_{i}$. Equation (3.3) guarantees that there are exactly p medians, and Equation (3.4) makes sure that $\xi_{i j}=1$ only if $\xi_{i i}=1$, i.e. non-median vertices are only allocated to vertices that are in the median set. If $\left[\bar{\xi}_{i j}\right]$ is the allocation matrix corresponding to the optimal solution, the optimal p-median is given by

$$
\begin{equation*}
\bar{x}_{p}=\left\{x_{i} \mid \xi_{i i}=1\right\} \tag{3.6}
\end{equation*}
$$

As already noted, if Equation (3.5) is replaced by

$$
\begin{equation*}
\xi_{i j} \geqq 0, \quad i, j=1, \ldots, n, \tag{3.7}
\end{equation*}
$$

the resulting problem is the linear programming relaxation of the $p$ median problem. It has also been already pointed out that in the LP relaxation an upper bound of value 1 on $\xi_{i j}$ is not necessary, since $\xi_{i j} \leqq I, i, j=1, \ldots, n$, is implied by Equation (3.2).

## Solving the linear programme

Revelle and Swain [90] used a standard IBM mathematical programming package (MPS) to solve the formulation given by Equations (3.1) to (3.4) and (3.7). Their experience with this formulation was reported in Chapter 2. The main interest of this research in the general formulation is not in the formulation per se, but in the possibility of embedding it
into the branch-and-bound algorithm of Chapter 5. It was decided therefore that a simple computer code should be used to solve the LP, i.e. a code that could be easily adapted to be activated at every node generated by the branch-and-bound algorithm.

The code chosen for this purpose was a Nottingham Algorithms Group (NAG) subroutine. This subroutine is not especially efficient, as it stores all the data for the LP in the central processing unit of the computer. Consequently, due to the size of the linear programmes generated by the general formulation, it was not possible to go beyond a 10 -vertex network when using the NAG subroutine to test this formulation of the LP.

The experience with the embedding of the general formulation into the branch-and-bound algorithm of Chapter 5 is described in that chapter. In the present chapter only some computational results of general interest to this approach are given.

## Computational experience

It was not easy to find a small network for which the LP relaxation of the p-median problem would yield a fractional solution for a given $1 \leqq p \leqq n$. Confirming the experience of Revelle and Swain [90], noninteger solutions were only obtained for highly contrived matrices with cost counter-cycles. Garfinkel et al., however, do provide in their paper [41, p. 231] a l0-vertex network for which the LP relaxation yields a fractional solution for $p=3$. This network is shown in Figure 3.1.

In Figure 3.1, the numbers alongside the arcs are distances between vertices. All vertices have unit weights. The LP relaxation of the problem was solved and the following solution was obtained for $p=3:$


Figure 3.1
10-vertex network of Garfinkel et al. [41, p.231]

$$
\begin{aligned}
& \xi_{11}=\xi_{12}=\xi_{1,10}=0.5 \\
& \xi_{21}=\xi_{22}=\xi_{23}=0.5 . \\
& \xi_{53}=\xi_{54}=\xi_{55}=\xi_{56}=\xi_{57}=0.5 \\
& \xi_{74}=\xi_{75}=\xi_{76}=\xi_{77}=\xi_{78}=0.5 \\
& \xi_{99}=0.5 \\
& \xi_{10,8}=\xi_{10,9}=\xi_{10,10}=0.5 .
\end{aligned}
$$

The value of the objective function for the solution above is 35.5. The solution to the optimal 3-median of the network of Figure 3.1 consists in fact of six different 3-vertex sets, all with an objective function equal to 36 . It is interesting to note that for this network, for all other possible values of $p$ the solution to the LP is all-integer, and therefore also a solution to the corresponding p-median problem.

It took 153 iterations of the simplex method and 70.69 CDC 6400 seconds for the LP to converge to the fractional solution shown above. Thus, the solution to the general LP formulation is not particularly fast.

It has been pointed out that non-integer solutions to the LP relaxation of the p-median problem are often obtained for highly contrived matrices with cost counter-cycles. An example of this type of matrix is given in Figure 3.2.

### 3.3 The Decomposition Formulation [4]]

Consider the LP relaxation of the IP formulation of the p median problem (Equations (3.1) to (3.4) and (3.7) of Section 3.2). It is possible to decompose the LP on the index i. The linking constraints will be (3.2) and (3.3), which together with the objective function will constitute the master problem, the basis of which contains only $\underline{n+2}$ rows. Rewriting the $L P$ in a form suitable for decomposition, the following results:
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Minimize

$$
\begin{equation*}
Z=\sum_{i=1}^{n} D_{i} X_{i} \tag{3.8}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sum_{i=1}^{n} A_{i} x_{i}=b_{0}  \tag{3.9}\\
& B_{i} x_{i} \leqq 0, \quad i=1, \ldots, n  \tag{3.10}\\
& x_{i} \geqq 0, \quad i=1, \ldots, n \tag{3.11}
\end{align*}
$$

where*

$$
\begin{aligned}
& D_{i}=\left(d_{i l}, \ldots, d_{i n}\right) \\
& x_{i}=\left(\xi_{i 1}, \ldots, \xi_{i n}\right)^{T} \\
& A_{i}=\binom{I_{n}}{e_{i}^{T}} . \\
& b_{0}=[1, \ldots, l, p]^{T} \\
& B_{i}=\left[e_{1}, e_{2}, \ldots, e_{i-1},-p_{n-1}^{T}, e_{i}, \ldots, e_{n-1}\right] \\
& 0=[0, \ldots, 0]^{T} .
\end{aligned}
$$

$I_{n}$ is the $n^{\text {th }}$ identity matrix, $e_{i}$ is the $i^{\text {th }}$ unit column vector of appropriate dimension, $p_{k}$ is a row vector containing $\underline{k} 1$ 's, and $T$ denotes transpose.

Note that the constraint set

$$
\begin{equation*}
s_{i}=\left\{x_{i} \mid B_{i} x_{i} \leqq 0, \quad x_{i} \geqq 0\right\} \tag{3.12}
\end{equation*}
$$

has one extreme point for each subproblem defined by (3.10) and (3.11), namely $X_{i}=0$. Then, if the null vector is considered to be a degenerate extreme ray, at any iteration one of the extreme rays of $\mathrm{S}_{\mathrm{i}}$ will be found. Thus the usual convexity constraints can be omitted from the master problem.

* ( ) denotes a row vector, and [ ] a column vector.

Now let $y_{i}^{k}, k=1, \ldots, T_{i}$ be the extreme rays of $S_{i}$. Then, using the notation of Hadley [47], the modified master problem is

Minimize

$$
\begin{equation*}
Z=\sum_{i=1}^{n} \sum_{k=1}^{T_{i}} \rho_{i}^{k} D_{i} y_{i}^{k} \tag{3.13}
\end{equation*}
$$

Given a feasible basis $B$ to the master problem above, $n$ subproblems of the form

## Maximize

$$
\begin{equation*}
\theta_{i}=F_{i} y_{i} \tag{3.16}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \mathrm{B}_{\mathbf{i}} \mathrm{y}_{\mathbf{i}} \leqq 0  \tag{3.17}\\
& \mathrm{y}_{\mathbf{i}} \geqq 0 \tag{3.18}
\end{align*}
$$

must be solved. An optimal solution to the subproblem above will be an extreme ray of $S_{i}$, and $F_{i}=\sigma A_{i}-D_{i}$ is the row vector of dual slack variables associated with the basis $B$. Because of the simple structure of $A_{i}$, given $\sigma$ it is trivial to calculate $F_{i}$ without matrix multiplication, since

$$
\begin{equation*}
F_{i}=\bar{\sigma}_{i}-D_{i}, \tag{3.19}
\end{equation*}
$$

where

$$
\bar{\sigma}_{i}=\left(\sigma_{1}, \ldots, \sigma_{i-1}, \sigma_{i}+\sigma_{n+1}, \sigma_{i+1}, \ldots, \sigma_{n}\right)
$$

If $y_{i}^{*}$ is an optimal solution to subproblem $\underset{i}{ }$ with value $\theta_{i}^{*}$ for a given $\bar{\sigma}_{i}$, then

$$
\begin{equation*}
\theta=\operatorname{Max}_{l \leqq i \leqq n} \theta_{i}^{*} \tag{3.20}
\end{equation*}
$$

If $\theta=0$, an optimal solution to the LP has been found. If $\theta>0$, that vector $y_{i}^{*}$ which yields $\theta$ is brought into the basis.

The subproblems can be solved by inspection. Letting $F_{i}=\left(f_{i 1}, \ldots, f_{i n}\right)$ and $y_{i}=\left(y_{i l}, \ldots, y_{i n}\right)$, the subproblems are of the form

## Maximize

$$
\begin{equation*}
\theta_{i}=\sum_{j=1}^{n} f_{i j} y_{i j} \tag{3.21}
\end{equation*}
$$

Subject to

$$
\begin{array}{ll}
y_{i j}-y_{i i} \leqq 0, & j=1, \ldots, n, i \neq j \\
y_{i j} \geqq 0, & j=1, \ldots, n \tag{3.23}
\end{array}
$$

In order to solve the subproblems above, calculate

$$
\begin{equation*}
t_{i}=f_{i i}+\underset{i \neq j}{\Sigma} \operatorname{Max}\left(0, f_{i j}\right) \tag{3.24}
\end{equation*}
$$

If $t_{i} \leqq 0$, then $y_{i j}^{*}=0, j=1, \ldots, n . \quad$ If $t_{i}>0$, then $y_{i i}^{*}=1$ and, for all ifj

$$
y_{i j}^{*}= \begin{cases}1 & \text { if } f_{i j}>0  \tag{3.25}\\ 0 & \text { if } f_{i j} \leqq 0\end{cases}
$$

It should be noted here that $\theta_{i}$ will also be maximized if, for $t_{i}>0, y_{i i}^{*}=1$, and, for all $i \neq j$

$$
y_{i j}^{*}= \begin{cases}1 & \text { if } f_{i j} \geqq 0  \tag{3.26}\\ 0 & \text { if } f_{i j}<0\end{cases}
$$

This second possibility is not mentioned in [4], and although apparently not very significant, it has proved to be of some importance, especially when the convergence of the algorithm is studied. This point will be brought to attention again in Section 3.4.3.

Thus if $t_{i}>0, y_{i}^{*}$ is a binary $n$-vector with a one in the $i^{\text {th }}$
position. The column introduced into the basis is easily seen to be

$$
H_{i}^{*}=A_{i} \quad y_{i}^{*}=\left[\begin{array}{l}
\mathrm{y}_{i}^{*}  \tag{3.27}\\
l
\end{array}\right]
$$

Since $H_{i}^{*}$ is a binary vector, premultiplication by $B^{-1}$ involves nothing more than addition of the columns of $B^{-l}$ corresponding to the $i$ 's in $H_{i}^{*}$. Thus multiplications and divisions are not needed until the pivot step.

## Initial basic feasible solution

Because of the simple structure of the constraint matrix, initial basic feasible solutions are readily obtained without a 'Phase I' procedure. Two such possibilities are as follows.

## Initial Solution A

Since $d_{i j} \geqq 0$ for all $\underline{i}$ and $j$, it is clear that (3.2) can be replaced by

$$
\begin{equation*}
\sum_{i=1}^{n} \xi_{i j} \geqq 1, \quad j=1, \ldots, n \tag{3.2a}
\end{equation*}
$$

without loss of any optimal solution. It would also be desirable to replace (3.3) by

$$
\begin{equation*}
\sum_{i=1}^{n} \xi_{i i} \geqq p \tag{3.3a}
\end{equation*}
$$

However, since $d_{i i}=0$ for all $\underline{i}$, this would result in a median being located at every vertex. In order to avoid this, it is necessary to alter the distance (cost) structure so that

$$
\left\{\begin{array}{l}
d_{i j}=d_{i i}+W  \tag{3.28}\\
d_{i j}=d_{i j} \text { for } i \neq j
\end{array}\right.
$$

where $W$ is an arbitrarily large positive constant. This has the effect of forcing equality in (3.3a), white adding the constant pW to the objective function.

Now let $X_{p}^{\prime}=\left\{x_{i}^{\prime} \mid \xi_{i i}^{\prime}=1\right\}$ be any feasible solution to the $p-$ median problem. Generating $X_{p}^{\prime}$ is a simple matter. One can easily choose $p$ vertices to be medians, and then assign nonmedian vertex $x_{j}$ to median $x_{i}^{*}$ if $d_{i}{ }_{j}=\underset{i}{\operatorname{Min}} d_{i j}, x_{i}$ a median, where ties may be broken arbitrarily. Without loss of generality, assume $\xi_{11}^{\prime}=\ldots=\xi_{p p}^{\prime}=1$. This can always be achieved by renumbering the vertices.

Now, in order to construct an initial basic feasible solution to the master problem, note that $X_{p}^{\prime}$ generates solutions to each of the $\underline{p}$ subproblems defined from (3.21) to (3.23). These solutions are $y$-vectors of the form

$$
\begin{equation*}
y_{i}=\left[\frac{e_{i}}{-\frac{q_{i}}{q_{i}}}\right] \tag{3.29}
\end{equation*}
$$

where $e_{i}$ is the $i^{\text {th }}$ unit $p$-vector, and $q_{i}$ is an ( $n-p$ )-vector whose $j^{\text {th }}$ component is one if vertex $x_{p+j}$ is allocated to median $x_{i}$, and zero otherwise. Thus $p$ vectors of the form $\left[\begin{array}{c}y_{i} \\ 1\end{array}\right]$ can be placed in the basis, where the $I$ is from constraint (3.3a). The basis is then filled out with ( $n-p$ ) surplus variables from (3.2a) and one from (3.3a).

Thus

$$
B_{0}=\left[\begin{array}{c|c|c|c|c|c}
e_{1} & - & e_{p} & 0 & -- & 0  \tag{3.30}\\
\hline q_{1} & - & \frac{e_{p}}{q_{p}} & -e_{1} & - & -e_{n-p+1} \\
\hline 1 & - & \frac{1}{l} & & &
\end{array}\right],
$$

or

$$
B_{0}=\left[\begin{array}{l:c}
I_{p} & 0  \tag{3.31}\\
\hline Q & -I_{n-p+1} \\
\hline P_{p} &
\end{array}\right]
$$

where $P_{p}$ is the sum $p$-vector ( $1, \ldots, 1$ ). The basis $B_{0}$ has the desirable property of being involutory $\left(B_{0}=B_{0}^{-1}\right)$, so that the dual variables are readily computed as

$$
\begin{equation*}
\sigma=D_{B} B_{O}^{-1}=D_{B} B_{O}, \tag{3.32}
\end{equation*}
$$

and the initial $L P$ solution is $B_{0}^{-1} b_{0}=\left[P_{p}, 0\right]^{T}$. Note that none of the last $n-p+1$ variables in $\mathrm{B}_{\mathrm{O}}$ will be in the optimal LP basis at a positive level.

## Initial Solution B

Another easily invertable basis that has the advantage over $B_{0}$
of containing only one surplus variable is

where $Q$ is defined in (3.31). The matrix $I_{n-p}$ corresponds to allocating vertices $p+1$ through $\underline{n}$ to themselves. The inverse of $B_{1}$ is

$$
B_{1}^{-1}=\left[\begin{array}{ll|l|l}
I_{p} & & 0 & 0  \tag{3.34}\\
\hline-Q & & I_{n-p} & 0 \\
\hline\left(-p_{n-p} Q\right)+P_{p} & P_{n-p} & -1
\end{array}\right]
$$

and the initial LP solution is $B_{1}^{-1} b_{0}=\left[p_{p}, 0\right]^{T}$.
If $B_{1}$ is used (and assuming $n-p \geqslant 2$ ) it is possible to remove, on the first pivot, the last column corresponding to the surplus variable. This is done by introducing into $B_{1}$ a column $H_{i}$ corresponding to vertex $\underline{n}$ (or ( $n-1$ )) being a median, with vertex ( $n-1$ ) (or $\underline{n}$ ) allocated to it.

Column $H_{i}$ contains a $l$ in the last three rows and zeros elsewhere. Thus,

$$
\begin{equation*}
\mathrm{B}_{1}^{-1} \mathrm{H}_{\mathrm{i}}=\mathrm{H}_{\mathrm{i}} \tag{3.35}
\end{equation*}
$$

and $H_{i}$ can be introduced into $B_{1}$ and the last column dropped. :
Basis $B_{1}$ was the one actually used when the IJP decomposition algorithm was coded, and for which computational results are given in a later section of this chapter.
3.4 The Decomposition Formulation Studied in Detail

The mathematical derivation of the decomposition formulation was given in Section 3.3. This formulation is now studied in detail. The decomposition formulation is initially illustrated by means of a small example solved by hand. Then computational results are given in 3.4.2. Finally degeneracy and the problems with convergence are discussed in Section 3.4.3.

### 3.4.1 A small example solved by hand

It was thought that the best way to illustrate the decomposition formulation would be to solve a small example by hand.

The initial basic feasible solution used for this purpose was Initial Solution A, despite the fact that Initial Solution B was used when the algorithm was programmed for the computer. Initial Solution A was chosen for the illustration because this was considered the best way to give a 'physical' interpretation to this formulation of the problem.

Consider the complete directed 4-vertex network whose distance matrix is given in Figure 3.3, and for which the optimal 2-median must be found. If the structure of the distance matrix is altered as per Equation (3.28), the matrix of Figure 3.4 is obtained.
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Distance Matrix of Illustrative Example


FIGURE 3.4
Modified Distance Matrix

The data for the LP decomposition formulation of Equations (3.8) to. (3.11) are then

$$
\begin{aligned}
& D_{1}=(W, 1,2,3) \quad ; \quad X_{1}=\left(\xi_{11}, \xi_{12}, \xi_{13}, \xi_{14}\right)^{T} \\
& D_{2}=(3, W, 1,2) \quad ; \quad x_{2}=\left(\xi_{21}, \xi_{22}, \xi_{23}, \xi_{24}\right)^{T} \\
& D_{3}=(4,3, w, 1) \quad ; \quad x_{3}=\left(\xi_{31}, \xi_{32}, \xi_{33}, \xi_{34}\right)^{T} \\
& D_{4}=(3,2,2, \text { W }) \quad ; \quad X_{4}=\left(\xi_{41}, \xi_{42}, \xi_{43}, \xi_{44}\right)^{T} \\
& A_{1}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right] ; \quad A_{2}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right] \\
& A_{3}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right] ; \quad A_{4}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{array}\right] \\
& b_{0}=[1,1,1,1,2]^{T} \\
& B_{1}=\left[\begin{array}{cccc}
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right] ; \quad B_{2}=\left[\begin{array}{cccc}
1 & -1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & -1 & 0 & 1
\end{array}\right] \\
& B_{3}=\left[\begin{array}{llll}
1 & 0 & -1 & 0 \\
0 . & 1 & -1 & 0 \\
0 & 0 & -1 & 1
\end{array}\right] ; \\
& B_{4}=\left[\begin{array}{llll}
1 & 0 & 0 & -1 \\
0 & 1 & 0 & -1 \\
0 & 0 & 1 & -1
\end{array}\right]
\end{aligned}
$$

Then, if Equations (3.8) to (3.11) are written in full, the following is obtained:

## 1. Equation (3.8)

Minimize

$$
\begin{aligned}
Z=\sum_{i=1}^{4} D_{i} X_{i} & =(W, 1,2,3)\left(\xi_{11}, \xi_{12}, \xi_{13}, \xi_{14}\right)^{T}+\ldots+ \\
& +(3,2,2, W)\left(\xi_{41}, \xi_{42}, \xi_{43}, \xi_{44}\right)^{T}= \\
& =W \xi_{11}+1 \times \xi_{12}+\ldots+2 \times \xi_{43}+W \xi_{44},
\end{aligned}
$$

Subject to
2. Equation (3.9)

$$
\sum_{i=1}^{4} A_{i} X_{i}=b_{0} \text {, or }
$$

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
\xi_{11} \\
\xi_{12} \\
\xi_{13} \\
\xi_{14}
\end{array}\right]+\ldots+\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\xi_{41} \\
\xi_{42} \\
\xi_{43} \\
\xi_{44}
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
1 \\
1 \\
2
\end{array}\right]
$$

or, finally,

$$
\begin{aligned}
& \xi_{11}+\xi_{21}+\xi_{31}+\xi_{41}=1 \\
& \xi_{12}+\xi_{22}+\xi_{32}+\xi_{42}=1 \\
& \xi_{13}+\xi_{23}+\xi_{33}+\xi_{43}=1 \\
& \xi_{14}+\xi_{24}+\xi_{34}+\xi_{44}=1 \\
& \xi_{11}+\xi_{22}+\xi_{33}+\xi_{44}=2
\end{aligned}
$$

Equations (3.8) and (3.9) correspond to the master problem.
Turning now to the subproblems, given by Equations (3.10) and (3.11):
3. Subproblem 1 $(i=1)$

$$
\mathrm{B}_{1} \mathrm{X}_{1} \leqq 0, \quad \mathrm{x}_{1} \geqq 0,
$$

$$
\left[\begin{array}{cccc}
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\xi_{11} \\
\xi_{12} \\
\xi_{13} \\
\xi_{14}
\end{array}\right] \leqq\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right],
$$

or, finally,

$$
\begin{aligned}
& -\xi_{11}+\xi_{12} \leq 0 \\
& -\xi_{11}+\xi_{13} \leq 0 \\
& -\xi_{11}+\xi_{14} \leq 0 ;
\end{aligned}
$$

and

$$
\xi_{1 j} \geqq 0, j=1, \ldots, 4
$$

and similarly for the other three subproinlems.
It is now possible to understand more easily the meaning of the vectors $y_{i}^{k}, k=1, \ldots, T_{i}$, described in Section 3.3 as the extreme rays of $S_{i}$. They are vectors for which either
A. $\quad y_{i j}=\xi_{i j}=0$ for all $\underline{j}$, or
B. $y_{i i}=\xi_{i i}=1$ and $y_{i j}=\xi_{i j}=0$ or 1 for all $j \neq i$.

The value of $y_{i i}$ in the above is $y_{i i}=I$ if vertex $x_{i}$ is assigned as a median, and $y_{i i}=0$ otherwise. When a vertex $x_{i}$ is assigned as a median, $y_{i j}=1$ indicates that vertex $x_{j}$ is allocated to median $x_{i}$ and $y_{i j}=0$ otherwise.

Any of the subproblems can generate $2^{n-1}$ vectors that satisfy Equations (3.10) and (3.11) for a specific i. Not all these vectors, however, can be considered as candidates to enter the basis of the master problem, since at every iteration the number of medians must be equal to p in order that feasibility is maintained in the master problem. The problem then is, all subproblems considered, to enter the basis of the master problem as few vectors as possible before the optimal solution to the IP is obtained. This explains the procedure
developed to choose the vector to enter the basis of the master problem at every iteration of the algorithu.

In the following the decomposition formulation is applied to find the optimal 2 -median of the network whose distance matrix is shown in Figure 3.3.

## Initial basic feasible solution

In order that an initial basic feasible solution is generated for the problem, let $x_{1}$ and $x_{2}$ be assigned as medians, i.e. let $x_{2}^{\prime}=\left\{x_{1}, x_{2}\right\}$. If $x_{3}$ and $x_{4}$ are then allocated to the two medians above in the best possible way, the following is obtained:

$$
\begin{aligned}
& \xi_{11}=1 \\
& \xi_{22}=\xi_{23}=\xi_{24}=1
\end{aligned}
$$

and

$$
\sigma\left(X_{2}^{\prime}\right)=3
$$

The next step is to generate $\mathrm{B}_{\mathrm{O}}$, given by (3.31):

$$
\mathrm{B}_{\mathrm{O}}=\mathrm{B}_{0}^{-1}=\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 \\
1 & 1 & 0 & 0 & -1
\end{array}\right]
$$

The initial LP solution is

$$
\beta=B_{0}^{-1} b_{0}=\left[P_{p}, 0\right]^{T}=\left[\begin{array}{c}
v_{1}^{i=1} \\
v_{2}^{i=2} \\
S_{3} \\
S_{4} \\
S_{5}
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
0 \\
0 \\
0
\end{array}\right],
$$

where $V_{l}^{i=k}$ means the $\ell^{\text {th }}$ vector to enter the basis, with $i=k$ implying that vertex $x_{k}$ is the assigned median in this vector. $S_{3}, S_{4}$ and $S_{5}$ are the vectors corresponding to the surplus variables. The initial ordered list of basic variables is then $V_{1}^{i=1}, v_{2}^{i=2}, S_{3}, S_{4}$ and $S_{5}$.

The vector $D_{B}$ corresponding to the initial basis is $D_{B}=(W, W+3,0,0,0)$. Now $\sigma$ can be readily calculated from Equation (3.32):

$$
\sigma=D_{B} B_{0}^{-1}=D_{B} B_{0}=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}, \sigma_{5}\right)=(W, W+3,0,0,0)
$$

It should be noted that the components of vector $D_{B}$ are the cost of the allocations of vertices to medians implied by the corresponding column vectors in the basis.

## Solving the problem

The 2-median problem is solved in the following. An optimal solution was obtained after six iterations. The interpretation of this optimal solution is given after the completion of the algorithm. Because of the nature of the decomposition formulation, the inverse matrix method, in the product form, was used to solve the master problem. For details concerning this method see Beale [6, Chapter 7].

## First iteration

The first step is to solve each of the four subproblems, so that $\theta$ and the vector to enter the basis can be determined:

$$
\begin{aligned}
& \bar{\sigma}_{1}^{\prime}=\left(\sigma_{1}+\sigma_{5}, \sigma_{2}, \sigma_{3}, \sigma_{4}\right)=(\mathrm{W}, \mathrm{~W}+3,0,0) \\
& \bar{\sigma}_{2}=\left(\sigma_{1}, \sigma_{2}+\sigma_{5}, \sigma_{3}, \sigma_{4}\right)=(\mathrm{W}, \mathrm{~W}+3,0,0) \\
& \bar{\sigma}_{3}=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}+\sigma_{5}, \sigma_{4}\right)=(\mathrm{W}, \mathrm{~W}+3,0,0) \\
& \bar{\sigma}_{4}=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}+\sigma_{5}\right)=(\mathrm{W}, \mathrm{~W}+3,0,0)
\end{aligned}
$$

## Subproblem 1

$$
\begin{aligned}
\mathrm{F}_{1}=\bar{\sigma}_{1}-D_{1} & =(0, W+2,-2,-3) \\
\theta_{1}^{*} & =t_{1}=W+2(>0) \\
\mathrm{y}_{1}^{*} & =(1,1,0,0)^{T}
\end{aligned}
$$

Subproblem 2

$$
\begin{aligned}
F_{2}=\bar{\sigma}_{2}-D_{2} & =(W-3,3,-1,-2) \\
\theta_{2}^{*} & =t_{2}=W(>0) \\
y_{2}^{*} & =(1,1,0,0)^{T}
\end{aligned}
$$

Subproblem 3

$$
\begin{aligned}
\mathrm{F}_{3}=\bar{\sigma}_{3}-\mathrm{D}_{3} & =(\mathrm{W}-4, \mathrm{~W},-\mathrm{W},-1) \\
\theta_{3}^{*} & =t_{3}=\mathrm{W}-4(>0) \\
\mathrm{J}_{3}^{*} & =(1,1,1,0)^{\mathrm{T}}
\end{aligned}
$$

## Subproblem 4

$$
\begin{gathered}
\mathrm{F}_{4}=\bar{\sigma}_{4}-\mathrm{D}_{4}=(\mathrm{W}-3, \mathrm{~W}+1,-2,-W) \\
\theta_{4}^{*}=t_{4}=W-2(>0) \\
y_{4}^{*}=(1,1,0,1)^{T} \\
\theta=\operatorname{Max}_{i} \theta_{i}^{*}=\theta_{1}^{*}
\end{gathered}
$$

The vector to enter the basis is $y_{1}^{*}$. The corresponding column to be introduced into the basis is given by Equation (3.27):

$$
\mathrm{H}_{1}^{*}=\left[\begin{array}{l}
\mathrm{y}_{1}^{*} \\
1
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
0 \\
0 \\
1
\end{array}\right]
$$

The vector to leave the basis must now be determined.

$$
\alpha=B_{0}^{-1} H_{1}^{*}=\left[\begin{array}{l}
1 \\
1 \\
1 \\
1 \\
I
\end{array}\right]
$$

Now, calculate

$$
\operatorname{Min}_{i} \beta_{i} / \alpha_{i}, \alpha_{i}>0=\operatorname{Min}(1 / 1,1 / 1,0 / 1,0 / 1,0 / 1)=0
$$

Any of three vectors $-S_{3}, S_{4}$ or $S_{5}$ - can be chosen to leave the basis. If $S_{3}$ is chosen, the new ordered list of basic variables is then: $v_{1}^{i=1}, v_{2}^{i=2}, v_{3}^{i=1}, S_{4}$ and $S_{5}$.

The inverse of the new basis, $\hat{\mathrm{B}}_{0}^{-1}$, must be now calculated. Elementary matrices [6] are used for this purpose.*

$$
\begin{aligned}
& \mathrm{T}_{1}=\left[\begin{array}{ccccc}
1 & & -1 & & \\
& 1 & -1 & & \\
& & 1 & & \\
& & -1 & 1 & \\
& & & & 1
\end{array}\right] \\
& \hat{B}_{0}^{-1}=T_{1} B_{0}^{-1}=\left[\begin{array}{rrrrrr}
1 & -1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 \\
1 & 0 & 1 & 0 & -1
\end{array}\right] .
\end{aligned}
$$

The new $\beta$ vector is then

$$
\hat{\beta}=T_{1} \beta=\left[\begin{array}{l}
1 \\
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

[^5]and, finally,
\[

$$
\begin{aligned}
& \hat{D}_{B}=(W, W+3, W+1,0,0) \\
& \hat{\sigma}=\hat{D}_{B} \hat{B}_{0}^{-1}=(W, 1, W+2,0,0)
\end{aligned}
$$
\]

The next four iterations proceed in a similar fashion. At the end of the fifth iteration the situation is the following:

Ordered list of basic variables $: v_{6}^{i=3}, v_{7}^{i=1}, v_{3}^{i=1}, v_{4}^{i=1}, v_{5}^{i=1}$

$$
\begin{aligned}
& \mathrm{T}_{5}=\left[\begin{array}{ccccc}
1 & 1 & & \\
& 1 / 2 & & \\
& 1 / 2 & 1 & \\
& -1 / 2 & & \\
& -1 / 2 & & 1
\end{array}\right] \\
& \hat{B}_{0}^{-1}=T_{5} B_{0}^{-1}=\left[\begin{array}{ccccc}
-1 & 0 & 0 & 0 & 1 \\
1 / 2 & 1 / 2 & 1 / 2 & 1 / 2 & -1 \\
-1 / 2 & 1 / 2 & -1 / 2 & -1 / 2 & 1 \\
1 / 2 & -1 / 2 & 1 / 2 & -1 / 2 & 0 \\
1 / 2 & -1 / 2 & -1 / 2 & 1 / 2 & 0
\end{array}\right]
\end{aligned}
$$

$$
\hat{\beta}=T_{5} \beta=\left[\begin{array}{l}
1 \\
0 \\
1 \\
0 \\
0
\end{array}\right]
$$

$$
\begin{aligned}
& \hat{D}_{B}=(W+1, W+6, W+1, W+2, W+3) \\
& \hat{\sigma}=\hat{D}_{B} \hat{B}_{O}^{-1}=(4,1,2,3, W-4)
\end{aligned}
$$

## Sixth iteration

$$
\begin{aligned}
& \bar{\sigma}_{1}=(W, 1,2,3) \\
& \bar{\sigma}_{2}=(4, W-3,2,3) \\
& \bar{\sigma}_{3}=(4,1, W-2,3) \\
& \bar{\sigma}_{4}=(4,1,2, W-1)
\end{aligned}
$$

## Subproblem 1

$$
\begin{gathered}
\mathrm{F}_{1}=\bar{\sigma}_{1}-D_{1}=(0,0,0,0) \\
\theta_{1}^{*}=t_{1}=0 \\
y_{1}^{*}=(0,0,0,0)^{T}
\end{gathered}
$$

Subproblem 2

$$
\begin{aligned}
F_{2}= & \bar{\sigma}_{2}-D_{2}=(1,-3,1,1) \\
& \theta_{2}^{*}=t_{2}=-3+1+1+1=0 \\
& y_{2}^{*}=(0,0,0,0)^{T}
\end{aligned}
$$

Subproblem 3

$$
\begin{aligned}
F_{3}= & \bar{\sigma}_{3}-D_{3}=(0,-2,-2,2) \\
& \theta_{3}^{*}=t_{3}=-2+0+0+2=0 \\
& y_{3}^{*}=(0,0,0,0)^{T}
\end{aligned}
$$

Subproblem 4

$$
\begin{aligned}
& F_{4}= \bar{\sigma}_{4}-D_{4}=(1,-1,0,-1) \\
& \theta_{4}^{*} \\
&=t_{4}=-1+1+0+0=0 \\
& y_{4}^{*}=(0,0,0,0)^{T}
\end{aligned}
$$

Then:

$$
\theta=\underset{i}{\operatorname{Max}} \theta_{i}^{*}=0 .
$$

The optimal solution has been found. The value of this solution is

$$
B=\left[\begin{array}{c}
v_{6}^{i=3} \\
v_{7}^{i=1} \\
v_{3}^{i=1} \\
v_{4}^{i=1} \\
v_{5}^{i=1}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
1 \\
0 \\
0
\end{array}\right]
$$

The interpretation of this solution is a fairly simple matter. As $v_{6}^{i=3}=v_{3}^{i=1}=1$, the $y_{i}^{*}$ vectors generated in the fourth $\left(v_{6}^{i=3}\right)$ and first $\left(V_{3}^{i=1}\right)$ iterations respectively provide the solution to the problem. Therefore,

$$
\mathrm{v}_{6}^{\mathrm{i}=3}=\left[\begin{array}{l}
\xi_{31} \\
\xi_{32} \\
\xi_{33} \\
\xi_{34}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1 \\
1
\end{array}\right],
$$

and

$$
\mathrm{v}_{3}^{\mathrm{i}=1}=\left[\begin{array}{l}
\xi_{11} \\
\xi_{12} \\
\xi_{13} \\
\xi_{14}
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
0 \\
0
\end{array}\right],
$$

or

$$
\begin{aligned}
& \xi_{11}=\xi_{12}=1 \\
& \xi_{33}=\xi_{34}=1 .
\end{aligned}
$$

The solution to the LP is integer and therefore also a solution to the 2 -median problem. The optimal 2 -median is then $\bar{X}_{2}=\left\{x_{1}, x_{3}\right\}$, with vertex $x_{2}$ allocated to median $x_{1}$ and vertex $x_{4}$ allocated to
median $\mathrm{x}_{3}$. The cost of this optimal solution is $\sigma\left(\overline{\mathrm{X}}_{2}\right)=2$, as it can be easily verified from the distance matrix of Figure 3.3. It is important to note that this matrix is not symmetrical and that the solution given above is optimal only for the direction $i\left(r_{\text {ow }}\right) \rightarrow j$ (column). That is, this is an optimal solution only if customers are served from facilities, as in the case of depots supplying customers in a distribution network. The optimal solution for the direction $j \rightarrow i$ - if, for example, the facilities are schools to which students must travel - is entirely different from the one above and can be obtained from the transpose of the matrix of Figure 3.3.

### 3.4.2 Computational results

Some computational experience with the decomposition algorithm is reported in [41]. The algorithm is also independently assessed in the present section of this thesis. The examples used for this purpose are mainly from networks whose data were randomly generated, with unit weights given to all vertices. A description of how the data were generated, and the actual data corresponding to each of the randomly generated networks used to test the algorithm are given in the appendix. Where examples taken from other sources were used, their origin is clearly indicated in the appropriate table.

The computational results of this section are shown in Tables 3.1 to 3.3. The decomposition algorithm was tested in a CDC 6400 computer, and initially single and double precision versions of the code were used. In addition, the effect of using a random initial basic feasible solution was compared with the possibility of using the Teitz and Bart heuristic method [98] for obtaining the initial basic solution for the algorithm.

It was initially thought that the lack of convergence of the decomposition algorithm might be overcome through greater accuracy in the computations. Double precision and reinvertion techniques (see

Orchard-Hays [84]) are possible ways to obtain greater accuracy for this particular algorithm. Unfortunately the results produced when double precision was used were very discouraging. Consequently, attempts to solve the algorithm's convergence problems through greater accuracy were subsequently dropped. The results shown in Tables. 3.1 to 3.3 correspond to the single precision version of the code.

In Table 3.1, results are shown for networks ranging from 5 to 33 vertices, and for a wide range of values of p . Some of the problems were also tested with the initial basic solution obtained from the Teitz and Bart hevistic method, and the corresponding results are shown in Table 3.2. Finally, in Table 3.3 the no heuristics option is compared to the heuristics one.

The examination of Tables 3.1 to 3.3 clearly shows that as the size of the network increases (and more often for the smaller values of $p$ ) the algorithm fails to converge after the maximum allowed 1000 iterations. It can be also observed from these tables that when the algorithm converges to an optimal solution, this solution is integer in the vast majority of the cases. Thjis is in line with the fact that the LP relaxation of the p-median problem usually produces all-integer solutions.

The lack of convergence is the only drawback of the decomposition formulation, but it is unfortunately a very serious one. This is not made very clear in [41]. The results shown in this section, however, indicate that the lack of convergence prevents the alyorithm from being used as a standard technique to solve the p-median problem.

- When the algorithm converges the method is very fast and requires less computer core when compared, for example, with the general LP formulation. Whereas it took 70.69 CDC 6400 seconds to find the fractional LP solution (for $p=3$ ) of the network of Figure 3.1 through the general formulation, the same example was solved in only 0.38 seconds when the decomposition formulation was used.

The lack of convergence of this formulation is due to its very degenerate nature. This is discussed in Section 3.4.3. It is interesting to note that sometimes the optimal solution is reached but not "recognized" as such by the algorithm. Refer for example to the $p=1$ and $p=4$ test cases of the 30 -vertex network of Table 3.1. In both cases the solution obtained at some iteration before the $1000^{\text {th }}$ was optimal, but the algorithm failed to recognize the optimality of these solutions.

## The use of a heuristic initial basic feasible solution

In Table 3.3 the performance of the algorithm is compared for two different initial basic feasible solutions. It is perhaps surprising that convergence was obtained more consistently when a random (and usually worse) initial solution was used. This was the case for $\mathrm{p}=2$ and $\mathrm{p}=3$ in the 15 -vertex network, $\mathrm{p}=2, \mathrm{p}=8$ and $\mathrm{p}=9$ in the 20 -vertex network and $\mathrm{p}=1$ in the 25 -vertex network. The reverse never occurred.

From the data of Table 3.3 it looks as though the closer the initial solution is to the optimal, the less likely is the algorithm to converge. On the other hand, when convergence occurs in both cases, the number of iterations it takes to reach the optimal solution does not follow a discernible trend. Sometimes convergence is quicker when the heuristic initial solution is used, sometimes the opposite is true. The use of a random initial solution appears, therefore, to be the best option concerning the choice of an initial basic feasible solution for the algorithm.

## Computing times

Computing times increase with $\underline{n}$, but for a given value of n the number of seconds per iteration remains practically unchanged as $p$ increases, decreasing only slightly as $p$ approaches $n$ for the

| $\begin{gathered} \text { Problem } \\ \text { Size } \\ \hline \end{gathered}$ |  | Convergence |  | Nature of Solution | Objective <br> Function |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | p | Yes or No | No. of Iterations | $\begin{aligned} & \text { [Integer (I) or } \\ & \text { Fractional (F)] } \end{aligned}$ | Value | Optimal? | $\begin{aligned} & \text { Time in } \\ & \text { Seconds } \end{aligned}$ |
| $5^{++}$ | 2 | Yes | 2 | I | 3.0 | Yes | 0.03 |
| $6_{++}^{++}$ | 2 | Yes | 10 | F | 14.0 | Yes | 0.07 |
| $9^{++}$ | 3 | Yes | 26 | I | 6.0 | Yes | 0.23 |
| 10* | 1 | Yes | 31 | I | 3446.0 | Yes | 0.35 |
| 10 | 2 | Yes | 42 | I | 2049.0 | Yes | 0.47 |
| 10 | 3 | Yes | 32 | I | 1524.0 | Yes | 0.33 |
| 10 | 4 | Yes | 26 | I | 1187.0 | Yes | 0.29 |
| 10 | 5 | Yes | 23 | I | 882.0 | Yes | 0.25 |
| 10 | 6 | Yes | 24 | I | 579.0 | Yes | 0.26 |
| 10 | 7 | Yes | 11 | I | 294.0 | Yes | 0.12 |
| 10 | 8 | Yes | 7 | I | 163.0 | Yes | 0.09 |
| 10 | 9 | Yes | 2 | I | 75.0 | Yes | 0.06 |
| 10 | 10 | Yes | 2 | I | 0.0 | Yes | 0.06 |
| 10** | 1 | Yes | 17 | I | 79.0 | Yes | 0.20 |
| 10 | 2 | Yes | 28 | I | 47.0 | Yes | 0.32 |
| 10 | 3 | Yes | 36 | F | 35.5 | Yes | 0.38 |
| 10 | 4 | Yes | 9 | I | 26.0 | Yes | 0.10 |
| 10 | 5 | Yes | 11 | I | 18.0 | Yes | 0.12 |
| 10 | 6 | Yes | 9 | I | 12.0 | Yes | 0.11 |
| 10 | 7 | Yes | 6 | I | 8.0 | Yes | 0.09 |
| 10 | 8 | Yes | 6 | I | 5.0 | Yes | 0.09 |
| 10 | 9 | Yes | 5 | I | 2.0 | Yes | 0.08 |
| 10 | 10 | Yes | 4 | I | 0.0 | Yes | 0.08 |

[^6]Table 3.1 (cont'ed) - Random Initial Solution

| Problem Size |  | Convergence |  | Nature of Solution | Objective Function |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | p | $\begin{gathered} \text { Yes or } \\ \text { No } \end{gathered}$ | No. of Iterations | [Integer (I) or Fractional (F)] | Value | Optimal? | $\begin{aligned} & \text { Time in } \\ & \text { Seconds } \end{aligned}$ |
| 15 | 1 | Yes | 34 | I | 809.0 | Yes | 0.69 |
| 15 | 2 | Yes | 222 | I | 412.0 | Yes | 4.75 |
| 15 | 3 | Yes | 171 | I | 294.0 | Yes | 3.82 |
| 15 | 4 | Yes | 172 | I | 215.0 | Yes | 3.65 |
| 15 | 5 | Yes | 160 | I | 150.0 | Yes | 3.31 |
| 15 | 6 | Yes | 483 | I | 113.0 | Yes | 10.10 |
| 15 | 7 | Yes | 63 | I | 93.0 | Yes | 1.23 |
| 15 | 8 | Yes | 36 | I | 74.0 | Yes | 0.65 |
| 15 | 9 | Yes | 26 | I | 57.0 | Yes | 0.50 |
| 15 | 10 | Yes | 18 | I | 41.0 | Yes | 0.39 |
| 20 | 1 | Yes | 41 | I | 1159.0 | Yes | 1.31 |
| 20 | 2 | Yes | 387 | I | 724.0 | Yes | 13.86 |
| 20 | 3 | No | 1000 | - | 523.0 | No | 34.69 |
| 20 | 4 | No | 1000 | - | 511.0 | No | 34.75 |
| 20 | 5 | No | 1000 | - | 476.0 | No | 34.92 |
| 20 | 6 | No | 1000 | - | 392.0 | No | 35.72 |
| 20 | 7 | No | 1000 | - | 356.0 | No | 34.96 |
| 20 | 8 | Yes | 465 | I | 199.0 | Yes | 15.79 |
| 20 | 9 | Yes | 132 | I | 175.0 | Yes | 4.03 |
| 20 | 10 | Yes | 129 | I | 151.0 | Yes | 4.20 |

+ CPU Time, in CDC 6400 seconds

Table 3.1 (cont'ed) - Random Initial Solution

| Problem Size |  | Convergence |  | Nature of Solution | Objective Function |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | p | $\begin{gathered} \text { Yes or } \\ \text { No } \end{gathered}$ | No. of Iterations | [Integer (I) or <br> Fractional ( $F$ )] | Value | Optimal? | Time in ${ }^{+}$ <br> Seconds |
| 25 | 1 | Yes | 77 | I | 1352.0 | Yes | 3.41 |
| 25 | 2 | No | 1000 | $F$ | 980.50 | No | 53.02 |
| 25 | 3 | No | 1000 | - | 732.0 | No | 52.16 |
| 25 | 4 | No | 1000 | - | 790.0 | No | 52.68 |
| 25 | 5 | No | 1000 | - | 763.0 | No | 52.59 |
| 25 | 6 | No | 1000 | $F$ | 411.33 | No | 52.07 |
| 25 | 7 | No | 1000 | - | 533.0 | No | 52.32 |
| 25 | 8 | No | 1000 | - | 415.0 | No | 52.23 |
| 25 | 9 | No | 1000 | - | 393.0 | No | 52.17 |
| 25 | 10 | No | 1000 | - | 354.0 | No | 51.72 |
| 25 | 15 | No | 1000 | - | 184.0 | - | 50.84 |
| 25 | 20 | Yes | 32 | I | 51.0 | Yes | 1.35 |
| 30 | 1 | No | 1000 | - | 1432.0 | Yes | 74.67 |
| 30 | 2 | No | 1000 | - | 987.0 | No | 73.95 |
| 30 | 3 | No | 1000 | F | 767.0 | - | 72.43 |
| 30 | 4 | No | 1000 | - | 610.0 | Yes | 72.62 |
| 30 | 5 | Yes | 692 | I | 516.0 | Yes | 49.52 |
| 30 | 6 | Yes | 403 | I | 438.0 | Yes | 27.75 |
| 30 | 7 | No | 1000 | - | 663.0 | No | 72.79 |
| 30 | 8 | No | 1000 | - | 641.0 | No | 72.76 |
| 30 | 9 | No | 1000 | - | 455.0 | No | 66.45 |
| 30 | 10 | Yes | 196 | I | 265.0 | Yes | 12.49 |
| 30 | 15 | No | 1000 | - | 286.0 | No | 67.74 |
| 30 | 20 | Yes | 520 | I | 93.0 | Yes | 32.15 |
| 30 | 25 | Yes | 16 | I | 41.0 | Yes | 0.81 |

+ CPU Time, in CDC 6400 seconds

| $\begin{gathered} \text { Problem } \\ \text { Size } \\ \hline \end{gathered}$ |  | Convergence |  | Nature of Solution [Integer (I) or Fractional (F)] | Objective Function |  | $\begin{aligned} & \text { Time in }{ }^{+} \\ & \text {Seconds } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| , n | p | $\begin{gathered} \text { Yes or } \\ \text { No. } \end{gathered}$ | No. of Iterations |  | Value | Optimal? |  |
| $33^{++}$ | 1 | No | 1000 | - | 37993.0 | No | 88.56 |
| 33 | 2 | No | 1000 | - | 17592.0 | No | 88.67 |
| 33 | 3 | No | 1000 | - | 14627.0 | Yes | 85.15 |
| 33 | 4 | Yes | 830 | I | 12363.0 | Yes | 70.19 |
| 33 | 5 | Yes | 699 | I | 10398.0 | Yes | 58.58 |
| 33 | 6 | No | 1000 | - | 8862.0 | No | 83.17 |
| 33 | 7 | Yes | 423 | I | 8119.0 | Yes | 35.12 |
| 33 | 8 | Yes | 408 | F | 7460.0 | Yes | 33.39 |
| 33 | 9 | Yes | 354 | F | 6846.0 | Yes | 26.78 |
| 33 | 10 | Yes | 454 | I | 6267.0 | Yes | 36.14 |
| 33 | 15 | Yes | 121 | I | 4314.0 | Yes | 8.28 |
| 33 | 20 | Yes | 45 | I | 2786.0 | Yes | 2.49 |
| 33 | 25 | Yes | 23 | I | 1564.0 | Yes | 1.27 |

+ CPU Time, in CDC 6400 seconds
++ Karg and Thompson 33 City Data [57, p. 244]

Table 3.2 - Initial Solution from Heuristics

| $\begin{aligned} & \text { Problem } \\ & \text { Size } \\ & \hline \end{aligned}$ |  | Convergence |  | Nature of Solution | Objective Function |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | p | $\begin{gathered} \text { Yes or } \\ \text { No } \end{gathered}$ | No. of Iterations | [Integer (I) or Fractional (F)] | Value | Optimal? | Time in ${ }^{+}$ <br> Seconds |
| $5^{++}$ | 2 | Yes | 1 | I | 3.0 | Yes | 0.04 |
| $6^{++}$ | 2 | Yes | 5 | I | 14.0 | Yes | 0.06 |
| $9^{++}$ | 3 | Yes | 14 | I | 6.0 | Yes | 0.26 |
| 10* | 1 | Yes | 41 | I | 3446.0 | Yes | 0.49 |
| 10 | 2 | Yes | 26 | I | 2049.0 | Yes | 0.35 |
| 10 | 3 | Yes | 10 | I | 1524.0 | Yes | 0.21 |
| 10 | 4 | Yes | 11 | I | 1187.0 | Yes | 0.21 |
| 10 | 5 | Yes | 13 | I | 882.0 | Yes | 0.22 |
| 10 | 6 | Yes | 27 | I | 579.0 | Yes | 0.32 |
| 10 | 7 | Yes | 14 | I | 294.0 | Yes | 0.21 |
| 10 | 8 | Yes | 6 | I | 163.0 | Yes | 0.10 |
| 10 | 9 | Yes | 4 | I | 75.0 | Yes | 0.09 |
| 10 | 10 | Yes | 4 | I | 0.0 | Yes | 0.11 |
| 10** | 1 | Yes | 34 | I | 79.0 | Yes | 0.42 |
| 10 | 2 | Yes | 23 | I | 47.0 | Yes | 0.31 |
| 10 | 3 | Yes | 28 | F | 35.5 | Yes | 0.38 |
| 10 | 4 | Yes | 6 | I | 26.0 | Yes | 0.20 |
| 10 | 5 | Yes | 7 | I | 18.0 | Yes | 0.17 |
| 10 | 6 | Yes | 12 | I | 12.0 | Yes | 0.25 |
| 10 | 7 | Yes | 8 | I | 8.0 | Yes | 0.15 |
| 10 | 8 | Yes | 5 | I | 5.0 | Yes | 0.11 |
| 10 | 9 | Yes | 1 | I | 2.0 | Yes | 0.07 |
| 10 | 10 | Yes | 1 | I | 0.0 | Yes | 0.07 |

+ CPU Time, in CDC 6400 seconds (inclusive of time to perform heuristics)
++ Test case provided by A.W. Neebe (see Appendix)
* Example from Revelle and Swain [90,p.38]
** Example from Garfinkel et al. [41,p.231]

Table 3.2 (cont'ed) - Initial Solution from Heuristics

| $\begin{gathered} \text { Problem } \\ \text { Size } \\ \hline \end{gathered}$ |  | Convergence |  | Nature of Solution | Obiective Function |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | p | $\begin{gathered} \text { Yes or } \\ \text { No } \end{gathered}$ | No. of Iterations | [Integer (I) or Fractional (F)] | Value | Optimal? | Time in ${ }^{+}$ Seconds |
| 1.5 | 1 | Yes | 201 | I | 809.0 | Yes | 4.25 |
| 1.5 | 2 | No | 1000 | - | 412.0 | Yes | 21.21 |
| 15 | 3 | No | 1000 | - | 294.0 | Yes | 22.00 |
| 15 | 4 | Yes | 293 | I | 215.0 | Yes | 6.66 |
| 15 | 5 | Yes | 704 | I | 150.0 | Yes | 15.92 |
| 15 | 6 | Yes | 256 | I | 113.0 | Yes | 5.97 |
| 15 | 7 | Yes | 148 | I | 93.0 | Yes | 3.47 |
| 15 | 8 | Yes | 60 | I | 74.0 | Yes | 1.52 |
| 15 | 9 | Yes | 24 | I | 57.0 | Yes | 0.77 |
| 15 | 10 | Yes | 31 | I | 41.0 | Yes | 0.79 |
| 20 | 1 | Yes | 620 | I | 1159.0 | Yes | 23.03 |
| 20 | 2 | No | 1000 | - | 724.0 | Yes | 37.68 |
| 20 | 3 | No | 1000 | - | 518.0 | Yes | 37.51 |
| 20 | 4 | No | 1000 | - | 414.0 | Yes | 36.98 |
| 20 | 5 | No | 1000 | - | 353.0 | No | 37.32 |
| 20 | 6 | No | 1000 | - | 259.0 | Yes | 36.58 |
| 20 | 7 | No | 1000 | - | 230.0 | No | 37.42 |
| 20 | 8 | No | 1000 | - | 202.0 | No | 37.98 |
| 20 | 9 | No | 1000 | - | 175.0 | Yes | 35.50 |
| 20 | 10 | Yes | 275 | I | 151.0 | Yes | 10.31 |

Table 3.2 (cont'ed) - Initial Solution from Heuristics

| Problem$\qquad$ |  | Convergence |  | Nature of Solution | Objective <br> Function |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | p | $\begin{aligned} & \text { Yes or } \\ & \text { No } \end{aligned}$ | No. of Iterations | [Integer (I) or Fractional (F)] | Value | Optimal? | $\begin{aligned} & \text { Time in }{ }^{+} \\ & \text {seconds } \end{aligned}$ |
| 25 | 1 | No | 1000 | - | 1352.0 | Yes | 54.60 |
| 25 | 2 | No | 1000 | - | 1027.0 | No | 56.59 |
| 25 | 3 | No | 1000 | - | 777.0 | No | 59.17 |
| 25 | 4 | No | 1000 | - | 556.0 | Yes | 56.41 |
| 25 | 5 | No | 1000 | - | 468.0 | Yes | 55.93 |
| 25 | 6 | No | 1000 | - | 387.0 | Yes | 50.79 |
| 25 | 7 | No | 1000 | - | 341.0 | Yes | 51.47 |
| 25 | 8 | No | 1000 | - | 303.0 | No | 51.88 |
| 25 | 9 | No | 1000 | - | 266.0 | Yes | 54.13 |
| 25 | 10 | No | 1000 | - | 237.0 | No | 53.76 |
| 25 | 15 | No | 1000 | - | 128.0 | - | 51.82 |
| 25 | 20 | Yes | 5 | I | 51.0 | Yes | 1.27 |

+ CPU time, in CDC 6400 seconds (inclusive of time to perform heuristics)

| Problem Size |  | Convergence |  |  |  | Objective Function |  |  |  |  |  | Time in Seconds ${ }^{+}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No Heuristics |  | Heuristics |  | No Heuristics |  |  | Heuristics |  |  | No Heuristics | Heuristics ${ }^{++}$ |
| n | p | $\begin{gathered} \text { Yes or } \\ \text { No } \end{gathered}$ | No. of Iterations | $\begin{gathered} \text { Yes or } \\ \text { No } \end{gathered}$ | No. of Iterations | $\stackrel{I}{\text { or }} \mathrm{F}$ | Value | Optimal? | $\stackrel{I}{\text { or }} \mathrm{F}$ | Value | Optimal? |  |  |
| $5^{+++}$ | 2 | Yes | 2 | Yes | 1 | I | 3.0 | Yes | I | 3.0 | Yes | 0.03 | 0.04 |
| $6_{+++}^{+++}$ | 2 | Yes | 10 | Yes | 5 | F | 14.0 | Yes | I | 14.0 | Yes | 0.07 | 0.06 |
| $9^{+++}$ | 3 | Yes | 26 | Yes | 14 | I | 6.0 | Yes | I | 6.0 | Yes | 0.23 | 0.26 |
| 10* | 1 | Yes | 31 | Yes | 41 | I | 3446.0 | Yes | I | 3446.0 | Yes | 0.35 | 0.49 |
| 10 | 2 | Yes | 42 | Yes | 26 | I | 2049.0 | Yes | I | 2049.0 | Yes | 0.47 | 0.35 |
| 10 | 3 | Yes | 32 | Yes | 10 | I | 1524.0 | Yes | I | 1524.0 | Yes | 0.33 | 0.21 |
| 10 | 4 | Yes | 26 | Yes | 11 | I | 1187.0 | Yes | I | 1187.0 | Yes | 0.29 | 0.21 |
| 10 | 5 | Yes | 23 | Yes | 13 | I | 882.0 | Yes | I | 882.0 | Yes | 0.25 | 0.22 |
| 10 | 6 | Yes | 24 | Yes | 27 | I | 579.0 | Yes | I | 579.0 | Yes | 0.26 | 0.32 |
| 10 | 7 | Yes | 11 | Yes | 14 | I | 294.0 | Yes | I | 294.0 | Yes | 0.12 | C. 21 |
| 10 | 8 | Yes | 7 | Yes | 6 | I | 163.0 | Yes | I | 163.0 | Yes | 0.09 | 0.10 |
| 10 | 9 | Yes | 2 | Yes | 4 | I | 75.0 | Yes | I | 75.0 | Yes | 0.06 | 0.09 |
| 10 | 10 | Yes | 2 | Yes | 4 | I | 0.0 | Yes | I | 0.0 | Yes | 0.06 | 0.11 |
| 10** | 1 | Yes | 17 | Yes | 34 | I | 79.0 | Yes | I | 79.0 | Yes | 0.20 | 0.42 |
| 10 | 2 | Yes | 28 | Yes | 23 | I | 47.0 | Yes | I | 47.0 | Yes | 0.32 | 0.31 |
| 10 | 3 | Yes | 36 | Yes | 28 | F | 35.5 | Yes | F | 35.5 | Yes | 0.38 | 0.38 |
| 10 | 4 | Yes | 9 | Yes | 6 | I | 26.0 | Yes | I | 26.0 | Yes | 0.10 | 0.20 |
| 10 | 5 | Yes | 11 | Yes | 7 | I | 18.0 | Yes | I | 18.0 | Yes | 0.12 | 0.17 |
| 10 | 6 | Yes | 9 | Yes | 12 | I | 12.0 | Yes | I | 12.0 | Yes | 0.11 | 0.25 |
| 10 | 7 | Yes | 6 | Yes | 8 | I | 8.0 | Yes | I | 8.0 | Yes | 0.09 | 0.15 |
| 10 | 8 | Yes | 6 | Yes | 5 | I | 5.0 | Yes | I | 5.0 | Yes | 0.09 | 0.11 |
| 10 | 9 | Yes | 5 | Yes | 1 | I | 2.0 | Yes | I | 2.0 | Yes | 0.08 | 0.07 |
| 10 | 10 | Yes | 4 | Yes | 1 | I | 0.0 | Yes | I | 0.0 | Yes | 0.08 | 0.07 |

+ CPU time, in CDC 6400 seconds
++ Inclusive of time to perform heuristics
+++ Test case provided by A.W. Neebe (see
* Example from Revelle and Swain [90, p. 38]
** Example from Garfinkel et al. [41, p.231]
Appendix)

Table 3.3 (cont'ed) - Comparison of random vs. heuristic initial solution

| Problem Size |  | Convergence |  |  |  | Objective Function |  |  |  |  |  | Time in Seconds ${ }^{+}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No heuristics |  | Heuristics |  | No Heuristics |  |  | Heuristics |  |  | No Heuristics | $\underline{\text { Heuristics }}^{++}$ |
| n | p | Yes or No | No. of Iterations | $\begin{gathered} \text { Yes or } \\ \text { No } \end{gathered}$ | No. of Iterations | $\begin{gathered} I \\ \text { or } F \end{gathered}$ | Value | Optimal? | $\begin{gathered} I \\ \text { or } F \end{gathered}$ | Value | Optimal? |  |  |
| 15 | 1 | Yes | 34 | Yes | 201 | I | 809.0 | Yes | I | 809.0 | Yes | 0.69 | 4.25 |
| 15 | 2 | Yes | 222 | No | 1000 | I | 412.0 | Yes | - | 412.0 | Yes | 4.75 | 21.21 |
| 15 | 3 | Yes | 171 | No | 1000 | I | 294.0 | Yes | - | 294.0 | Yes | 3.82 | 22.00 |
| 15 | 4 | Yes | 172 | Yes | 293 | I | 215.0 | Yes | I | 215.0 | Yes | 3.65 | 6.66 |
| 15 | 5 | Yes | 160 | Yes | 704 | I | 150.0 | Yes | I | 150.0 | Yes | 3.31 | 15.92 |
| 15 | 6 | Yes | 483 | Yes | 256 | I | 113.0 | Yes | I | 113.0 | Yes | 10.10 | 5.97 |
| 15 | 7 | Yes | 63 | Yes | 148 | I | 93.0 | Yes | I | 93.0 | Yes | 1.23 | 3.47 |
| 15 | 8 | Yes | 36 | Yes | 60 | I | 74.0 | Yes | I | 74.0 | Yes | 0.65 | 1.52 |
| 15 | 9 | Yes | 26 | Yes | 24 | I | 57.0 | Yes | I | 57.0 | Yes | 0.50 | 0.77 |
| 15 | 10 | Yes | 18 | Yes | 31 | I | 41.0 | Yes | I | 41.0 | Yes | 0.39 | 0.79 |
| 20 | 2 | Yes | - 41 | Yes | 620 | I | 1159.0 | Yes | I | 1159.0 | Yes | 1.31 | 23.03 |
| 20 | 2 | Yes | 387 | No | 1000 | I | 724.0 | Yes | - | 724.0 | Yes | 13.86 | 37.68 |
| 20 | 3 | No | 1000 | No | 1000 | - | 523.0 | No | - | 518.0 | Yes | 34.69 | 37.51 |
| 20 | 4 | No | 1000 | No | 1000 | - | 511.0 | No | - | 414.0 | Yes | 34.75 | 36.98 |
| 20 | 5 | No | 1000 | No | 1000 | - | 476.0 | No | - | 353.0 | No | 34.92 | 37.32 |
| 20 | 6 | No | 1000 | No | 1000 | - | 392.0 | No | - | 259.0 | Yes | 35.72 | 36.58 |
| 20 | 7 | No | 1000 | No | 1000 | - | 356.0 | No | - | 230.0 | No | 34.96 | 37.42 |
| 20 | 8 | Yes | 465 | No | 1000 | I | 199.0 | Yes | - | 202.0 | No | 15.79 | 37.98 |
| 20 | 9 | Yes | 132 | No | 1000 | I | 175.0 | Yes | - | 175.0 | Yes | 4.03 | 35.50 |
| 20 | 10 | Yes | 129 | Yes | 275 | I | 151.0 | Yes | I | 151.0 | Yes | 4.20 | 10.31 |

+ CPU time, in CDC 6400 seconds
++ Inclusive of time to perform heuristics

| Problem Size |  | Convergence |  |  |  | Objective Function |  |  |  |  |  | Time in Seconds ${ }^{+}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No heuristics |  | Heuristics |  | No Heuristics |  |  | Heuristics |  |  | No Heuristics | ${ }^{\text {Heuristics }}{ }^{++}$ |
| n | $\underline{0}$ | $\begin{aligned} & \text { Yes or } \\ & \text { No } \end{aligned}$ | No. of Iterations | $\begin{aligned} & \text { Yes or } \\ & \text { No } \end{aligned}$ | No. of Iterations | $\stackrel{I}{\text { or } F}$ | Value | Optimal? | $\stackrel{I}{\text { or } F}$ | Value | Optimal? |  |  |
| 25 | 1 | Yes | 77 | No | 1000 | I | 1352.0 | Yes | - | 1352.0 | Yes | 3.41 | 54.60 |
| 25 | 2 | No | 1000 | No | 1000 | F | 980.50 | No | - | 1027.0 | No | 53.02 | 56.59 |
| 25 | 3 | No | 1000 | No | 1000 | - | 732.0 | No | - | 777.0 | No | 52.16 | 59.17 |
| 25 | 4 | No | 1000 | No | 1000 | - | 790.0 | No | - | 556.0 | Yes | 52.68 | 56.41 |
| 25 | 5 | No | 1000 | No | 1000 | - | 763.0 | No | - | 468.0 | Yes | 52.59 | 55.93 |
| 25 | 6 | No | 1000 | No | 1000 | F | 411.33 | No | - | 387.0 | Yes | 52.07 | 50.79 |
| 25 | 7 | No | 1000 | No | 1000 | - | 533.0 | No | - | 341.0 | Yes | 52.32 | 51.47 |
| 25 | 8 | No | 1000 | No | 1000 | - | 415.0 | No | - | 303.0 | No | 52.23 | 51.88 |
| 25 | 9 | No | 1000 | No | 1000 | - | 393.0 | No | - | 266.0 | Yes | 52.17 | 54.13 |
| 25 | 10 | No | 1000 | No | 1000 | - | 354.0 | No | - | 237.0 | No | 51.72 | 53.76 |
| 25 | 15 | No | 1000 | No | 1000 | - | 184.0 |  | - | 128.0 |  | 50.84 | 51.82 |
| 25 | 20 | Yes | 32 | Yes | 5 | I | 51.0 | Yes | I | 51.0 | Yes | 1.35 | 1.27 |

+ CPU time, in CDC 6400 seconds
++ Inclusive of time to perform heuristics
larger values of $\underline{n}$. Table 3.4 below shows the number of CDC 6400 seconds per iteration for several values of $\underline{n}$. The data of Table 3.4 were obtained from Table 3.1.

Table 3.4 - CDC 6400 Seconds Der iteration.

| Number of <br> Vertices $(\mathrm{n})$ | CDC 6400 Seconds <br> per iteration |
| :---: | :---: |
| 10 | 0.011 |
| 15 | 0.021 |
| 20 | 0.035 |
| 25 | 0.052 |
| 30 | 0.070 |
| 33 | 0.080 |

The obvious conclusion to be drawn from the table above is that if the convergence problems of the algorithm are solved, the decomposition formulation can be used to solve the LP relaxation of the $p$-median problem for practically any size of network, within a reasonable amount of computer time.

### 3.4.3 Degeneracy and the problems with convergence

The serious convergence problems experienced in the previous section are due to the very degenerate nature of the decompositon formulation. This is more intensely felt for $\underline{p}$ small in relation to $\underline{n}$ and $\underline{n}$ large, although the convergence of the algorithm is data dependent to some extent. This data dependency can be best observed in the 33 -vertex network of Karg and Thompson [57], the computational results of which are shown in Table 3.1. For this particular network convergence occurred much more frequently than for the 20,25 and 30 -vertex networks shown in the same table.

The degenerate nature of the decomposition formulation can be readily understood from the nature of the initial IP solution, defined by the vector $\beta_{\mathrm{O}}$ below. $\beta_{\mathrm{O}}$ is given by

$$
\begin{equation*}
\beta_{0}=B^{-l_{b_{0}}}=\left[P_{p}, 0\right]^{T} \tag{3.36}
\end{equation*}
$$

where $B$ is the initial basis of the master problem - either $B_{0}$ of Equation (3.31) or $B_{1}$ of Equation (3.33).

In the vector $\beta_{O}$ above $p$ of its components are equal to one, and $(n-p)$ are equal to zero. Exactly $(n-p)$ basic variables are therefore equal to zero at the first iteration of the algorithm. This initial degeneracy is in fact maintained throughout the solution procedure, as shown in the next few paragraphs. It is degeneracy on such large scale that is responsible for the lack of convergence reported in 3.4.2.

In order to show how the algorithm progressses from an initial basic feasible solution to optimality, successive values of the $\beta$ solution vector are shown in the following for a particular application of the algorithm. This application was to find the optimal 3-median of the network of Figure 3.1, after the variables $\xi_{11}$ and $\xi_{12}$ had been fixed to one. All other variables in the problem were free to assume any value between zero and one. $\xi_{11}=\xi_{12}=1$ is in fact part of one of the six optimal solutions to the 3 -median problem of Figure 3.1.

Recall that the IP solution of the original problem was fractional for $p=3$. After making $\xi_{11}=\xi_{12}=1$, the initial basic feasible solution for this problem was $X_{3}^{\prime}=\left\{x_{1}, x_{3}, x_{4}\right\}$, with $\sigma\left(X_{3}^{\prime}\right)=55$. It took then 15 iterations for the $I P$ to converge to an all-integer solution with $\sigma\left(\bar{X}_{3}\right)=36$.

Successive $\beta!$ vectors, $j=1, \ldots, 15$, are given below. It
should be noted that vector $\beta_{j}$ differs from vector $\beta_{j}$ in that its
top entry corresponds to the value of the objective function at the end of the iteration. This value is omitted in vector $\beta_{j}$.

The initial $\beta!\left(\beta_{0}\right)$ corresponds to the initial basic feasible solution. It is given by

$$
\beta_{0}^{\prime}=\left[\begin{array}{l}
55 \\
1 \\
1 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

Except for the iteration in which the surplus variable was driven out of the initial basis $B_{1}$, the successive $\beta$ ! vectors were:

$$
\beta_{1}^{\prime}=\beta_{2}^{\prime}=\beta_{3}^{\prime}=\beta_{4}^{\prime}=\beta_{5}^{\prime}=\beta_{6}^{\prime}=\beta_{7}^{\prime}=\beta_{8}^{\prime}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

$$
\beta_{9}=\left[\begin{array}{c}
38.00 \\
0.29 \\
0.29 \\
0.14 \\
0 \\
0.14 \\
0.14 \\
0.29 \\
0.29 \\
0.71 \\
0.71 \\
0
\end{array}\right] \quad \beta_{10}^{\prime}=\left[\begin{array}{c}
37.56 \\
0.22 \\
0.44 \\
0.11 \\
0 \\
0.11 \\
0.11 \\
0.22 \\
0.22 \\
0.56 \\
0.78 \\
0.22
\end{array}\right]
$$

$$
\beta_{11}^{\prime}=\beta_{12}^{\prime}=\beta_{13}^{\prime}=\beta^{\prime}{ }_{14}=\beta_{15}^{\prime}=\left[\begin{array}{c}
36 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
0 \\
1
\end{array}\right]
$$

Regarding the $\beta_{j}^{\prime}$ vectors shown above, a few points are worth mentioning:

1. Except for $B_{9}^{\prime}$ and $B_{10}^{\prime}$, the solution vectors remain very degenerate throughout the solution prodedure;
2. Notice the very "stationary" nature of the algorithm, i.e. it usually takes a very large number of iterations for the solution vector to change;
3. Although the optimal solution was attained at the end of iteration II, optimality was only "recognized" by the algorithm at the end of iteration 15 .

## Some comments regarding the convergence of the algorithm

It has already been said that the convergence problems experienced by the decomposition formulation are due to its very degenerate nature, and that the use of greater accuracy in the computations does not improve the algorithm's convergence.

An approach suggested by Beale* consists in calculating the vector of dual variables using the following expression:

$$
\begin{equation*}
\hat{\sigma}=(1-\alpha) \sigma^{\dot{\phi}}+\alpha \sigma^{N}, \tag{3.37}
\end{equation*}
$$

where $\sigma^{N}$ is given by Equation (3.32) ( $\sigma^{N}=D_{B} B^{-1}$ ), $\sigma^{\phi}$ is the vector of dual variables computed in the previous iteration of the algorithm, and $\underline{\alpha}$ is a smoothing constant ( $0 \leqq \alpha \leqq 1$ ).

It is now worthwhile to take up a point made in Section 3.3, when the maximization of the objective function $\theta_{i}$ of subproblem $\underline{i}$ was being discussed. At that opportunity it was mentioned that, for $t_{i}>0, \theta_{i}$ is maximized if $y_{i j}^{*}=1$, and, for all $i \neq j$, if either

$$
y_{i j}^{*}=\left\{\begin{array}{lll}
l & \text { if } & f_{i j}>0  \tag{3.25}\\
0 & \text { if } & f_{i j} \leqq 0
\end{array}\right.
$$

or if

$$
y_{i j}^{*}=\left\{\begin{array}{lll}
I & \text { if } & f_{i j} \geqq 0  \tag{3.26}\\
0 & \text { if } & f_{i j}<0
\end{array}\right.
$$

In other words, when $f_{i j}=0$ the expression

$$
\begin{equation*}
\theta_{i}=\sum_{j=1}^{n} f_{i j}{ }^{\mathrm{y}}{ }_{i j} \tag{3.21}
\end{equation*}
$$

is maximized for any corresponding value of $y_{i j}$. The setting of $y_{i j}$ to zero or one is therefore entirely arbitrary when $f_{i j}=0$. The question that arises then is whether this property can be used to improve
the convergence of the algorithm.
Refer back to the example solved by hand in 3.4 .1 and suppose that at some stage

$$
\operatorname{Max}_{1 \leq i \leq 4} \theta_{i}=\theta_{1},
$$

and that $f_{12}=f_{13}=f_{14}=0$. The vector $y_{1}^{*}$ to enter the basis can then be any of eight possibilities, in each of which the top entry is equal to one. The three remaining entries can be any of the $2^{3}$ possible combinations of zeros and ones. It is possible to represent this vector $y_{1}^{*}$ by

$$
\mathrm{y}_{1}^{*}=\left[\begin{array}{c}
1 \\
\delta \\
\delta \\
\delta
\end{array}\right]
$$

with the $\delta^{\prime} s$ to be replaced by one of the possible eight combinations mentioned above.

It is important to emphasize that the use of a particular vector can improve the convergence of the algorithm if a situation similar to the one described above develops at a given stage of the solution procedure. The practical difficulty, however, is how to use opportunities of multiple choice in a consistent way so as to improve the convergence of the algorithm.

It should be finally said that, when the algorithm converges, the choice of one particular vector may have an influence on the number of iterations it takes for the LP to converge. Furthermore, if the problem has more than one optimal solution, the optimal solution actually obtained may be affected by the choice of the vector.

The facts described above were confirmed in practice when Equations (3.25) and (3.26) were used independently in separate runs of the decomposition formulation. It was then observed that convergence
was obtained in different number of iterations when (3.26) was used instead of (3.25). Furthermore, for problems with multiple optimal solutions, the solutions produced when (3.26) was used were generally different from the solutions obtained through the use of (3.25).

### 3.5 Conclusions

In the vast majority of cases the linear programming relaxation produces integer solutions that are optimal solutions to the $p$-median problem itself.

Two formulations of the linear programming relaxation were studied in the present chapter, and both were found to have their limitations. The general formulation produces very large linear programmes and is therefore unsuitable for use in large-scale networks. The decomposition formulation often does not converge because of its very degenerate nature. The problems with convergence become particularly serious as the size of the network increases, and for values of $p$ small in relation to $\underline{n}$.

Regarding the difficulties mentioned above it is felt that, while not much can be done in relation to the general formulation, there is room for improvement in the decomposition formulation. If the difficulties arising from the lack of convergence can be tackled, then this formulation, together with its embedding into branch-and-bound algorithms, can be used to solve the p-median problem for large-scale networks.

## CHAPTER FOUR

## BOUNDS FOR THE p-MEDIAN PROBLEM

### 4.1 Introduction

It is well known that the quality of the bounds used in tree search methods is a factor of vital importance in the efficiency of the method. Branch-and-bound algorithms so far developed for the p-median problem suffer from a lack of stronglower bounds, and for this reason they are not very efficient. On the other hand, although both formulations of the LP relaxation discussed in Chapter 3 can be embedded into branch-and-bound algorithms and used as bounds for the problem, their limitations prevent them from being effectively used in this context.

After a brief review of earlier work on bounds for the p-median problem, two new lower bounds are developed in the present chapter. One of the bounds is a graph-theoretical bound, based on shortest spanning trees and arborescences and other graphical properties of the p-median problem. The other bound is based on the dual of the LP relaxation of the problem, and a heuristic procedure has been developed to compute an exact bound.

Both the graph-theoretical and the dual bound perform substantially better than a third bound developed in [12](call this bound the shortest distance bound). It is in fact shown in a later section that the graph-theoretical bound dominates the shortest distance bound. As for the dual bound, it outperforms the graph-theoretical bound very consistently, especially for values of $p$ small in relation to n.

Computational results that allow a comparison of the three bounds mentioned above are presented at the end of the chapter.

### 4.2 Earlier work on bounds for the p-median problem

The first lower bounds developed for the p-median problem appeared in papers by Järvinen, Rajala and Sinervo [55] and El-Shaieb [30]. Christofides [12] developed the shortest distance bound, for a direct tree search algorithm he designed for the problem.

The bounds described in [12], [30] and [55] can be considered to belong to the same family of bounds. They use the same basic principles, but differ in details that take advantage of the type of search for which they were designed. A few words are said below on each of these bounds.

The branch-and-bound algorithm of Järvinen et al. is a "drop" algorithm. It starts with all facilities "open", and facilities are successively "closed" until exactly p facilities are left "open". The iterative process continues until all feasible solutions have been implicitly enumerated.

For the computation of the lower bound, assume that at a given stage $\underline{r}$ facilities, corresponding to vertices $\mathrm{x}_{\mathrm{k}]}, \mathrm{x}_{\mathrm{k} 2}, \ldots, \mathrm{x}_{\mathrm{kr}}$, have been "closed" ( $1 \leqq r<n-p$ ). There are then ( $n-r$ ) vertices left, from which $p$ vertices must be chosen. It is possible to define two sets of vertices:

$$
\begin{aligned}
v^{r}=\left\{x_{k l}, x_{k 2}, \ldots, x_{k r}\right\} \text { and } \begin{aligned}
v^{n-r} & =\left\{x_{\ell 1}, x_{\ell 2}, \ldots, x_{\ell n-r}\right\}= \\
& =v-v^{r}
\end{aligned},
\end{aligned}
$$

where V is the set of all vertices of the network. The corresponding sets of indices are

$$
K=\left\{k_{1}, k_{2}, \ldots, k_{r}\right\} \text { and } L=\left\{\ell_{1}, \ell_{2}, \ldots, \ell_{n-r}\right\}
$$

Now let $\mathrm{v}_{\mathrm{j}}$ be the weight of vertex $\mathrm{x}_{\mathrm{j}}$, and define $\mathrm{D}_{\mathrm{i} j}=\mathrm{v}_{\mathrm{j}} \mathrm{d}_{\mathrm{i} j}$ to be the weighted shortest distance between vertices $x_{i}$ and $x_{j}$ For every column $k \in K$ of matrix $D=\left[D_{i j}\right]$ it is possible to compute

$$
\begin{equation*}
s_{k}=\operatorname{Min}_{i \in \mathrm{~L}} D_{i k} \tag{4.1}
\end{equation*}
$$

On the other hand, for every column $\ell \in L$ of $D$,

$$
\begin{equation*}
s_{\ell}=\min _{\substack{i \in L \\ i \neq j}} D_{i j} \tag{4.2}
\end{equation*}
$$

can be calculated. The lower bound is then given by

$$
\begin{equation*}
\mathrm{LB}(\mathrm{~K})=\mathrm{S}_{\mathrm{K}}+\mathrm{S}_{\mathrm{L}} \tag{4.3}
\end{equation*}
$$

where $S_{K}=\sum_{K \in K} S_{K}$, and $S_{L}$ is the sum of the ( $n-r-p$ ) smallest $s_{\ell}$, $\ell \in L$.

The branch-and-bound algorithm developed by El-Shaieb uses a different concept. In his algorithm the tree branches represent assignments of sources (facilities) and destinations. Locations are added one at a time to either the source or the destination set to form the next branches. Each set of branches consists of two branches. One of the branches corresponds to adding a location to the source set, while the other branch corresponds to adding the same location to the destination set. At the end of each branch there is a node that contains the corresponding source and destination sets.

El-Shaieb developed two different lower bounds for his algorithm. If the first bound is used an optimal solution is produced after a larger number of iterations than if the second bound is used. The first bound, however, needs a small amount of computation per iteration and is reported to be more efficient for small values of $p$. The second bound is more efficient for the larger values of $p$.

The bounds proposed by El-Shaieb and Christofides can only be properly understood after a detailed description of the corresponding branch-and-bound algorithms. The algorithm of El-Shaieb will not be described here. The aigorithm developed by Christofides is given in Chapter 5; a detailed description of the corresponding bound is therefore
left for that chapter. However, as in a later section this bound is compared with the two bounds developed in the present chapter, its computation before the beginning of the tree search is described below.

Let $d=\left[d_{i j}\right]$ be the distance matrix of a $n$-vertex network whose vertices $x_{j}$ have weights equal to $v_{j}$. Now set up a matrix $M=\left[m_{k j}\right]$, the $j^{\text {th }}$ column of which contains all the vertices of the network arranged in ascending order of their shortest distance from vertex $x_{j}$. The first entry of column $\mathfrak{j}$ corresponds to vertex $x_{j}$ itself. Call $m_{\beta_{j}}$ the second entry of column $j$. A lower bound for the $p$-median problem is the sum of the ( $n-p$ ) smallest products:

$$
\begin{equation*}
v_{j} \times d\left(x_{j}, m_{\beta j}\right) \tag{4.4}
\end{equation*}
$$

over all vertices $x_{j}$ of the network. In the product above $\alpha\left(x_{j}, m_{\beta_{j}}\right)$ is the shortest distance between vertices $x_{j}$ and $m_{\beta} j^{\text {• }}$

Finally, a word should be said about the $I P$ relaxation of Chapter 3. In addition to providing an optimal solution to the p-median problem when the procedure converges and the solution is all-integer, non-integer solutions to the LP can obviously be used as lower bounds for the p-median problem. The use of the two formulations of Chapter 3 as bounds in branch-and-bound algorithms is discussed in Chapter 5 .

### 4.3 A Graph-Theoretical Bound

A graph-theoretical lower bound for the p-median problem is now developed. Shortest spanning trees and arborescences form the basis for the computation of this bound. For nonweighted networks further graph-theoretical properties are used to strengthen the bound.

The graph-theoretical bound has been developed for both nondirected and complete symmetrical (directed) networks. In most applications of the p-median problem, nondirected networiss are sufficient to adequately represent the problem. The association of weights with the vertices
of a nondirected network, however, is equivalent to transforming this network into a complete symmetrical one. As this thesis addresses itself to the more general case in which a weight $v_{j}$ is associated with every vertex $x_{j}$ of the network, complete symmetrical networks have been considered in the development of the graph-theoretical bound.

Trees, arborescences, shortest spanning trees and shortest spanning arborescencesare defined in the next section. This is followed by the development of the graph-theoretical bound for nondirected, nonweighted networks. The bound is then generalized for weighted networks. Finally, the graph-theoretical bound is shown to dominate the shortest distance bound.

### 4.3.1 Trees, Arborescences, Shortest Spanning Trees and Shortest <br> Spanning Arborescences

One of the most important concepts of graph theory is that of a tree. A tree can be either nondirected or directed, depending on the nature of the underlying graph. A nondirected tree is defined as follows [12].

Definition: A nondirected tree is a connected graph of $\underline{n}$ vertices and ( $n-1$ ) links.

A directed tree is called an arborescence. It can be defined as follows [12]:

Definition: A directed tree is a directed graph without a circuit, for which the indegree of every vertex is equal to unity, except for one vertex (called the root of the tree), for which the indegree is zero.

If $G=(X, A)$ is a nondirected graph of $n$ vertices, then a spanning
That spans eveny vulax it the graph. tree of $G$ is defined as a partial graph of $G$ which forms a tree A
spanning arborescence rooted at $\underline{\underline{r}}$ of a directed graph $G^{\prime}=\left(X^{\prime}, A^{\prime}\right)$ is a spanning tree of the underlying nondirected graph $\bar{G}^{\prime}=\left(X^{\prime}, \bar{A}^{\prime}\right)$, having the following properties [38]:
(i) Each vertex of $G^{\prime}$ other than $\underline{r}$ has just one arc of the arborescence directed toward it; and
(ii) No arc of the arborescence is directed towards $\underline{x}$.

The shortest spanning tree of a graph is defined for a nondirected graph $G$ when $\operatorname{costs} c_{i j}$ are associated with its links. It has obvious applications in cases where roads (gas pipelines, electric power lines, etc.) are to be used to connect $\underline{n}$ points in such a way as to minimize the total length of the road that has to be constructed. Several algorithms $[64,86]$ have been designed to construct the shortest spanning tree of a graph (network); the length of the shortest spanning tree is independent of the vertex at which its construction starts.

The corresponding concept for directed networks is called the shortest spanning arborescence. Unlike shortest spanning trees, shortest spanning arborescences depend on the root under consideration.

In [10], [24] and [104] general algorithms for the construction of the minimum shortest spanning arborescence of a network are given. Besides producing the minimum shortest arborescence, these algorithms may also be used to produce shortest spanning arborescences for any specified root. The method used in [10] is similar in several respects to the Hungarian method for the classical assignment problem [68, 69].

[^7]Kruskal's algorithm to construct shortest spanning trees. The lemma and the theorem have been used because they lend themselves to an easier generalization of the results to weighted networks.

The lemma is very general, being valid for both nondirected and directed networks, and even when the costs associated with the arcs of the network do not conform to the triangularity condition of metric space. The theorem only applies to nondirected, nonweighted networks, but is later extended to weighted networks.

Before the theorem is proved, it is necessary to derive a relationship that arises when a network is divided into a number of subnetworks. This relationship is of fundamental importance for the demonstration of the theorem. For the sake of clarity it will be derived within the context of the p -median problem.

Suppose that the optimal p-median of a network has been found. The original network can be then divided into $p$ subnetworks $N_{j}=\left(X_{j}, A_{j}\right)$. $X_{j}$ is the set of vertices of subnetwork $\dot{j}$, and comprises the $j^{\text {th }}$ assigned median and the nonmedian vertices allocated to $i t$. $A_{j}$ is the corresponding set of arcs, comprising all arcs of the original network interconnecting the vertices in $X_{j}$. The only arcs of the original network not present in any of the sets $A_{j}$ are the arcs of the original network that interconnect the newly formed subnetworks.

If the lengths of:
(i) The shortest spanning tree of the original network (call this length $\mathrm{SST}_{\mathrm{ON}}$ ), and of
(ii) The shortest spanning trees of each of the $\underline{p}$ subnetworks $N_{j}$ (call these lengths $\operatorname{SST}_{0 j}, j=1, \ldots, p$ ) are computed, the following relationship holds:

$$
\begin{equation*}
\operatorname{SST}_{\mathrm{ON}} \leqq \sum_{j=1}^{p} \mathrm{SST}_{O j}+\sum_{j=1}^{\mathrm{p}-1} \mathrm{SL}_{\mathrm{j}} \tag{4.5}
\end{equation*}
$$

where $\sum_{j=1}^{p-1} S L_{j}$ is the sum of the ( $p-1$ ) smallest arcs of the original
network not in $\bigcup_{j=1}^{p} A_{j}$ that will transform the $p$ newly formed subnetworks into a connected network.

Now let $G^{\prime}=\left(X^{\prime}, A^{\prime}\right)$ be a graph (directed or not), every vertex of which is defined to be either a source or a sink. Allocate each sink vertex $x \in X^{\prime}$ to a unique source vertex $y(x) \in X^{\prime}$. Form partial subraphs $T^{\prime}$ of $G^{\prime}$ by adding every arc on the shortest path from $x$ to $y(x)$, for all sink vertices $x$. If more than one shortest path from a given sink $x$ to the corresponding source $y(x)$ exists, choose only one such path. Then

Lemma - There is always a choice of a shortest path for each sink vertex The connespondinge
$x \in X^{\prime}$ for which ${ }^{\prime \prime}$ is a tree [12].
It is important to note that the lemma is valid for both directed and nondirected graphs. Furthermore, as no relationship related to metric spaces is assumed, the lemma is valid even for graphs whose arcs do not conform to the triangularity condition of metric space. Corollary - Let $\operatorname{SST}_{O j}$ be the length of the shortest spanning tree of one of the p subnetworks into which a nondirected, nonweighted network $\mathrm{N}=(\mathrm{X}, \mathrm{A})$ can be divided once the optimal p-median is known. Then ${ }^{S S T} O_{j}$ is a lower bound on the sum of shortest distances from the median $\mathrm{x}_{\mathrm{Oj}}$ of $\mathrm{N}_{\mathrm{j}}$ to the vertices allocated to it.

This follows immediately from the lemma above. The lemma guarantees that the subnetwork, formed when nonmedian vertices of $N_{j}$ are connected to the median $x_{O j}$ through the corresponding shortest paths, can be constructed so that a tree is formed. Call the length of this tree $\mathrm{ST}_{j}$. The shortest spanning tree of $\mathrm{N}_{\mathrm{j}}$ has a length that is, by definition, shorter than or equal to the length of any other spanning tree of $\mathrm{N}_{\mathrm{j}}$. Therefore

$$
\begin{equation*}
\mathrm{ST}_{\mathbf{j}} \geqq \mathrm{SST}_{0 \mathbf{j}} \tag{4.6}
\end{equation*}
$$

On the other hand, the sum of the shortest distances from $x_{0 j}$ to the vertices allocated to it is greater than or equal to $\mathrm{ST}_{\mathrm{j}}$ (some arcis can be counted twice or more when the sum of shortest distances is computed). It follows then that

$$
\begin{equation*}
\sum_{i} d\left(x_{i}, x_{0 j}\right) \geqq S T T_{j}, \tag{4.7}
\end{equation*}
$$

where the $x_{i}$ 's are the nonmedian vertices of $N_{j}$. If (4.6) and (4.7) are combined, it is possible to write

$$
\begin{equation*}
\sum_{i}^{\Sigma} d\left(x_{i}, x_{0 j}\right)-\operatorname{SST}_{0 j} \geqq 0 . \tag{4.8}
\end{equation*}
$$

The theorem can now be proved.
Theorem - Let $\mathbb{N}=(X, A)$ be a nondirected, nonweighted network for which the optimal p-median must be found. A lower bound on the value of the objective function of the problem is the length of the shortest spanning tree of the network, minus the shortest spanning tree's (p-1) longest links.

Proof - Suppose the optimal p-median was found and that the original network was divided into the $p$ subnetworks $\mathbb{N}_{j}=\left(X_{j}, A_{j}\right)$ defined above. Equation (4.8) can be applied to each of the p subnetworks:


Adding the p inequalities above it follows that

$$
\begin{equation*}
\sum_{j=1}^{p} \sum_{i j \in} d\left(x_{i j}, x_{0 j}\right)-\sum_{j=1}^{p} S S T_{0 j} \geqq 0 \tag{4.10}
\end{equation*}
$$

Now refer back to Equation (4.5). It can be re-arranged as

$$
\begin{equation*}
\sum_{j=1}^{p} \operatorname{SST}_{O j} \geqq \operatorname{SST}_{O N}-\sum_{j=1}^{p-J .} S L_{j} \tag{4.11}
\end{equation*}
$$

Substituting (4.11) into (4.10) it follows that


Before the optimal p-median is found, however, it is not known which are the ( $p-1$ ) $S L_{j}^{\prime}$ s that satisfy equations (4.11) and (4.12). For the computation of the lower bound, the worst possible case is that these $(p-1) S L{ }_{j}$ 's are the ( $p-1$ ) longest arcs of the shortest spanning tree of the original network. Let $L L_{j}$ be the arcs of this shortest spanning tree, ranked in order of decreasing arc length. $\mathrm{p}-1 \quad \mathrm{p}-1$ Since $\sum_{j=1} L L_{j} \geqq \sum_{j=1} S L_{j}$, it is finally possible to write

$$
\begin{equation*}
\sum_{j=1}^{p} \sum_{\substack{i j \in \\ \text { subnetwork (j) }}}^{\sum} d\left(x_{i j}, x_{O j}\right) \geqq \operatorname{SST}_{O N}-\sum_{j=1}^{p-1}{L L_{j}}_{j} \tag{4.13}
\end{equation*}
$$

The left-hand side of Equation (4.13) is the value of the objective function of the $p$-median problem. The theorem is thus proved.

Since shortest sparning trees are only defined for nondirected networks, the theorem is only valid for nondirected, nonweighted networks. Its extension to weighted networks, through the use of shortest spanning arborescences, is given in 4.3.4.
4.3.3 Further graph-theoretical properties and a stronger lower bound

In the previous section it was shown that shortest spanning trees can provide a lower bound for the p-median problem. This bound can be improved, as shown in the remainder of this section.

Consider again the $P$ subnetworks $N_{j}$ defined in the previous section. For each of the subnetworks construct the spanning tree defined in the lemma of that section. If $\delta_{j}$ is the degree of median $x_{0 j}$ of spanning tree $S T_{j}$, it is easy to see that

$$
\begin{equation*}
\sum_{j=1}^{p} \delta_{j} \leqq n-p \tag{4.14}
\end{equation*}
$$

In general it can be said that, when $\sum_{j=1}^{p} \delta_{j}<n-p$, the lengths of a number of arcs (say $\beta$ ) are counted at least twice when the value of the objective function of the p -median problem is computed. The value of $\beta$ is given by

$$
\begin{equation*}
\beta=(n-p)-\sum_{j=1}^{p} \delta_{j} \tag{4.15}
\end{equation*}
$$

Refer, for example, to Figure 4.1, in which the optimal 3-median of a l0-vertex network is shown through the spanning trees defined in the lemma of Section 4.3.2.

The 3 medians are vertices $x_{1}, x_{10}$ and $x_{5}$. In Figure 4.1c vertex $\mathrm{x}_{6}$ is two arcs away from $\mathrm{x}_{5}$, the median vertex to which it has been allocated. Consequently, the length of the arc $\overline{x_{7} x_{5}}$ is counted twice when the value of the objective function of the problem is computed.

For the example of Figure $4.1(n-p)=7$, and $\sum_{j=1}^{3} \delta_{j}=1+2+3=$ $6<7$. Then $\beta=7-6=1$, and the length of one arc $\left(\overline{x_{7} x_{5}}\right.$ in this particular case) is counted twice when the value of the objective function of the problem is computed.

It is possible to use the properties described above to strengthen the bound developed in 4.3.2. If $R_{j}$ is the sum of the lengths of the arcs of $\mathrm{ST}_{j}$ (subnetwork $\mathbb{N}_{\mathbf{j}}$ ) that must be added to the spanning tree's length in order to obtain the sum of shortest distances between source and sinks in $N_{j}$, it follows that

$$
\begin{equation*}
\underset{i}{\Sigma} d\left(x_{i}, x_{0 j}\right)=S T_{j}+R_{j} . \tag{4.16}
\end{equation*}
$$

Suppose now that it is possible to know that there are at least $\beta_{j}$ arcs whose length $l_{i}$ is counted twice or more in the computation of the sum of shortest distances. Then

$$
\begin{equation*}
R_{j} \geqq \sum_{i=1}^{\beta_{j}} \ell_{i}, \tag{4.17}
\end{equation*}
$$

and consequently,


Optimal 3-median of a 10-vertex network (Garfinkel et al. [41, p.231])

$$
\begin{equation*}
\sum_{i}^{\sum d}\left(x_{i}, x_{0 j}\right) \geqq S_{j}+\sum_{i=1}^{\beta_{j}} \ell_{i} \tag{4.18}
\end{equation*}
$$

Finally, as $\operatorname{SST}_{0 j} \leqq S T_{j}$,

$$
\begin{equation*}
\sum_{i} \mathrm{~d}\left(\mathrm{x}_{i}, \mathrm{x}_{0 j}\right) \geqq \operatorname{SST}_{0 j}+\sum_{i=1}^{\beta} \ell_{i} . \tag{4.19}
\end{equation*}
$$

If Equation (4.19) is now applied to each of the p subnetworks $N_{j}$, and the $p$ resulting inequalities are added together, the following is obtained:

$$
\operatorname{OF}(\bar{p})=\sum_{j=1}^{p} \sum_{i j \in} d\left(x_{i j}, x_{O j}\right) \geqq \sum_{j=1}^{p} \operatorname{SST}_{O j}+\sum_{j=1}^{p} \sum_{i_{j}=1}^{\beta} \ell_{i j},(4.20)
$$

where $O F(\bar{p})$ is the value of the optimal solution of the $p$-median problem. Now, by replacing $\sum_{j=1}^{p} S S T_{0 j}$ in Equation (4.20) by its value in Equation (4.5), it follows that

$$
\begin{equation*}
O F(\bar{p}) \geqq\left(S S T_{O N}-\sum_{j=1}^{p-1} L L_{j}\right)+\sum_{j=1}^{p} \sum_{i_{j}=1}^{\beta} \ell_{i j} . \tag{4.21}
\end{equation*}
$$

Before the optimal p-median is known, however, it is not possible to know exactly how many arcs of the network, if any, are going to be counted more than once when the value of $\mathrm{OF}(\overline{\mathrm{p}})$ is computed. From an examination of the jegrees of the vertices of the original network it is possible to know, however, the minimum number of arcs that are going to be counted at least twice, and the corresponding minimum total length. The following procedure is thus suggested:

Step 1. Calculate tre degree $\delta_{j}$ of each of the vertices of the network for which the optimal p-median is being sought.

Step 2. Rank these degrees in descending order, and call the ranked degrees $\delta_{R j}$.

Step 3. Compute

$$
\begin{equation*}
\alpha=\sum_{j=1}^{p} \delta_{R j} \tag{4.22}
\end{equation*}
$$

Step 4. (a) If $n-p \leqq \alpha$, no improvement can be added to the bound of section 4.3.2;
(b) If $n-p>\alpha$, compute

$$
\begin{equation*}
\beta=(n-p)-\alpha . \tag{4.23}
\end{equation*}
$$

Then add to the lower bound of section 4.3 .2 the sum of the lengths of the $\beta$ shortest arcs in the network. In the worst possible case at least the length of these $\beta$ arcs will be counted twice in the computation of the value of $\mathrm{OF}(\overline{\mathrm{p}})$.

### 4.3.4 Generalization for weighted networks

The extension of the lower bound derived in 4.3 .2 and 4.3 .3 to weighted networks is straightforward. Recall that in Chapter lit was shown that weighted networks must be transformed into complete (directed) symmetrical networks before they can be handled. In this section it will be always assumed that such transformation has taken place.

The theorem of Section 4.3 .2 can be readily extended to weighted networks. The theorem for weighted networks is:

Theorem - Let $N^{\prime}=\left(X^{\prime}, A^{\prime}\right)$ be a complete symmetrical network for which the optimal p-median must be found. A lower bound on the value of the objective function of the problem is the length of the minimum shortest spanning arborescence of the network, minus the ( $p-1$ ) longest arcs in this arborescence.

The proof is analogous to that of the theorem of Section 4.3.2, and for this reason will not be given here.

Note that graph-theoretical properties of the type discussed in 4.3 .3 cannot be used to improve the bound of weighted networks. Since the indegree of every vertex of a complete symmetrical network of $n$ vertices is equal to ( $n-1$ ), it follows that $\beta \leqq 0 \forall p$ ( $\beta$ is defined in the previous section). The bound provided by shortest spanning
arborescences cannot therefore be improved in the case of weighted networks.

### 4.3.5 Dominance over the shortest distance bound

It is not difficult to prove that the graph-theoretical bound dominates the shortest distance bound. The proof will be limited to nondirected, nonweighted networks. The extension to weighted networks is straightforward and will not be given here.

Recall that the shortest distance bound is equal to the sum of the ( $n-p$ ) smallest products

$$
\begin{equation*}
v_{j} \times d\left(x_{j}, m_{\beta_{j}}\right) \tag{4.24}
\end{equation*}
$$

over all vertices $\mathrm{x}_{\mathrm{j}}$ of the network. As only nonweighted networks will be considered, $v_{j}=1 \forall j$ in the present discussion. On the other hand, $d\left(x_{j}, m_{\beta_{j} j}\right)$ is the distance between vertex $x_{j}$ and the vertex closest to it in the distance matrix of the network. It is obvious that $m_{\beta_{j}} j$ has to be directly connected to $x_{j}$ through one of the links of the network.

It is interesting to note that the bound provided by shortest spanning trees is aiso the sum of ( $n-p$ ) lengths of links between vertices of the network: The shortest spanning tree of a network has ( $n-1$ ) links, and if ( $p-1$ ) links are subtracted from it exactly ( $n-p$ ) links are left. What remains to be proved is that each link used in the construction of the graph-theoretical bound is at least as long as the corresponding link used in the construction of the shortest distance bound.

In Kruskal's algorithm [64] for the shortest spanning tree, the links of the network must be ordered in ascending order of cost. Then, starting from the top of the list, links must be added to the initially disconnected set of vertices, provided that no circuit is formed when a new link is added to the existing set of links. A bound is obtained
for the $p$-median problem after ( $n-p$ ) links are selected in this way and their corresponding costs added to form the bound.

Now refer back to the shortest distance bound for nonweighted networks. This bound is also obtained by adding the costs of the ( $\mathrm{n}-\mathrm{p}$ ) shortest link; of the network. For this bound, however, there are no restrictions on the formation of circuits, and therefore every link used in the computation of the graph-theoretical bound is at least as long as the corresponding link used in the computation of the shortest distance bound. The graph-theoretical bound thus dominates the shortest distance bound.
4.4 A bound based on the dual of the linear programming relaxation of the problem

The dual of the linear programming relaxation of the p-median problem provides a very good lower bound for the problem. The difficulty in obtaining this bound is that, similarly to the primal, the dual is a very large linear programme. Any attempt to obtain the bound by actually solving the dual would lead to difficulties similar to those experienced when the primal was studied in Chapter 3 (see Section 4.4.1).

A heuristic procedure has been developed to generate approximate solutions to the dual IP. This procedure, which produces a: Tnue bound to the p-median problem, is a two-phase method. It takes advantage of the simple form of the dual objective function and of the special nature of its variables.

Very good bounds were obtained for the problem through this dual procedure. Computational results given in Section 4.5 compare the dual bound with both the shoriest distance bound and the graph-theoretical bound.

The dual formulation is derived in the next section. Then a heuristic procedure to generate approximate solutions to the dual is discussed, and a detailed step-by-step description of the algorithm is given. Finally, computational results that allow the dual bound to be evaluated are given for a wide range of values of $\underline{n}$ and $\underline{p}$.

### 4.4.1 The Dual Linear Programme

Recall the linear programming relaxation of the p-median problem. For the sake of convenience this formulation is repeated below. The symbols selected for the dual variables are indicated in brackets, alongside the corresponding primal constraints. The LP relaxation is

$$
\begin{equation*}
\text { Minimize } z=\sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j} \xi_{i j} \tag{4.25}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sum_{i=1}^{n} \xi_{i j}=1, j=1, \ldots, n  \tag{4.26}\\
& \sum_{i=1}^{n} \xi_{i i}=p  \tag{4.27}\\
& \left.\xi_{i j}-\xi_{i i} \leqq 0, i, j=1, \ldots, n, i \neq j \sigma_{i}\right]\left[\pi_{i j}\right]  \tag{4.28}\\
& \xi_{i j} \geqq 0, i, j=1, \ldots, n \tag{4.29}
\end{align*}
$$

The dual of this linear progranme is

$$
\begin{equation*}
\text { Maximize } z^{\prime}=\sum_{i=1}^{n} \sigma_{i}+p \sigma_{n+i} \tag{4.30}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sigma_{i}+\sigma_{n+1}-\underset{\substack{j=1 \\
j \neq i}}{n} \pi_{i j} \leqq 0 ¥ i  \tag{4.31}\\
& \sigma_{j}+\pi_{i j} \leqq d_{i j} \forall i, j, j \neq i \\
& \pi_{i j} \leqq 0 \forall i, j, j \neq i  \tag{4.32}\\
& \sigma_{i}<=>0, i=1, \ldots, n+1 \tag{4.33}
\end{align*}
$$

As indicated by Equation (4.34), the $\sigma_{i}$ 's are unconstrained variables. This is so because they correspond to equality constraints in the primal LP. A closer examination of the problem, however, makes it possible to determine the true nature of these variables.

Refer to the primal problem. Since $d_{i j} \geqq 0 ¥ i$, $j$, it is clear that Equation (4.26) can be replaced by

$$
\begin{equation*}
\sum_{i=1}^{n} \xi_{i j} \geqq 1, j=1, \ldots, n \tag{4.26a}
\end{equation*}
$$

without loss of any optimal solution. It then follows that

$$
\begin{equation*}
\sigma_{i} \geqq 0, i=1, \ldots, n . \tag{4.34a}
\end{equation*}
$$

On the other hand, if Equation (4.31) is re-arranged, the following is obtained:

$$
\begin{equation*}
\sigma_{n+1} \leqq-\sigma_{i}+\sum_{\substack{j=1 \\ j \neq i}}^{n} \pi_{i j} ¥ i \tag{4.31a}
\end{equation*}
$$

In view of Equations (4.33) and (4.34a) it follows immediately that

$$
\begin{equation*}
\sigma_{n+1} \leqq 0 \tag{4.34b}
\end{equation*}
$$

The dual LP can be now re-written as

$$
\operatorname{DLP}\left\{\begin{array}{c}
\text { Maximize } Z^{\prime}=\sum_{i=1}^{n} \sigma_{i}+p_{n+1}  \tag{4.30}\\
\text { Subject to } \\
\sigma_{i}+\sigma_{n+1}-\sum_{\substack{j=1 \\
j \neq i}}^{n} \pi_{i j} \leqq 0 \neq i \\
\sigma_{j}+\pi_{i j} \leqq d_{i j} ¥ i, j, j \neq i \\
\pi_{i j} \leqq 0 ¥ i, j, j \neq i \\
\sigma_{i} \leqq 0, i=1, \ldots, n \\
\sigma_{n+1} \leqq 0
\end{array}\right.
$$

It is easy to see that the optimal value of $Z^{\prime}$ (and therefore any value below it) is a lower bound for the p-median problem. Since the primal LP is a relaxation of the problem, if $\bar{X}_{p}$ is the value of the optimal solution of the p-median problem it follows that

$$
\begin{equation*}
\bar{X}_{p} \geq \operatorname{Min} Z \tag{4.3.5}
\end{equation*}
$$

On the other hand, Min $Z=\operatorname{Max} Z^{\prime}$ (Theorem of Duality [54]), and

$$
\begin{equation*}
\bar{X}_{p} \geqq \operatorname{Max} Z^{\prime} \tag{4.36}
\end{equation*}
$$

Consequently, if the dual LP is solved, the optimal value of its objective function (or any value below the optimal) is a lower bound for the p-median problem (call this bound the dual bound).

The only difficulty in computing the dual bound is that, similarly to the primal, the dual is a very large linear programme, with ( $\mathrm{n}^{2}+1$ ) variables and $\underline{n}^{2}$ constraints.

However, as the interest in the dual is limited to obtaining a bound for the p-median problem, if a heuristic procedure for solving the dual can be shown to yield solutions close to the optimal in an efficient way, this procedure can be used to compute Iower bounds for the problem.

Fortunately, the simple form of the dual objective function (Equation 4.30), plus the special nature of its variables, readily suggest such a procedure. The procedure has proved to be computationally efficient, and can therefore be embedded into branch-and-bound algorithms designed to solve the problem.

### 4.4.2 A heuristic method to solve the DLP

In the dual linear programme given by equations (4.30) through (4.34b), since $\sigma_{i} \geqq 0, i=1, \ldots, n$, and $\sigma_{n+1} \leqq 0, Z$ ' can be maximized if the positive $\sigma_{i}{ }^{\prime}$ s are chosen as large as possible,
while the absolute value of $\sigma_{n+l}$ is kept as small as possible, provided that equations (4.31), (4.32) and (4.33) are always satisfied, i.e. that the dual remains feasible throughout the procedure.

Now recall Equation (4.3la) given by

$$
\begin{equation*}
\sigma_{n+l} \leqq-\sigma_{i}+\sum_{\substack{j=1 \\ j \neq i}}^{n} \pi_{i j} ¥ i \tag{4.31a}
\end{equation*}
$$

For the dual to remain feasible throughout the procedure, given a set of values for the $\sigma_{i}^{\prime}$ s and $\pi_{i j}{ }^{\prime} s, \sigma_{n+1}$ must take a value that satisfies the $\underline{n}$ constraints of (4.31a). That is

$$
\begin{equation*}
\sigma_{n+1} \leqq \operatorname{Min}_{i}\left(-\sigma_{i}+\sum_{\substack{j=1 \\ j \neq i}}^{n} \pi_{i, j}\right) \tag{4.37}
\end{equation*}
$$

On the other hand, if the objective is to maximize $Z^{\prime}$, for a given set of $\sigma_{i}$ 's the absolute values of the $\pi_{i j}{ }^{\prime}$ 's must be the smallest possible values that will satisfy equations (4.32) and (4.33). This can be achieved by making

$$
\left\{\begin{array}{l}
\pi_{i j}=0 \text { if } \sigma_{j} \leqq d_{i j} \\
\pi_{i j}=-\left(\sigma_{j}-\alpha_{i j}\right) \text { if } \sigma_{j}>d_{i j}
\end{array}\right.
$$

Or, combining the two conditions above into one equation

$$
\begin{equation*}
\pi_{i j}=-\operatorname{Max}\left(0, \sigma_{j}-\alpha_{i j}\right) \neq i, j, j \neq i \tag{4,38}
\end{equation*}
$$

From the above it can be seen that, given the distance matrix [ $\alpha_{i j}$ ] of the network, and a set of values for the positive $\sigma_{i}{ }^{\prime} s$, both the $\pi_{i j}$ 's and $\sigma_{n+1}$ can be determined in an optimal way with respect to maximizing $Z^{\prime}$. The problem that remains is how to determine the initial $\sigma_{i}^{\prime}$ 's and, subsequently, how to modify these values in a
stepwise fashion, so as to increase $Z^{\prime}$ to a value as close to the optimal solution of the dual as possible. An algorithm that performs these tasks is given below.

## The detailed steps of the algorithm

The heuristic procedure given below is a two-phase method. The first phase is iterative, whereas the second phase is a one-pass algorithm.

The first phase of the procedure starts from a given set of $\sigma_{i}^{\prime} s$, and attempts to decrease the absolute value of $\sigma_{n+1}$ by suitably decreasing some of the $\sigma_{i}$ 's. This is done in such a way that an increase is obtained in the value of $Z^{\prime}$ from one iteration of this phase to the following iteration. When such increase is no longer possible, the second phase of the algorithm is activated.

The second phase of the method is a one-pass algorithm, in which an attempt is made to increase each of the positive $\sigma_{i}$ 's individually, but without altering as a consequence the value of $\sigma_{\mathrm{n}+1}$ obtained at the end of phase 1. This second phase starts from the values of the $\sigma_{i}$ 's at the end of phase 1 , and terminates after all $\underline{n} \sigma_{i}$ 's have been tentatively increased.

The detailed steps of the algorithm are now given.

## Phase 1

Step 1. Choose initial values for each of the $\underline{n}$ positive $\sigma_{i}$ 's (the choice of these initial values is discussed in 4.4.3). Then make $k=1$ and go to Step 2 below.

Step 2. For each i, $i=1, \ldots, n$, compute

$$
\begin{equation*}
\tau_{i}=\sigma_{i}-\sum_{\substack{j=1 \\ j \neq i}}^{n} \pi_{i j}, \tag{4.39}
\end{equation*}
$$

with the $\pi_{i j}$ 's computed as per Equation (4.38). Then compute the initial value of the bound ( $Z^{\prime}$ ) and go to Step 3 below.

Step 3. Find the largest and next-to-largest values of $\tau_{i}$. Call these values $\tau_{M X}$ and $\tau_{N M X}$ respectively. Set

$$
\sigma_{\mathrm{n}+1}=-\tau_{\mathbb{N X}} .
$$

Step 4. Attempt to increase $\sigma_{n+1}$ from $-\tau_{M X}$ to $-\tau_{N M X}$ by suitably decreasing the necessary $\sigma_{i}$ 's.* Start by computing, for the $\underline{i}$ corresponding to $\tau_{i}=\tau_{M X}$ (ties broken arbitrarily), the set $J$ defined by

$$
\begin{equation*}
J=\left\{\sigma_{j} \mid\left(\sigma_{j}-\alpha_{i j}\right) \geqq\left(\tau_{M X}-\tau_{\mathrm{NMX}}\right)\right\} \tag{4.40}
\end{equation*}
$$

Step 5. If $J=\emptyset$ go to Phase 2 of the algorithm, as $Z^{\prime}$ cannot be increased any further in Phase 1. Otherwise compute

$$
\begin{equation*}
S_{\operatorname{Max}}=\operatorname{MaX}_{\sigma_{j} \in J} \sum_{i=1}^{n} \operatorname{Max}\left(0, \sigma_{j}-d_{i j}\right) . \tag{4.41}
\end{equation*}
$$

Step 6. Decrease the $\sigma_{j}$ corresponding to $S_{M A X}$ by $\left(\tau_{M X}-\tau_{N M X}\right)$. Then recalculate the $\tau_{i}$ 's of Equation (4.39), given the decrease in $\sigma_{j}$ defined in the present step.

Step 7. After recalculating the $\tau_{i}{ }^{\prime}$ s check if, for any $i$, $\tau_{i}=\tau_{M X}$ (This is only possible if a tie occurred in the computation of $\tau_{M X}$ in Step 3). If so, repeat Steps 4 through to 7 in an attempt to change this $\tau_{i}$ to $\tau_{\text {NMX }}$. Otherwise go to Step 8 below.

Step 8. Compute $G_{k}$, the gain of iteration $k$ :

$$
\begin{equation*}
G_{k}=p\left(\tau_{M X}-\tau_{N M X}\right)-\sum_{\substack{\sigma_{j} \text { 's decreased } \\ \text { in Step } 6}}^{\dot{N}}\left(\sigma_{j}^{0}-\sigma_{j}^{N}\right), \tag{4.42}
\end{equation*}
$$

[^8]where $\sigma_{j}^{0}$ is the value of $\sigma_{j}$ before the start of $i$ teration $\underline{k}$ and $\sigma_{j}^{N}$ its value at the end of the iteration. Then go to Step 9 below. Step 9. (a) If $G_{k}>0$ increase $Z^{\prime}$ by $G_{k}$, make $k=k+1$ and go to Step 3 for a new iteration of Phase 1 of the algorithm;
(b) If $G_{k} \leqq 0$, go to Phase 2 of the algorithm.

## Phase 2

Step 10. Compute the difference ( $\tau_{M X}^{1}-\tau_{M M X}^{1}$ ), where $\tau_{M X}^{1}$ and $\tau_{N M X}^{1}$ are the values of $\tau_{M X}$ and $\tau_{N M X}$ at the end of Phase 1 . Then make $j=1$ and go to Step 11 below.

Step 11. Make

$$
\begin{equation*}
\sigma_{j}^{\mathrm{N}}=\sigma_{\mathrm{j}}^{0}+\left(\tau_{\mathrm{MX}}^{1}-\tau_{\mathrm{NMX}}^{1}\right) \tag{4.43}
\end{equation*}
$$

Then compute $\tau_{i} \forall i$ (Equation 4.39 ), given the change in $\sigma_{j}$ defined in the present step.
Step 12. (a) If, for any $\underset{i}{ }, \tau_{i}>\tau_{M X}^{1}$, make $\sigma_{j}^{0}$ the permanent value of $\sigma_{j}$. Then make $j=j+1$ and go to Step i3;
(b) If $\tau_{i} \leqq \tau_{M X}^{1} ¥ i$, make $\sigma_{j}^{\mathbb{N}}$ the permanent value of $\sigma_{j}$ and increase the value of $Z^{\prime}$ by ( $\left.\tau_{M X}^{1}-\tau_{\text {NMX }}^{1}\right)$. Then nake $j=j+I$ and go to Step 13 below.

Step 13. If $j \leqq n$ go to Step 11. Otherwise, terminate the algorithm. The final value of $Z^{\prime}$ is a lower bound for the $p$-median problem.

### 4.4.3 The initialization of the heuristic procedure

The final value of the dual bound depends to some extent on the initial values of the positive $\sigma_{i}$ 's. While there is great freedom of choice for these initial values when the bound is computed for the overall optimal solution to the problem, the choice is very restricted when some of the variables of the corresponding primal problem have known values. This is of special relevance wher the
bound is embedded into branch-and-bound algorithms, but a detailed discussion of the subject is left for the next chapter. The initialization discussed in the present section is therefore important only if interest is centred in obtaining a lower bound on the overall optimal solution of the p-median problem.

Three different starting rules are discussed below. Computational experience shows that while unreasonable starting values for the positive $\sigma_{i}$ 's may lead to useless bounds, none of the investigated starting rules always yield the best value for the bound. The corresponding results are summarized at the end of this section. The procedure described in 4.4 .2 is one in which the initial values of the positive $\sigma_{i}$ 's are decreased throughout the iterative phase of the algorithm. The algorithm must therefore start from values of $\sigma_{i}$ expected to be larger than their respective values at the termination of the procedure.

An alternative prccedure would be to start from small values for the $\sigma_{i}$ 's and build the bound by increasing these values in a stepwise fashion. This alternative procedure has not been investigated experimentally, given the satisfactory results obtainedwith the procedure described in 4.4 .2 , and its better suitability for embedding the bound into branch-and-bound algorithms.

## Starting Rules 1 and?

These two starting rules take advantage of a relationship developed by Diehr [22], which gives an approximate value for the summation of the positive $\sigma_{i}$ 's:

$$
\begin{equation*}
\sum_{i=1}^{n} \sigma_{i}=\bar{X}_{p}^{\prime}+p\left[\bar{X}_{p-1}^{\prime}-\bar{X}_{p}^{\prime}\right] \tag{4.44}
\end{equation*}
$$

where $\bar{X}_{p}^{\prime}$ and $\bar{X}_{p-1}^{\prime}$ are approximate solutions to the $p$ and $(p-1)$-median
problems respectively. Equation (4.44) is an approximation biased towards giving a value above the exact value of the summation, satisfying therefore the condition of providing initial values for the $\sigma_{i}$ 's above their expected final values.

The only difference between starting rules 1 and 2 is the way by which the individual $\sigma_{i}$ 's are obtained from the summation given by Equation (4.44). In starting Rule 1 the individual $\sigma_{i}$ 's are weighted according to the sum of distances in the corresponding column of the distance matrix of the network. In starting Rule 2 all initial $\sigma_{i}$ 's are equal to the result of the division of the summation of Equation (4.44) by the number of vertices of the network.

## Starting Rule 3

Starting Rule 3 assumes that the final values of the $\sigma_{i}$ 's used to calculate the bound for the ( $\mathrm{p}-1$ )-median problem are available prior to starting the procedure to find the dual bound for the p-median problem. The initial values of the $\sigma_{i}$ 's for calculating the dual $p$-median bound are then made equal to the final values of the $\sigma_{i}$ 's used to calculate the bound for the ( $p-1$ )-median problem. For $p=1$ each initial $\sigma_{i}$ is made equal to the average of the distances in the corresponding column of the distance matrix of the network.

Note that with starting Rule 3 the bound for the ( $p-1$ )-median problem must be available before the bound for the p-median problem can be calculated. It is therefore necessary to start by computing the bound from $p=1$ if one wishes to use starting Rule 3 to compute lower bounds for successive values of $p$, starting from $p=p_{\text {min }}$ and going up to $p=p_{\max }$. The computation of bounds for values of $p<p_{\min }$ is a necessary "starting-up" procedure if Rule 3 is to be used.

## Computational results

The results obtained with the dual bound are given in Table 4.1. Results for networks ranging from 10 to 50 vertices are shown in this table. As with the examples used to produce the computational results of Chapter 3, the data describing the randomly generated networks of Table 4.1 are given in the appendix of the thesis. Where examples taken from the literature were used, their origin is explicitly indicated.

In Table 4.1, for each of the starting rules the final value of the bound is given, together with the number of Phase 1 iterations and the total time taken to calculate the bound (CDC 7600 seconds ). The bound corresponding to the best starting rule is indicated for each case, and its value compared with the best available solution for the problem.

The percentage deviations shown in Table 4.1 confirm that the dual bound is a very good lower bound for the p-median problem. For networks of up to 15 vertices the average percentage deviation from the best available solution was only $0.96 \%$, whereas for networks ranging from 20 to 50 vertices the corresponding value was $3.53 \%$.

It should be clear from Table 4.1 that the results are inconclusive as to which is the best starting rule for the $\sigma_{i}$ 's for the great majority of the cases the bounds produced by the three rules are not very different from each other. It is important to note, however, that Rule 2 prevailed in $40 \%$ of the cases, whereas the corresponding percentages for Rules 1 and 3 were $31 \%$ and $29 \%$ respectively.

Starting Rule 3 appears to be the more unreliable of the three: for two of the networks of Table 4.1 ( $n=10$ and $n=25$ ) this rule produced meaningless bounds for a number of values of p .

$+\mathbb{N}=$ Large Negative Bound

* CPU time, in CDC 7600 seconds
** Example from Garfinkel et al. [41, p.231]
*** Where ties occurred in the value of the bound, no. of iterations and computing time, in this order, were used to determine the rule yielding the best bount
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* CPU time, in CDC 7600 seconds
** Where ties occurred in the value of the bound, no. of iterations and computing time, in this order, were used to determine the rule yielding the best bound

Table 4.1 (cont'ed) - The Dual Bound: Computational Results

| Problem Size | Starting Rule 1 |  |  | Starting Rule 2 |  |  | Starting Rule 3 |  |  | Best Bound |  | Optimal <br> Solution | \% Deviation from Optimal Solution |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{\mathrm{n}}$ p | Bound | No. iter | Time* | Bound | No. iter | Time* | Bound | No. iter | Time* | Rule** | Value |  |  |  |
| 251 | 1352 | 1 | 0.06 | 1352 | 1 | 0.06 | 1329 | 1 | 0.06 | 1 | 1352 | 1352 | 0.00 |  |
| $25 \quad 2$ | 856 | 9 | 0.07 | 935 | 30 | 0.12 | 790 | 1 | 0.05 | 2 | 935 | 956 | 2.20 |  |
| 253 | 708 | 7 | 0.07 | 700 | 10 | 0.08 | 252 | 1 | 0.05 | 1 | 708 | 722 | 1.94 |  |
| 254 | 551 | 9 | 0.09 | 543 | 21 | 0.14 | $\mathrm{N}^{+}$ | - | - | 1 | 551 | 556 | 0.90 |  |
| 255 | 452 | 11 | 0.11 | 446 | 15 | 0.13 | N | - | - | 1 | 452 | 468 | 3.42 |  |
| 256 | 377 | 12 | 0.12 | 377 | 11 | 0.11 | N | - | - | 2 | 377 | 387 | 2.58 |  |
| $25 \quad 7$ | 309 | 8 | 0.09 | 317 | 12 | 0.12 | N | - | - | 2 | 317 | 341 | 7.04 |  |
| 258 | 275 | 21 | 0.21 | 279 | 20 | 0.20 | N | - | - | 2 | 279 | 298 | 6.38 |  |
| 259 | 244 | 19 | 0.20 | 248 | 26 | 0.22 | N | - | - | 2 | 248 | 266 | 6.77 |  |
| 2510 | 223 | 18 | 0.19 | 226 | 26 | 0.21 | N | - | - | 2 | 226 | 235 | 3.83 |  |
| 301 | 1432 | 1 | 0.10 | 1432 | 1 | 0.09 | 1361 | 1 | 0.09 | 2 | 1432 | 1432 | 0.00 |  |
| 302 | 924 | 8 | 0.12 | 909 | 13 | 0.12 | 926 | 8 | 0.12 | 3 | 926 | 936 | 1.07 |  |
| 303 | 718 | 3 | 0.11 | 721 | 10 | 0.13 | 737 | 50 | 0.33 | 3 | 737 | 777 | 5.15 |  |
| 304 | 610 | 26 | 0.25 | 578 | 14 | 0.16 | 566 | 9 | 0.15 | 1. | 610 | 610 | 0.00 |  |
| 305 | 500 | 14 | 0.18 | 496 | 16 | 0.18 | 486 | 33 | 0.35 | 1 | 500 | 516 | 3.10 |  |
| 306 | 424 | 20 | 0.24 | 409 | 19 | 0.20 | 408 | 21 | 0.28 | 1 | 424 | 438 | 3.20 |  |
| 307 | 361 | 26 | 0.29 | 355 | 16 | 0.21 | 348 | 22 | 0.33 | 1 | 361 | 386 | 6.48 | N |
| 308 | 320 | 27 | 0.33 | 313 | 18 | 0.28 | 320 | 28 | 0.44 | 1 | 320 | 337 | 5.04 |  |
| 309 | 281 | 17 | 0.27 | 278 | 24 | 0.36 | 280 | 4 | 0.15 | 1 | 281 | 294 | 4.42 |  |
| 3010 | 250 | 14 | 0.23 | 248 | 14 | 0.29 | 250 | 8 | 0.22 | 3 | 250 | 265 | 5.66 |  |

[^9]| Problem Size | Starting Rule 1 |  |  | Starting Rule 2 |  |  | Starting Rule 3 |  |  | Best Bound |  | Best avail. Solution | \% Deviation from Best Avail. Sol. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n p | Bound | No. iter | Time* | Bound | No. iter | Time* | Bound | No. iter | Time* | Rule** | Value |  |  |
| 401 | 80634 | 1 | 0.22 | 80634 | 1 | 0.21 | 74955 | 1 | 0.21 | 2. | 80634 | 80634 | 0.00 |
| 402 | 43142 | 5 | 0.23 | 38874 | 12 | 0.26 | 43638 | 5 | 0.24 | 3 | 43638 | 45862 | 4.85 |
| 403 | 34728 | 99 | 1.03 | 33281 | 21 | 0.34 | 33423 | 56 | 0.65 | 1 | 34728 | 35946 | 3.39 |
| $40 \quad 4$ | 26073 | 41 | 0.57 | 2.6374 | 32 | 0.47 | 23654 | 61 | 0.81 | 2 | 26374 | 26899 | 1.95 |
| 405 | 21443 | 40 | 0.70 | 21457 | 51 | 0.60 | 21210 | 75 | 1.20 | 2 | 21457 | 22396 | 4.19 |
| 406 | 18128 | 26 | 0.55 | 18471 | 91 | 0.81 | 17257 | 17 | 0.45 | 2 | 18471 | 18775 | 1.62 |
| 407. | 15145 | 35 | 0.64 | 15321 | 228 | 3.24 | 16402 | 101 | 1.99 | 3 | 16402 | 17426 | 5.88 |
| 408 | 14122 | 42 | 0.64 | 14349 | 75 | 1.23 | 14488 | 13 | 0.50 | 3 | 14488 | 16155 | 10.32 |
| 409 | 12897 | 190 | 3.99 | 13806 | 118 | 2.29 | 13212 | 47 | 1.29 | 2 | 13806 | 14539 | 5.04 |
| 4010 | 12033 | 75 | 1.58 | 12371 | 74 | 1.44 | 12063 | 28 | 0.86 | 2 | 12371 | 13436 | 7.93 |
| 501 | 128548 | 1 | 0.44 | 128548 | 1 | 0.42 | 126560 | 1 | 0.42 | 2 | 128548 | 128548 | 0.00 |
| 502 | 70685 | 25 | 0.62 | 72128 | 182 | 1.87 | 71153 | 15 | 0.53 | 2 | 72128 | 72168 | 0.06 |
| 503 | 52615 | 108 | 1.71 | 50695 | 747 | 6.59 | 32931 | 569 | 8.38 | 1 | 52615 | 52708 | 0.18 |
| 504 | 39629 | 55 | 1.18 | 40313 | 241 | 2.97 | 34931 | 266 | 4.50 | 2 | 40313 | 42228 | 4.53 |
| 505 | 33335 | 104 | 2.03 | 32760 | 66 | 1.16 | 31325 | 489 | 10.47 | 1 | 33335 | 35677 | 6.56 |
| 506 | 29850 | 51 | 1.38 | 28708 | 80 | 1.68 | 29307 | 175 | 4.34 | 1 | 29850 | 31853 | 6.29 |
| 507 | 27240 | 58 | 1.57 | 26215 | 93 | 2.21 | 25392 | 60 | 2.07 | 1 | 27240 | 28300 | 3.75 |
| 508 | 24361 | 57 | 1.66 | 23440 | 382 | 6.89 | 20519 | 5 | 0.59 | 1 | 24361 | 25624 | 4.93 - ¢ |
| 509 | 21125 | 30 | 1.29 | 20344 | 37 | 1.13 | 23403 | 331 | 11.17 | 3 | 23403 | 24129 | $3.01 \quad \omega$ |
| 5010 | 19158 | 37 | 1.54 | 18895 | 76 | 2.29 | 21514 | 38 | 2.01 | 3 | 21514 | 22668 | 5.09 |

+ Best of two available heuristic solutions
* CPU time, in CDC 7600 seconds
** Where ties occurred in the value of the bound, no. of iterations and computing time, in this order, were used to determine the rule yielding the best bound


### 4.5 Comparison of Bounds

Three lower bounds for the p-median problem - the shortest distance bound, the graph-theoretical bound and the dual bound are compared in Table 4.2. The examples for which these bounds are compared are the same as those used in Table 4.1. The bounds shown in Table 4.2 are lower bounds on the overall optimal solution to the corresponding p-median problem. The dual bound corresponds to the best starting rule of Table 4.l.

Table 4.2 is self-explanatory. The value of each of the three bounds is shown in its initial columns, and the best of the three bounds is singled out for comparison with the best available solution to the problem. This solution is the optimal solution for networks of up to 30 vertices, but for the 40 - and 50 -vertex networks the best available solution is a heuristic solution.

Under the 'Best Bound' heading, both the type of the best bound and its corresponding ralue are indicated. The dominance of the graph-theoretical bound over the shortest distance bound is confirmed by the numerical values shown in the table. On the other hand, there was not a single example for which the dual bound was dominated by the graph-theoretical bound.

Due to the very nature of the graph-theoretical bound, its performance improves as the value of $p$ increases. The results shown in Table 4.2 suggest that the graph-theoretical bound becomes competitive with the dual bound for values of $\mathrm{p} / \mathrm{n}>0.4$. As for the larger networks ( $\mathrm{n} \geqq 30$ ) the values of the ratio for which results are shown do not exceed 0.3, it is not surprising that for the examples presented the dual bound was the dominant bound.

The percentage deviation of the best bound from the best available solution is shown in the last column of the table. This

Table 4.2 - Comparison of Bounds

| Problem Size | $\begin{array}{c}\text { Shortest Distance } \\ \text { Bound }\end{array}$ | $\xrightarrow{\begin{array}{c}\text { Graph-theoretical } \\ \text { Bound }\end{array}}$ | Dual Bound | Best Bound |  | Optimal Solution | \% Deviation from Optimal Solution |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{\mathrm{n}} \mathrm{P}$ |  |  |  | Type ${ }^{+}$ | Value |  |  |
| $10^{++} 1$ | 34 | 56 | 79 | D | 79 | 79 | 0.00 |
| 102 | 27 | 36 | 46 | D | 46 | 47 | 2.13 |
| 103 | 21 | 29 | 34 | D | 34 | 36 | 5.56 |
| 104 | 17 | 22 | 25 | D | 25 | 26 | 3.85 |
| 105 | 13 | 16 | 18 | D | 18 | 18 | 0.00 |
| 106 | 10 | 12 | 12 | D, GT | 12 | 12 | 0.00 |
| $10 \quad 7$ | 7 | 8 | 8 | D, GT | 8 | 8 | 0.00 |
| 108 | 4 | 5 | 5 | D,GT | 5 | 5 | 0.00 |
| 109 | 2 | 2 | 2 | D,GT, ${ }^{\text {S }}$ | 2 | 2 | 0.00 |
| 1010 | 0 | 0 | 0 | D,GT, ${ }^{\text {S }}$ | 0 | 0 | 0.00 |
| 101 | 201 | 318 | 400 | D | 400 | 400 | 0.00 |
| 102 | 157 | 229 | 258 | D | 258 | 273 | 5.49 |
| 103 | 122 | 185 | 195 | D | 1.95 | 195 | 0.00 |
| 104 | 90 | 142 | 148 | D | 148 | 149 | 0.67 |
| 105 | 58 | 107 | 107 | D, GT | 107 | 107 | 0.00 |
| 106 | 30 | 75 | 75 | D, GT | 75 | 75 | 0.00 |
| 107 | 17 | 43 | 43 | D, GT | 43 | 43 | 0.00 |
| 108 | 4 | 15 | 15 | D,GT | 15 | 15 | 0.00 |
| 10.9 | 2 | 2 | 2 | D,GT, ${ }^{\text {S }}$ | 2 | 2 | 0.00 |
| $10 \quad 10$ | 0 | 0 | 0 | D,GT, S | 0 | 0 | 0.00 |

$+D=$ Dual bound
GT $=$ Graph-theoretical bound
$S=$ Shortest distance bound
++ Example from Garfinkel et al. [41, p.231]

Table 4.2 (cont'ed) - Comparison of Bounds

| $\begin{gathered} \text { Problem } \\ \text { size } \\ \hline \end{gathered}$ |  | Shortest Distance Bound | $\begin{array}{c}\text { Graph-Theoretical } \\ \text { Bound }\end{array}$ | Dual Bound | Best | Bound | Optimal Solution | \% Deviation from Optimal Solution |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{n}$ | p | . |  |  | Type ${ }^{+}$ | Value |  |  |  |
| 15 | 1 | 153 | 341 | 809 | D | 809 | 809 | 0.00 |  |
| 15 | 2 | 134 | 237 | 411 | D | 411 | 412 | 0.24 |  |
| 15 | 3 | 115 | 189 | 285 | D | 285 | 294 | 3.06 |  |
| 15 | 4 | 98 | 163 | 207 | D | 207 | 215 | 3.72 |  |
| 15 | 5 | 82 | 138 | 144 | D | 144 | 150 | 4.00 |  |
| 15 | 6 | '70 | 113 | 113 | D, GT | 113 | 113 | 0.00 |  |
| 15 | 7 | 58 | 93 | 93 | D,GT | 93 | 93 | 0.00 |  |
| 15 | 8 | 48 | 74 | 74 | D, GT | 74 | 74 | 0.00 |  |
| 15 | 9 | 38 | 57 | 57 | D, GT | 57 | 57 | 0.00 |  |
| 15 | 10 | 28 | 41 | 41 | D, GT | 41 | 41 | 0.00 |  |
| 20 | 1 | 295 | 596 | 1159 | D | 1159 | 1159 | 0.00 |  |
| 20 | 2 | 271 | 459 | 720 | D | 720 | 724 | 0.56 |  |
| 20 | 3 | 250 | 349 | 488 | D | 488 | 518 | 5.79 |  |
| 20 | 4 | 229 | 278 | 406 | D | 406 | 414 | 1.93 |  |
| 20 | 5 | 208 | 250 | 316 | D | 316 | 338 | 6.51 |  |
| 20 | 6 | 187 | 226 | 258 | D | 258 | 259 | 0.39 | $\stackrel{\rightharpoonup}{-}$ |
| 20 | 7 | 167 | 205 | 218 | D | 218 | 227 | 3.96 | $\sigma$ |
| 20 | 8 | 147 | 184 | 191 | D. | 191 | 199 | 4.02 |  |
| 20 | 9 | 129 | 163 | 168 | D | 168 | 175 | 4.00 |  |
| 20 | 10 | 113 | 142 | 150 | D | 150 | 151 | 0.66 |  |

$+D=$ Dual Bound GT = Graph-theoretical bound

Table 4.2 (cont'ed) - Comparison of Bounds

| $\begin{gathered} \text { Problem } \\ \text { size } \end{gathered}$ | Shortest Distance Bound | Graph-Theoretical <br> Bound | Dual Bound | Best | Bound | Optimal Solution | \% Deviation from Optimal Solution |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n p |  |  |  | Type ${ }^{+}$ | Value |  |  |
| 25 1 | 349 | 717 | 1352 | D | 1352 | 1352 | 0.00 |
| $25 \quad 2$ | 325 | 577 | 935 | D | 935 | 956 | 2.20 |
| 25 3 | 303 | 467 | 708 | D | 708 | 722 | 1.94 |
| 25 4 | 282 | 378 | 551 | D | 551 | 556 | 0.90 |
| 25 5 | 261 | 325 | 452 | D | 452 | 468 | 3.42 |
| $25 \quad 6$ | 241 | 301 | 377 | D | 377 | 387 | 2.58 |
| $25 \quad 7$ | 223 | 279 | 317 | D | 317 | 341 | 7.04 |
| 258 | 206 | 257 | 279 | D | 279 | 298 | 6.38 |
| 259 | 190 | 236 | 248 | D | 248 | 266 | 6.77 |
| 2510 | 174 | 215 | 226 | D | 226 | 235 | 3.83 |
| 30 I | 337 | 720 | 1432 | D | 1432 | 1432 | 0.00 |
| $30 \quad 2$ | 315 | 612 | 926 | D | 926 | 936 | 1.07 |
| 303 | 298 | 518 | 737 | D | 737 | 777 | 5.15 |
| $30 \quad 4$ | 281 | 445 | 610 | D | 610 | 610 | 0.00 |
| 305 | 264 | 380 | 500 | D | 500 | 516 | 3.10 |
| 306 | 248 | 323 | 424 | D | 424 | 438 | 3.20 |
| $30 \quad 7$ | 234 | 282 | 361 | D | 361 | 386 | 6.48 |
| 308 | 221 | 265 | 320 | D | 320 | 337 | 5.04 |
| $30 \quad 9$ | 208 | 248 | 281 | D | 281 | 294 | 4.42 |
| 3010 | 195 | 231 | 250 | D | 250 | 265 | 5.66 |

[^10]Table 4.2 (cont'ed) - Comparison of Bounds

| $\begin{gathered} \text { Problem } \\ \text { size } \\ \hline \end{gathered}$ |  | Shortest Distance $\qquad$ - Bound | Graph-Theoretical Bound | Dual Bound |  | Bound | Best avail. Solution | \% Deviation from best avail. sol. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{n}$ | P |  |  |  |  | Value |  |  |
| 40 | 1 | 14029 | 30094 | 80634 | D | 80634 | 80634 | 0.00 |
| 40 | 2 | 13378 | 26636 | 43638 | D | 43638 | 45862 | 4.85 |
| 40 | 3 | 12767 | 23951 | 34728 | D | 34728 | 35946 | 3.39 |
| 40 | 4 | 12175 | 21450 | 26374 | D | 26374 | 26899 | 1.95 |
| 40 | 5 | 11608 | 19059 | 21457 | D | 21457 | 22396 | 4.19 |
| 40 | 6 | 11056 | 16809 | 18471 | D | 18471 | 18775 | 1.62 |
| 40 | 7 | 10517 | 14872 | 16402 | D | 16402 | 17426 | 5.88 |
| 40 | 8 | 9980 | 13157 | 14488 | D | 14488 | 16155 | 10.32 |
| 40 | 9 | 9449 | 17599 | 13806 | D | 13806 | 14539 | 5.04 |
| 40 | 10 | 8965 | 10878 | 12371 | D | 12371 | 13436 | 7.93 |
| 50 | 1 | 17687 | 41104 | 128548 | D | 128548 | 128548 | 0.00 |
| 50 | 2 | 16828 | 37393 | 72128 | D | 72128 | 72168 | 0.06 |
| 50 | 3 | 16028 | 33894 | 52615 | D | 52615 | 52708 | 0.18 |
| 50 | 4 | 15228 | 30614 | 40313 | D | 40313 | 42228 | 4.53 |
| 50 | 5 | 14456 | 27644 | 33335 | D | 33335 | 35677 | 6.56 |
| 50 | 6 | 13754 | 24820 | 29850 | D | 29850 | 31853 | 6.29 |
| 50 | 7. | 13060 | 22362 | 27240 | D | 27240 | 28300 | 3.75 |
| 50 | 8 | 12378 | 20059 | 24361 | D | 24361 | 25624 | 4.93 |
| 50 | 9 | 11749 | 18066 | 23403 | D | 23403 | 24129 | 3.01 |
| 50 | 10 | 11134 | 16406 | 21514 | D | 21514 | 22668 | 5.09 |

+ Best of two available heuristic solutions
$+\quad D=$ Dual bound


Zero Deviation points excluded
No. of points $=53$
Mean $=3.87 \%$
St. Deviation $=2.25 \%$

Figure 4.2
\% Deviation of Best Bound from Best Available Solution
column confirms that the dual bound - the dominant bound for all examples in the table - is a very good lower bound for the p-median problem. Although the percentage deviation can oniy increase when the best available solution is of heuristic nature, the maximum observed deviation was $10.32 \%$.

A histogram of the percentage deviations defined above is shown in Figure 4.2. In this figure the mean and the standard deviation are shown:
(i) For all points of Table 4.2;
(ii) Only for the points corresponding to non-zero deviations, since the zero deviations mainly correspond to the smaller networks.

### 4.6 Conclusions

The quality of bounds used in tree search methods is a factor of vital importance in the efficiency of the method. Branch-and-bound algorithms so far developed for the p-median problem suffer from a lack of strong lower bounds, and for this reason are not very efficient.

Two new lower bounds for the p-median problem were developed in the present chapter, namely the graph-theoretical bound and the dual bound. The graph-theoretical bound is based on shortest spanning trees and arborescences and other graphical properties of the problem. The dual bound is based on the dual of the linear programming relaxation of the p-median problem. A heuristic procedure was developed to compute an exact value for this bound.

The graph-theoretical bound was shown to dominate the shortest distance bound, a bound developed in [12] to be used in a branch-andbound algorithm. The performance of the graph-theoretical bound is poor for small values of $p$, but improves considerably as the value of p increases.

The dual bound has proved to be a very good lower bound for the $p$-median problem. For 80 test problems its average deviation from the best available solution was only $2.57 \%$. The dual bound can be easily embedded into branch-and-bound algorithms, as shown in the next chapter.

## CHAPTER FIVE

## A BRANCH-AND-BOUND ALGORITHM

### 5.1 Introduction

Branch-and-bound algorithms, additive algorithms and direct search algorithms are some of the variations around the same basic idea; having common features which offer both advantages and disadvantages in relation to other solution procedures. On the positive side tree search methods are easy to understand and to program for the computer. They lack, however, mathematical structure, and the upper bound on the number of steps needed to complete the algorithm is of the order of $O\left(K^{m}\right)$, where $K$ is a constant and $\underline{m}$ is a function of the problem variables.

It is not felt that this thesis is the appropriate place to discuss in any depth the principles, types and properties of tree search methods. A very good introduction to the subject can be found in [40], and the subject is dealt with in great detail in the literature $[2,3,7,72,75]$. The basic principle upon which these methods are based is outlined in very short form in the next paragraph.

The basic principle involved in tree search methods is the partition of an initial problem $P_{0}$ into a number of subproblems, $P_{1}, P_{2}, \ldots, P_{k}$, whose totality represent $P_{0}$ and which are easier to solve than $P_{0}$. If however anter the initial partition it is still impossible to resolve* a subproblem $\mathrm{P}_{i}$, this subproblem is further fartitioned into yet smaller subproblems $P_{i l}, P_{i 2}, \ldots, P_{i k}$. This partitioning (also.

```
* To resolve a subproblem means:
either (i) find an optimal solution,
or (ii) show that the value of the optimal solution of the sub-
                                problem is worse than the best solution obtained so far,
or (iii) show that the subprobler is infeasible.
```

called branching) is repeatea for every subproblem which cannot be resolved.

A direct tree search algorithm for the p-median problem is described in the present chapter. This algorithm is a depth-first tree search approach to the problem, the basic principles of which are outlined in [12]. These basic principles had to undergo considerable development before they could be applied to solve the p-median problem for networks of meaningful size. In its final form the algorithm cascades through the shortest distance bound and the dual bound described in Chapter 4.

The branch-and-bound algorithm is fully described in Section 5.2: its basic principles are outlined, the embedding of each of the bounds is described in detail, and the detailed steps of the procedure are given. A small example is solved to illustrate the procedure and the importance of tight bounds in determining the efficiency of the algorithm.

Computational results are then presented. The algorithm is shown to guarantee an optimal solution for 30 -vertex networks in less than 2 minutes in a CDC 7600 computer, for any value of $\mathrm{p}, \mathrm{l} \leqq \mathrm{p} \leqq n$, where $\underline{n}$ is the number of vertices of the network. Except for small values of p , computing times become prohibitive for $\mathrm{n}>30$.

The computational experience reported above represents a substantial advancement in the field of exact solution procedures for the p-median problem. While other methods available in the literature may occasionally provide optimal solutions for problems in which $\underline{n}$ is larger than 30 , no previously available method guarantees an optimal solution for any value of $p$ for networks with more than 20 vertices. The branch-and-bound algorithm described in the present chapter also proved to be computationally faster and more efficient than previous tree search approaches to solve the problem [30, 55], especially for the larger networks ( $n>20$ ).

One of the methods that may on occasion provide an optimal solution for large networks is the decomposition formulation of Garfinkel et al. [41], discussed in Chapter 3. The results obtained when this formulation was embedded into the branch-and-bound algorithm are reported in Section 5.4. Unfortunately the embedding did not improve the convergence of the decomposition formulation, and computing times become prohibitive even for 20 -verte x networks.

### 5.2 The Branch-and-bound algorithm

A direct tree search algorithm for the p-median problem is now described. This algorithm is a depth-first tree search approach, in which each subproblem generated by the branching from a tree node is produced by setting - for a given verte $x \mathrm{x}_{\mathbf{j}}$ - a variable $\boldsymbol{\xi}_{\mathrm{i} j}$ to. I for some vertex $x_{i}$. The setting of $\xi_{i j}=1$ implies that vertex $x_{j}$ is allocated to vertex $x_{i}$, which, obviously, also implies that $x_{i}$ is a median vertex.

The vertices are randomly numbered from $x_{1}$ to $x_{n}$. The search proceeds by allocating sequentially - starting from $X_{1}$ and finishing with $x_{n}$ - all the vertices $x_{j}$ of the network. A vertex $x_{j}$ is initially allocated to itself (thus becoming a median), then to its nearest, second nearest, third nearest vertices, and so on, until all possibilities are implicitly enumerated.

Two lower bounds are used to limit the search. The first bound to be activated is the shortest distance bound, as this is the faster of the two bounds. If this bound fails to cause backtracting, the dual bound is then activated. The cascading through the two bounds combines the best feature of each of them - fastness in the case of the shortest distance bound and tightness in the case of the dual bound, and has proved to be efficient. Observations relevant to the type of search being carcied out, and fully described in 5.2.1, limit the size
of the tree search further by reducing the number of alternative possible allocations of a vertex $x_{j}$ at any one stage.

In the introduction of this thesis it has been pointed out that the p-median problem is a combinatorial problem characterized by a large number of feasible solutions. It is therefore not . surprising that problems are often found for which multiple optimal solutions exist. The algorithm has been programed so that multiple optimal solutions may be generated (if desired) for any given problem. The search for possiblemultiple optimal solutions is costly, however. The effect that seeking multiple optimal solutions has in the size of the search is reported in Section 5.3.

Finally, it should be pointed out that the search can be considerably reduced if an upper bound on the value of the optimal solution is available prior to the start of the tree search. This upper bound can be calculated by a simple heuristic such as the l-optimal substitution method of Teitz and Bart. The advantage that the availability of an upper bound has over starting from $z^{*}=\infty$ is also demonstrated in 5.3.

### 5.2.1 Description of the algorithm

An overview of the tree search algorithm is given in the present section. A more detailed description of the procedure is left for the remaining subsections of 5.2 .

The tree search can be carried out as follows: set up a matrix $M=\left[m_{k j}\right]$, the $j^{\text {th }}$ column of which contains all the vertices of the network $N$ arranged in ascending order of their shortest distance from vertex $x_{j}$. Matrix $M$ can be set up only after the distance matrix of the graph, $D=\left[d_{i j}\right]$, has been calculated. Assume now that matrix $M$ is available. Then, if $m_{k, j}=x_{i}$, vertex $x_{i}$ is the $k^{\text {th }}$ nearest vertex to $x_{j}$. Obviously the nearest vertex to $x_{j}$ is $x_{j}$ itself, i.e. $m_{l j}=x_{j}$,

The search proceeds by allocating sequentially - starting from $x_{l}$ and finishing with $x_{n}$ - all the vertices $x_{j}$ of the graph. A vertex $x_{j}$ is initially allocated to vertex $m_{1 j}$, then $m_{2 j}, m_{3 j}$. and so on, until all possibilities are implicitly enumerated. The following observations can now be made.

1. Since in the optimal solution there are $p$ median vertices, each allocation of a vertex in this solution must be the best of the $p$ possible allocations to the median vertices, i.e. there are at least ( $\mathrm{p}-\mathrm{l}$ ) more costly ways of allocating any one vertex. The last ( $\mathrm{p}-\mathrm{l}$ ) rows of matrix $M$ can therefore be permanently removed without any possibility of the optimal solution to the p-median problem being affected.
2. Suppose that vertex $x_{j}$, has been allocated to vertex $m_{k^{\prime}} j^{\prime}$ ( $=x_{i}$ ). For a vertex $x_{j}$ not yet allocated, corresponding to column $j$ of matrix $M\left(j^{\prime}<j \leqq n\right)$, let $x_{i}$ be the $k^{\text {th }}$ nearest vertex to $x_{j}$, i.e. let $m_{k j}=x_{i}$. Then all entries $m_{\ell j}$ of this column, $\ell>k$, can be neglected (marked), since the allocation of $x_{j}$, to $x_{i}$ implied that $x_{i}$ is a median vertex. Verte $\mathrm{x}_{\mathrm{j}}$ can therefore be allocated at lower cost to. $\mathrm{x}_{\mathrm{i}}$ than to any of the vertices $m_{\ell j}$, $\ell>k$. Clearly, if at some backtracking step during the search the allocation of verte $x_{j}$, to $x_{i}$ is altered, then the entries $m_{\ell j}$ have to be reconsidered (unmarked).
3. Let vertex $x_{j}$, be allocated to vertex $m_{k \prime}{ }^{\prime}{ }^{\prime}$. Then all vertices $\left.m_{1 j},{ }^{\prime} m_{2 j}, \ldots, m_{(k \prime},-1\right) j$, are not median vertices, for, if they were, $x_{j}$, could have been allocated to any of them instead at a lower cost. These vertices can therefore be marked in all columns $\mathbf{j}>\mathbf{j}$ '. Once more the marking of these vertices is temporary and must be removed whenever the allocation of $x_{j}$, to $m_{k} j^{\prime}$, is changed. 4. If the top $t$ entries of a column $j$ of matrix $M$ corresponding to an unallocated vertex $x_{j}$ are marked and the following entry - $t+1$ -
is a median vertex (i.e. if $m_{(t+l)}$ is a median vertex), then $x_{j}$ must be allocated to median $m(t+1) j$ and no other alternative need be considered until some of the top $t$ entries are urmarked. This is a direct consequence of observations 2 and 3 above. 5. If at some stage $q$ of the tree search a total of $p$ median vertices are implied by the allocations already made, then the remaining unallocated vertices must be allocated to their nearest median vertex. This is obviously the optimal completion of the partial solution corresponding to the allocations up to that stage, and the next backtracking step must necessarily involve a change in the allocation at stage $q$.

Observations 1 to 5 above can be used to limit the size of the tree search by reducing the number of alternative possible allocations of a vertex $x_{j}$ at any one stage. They are not, however, the decisive element in the tree search. Lower bounds on the overall optimal solution to the problem, calculated given the allocations already made at some stage $q$, are of primary importance in determining the efficiency of the search and the size of problems it can solve.

Details are given in the next two sections of the embedding into the branch-and-bound algorithm of two of the bounds described in Chapter 4 - the shortest distance bound and the dual bound. In its final form the algorithm cascades through these two bounds, and this has proved decisive in securing optimal solutions for networks of up to 30 vertices, in a reasonable amount of computing time and for every possible value of $p(1 \leqq p \leqq n)$.

### 5.2.2 The embedding of the shortest distance bound

The embedding of the shortest distance bound into the branch-and-bound algorithm is now described.

Using the notation of 5.2.1, suppose that the allocations of vertices made so far (up to and including the allocation of vertex $x_{j}$, ) imply a total of $p^{\prime}, p^{\prime}<p$, median vertices. The remaining allocations must then imply a total of a further ( $p-p^{\prime}$ ) median vertices. Let $J$ be the set of indices of the as yet unallocated vertices. In general $J$ is the set of indices $j$, where $j^{\prime}<j \leqq n$, but excluding the indices of those vertices whose allocation might have already been forced by the allocation of the first $j^{\prime}$ vertices $x_{1}, x_{2}, \ldots, x_{j}$, - see Observation 4 of Section 5.2.1.

Let $m_{\alpha_{j}}$ and $m_{\beta_{j}}$ be the topmost and second topmost unmarked entries in column $\mathfrak{j}$. The best possible allocation of vertex $x_{j}$ is then to vertex $m_{\alpha_{j}}{ }^{j}$. If the number of distinct vertices $m_{\alpha_{j}}$ for $j \in J$ is $\underline{h}$ and $h=p-p^{\prime}$, then all these best possible allocations for the as yet unallocated vertices are feasible (i.e. they produce a total of $p$ median vertices). These allocations then constitute the optimal completion of the partial solution implied by the current allocations of the vertices $x_{1}, x_{2}, \ldots, x_{j}$. In such event the result of the optimal completion should be noted and backtracking can take place from the current partial solution.

If, however, $h>\left(p-p^{\prime}\right)$, then at least $\left(h-p+p^{\prime}\right)$ of the best allocations must be changed to second best or worse in order to produce a.total of $\underline{p}$ median vertices. Now let $J^{\prime} \subseteq J$ be the union of subsets $J_{1}^{\prime} \cup J_{2}^{\prime} \cup \ldots \cup J_{\pi}^{\prime}$. Each of the subsets $J_{k}^{\prime}, I \leqq k \leqq r$, comprise the columns $j \in J$ of matrix $M$ which have the same $m_{\alpha_{j}}\left(=x_{k}\right)$ vertex as their topmost unmarked entry. Thus, when there are columns $j \in J$ of $M$ which have as their topmost unmarked entry the same vertex $x_{k}$,
for each such vertex $x_{k}$ a subset $J_{k}^{\prime}$ comprising the corresponding columns $j \in J$ is defined. For each subset $J_{k}^{\prime}$ the sum

$$
\begin{equation*}
s_{j}=\sum_{j \in J_{k}^{\prime}} v_{j}\left[d\left(x_{j}, m_{\beta_{j}}\right)^{\prime}-\alpha\left(x_{j}, m_{\alpha_{j}}\right)\right] \tag{5.1}
\end{equation*}
$$

can be defined.
The idea behind Equation (5.1) is that (i) when there is more than one column $j \in J$ which has the same vertex $x_{k}$ as its topmost unmarked entry, and (ii) vertex $x_{k}$ is not to be a median vertex in the completion of the partial solution for which p' median vertices have already been defined, then, for all such columns, the allocation of the corresponding vertices $x_{j}$ will have to be made to the second topmost (or worse) unmarked entry.

Now, in the event that $J^{\prime} \subset J$ (i.e. if some columns $j \in J$ have as their topmost entry a vertex $x_{\ell}$ that does not appear as the topmostentry in any other column $j \in J$ ), let $J^{\prime \prime}=J-J^{\prime}$. For each column $j \in J^{\prime \prime}$ the sum $S_{j}$ of Equation (5.1) becomes

$$
\begin{equation*}
S_{j}=v_{j}\left[\alpha\left(x_{j}, m_{\beta_{j}}\right)-d\left(x_{j}, m_{\alpha_{j}}\right)\right] \tag{5.2}
\end{equation*}
$$

Then, for allocations that must be changed to second best or worse, the minimum additional cost of allocation is the sum of the ( $\mathrm{h}-\mathrm{p}+\mathrm{p}$ ) smallest $S_{j}, j \in J=J^{\prime}+J^{\prime \prime}$.

A lower bound on the cost of the overall optimal solution, given the current partial solution, is the sum of the costs of the allocations already made, plus the sum

$$
\begin{equation*}
\sum_{j \in J}^{\varepsilon} v_{j} a\left(x_{j} ; m_{\alpha_{j}}\right), \tag{5.3}
\end{equation*}
$$

plus the sum of the $\left(h-p+p^{\prime}\right)$ smallest $S_{j}$, the $S_{j}$ being given either by Equation (5.1) (for $j \in J^{\prime}$ ), or by Equation (5.2) (for $j \in J^{\prime \prime}$ ).

It is also possible that $h<\left(p-p^{\prime}\right)$, in which case the best completion of the current partial solution leads to less than $p$ median vertices. However, since it is quite apparent that the transmission $d \bar{X}_{p}$ ) of the optimal $p$-median $\bar{X}_{p}$ monotonically decreases as $p$ increases, it follows that when $h<\left(p-p^{\prime}\right)$ the current partial solution is certainly not part of the optimal p-median solution and backtracking can then take place.

### 5.2.3 The embedding of the dual bound

When embedding the dual bound, it is important to determine what effect the setting of the $\xi_{i j}$ variables along the tree search has on the corresponding dual formulation of the relaxed problem. Two separate cases will be considered: the setting of variables that imply the assignment of a median vertex (the $\xi_{i i}$ variables), and the setting of variables that imply the allocation of vertices to medians (the $\xi_{i j}$ variables, ifj). Then these two cases will be combined, and the generalized procedure for the embedding of the dual bound described.

It is worthwhile to recall both the primal and the dual formulations of the relaxed problem. The primal LP is

$$
\begin{align*}
& \text { Minimize }  \tag{5.4}\\
& \text { Subject to }
\end{align*} \quad Z=\sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j} \xi_{i j}
$$

$$
\begin{align*}
& \sum_{i=1}^{n} \xi_{i j}=1 \quad \forall \quad j  \tag{5.5}\\
& \sum_{i=1}^{n} \xi_{i i}=p  \tag{5.6}\\
& \xi_{i, j}-\xi_{i j} \leqq 0 \quad \forall \quad i, j, \quad i \neq j \tag{5.7}
\end{align*}
$$

$$
\begin{equation*}
\xi_{i j} \geqq 0 \quad \forall \quad i, j \tag{5.8}
\end{equation*}
$$

The dual of this linear programme has already been developed in Chapter 4. The DLP is

Maximize $\quad z^{\prime}=\sum_{i=1}^{n} \sigma_{i}+p \sigma_{n+1}$
Subject to

$$
\begin{align*}
& \sigma_{i}+\sigma_{n+1}-\sum_{\substack{j=1 \\
j \neq i}}^{n} \pi_{i j} \leqq 0 \quad i  \tag{5.10}\\
& \sigma_{j}+\pi_{i j} \leqq d_{i j} ¥ \quad i, j, j \neq i  \tag{5.11}\\
& \pi_{i j} \leqq 0 \quad ¥ \quad i, j, j \neq i  \tag{5.12}\\
& \sigma_{i} \leqq 0, \quad i=1, \ldots, n  \tag{5.13a}\\
& \sigma_{n+1} \leqq 0 \tag{5.13b}
\end{align*}
$$

The setting of the $\xi_{i}$ variables
The setting of a $\xi_{i i}$ variable to $l$ corresponds to assigning vertex $x_{i}$ to be a median vertex. Suppose that vertex $x_{i_{l}}$ is assigned as a median. It follows that $\xi_{i_{1} i_{1}}=1$, and this in turn implies the following:
(a) The primal constraint corresponding to $j=i_{1}$ in Equation (5.5) is

$$
\sum_{i=1}^{n} \xi_{i i_{l}}=1
$$

Since $\xi_{i_{1} i_{1}}=1$, it follows that $\xi_{i_{1}}=0 \quad \forall i \neq i_{1}$.
(b) The number of medians yet to be assigned is reduced by 1 to ( $p-1$ ). Equation (5.6) becomes

$$
\sum_{\substack{\mathrm{i}=1 \\ i \neq \mathrm{i}_{1}}}^{\sum_{i i}}=\mathrm{p}-1
$$

(c.1) The constraints corresponding to $i=i_{1}$ in Equation (5.7) become

$$
\xi_{i_{1} j}-\xi_{i_{1} i_{1}} \leqq 0 \quad \forall \quad j \neq i_{1},
$$

or, since $\xi_{i_{1} i_{1}}=1$,

$$
\xi_{i_{1} j} \leqq 1 \quad \forall \quad j \neq i_{1} .
$$

The above is already implied by Equation (5.5). These constraints can therefore be dropped from the primal LP.
(c.2) The constraints corresponding to $j=i_{1}$, $i \neq i_{1}$ in Equation (5.7) become

$$
\xi_{i i_{1}}-\xi_{i i} \leqq 0 \quad \forall \quad i \neq i_{1}
$$

Since $\xi_{\mathrm{ii}_{1}}=0 \forall i \neq \mathrm{i}_{1}$ (see (a) above), it follows that the above reduces to

$$
\xi_{i i} \geqq 0 \quad \forall \quad i \neq i_{1},
$$

which is already covered by Equation (5.8).
The observations (a) to (c.2) above allow the reduced primal (after $\xi_{i_{1} i_{1}}$ has been set to l) to be written as

Minimize $z=\sum_{i=1}^{n} \sum_{\substack{j=1 \\ j \neq i_{I}}}^{n} d_{i j} \xi_{i j}$
Subject to

$$
\begin{equation*}
\sum_{i=1}^{n} \xi_{i j}=1 \quad \forall j \neq i_{l} \tag{5.15}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{\substack{i=1 \\
i \neq i_{1} \\
i \neq 1}} \xi_{i i}=p-1  \tag{5.16}\\
& \xi_{i j}-\xi_{i i} \leqq 0 \neq i \neq i_{l}, j \neq i_{l}, i \neq j \\
& \xi_{i j} \geqq 0 \neq i, j \neq i_{l} \tag{5.17}
\end{align*}
$$

The dual corresponding to the above reduced primal is then

$$
\begin{equation*}
\text { Maximize } z^{\prime}=\sum_{\substack{i=1 \\ i \neq i_{1}}}^{n} \sigma_{i}+(p-1) \sigma_{n+1} \tag{5.19}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sigma_{i}+\sigma_{n+1}-\sum_{\substack{j=1 \\
j \neq i \\
j \neq i^{1}}}^{n} \pi_{i j} \leqq 0 ¥ i \neq i_{l}  \tag{5.20}\\
& \sigma_{j}+\pi_{i j} \leqq d_{i j} \forall i \neq i_{l}, j \neq i_{l}, j \neq i  \tag{5.21}\\
& \sigma_{j} \leqq d_{i_{1}}{ }^{j} \dot{j} \neq i_{l}  \tag{5.22}\\
& \sigma_{i} \geqq 0 ¥ i \neq i_{1}  \tag{5.23a}\\
& \sigma_{n+1} \leqq 0  \tag{5.23b}\\
& \Pi_{i j} \leqq 0 \quad \forall \quad i \neq i_{\perp}, j \neq j \perp, i \neq j  \tag{5.23c}\\
& \text { Note that in the above formulation } \sigma_{i_{1}}=0 \text { and } \pi_{i i_{1}}=0 \forall i \text {. }
\end{align*}
$$

The Setting of the $\xi_{i j}$ Variables ( $i \neq j$ )
The setting of a $\xi_{i j}$ variable to $l(i \neq j)$, corresponds to allocating a nonmedian vertex $\mathrm{x}_{\mathrm{j}}$ to a median vertex $\mathrm{x}_{\mathrm{i}}$. Evidently $\boldsymbol{\xi}_{\mathrm{i}, \mathrm{j}}$ can be set to 1 only if $\xi_{i i}=1$, a condition expressed by Equation (5.7) of the primal LP.

Suppose now that vertex $x_{j_{1}}$ has been allocated to median vertex $x_{i_{1}}$. The setting of $\xi_{i_{1}{ }_{1}^{j}}$ to 1 has very similar implications to the setting of $\xi_{i_{1} i_{l}}$ to $l$, explained above in detail. The only differences are that (i) the right-hand side of Equation (5.6) is not affected
this time (since no new median has been assigned by setting $\xi_{i_{1} . j_{1}}$ to 1), and (ii) no new upper bounds are imposed on the remaining positive dual variables (a consequence of the fact that no vertex can be allocated to a nonmedian vertex).

When $\xi_{i_{1} j_{1}}$ is set, to 1 (following the setting of $\xi_{i_{1} i_{1}}$ to $l$ ), the remaining dual LP is

$$
\begin{equation*}
\text { Maximize } \quad z^{\prime}=\sum_{\substack{i=1 \\ i \neq i_{1}}}^{n} \sigma_{i}+(p-1) \sigma_{n+1} \tag{5.24}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sigma_{i}+\sigma_{n+1}-\sum_{\substack{j=1 \\
j \neq j_{1} \\
j \neq i}}^{n} \pi_{i j} \leqq 0 \neq i \neq i_{1}, j_{1}  \tag{5.25}\\
& \sigma_{j}+\pi_{i j} \leqq d_{i j} ¥ i \neq i_{1}, j_{1}, j \neq i_{1}, j_{1}, j \neq i  \tag{5.26}\\
& \sigma_{j} \leqq d_{i_{1}} j \neq j \neq i_{1}, j_{1}  \tag{5.27}\\
& \sigma_{i} \leqq 0 ¥ i \neq i_{1}, j_{1}  \tag{5.28a}\\
& \sigma_{n+1} \leqq 0 \quad \forall \quad i \neq i_{1}, j \perp, j \neq i_{1}, j 1, i \neq j  \tag{5.28b}\\
& \Pi_{i j} \leqq 0 \quad \forall \tag{5.28c}
\end{align*}
$$

The Embedding Generalized
In the tree search described in the present chapter, at a given stage $q$ of the search several $\xi_{i i}$ and $\xi_{i j}(i \neq j)$ variables will have been set to 1. The dual formulation is now given for the general case of the embedding.

Suppose that at stage $q$ of the tree search $\underline{\underline{r}}$ variables $\xi_{i i}, r<p$, and $\underline{s}$ variables $\xi_{i j}(i \neq j), s<(n-p)$, have been set to 1 . The dual formulation for this general case is a straightforward generalization of equations (5.24) to (5.28C) above. The only additional dual constraints stem from the fact that each variable $\xi_{i i}$ set to $l$ establishes new.
upper bounds on the values of the remaining positive dual variables.
Define the sets $i_{q}=\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$, and $j_{q}=\left\{j_{1}, j_{2}, \ldots, j_{s}\right\}$, where $i_{q}$ is the set of indices of the $\xi_{i i}$ variables set to $l$ at stage $q$ of the search, and $j_{q}$ is the set of indices of the $\xi_{i j}(i \neq j)$ variables set to $l$ at the same stage $q$ of the tree search. The generalized embedded dual formulation (at stage $q$ of the tree search) can be written as

$$
\begin{equation*}
\text { Maximize } z^{\prime}=\sum_{\substack{i=1 \\ i \neq i_{q} \\ n} j_{q}}^{n}+(p-r) \sigma_{n+1} \tag{5.29}
\end{equation*}
$$

Subject to

$$
\begin{align*}
& \sigma_{i}+\sigma_{n+1}-\sum_{\substack{j=1 \\
j \neq i \\
j \neq i}}^{n} \pi_{i j} \leqq 0 ¥ i \neq j_{q}, j_{q}  \tag{5.30}\\
& \sigma_{j}+\pi_{i j} \leq d_{i j} \neq i \notin i_{q}, j_{q}, j \notin i_{q}, j_{q}, j \neq i  \tag{5.31}\\
& \sigma_{j} \leqq \operatorname{Min}_{i \in_{i_{q}}} d_{i j} \forall j \notin i_{q}, j_{q}  \tag{5.32}\\
& \sigma_{i} \geqq 0 \Psi i \notin i_{q}, j_{q}  \tag{5.33a}\\
& \sigma_{n+1} \leqq 0  \tag{5.33b}\\
& \Pi_{i j} \leqq 0 \quad \forall \quad i \notin i q, j q, j \notin i q, j q, i \neq j  \tag{5.33c}\\
& \text { Fortunately, a simple algorithm based on the procedure of } 4.4 .2 \text { can } \\
& \text { find approximate solutions to this seemingly complicated formulation. }
\end{align*}
$$

The heuristic procedure described in Section 4.4.2 must be applied to a reduced distance matrix of the network for which the p-median problem must be solved. This reduced distance matrix is always obtained from the original ( $n \times n$ ) distance matrix of the network, by crossing out the rows and columns corresponding to each vertex that has been either assigned as a median or allocated to an existing median when the embedded dual bound is activated.

The only variation in relation to the heuristic procedure of 4.4:2 lies in the fact that the initial positive $\sigma^{\prime}$ s cannot be freely chosen as in Chapter 4. Each of the positive $\sigma^{\prime}$ s to be determined at stage $q$ of the tree search has an upper bound defined by Equation (5.32). The initial positive o's for the computation of the dual bound at stage $g$ of the search can be chosen to be the upper bounds of Equation (5.32), in which case they are given by

$$
\begin{equation*}
\sigma_{j}=\operatorname{Min}_{i \in i_{q}} d_{i, j} ¥ j \notin i_{q}, j_{q} \tag{5.34}
\end{equation*}
$$

The heuristic procedure of Section 4.4.2 applies exactly as described there, after the distance matrix of the network is appropriately reduced to take into account the assignment of median vertices and the allocation of nonmedian vertices up to stage $g$ of the tree search. The initial values of the positive $\sigma^{\prime}$ s are given by Equation (5.34):

An illustrative example might help to clarify the general case of the embedding. Suppose that the optimal 3-median is being sought for a 5vertex network, and that at stage $g$ of the search vertices $x_{1}$ and $x_{3}$ have been assigned as medians, and nonmedian vertex $x_{2}$ allocated to median $x_{3}$. This implies $\xi_{11}=\xi_{33}=1$, and $\xi_{32}=1$.

The distance matrix $D$ of this 5-vertex network is shown in Figure 5.1, together with the $\sigma_{p}$ vector of positive dual variables. The $i_{q}$ and $j_{q}$ sets are respectively $i_{q}=\{1,3\}$, and $j_{q}=\{2\}$.

If the rows and columns corresponding to $i_{q}$ and $j_{q}$ are crossed out, as indicated in Figure 5.1, it can be easily seen that the dual LP at this stage can be written as

Maximize $\quad Z^{\prime}=\sigma_{4}+\sigma_{5}+(3-2) \sigma_{6}$

Subject to

$$
\begin{aligned}
& \sigma_{4}+\sigma_{6}-\pi_{45} \leq 0 \\
& \sigma_{5}+\sigma_{6}-\pi_{54} \leq 0
\end{aligned}
$$



Figure 5.1
D Matrix and Corresponding $\sigma_{p}$ Vector for a
5-Vertex Network

$$
\left.\left.\begin{array}{l}
\sigma_{4}+\pi_{54} \leqq d_{54} \\
\sigma_{5}+\pi_{45} \leqq d_{45} \\
\sigma_{4} \leqq d_{14} \\
\sigma_{4} \leqq d_{34}
\end{array}\right\} \Rightarrow \sigma_{44} \leqq \operatorname{Min}\left(d_{14}, d_{34}\right), ~ \begin{array}{l}
\sigma_{5} \leqq d_{15} \\
\sigma_{5} \leqq d_{35}
\end{array}\right\} \Rightarrow \sigma_{5} \leqq \operatorname{Min}\left(d_{15}, d_{35}\right), ~ \begin{aligned}
& \sigma_{4}, \sigma_{5} \leqq 0 \\
& \sigma_{6} \leqq 0,
\end{aligned}
$$

which coincides with the general formulation given by Equations (5.29) through (5.33c).

Note that in Figure 5.1 the $d_{i j}$ elements crossed out by a vertical line, or by both a vertical and a horizontal line, do not appear in the formulation above. Cn the other hand, the $d_{i j}$ elements crossed out only by horizontal lines corresponding to median vertices, provide upper bounds on the remaining $\sigma_{i}$ variables. Finally, the $d_{i j}$ elements not crossed out appear in the constraints corresponding to Equations (5.30) and (5.31) [The right-hand side of Equation (5.30) is in reality $d_{i i}$, always equal to zero in the p-median problem].

### 5.2.4 The Detailed. Steps of the Algorithm

The detailed steps of the branch-and-bound algorithm described in 5.2 .1 are now given below,

Step 1. Calculate $D$, the distance matrix of the network. Floyd's algorithm [34, 83] can be used to calculate D.

Step 2. Set up the matrix $M=\left[m_{k j}\right]$, the $j^{\text {th }}$ column of which contains all the vestices of the network arranged in ascending order of their shortest distance from vertex $\mathbf{x}_{\mathbf{j}}$.

Step 3. Cross out the last ( $\mathrm{p}-1$ ) rows of matrix M (see Observation 1 of 5.2.1).

Step 4. Note the best available solution before the beginning of the tree search as Z $^{*}$ (such solution can be provided by a simple heuristic). If no solution is available make $Z^{*}=\infty$.

Step 5. Make $\mathrm{j}^{\prime}=1$.
Step 6. Allocate vertex ${ }^{x}{ }_{j}$, to the topmost unmarked entry -
$m_{k} j^{\prime}=x_{i}$ - of column $j^{\prime} . x_{i}$ becomes then a median vertex.
Step 7. For all columns $\mathfrak{j}, j^{\prime}<j \leqq n$, mark all unmarked entries which appear after $X_{i}$ as $M T I_{i}$.

Step 8. If $x_{i}=x_{j}$, go to Step 9. Otherwise assume there are ( $k^{\prime}-1$ ) vertices preceding vertex $X_{i}$ in column $j^{\prime}$. These vertices correspond to entries $m_{1 j} 1, m_{2 j}, \ldots, m_{(k '-1) j}$. For all columns $j, j r<j \leqq n$, mark all unmarked entries corresponding to vertices $m_{1 j 1}, m_{2 j}, \ldots$, $m_{(k \prime-1)}{ }^{\prime}$ as $M_{j}{ }_{j} \cdot$
Step 9. For all columns $j, j^{\prime}<j \leqq n$, make, whenever the case, the forced allocations of nonmedian vertices to the medians assigned so far (see Observation 4 of 5.2.1).

Step 10. Calculate the cost of the allocations made so far. Call this cost $C_{a}$. Then if $C_{a} \geqq Z^{*}$ go to Step 15 (backtrack). Otherwise (if $\mathrm{C}_{\mathrm{a}}<\mathrm{Z}^{*}$ ) go to Step 11 below.*

Step 11. Test whether p', the number of medians assigned so far, is equal to p . If so, or if $\mathrm{h}=\left(\mathrm{p}-\mathrm{p}^{\prime}\right)$ [see Section 5.2.2], go to Step 12 below. Otherwise go to Step 13.

[^11]Step 12. Allocate each of the remaining non-allocated vertices to their closest median. These allocations then constitute the optimal completion of the partial solution implied by the current allocations of the vertices $x_{1}, x_{2}, \ldots, x_{j}$. Calculate $C_{T}$, the cost corresponding to the solution just completed. Then:
(a) If $\mathrm{C}_{\mathrm{T}}<Z^{*}$ note the solution, make $\mathrm{Z}^{*}=\mathrm{C}_{\mathrm{T}}$ and go to Step 15 (backtrack);
(b) If $\mathrm{C}_{\mathrm{T}} \geqq \mathrm{Z}^{*}$, go to Step 15 (simply backtrack).

Step 13. Calculate the shortest distance bound, given the allocations made so far. Call this bound LB. Then:
(a) If $L B \geqq Z^{*}$, or if $h<\left(p-p^{\prime}\right)$ (see Section 5.2.2), go to Step 15 (backtrack);
(b) Otherwise go to Step 14 below.

Step 14. Calculate the dual bound, given the allocations made so far. Call this bound DB. Then:
(a) If $\mathrm{DB} \geqq \mathrm{Z}^{*}$, go to Step 15 (backtrack);
(b) Otherwise ( $\mathrm{DB}<\mathrm{Z}^{*}$ ) make $\mathrm{j}^{\prime}=\mathrm{j}^{\prime}+1$ and return to Step 6. Step 15. Backtrack. Mark entry $m_{k^{\prime}} j^{\prime}\left(=x_{i}\right.$, the latest median vertex to which $x_{j}$, had been allocated before the backtracking step) as MT3. Then:
(a) If the bactracking step is from within the first column of $M$ and all entries are now marked in this column, stop. The tree search has been completed and the solution corresponding to the current value of $Z^{*}$ is the optimal solution $\bar{X}_{p}$ of the p-median problem.
(b) Otherwise:
(i) Unmark, for all columns $\dot{j}, j^{\prime}<j \leqq n$, all entries marked either as MT2 ${ }_{j}$, or as MT3;
(ii) Discard all previously forced allocations (see Observation 4 of 5.2.1) for all columns $j, j l<j \leqq n$;
(iii) Furthermore, if the current backtracking step un-assigns one median (i.e. if no other vertices $x_{j}$ corresponding to columns $j<j^{\prime}$ are allocated to vertex $x_{i}=m_{k} j^{\prime \prime}$ ), for all columns $j, j^{\prime}<j \leqq n$, unmark all entries marked as $\mathrm{MHI}_{i}$.

After (i), (ii) and (iii) above go to Step 16 below.
Step 16. If any entry in column $j^{\prime \prime}$ remains unmarked return to step 6. Otherwise make $j^{\prime}=j^{\prime}-1$ and return to Step 15 (backtrack).

### 5.2.5 The Algorithm Illustrated

The branch-and-bound algorithm is now illustrated. The actual tree resulting from the application of the method to find the optimal 2-median of a lo-vertex network is shown for 4 different cases. The purpose of this illustration is twofold: to give a pictorial view of the search, and to show how the efficiency of the method can be improved by (i) the use of strong lower bounds, and (ii) the arailability of an upper bound prior to the start of the search.

The network used is the lo-vertex example of Garfinkel et al. [41, p.231]. This network has already been used for illustrative purposes in previous chapters of this thesis and elsewhere in the literature. For the sake of convenience it is repeated in Figure 5.2. The numbers on the links represent distance between vertices, and all vertices are equally weighted.

The optimal 2-median of the network of Figure 5.2 is $\bar{X}_{2}=$ $\left\{\mathrm{X}_{5}, \mathrm{X}_{10}\right\}$. This is shown in Figure 5.3 , where the allocations of vertices to medians are clearly indicated. The cost of the optimal solution is 47 .

In order to emphasize the importance of strong bounds on the efficiency of the algorithm, the effect that each of the 3 bounds


Figure 5.2
10-vertex network of Garfinkel et al. [41, p.231]


(5.3b)

Allocations to Median $\mathrm{X}_{5}$

Figure 5.3
Allocations of Vertices to Medians
described in detail ir Chapter 4 has on the size of the search is shown separately. In addition, the tree that results when an upper bound is used in conjunction with the tightest of the 3 bounds (the dual bound), is shown in a separate figure.

The tree search resulting from the use of the shortest distance bound is shown in Figure 5.5. Figures 5.6 and 5.7 show the trees corresponding to the use of the graph-theoretical bound and the dual bound, respectively. In all these 3 cases it was assumed that no upper bound was available prior to the start of the search, and the variable $Z^{*}$, denoting the best available solution at stage $q$ of the tree search, was consequently set to infinity at the initial node I of each of the corresponding figures. Figure 5.8 corresponds to an upper bound being available at node $I$, and in this case $Z^{*}$ was initially set to 48 , a value obtained through the ver'tex substitution heuristic method of Teitz and Bart [98].

Figures 5.5 to 5.8 speak for themselves, and the bounds performed in the way expected from the analysis presented in Chapter 4. The dual bound is by far the strongast of the three, and the shortest distance bound the weakest. Although the embedding of the graphtheoretical bound was not coded, the tree resulting from its application to the network of Figure 5.2 is shown in Figure 5.6.

The embedding of the graph-theoretical bound presents no special problems. It involves the transformation of the original network into smaller networks as the search develops from one level of the tree to the next and nonmedian vertices are allocated to assigned medians. Conversely, the network must be restored to its shape at higher levels of the tree every time backtracking takes place.

Each and every time the bound is calculated the procedure described in Section 4.3 must be applied to the complete network, described by its distance matrix at the appropriate level of the
$+C_{a}$ is the cost of the allocation of nonmedian vertices of the partial solution at node 27 of Figure 5.6
++ The meaning of $\mathrm{SST}_{\mathrm{ON}}$ and $\mathrm{LL}_{1}$ are given in 4.3.2. The meaning of $\beta$ is given in 4.3.3.
+++ GTB means the value of the graph-theoretical bound


Figure 5.4
The graph-theoretical bound computed at node 27 . of Figure 5.6


Figure 5.5

The tree search: shortest distance bound used


Figure 5.6
The tree search: graph-theoretical bound used


Figure 5.7
The tree search: dual bound used


Figure 5.8
The tree search: dual bound plus initial upper bound used
tree. The marked entries of matrix M (see Section 5.2.1) must be used to prevent arcs being allowed between a vertex $x_{j}$ and any vertex corresponding to a marked entry in column $j$ of $M$. The detailed computation of the graph-theoretical bound at node 27 of the tree of Figure 5.6 is shown in Figure 5.4.

Important parameters of the searches of Figures 5.5 to 5.8 are shown in Table 5.1 below. A substantial improvement in efficiency is noted when the searches of Figures 5.5 and 5.8 are compared. The number of nodes examined dropped from 36 to 16 , due to a marked improvement in the performance of the respective bounds.

## Table 5.1 - The 4 Searches Compared

| Bound <br> Used | No. Nodes <br> Examined | No. times <br> bound was <br> computed | No. complete <br> solutions <br> evaluated |
| :--- | :---: | :---: | :---: | :---: |
| 1. Shortest <br> Distance Bound | 36 | 16 | 20 |
| 2. Graph-Theoretical <br> Bound | 32 | 15 | 16 |
| 3. Dual Bound | 23 | 12 | 10 |
| 4. Dual. Bound <br> plus initial <br> upper bound | 16 | 11 | 5 |

It is important to note that the dominance of the graph-theoretical bound over the shortest distance bound, proved in 4.3.5 for the initial node I of the tree, does not hold for its lower levels. This is caused by the fact that the marking of entries in matrix $M$ strengthens the shortest distance bound more than it strengthens the graphtheoretical bound, especially at the lower levels of the tree.

Finally, as a matter of interest, it is worth mentioning that if complete enumeration were used to find the optimal 2-median of the network of Figure 5.2, a total of $\binom{10}{2}=45$ feasible solutions would have had to be examined for this particular example. Quitc clearly (and
in common with tree search methods used to solve other combinatorial problems), the relative differences in efficiency between algorithms that result from the use of different bounds increase with the size of the proilem.

### 5.3 Computational Results

Computational results obtained for networks ranging from 10 to 30 vertices, and for a wide range of values of $p$, are shown in Tables 5.2 to 5.5. The networks to which these results correspond are the same used to produce the dual bound data of Table 4.1. Except for the 10-vertex network of Garfinkel et al. (see Figure 5.2), all other networks used to produce the results of Tables 5.2 to 5.5 are described in the appendix.

The results shown in Table 5.2 correspond to the algorithm described in Section 5.2.4. An upper bound on the overall optimal solution of the problem was always obtained prior to the start of the search, and cascading through the shortest distance and dual bounds was used in all cases. The upper bound was obtained through the vertex substitution method of Teitz and Bart.

This combination of bounds has proved to be quite efficient for this particular algorithm. The advantage of using the two lower bounds is not a reduction in the number of nodes that needs to be examined before the completion of the algorithm. Although it has not been possible to prove dominance of the dual bound over the shortest distance bound, there are grounds to believe that in the vast majority of cases the number of nodes examined would be the same if the dual bound had been used on its own.

The advantage of cascading through the two lower bounds is a substantial reduction in computing times, given that the shortest distance bound is much faster to compute than the dual bound. In
these circumstances, any backtracking caused by the shortest distance bound avoids a corresponding computation of the dual bound, saving computing time. This saving is substantial, especially for the larger values of $\underline{n}$ and $\underline{p}$. This can be easily verified from the data shown in Table 5.2.

In Table 5.2 data is provided on the main parameters of the tree search, with detailed information provided on each of the two lower bounds used. Most of the data provided are self-explanatory, but the number of nodes examined and the time spent on the dual bound need a closer examination. They are the two factors that determine the total computer time needed to find the optimal solution to any given problem, and as a consequence they ultimately limit the size of problems that can be solved through the present branch-and-bound algorithm.

The p -median problem belongs to the NP class of combinatorial problems [58], and consequently the number of steps needed before completion of the present branch-and-bound algorithm is of the order of $O\left(K^{m}\right)$, where $K$ is a constant and $\underline{m}$ is a function of the number of vertices of the network ( $n$ ) and of the number of medians being sought ( p ), i.e. $m=f(n, p)$. Of the two $n$ is the main determining factor. On the other hand, for any given $n$ the number of nodes examined increases with $p$ up to a certain point ( $\simeq n / 3$ for the larger networks), and decreases thereafter down to $l$ node when $\mathrm{p}=\mathrm{n}$. The relationship between number of nodes examined and p , however, does not always follow a very rigid pattern, a very good example of which are the results obtained for the 30 -vertex network of Table 5.2.

Given the number of steps needed to obtain the optimal solution, the computer time spent on the dual bound is the main limiting factor in the branch-and-bound algorithm. For $\mathrm{n} \geqq 15$ the number of nodes
examined is only a very small fraction of the total enumeration for the problem, but the computer time spent on the dual bound represents a substantial percentage of the total time needed to complete the tree search. These are facts of special relevance for the large values of $\underline{n}$ and p , as demonstrated in Table 5.3.

The data of Table 5.3 strongly substantiates the point that the time needed to compute the dual bound is the algorithm's bottleneck, preventing it from solving the p-median problem for networks with more than 30 vertices, except for small values of p . Any improvement in the performance of the algorithm is therefore dependent on the ability to improve the computational performance of the dual bound.

Two additional tables complete the set of computational results. In Table 5.4 the effect that the use of an initial upper bound has on the efficiency of the algorithm is clearly indicated. For many of the examples included in this table (and especially for the larger networks), a significant reduction both in number of nodes examined and in total computing time is shown when an upper bound is available at the initial node I of the tree.

Finally, in Table 5.5 the cost of seeking possible multiple solutions for the p-median problem is shown for a number of examples. A significantly larger number of iterations may be required when possible multiple solutions are being investigated, especially for large values of $n$ and $p$. Table 5.5 indicates that, contrary to other combinatorial problems, multiple optimal solutions are not a rare occurrence in the p-median problem.

In surmary, the computational results of the present section support the claim made in Section 5.1, that the branch-and-bound algorithm developed in this thesis represents a substantial advancement in the field of exact solution procedures for the $p$-median problem. The algorithm guarantees an optinal solution for any value of $p$

Table 5.2 - The Branch-and-bound algorithm: computational results*

| $\begin{gathered} \text { Problem } \\ \text { size } \\ \hline \end{gathered}$ |  | Value of optimal solution | Number of nodes examined | Shortest distance bound |  |  | Dual Bound |  |  | Time in Seconds ${ }^{+}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
| n | $\underline{\underline{p}}$ |  |  | No. of calls | No. backtrack steps caused | Computing time spent on bound | No. of calls | No. backtrack steps caused | Computing time spent on bound | Upper <br> bound | Tree search | Total <br> time |
| $10^{++}$ | 1 |  | 79 | 10 | 0 | 0 | 0.00 | 0 | 0 | 0.00 | 0.01 | 0.06 | 0.07 |
| 10 | 2 | 47 | 16 | 11 | 6 | 0.01 | 5 | 3 | 0.03 | 0.01 | 0.05 | 0.06 |
| 10 | 3 | 36 | 25 | 19 | 4 | 0.01 | 15 | 10 | 0.06 | 0.01 | 0.09 | 0.10 |
| 10 | 4 | 26 | 33 | 26 | 7 | 0.01 | 19 | 10 | 0.08 | 0.02 | 0.11 | 0.13 |
| 10 | 5 | 18 | 29 | 21 | 9 | 0.01 | 12 | 4 | 0.06 | 0.02 | 0.09 | 0.11 |
| 10 | 6 | 12 | 25 | 19 | 9 | 0.01 | 10 | 3. | 0.07 | 0.02 | 0.10 | 0.12 |
| 10 | 7 | 8 | 23 | 20 | 10 | 0.01 | 10 | 3 | 0.08 | 0.01 | 0.10 | 0.11 |
| 10 | 8 | 5 | 15 | 13 | 7 | 0.01 | 6 | 1 | 0.05 | 0.01 | 0.07 | 0.08 |
| 10 | 9 | 2 | 16 | 8 | 2 | 0.00 | 6 | 0 | 0.05 | 0.01 | 0.06 | 0.07 |
| 10 | 10 | 0 | 1 | 1 | 1 | 0.00 | 0 | 0 | 0.00 | 0.00 | 0.01 | 0.01 |
| 10 | 1 | 400 | 10 | 0 | 0 | 0.00 | 0 | 0 | 0.00 | 0.01 | 0.04 | 0.05 |
| 10 | 2 | 273 | 18 | 7 | 3 | 0.00 | 4 | 3 | 0.03 | 0.01 | 0.04 | 0.05 |
| 10 | 3 | 195 | 26 | 17 | 7 | 0.01 | 10 | 4 | 0.12 | 0.01 | 0.15 | 0.16 |
| 10. | 4 | 149 | 22 | 18 | 9 | 0.01 | 9 | 4 | 0.16 | 0.02 | 0.19 | 0.21 |
| 10 | 5 | 107 | 24 | 18 | 6 | 0.01 | 12 | 6 | 0.20 | 0.02 | 0.23 | 0.25 |
| 10 | 6 | 75 | 22 | 17 | 5 | 0.01 | 12 | 6 | 0.23 | 0.02 | 0.27 | 0.29 ज |
| 10 | 7 | 43 | 25 | 15 | 2 | 0.00 | 13 | 5 | 0.19 | 0.01 | 0.22 | 0.23 F |
| 10 | 8 | 15 | 22 | 10 | 1 | 0.00 | 9 | 1 | 0.13 | 0.01 | 0.15 | 0.16 |
| 10 | 9 | 2 | 18 | 8 | 0 | 0.00 | 8 | 0 | 0.13 | 0.01 | 0.15 | 0.16 |
| 10 | 10 | 0 | 1 | 1 | 1 | 0.00 | 0 | 0 | 0.00 | 0.00 | 0.01 | 0.01 |

+ CPU time, in CDC 7600 seconds
++ Garfinkel et al. example (see Figure 5.2)
* Only one optimal solution sought

| $\begin{gathered} \text { Problem } \\ \text { size } \\ \hline \end{gathered}$ |  | Value of optimal solution | Number of nodes examined | Shortest distance bound |  |  | Dual Bound |  |  | Time in Seconds ${ }^{+}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
| $\underline{\mathrm{n}}$ | p |  |  | No. of calls | No. backtrack steps caused | Computing time spent on bound | $\begin{aligned} & \text { No. of } \\ & \text { calls } \\ & \hline \end{aligned}$ | No. backtrack steps caused | Computing time spent on bound | bound | search | time |
| 15 | 1 |  | 809 | 15 | 0 | 0 | 0.00 | 0 | 0 | 0.00 | 0.02 | 0.10 | 0.12 |
| 15 | 2 | 412 | 22 | 13 | 3 | 0.01 | 10 | 9 | 0.07 | 0.03 | 0.13 | 0.16 |
| 15 | 3 | 294 | 36 | 28 | 9 | 0.02 | 19 | 16 | 0.16 | 0.05 | 0.28 | 0.33 |
| 15 | 4 | 215 | 87 | 69 | 22 | 0.04 | 47 | 32 | 0.65 | 0.08 | 0.82 | 0.90 |
| 15 | 5 | 150 | 41 | 31 | 14 | 0.02 | 17 | 10 | 0.40 | 0.08 | 0.47 | 0.55 |
| 15 | 6 | 113 | 41 | 28 | 10 | 0.01 | 18 | 10 | 0.54 | 0.09 | 0.64 | 0.73 |
| 15 | 7 | 93 | 45 | 33 | 11 | 0.01 | 22 | 13 | 0.69 | 0.07 | 0.79 | 0.86 |
| 15 | 8 | 74 | 82 | 57 | 23 | 0.02 | 34 | 13 | 0.97 | 0.03 | 1.09 | 1.12 |
| 15 | 9 | 57 | 42 | 27 | 13 | 0.01 | 14 | 4 | 0.57 | 0.03 | 0.65 | 0.68 |
| 15 | 10 | 41 | 46 | 31 | 15 | 0.01 | 16 | 4 | 0.56 | 0.02 | 0.65 | 0.67 |
| 20 | 1 | 1159 | 20 | 0 | 0 | 0.00 | 0 | 0 | 0.00 | 0.04 | 0.25 | 0.29 |
| 20 | 2 | 724 | 33 | 17 | 7 | 0.02 | 10 | 8 | 0.10 | 0.10 | 0.33 | 0.43 |
| 20 | 3 | 518 | 118 | 88 | 22 | 0.08 | 66 | 54 | 1.13 | 0.15 | 1.86 | 2.01 |
| 20 | 4 | 414 | 188 | 150 | 59 | 0.14 | 91 | 75 | 2.13 | 0.13 | 3.33 | 3.46 |
| 20 | 5 | 338 | 238 | 195 | 82 | 0.17 | 113 | 85 | 3.10 | 0.19 | 4.35 | 4.54 |
| 20 | 6 | 259 | 167 | 116 | 62 | 0.10 | 54 | 34 | 2.63 | 0.25 | 3.43 | 3.68 |
| 20 | 7 | 2.27 | 137 | 92 | 37 | 0.07 | 55 | 30 | 2.69 | 0.20 | 3.19 | 3.39 |
| 20 | 8 | 199 | 155 | 120 | 47 | 0.08 | 73 | 41 | 3.03 | 0.25 | 3.55 | 3.80 |
| 20 | 9 | 175 | 156 | 120 | 52 | 0.08 | 68 | 37 | 3.22 | 0.19 | 3.68 | 3.87 |
| 2.0 | 10 | 151 | 191 | 156 | 66 | 0.09 | 90 | 44 | 3.87 | 0.13 | 4.32 | 4.45 |

[^12]| $\begin{aligned} & \text { Problem } \\ & \text { size } \\ & \hline \end{aligned}$ |  | Value of optimal solution | Number of nodes examined | Shortest distance bound |  |  | Dual bound |  |  | Time in Seconds ${ }^{+}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
| n | $\underline{p}$ |  |  | No. of calls | No. backtrack steps caused | Computing time spent on bound | No. of calls | No. backtrack steps caused | Computing time spent on bound | Uoper bound | Tree search | Total <br> time |
| 25 | 1 |  | 1352 | 25 | 0 | 0 | 0.00 | 0 | 0 | 0.00 | 0.08 | 0.53 | 0.61 |
| 25 | 2 | 956 | 33 | 24 | 7 | 0.04 | 17 | 16 | 0.19 | 0.17 | 0.75 | 0.92 |
| 25 | 3 | 722 | 139 | 112 | 19 | 0.16 | 93 | 80 | 2.08 | 0.38 | 3.64 | 4.02 |
| 25 | 4 | 556 | 230 | 192 | 45 | 0.27 | 147 | 124 | 4.07 | 0.37 | 6.31 | 6.68 |
| 25 | 5 | 468 | 241 | 210 | 63 | 0.27 | 147 | 121 | 5.63 | . 0.42 | 7.74 | 8.16 |
| 25 | 6 | 387 | 381 | 292 | 118 | 0.35 | 174 | 133 | 7.60 | 0.45 | 10.69 | 11.14 |
| 25 | 7 | 341 | 731 | 627 | 242 | 0.63 | 385 | 288 | 13.90 | 0.59 | 18.76 | 19.35 |
| 25 | 8 | 298 | 922 | 837 | 294 | 0.92 | 543 | 399 | 25.46 | 0.84 | 31.32 | 32.16 |
| 25 | 9 | 266 | 1012 | 904 | 323 | 0.95 | 581 | 416 | 31.33 | 0.72 | 37.04 | 37.76 |
| 25 | 10 | 235 | 715 | 64.3 | 241 | 0.66 | 402 | 264 | 24.07 | 0.59 | 27.59 | 28.18 |
| 25 | 12 | 210 | 613 | 533 | 236 | 0.53 | 297 | 178 | 2.245 | 0.98 | 24.23 | 25.21 |
| 25 | 12 | 188 | 726 | 619 | 287 | 0.57 | 332 | 186 | 21.12 | 0.62 | 24.06 | 24.68 |
| 30 | 1 | 1432 | 30 | 0 | 0 | 0.00 | 0 | 0 | 0.00 | 0.11 | 0.95 | 1.06 |
| 30 | 2 | 936 | 46 | 28 | 8 | 0.07 | 20 | 19 | 0.27 | 0.30 | 1.32 | 1. 62 |
| 30 | 3 | 777 | 237 | 193 | 60 | 0.04 | 133 | 119 | 4.04 | 0.69 | 8.72 | 9.41 |
| 30 | 4 | 610 | 262 | 219 | 70 | 0.05 | 149 | 131 | 6.95 | 1.01 | 11.90 | 12.91 ث |
| 30 | 5 | 516 | 833 | 715 | 180 | 1.32 | 535 | 442 | 24.57 | 1.35 | 36.71 | 38.06 の |
| 30 | 6 | 438 | 675 | 564 | 198 | 0.98 | 366 | 292 | 28.87 | 1.92 | 38.20 | 40.12 |
| 30 | 7 | 386 | 1304 | 1131 | 448 | 1.68 | 683 | 512 | 47.94 | 1.59 | 62.73 | 64.32 |
| 30 | 8 | 337 | 794 | 664 | 276 | 1.10 | 388 | 301 | 52.06 | 2.14 | 61.65 | 63.79 |
| 30 | 9 | 294 | 388 | 322 | 144 | 0.57 | 178 | 133 | 37.89 | 1.91 | 42.64 | 44.55 |
| 30 | 10 | 265 | 1028 | 922 | 444 | 1.44 | 478 | 323 | 71.35 | 1.67 | 81.20 | 82.87 |

+ CPU time, in CDC 7600 seconds
* Only one optimal solution sought

Table 5.3 - No. of nodes examined and time spent on the dual bound*


* Onl.y one optimal solution sought, cascading and upper bound always used.
+ Total enumeration $=\binom{n}{p}=\frac{n!}{(n-p)!p!}$ solutions, each requiring $p(n-p)$ comparisons and ( $n-p$ ) adaiticns in order to be evaluated.

| $\begin{aligned} & \text { Problem } \\ & \text { size } \\ & \hline \end{aligned}$ |  | Value of Optimal solution | Number of nodes examined |  | Total. time in seconds ${ }^{+}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  | $\underline{p}$ |  | No upper bound used | Upper <br> bound used | No upper bound used | Upper <br> bound used |
| $10^{++}$ | 1 |  | 79 | 10 | 10 | 0.03 | 0.07 |
| 10 | 2 | 47 | 23 | 16 | 0.06 | 0.06 |
| 10 | 3 | 36 | 38 | 25 | 0.10 | 0.10 |
| 10 | 4 | 26 | 65 | 33 | 0.13 | 0.13 |
| 10 | 5 | 18 | 74 | 29 | 0.11 | 0.11 |
| 10 | 6 | 12 | 77 | 25 | 0.12 | 0.12 |
| 10 | 7 | 8 | 59 | 23 | 0.10 | 0.11 |
| 10 | 8 | 5 | 30 | 15 | 0.04 | 0.08 |
| 10 | 9 | 2 | 20 | 16 | 0.04 | 0.07 |
| 10 | 10 | 0 | 1 | 1 | 0.01 | 0.01 |
| 10 | 1 | 400 | 10 | 10 | 0.06 | 0.05 |
| 10 | 2 | 273 | 18 | 18 | 0.07 | 0.05 |
| 10 | 3 | 195 | 41 | 26 | 0.14 | 0.16 |
| 10 | 4 | 149 | 43 | 22 | 0.21 | 0.21 |
| 10 | 5 | 107 | 48 | 24 | 0.22 | 0.25 |
| 10 | 6 | 75 | 45 | 22 | 0.25 | 0.29 |
| 10 | 7 | 43 | 50 | 25 | 0.20 | 0.23 |
| 10 | 8 | 15 | 39 | 22 | 0.12 | 0.16 |
| 10 | 9 | 2 | 18 | 18 | 0.12 | 0.16 |
| 10 | 10 | 0 | 1 | 1 | 0.01 | 0.01 |

* Only one optimal solution sought, cascading always used
+ CDU time, in CDC 7600 seconds
++ Garfinkel et al. example (see Figure 5.2)
** Includes time spent on the computation of the upper bound

Table 5.4 (cont'ed) - No upper bound vs. initial upper bound*

| $\begin{aligned} & \text { Problem } \\ & \text { size } \\ & \hline \end{aligned}$ |  | Value of Optimal solution | Number of nodes examined |  | Total time in seconds ${ }^{+}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| n | p |  | No upper bound used | Upper bound used | No upper bound used | Upper** bound used |
| 15 | 1 |  | 809 | 15 | 15 | 0.11 | 0.12 |
| 15 | 2 | 412 | 55 | 22 | 0.29 | 0.16 |
| 15 | 3 | 294 | 47 | 36 | 0.33 | 0.33 |
| 15 | 4 | 215 | 129 | 87 | 0.88 | 0.90 |
| 15 | 5 | 150 | 150 | 41 | 0.87 | 0.55 |
| 15 | 6 | 113 | 128 | 41 | 0.99 | 0.73 |
| 15 | 7 | 93 | 134 | 45 | 1.14 | 0.86 |
| 15 | 8 | 74 | 96 | 82 | 0.86 | 1.12 |
| 15 | 9 | 57 | 60 | 42 | 0.39 | 0.68 |
| 15 | 10 | 41 | 52 | 46 | 0.28 | 0.67 |
| 20 | 1 | 1159 | 20 | 20 | 0.26 | 0.29 |
| 20 | 2 | 724 | 108 | 33 | 0.92 | 0.43 |
| 20 | 3 | 518 | 183 | 118 | 2.36 | 2.01 |
| 20 | 4 | 414 | 211 | 188 | 3.34 | 3.46 |
| 20 | 5 | 338 | 323 | 238 | 4.68 | 4.54 |
| 20 | 6 | 259 | 376 | 167 | 4.17 | 3.68 |
| 20 | 7 | 227 | 278 | 137 | 3.13 | 3.39 |
| 20 | 8 | 199 | 295 | 155 | 3.16 | 3.80 |
| 20 | 9 | 175 | 277 | 156 | 3.30 | 3.87 |
| 20 | 10 | 151 | 290 | 191 | 3.68 | 4.45 |

* Only one optimal solution sought, cascading always used
+ CPU time, in CDC 7600 seconds
** Includes time spent on the computation of the upper bound

Table 5.4 (cont'ed) - No upper bound vs. initial upper bound*

| Problem <br> size | Value of <br> Optimal <br> solution | Number of nodes examined | No upper <br> n | $\underline{p}$ |
| :---: | :---: | :---: | :---: | :---: |

* Only one optimal solution sought, cascading always used
+ CPU time, in CDC 7600 seconds
** Includes time spent on the computation of the upper bound

Table 5.5-Single vs. multiple optimal solutions ${ }^{+}$

| $\begin{gathered} \text { Problem } \\ \text { size } \\ \hline \end{gathered}$ |  | Value of optimal solution | Number | examined | Number of |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{n}$ | $\underline{p}$ |  | One solution | Multiple solutions | multiple solutions |
| 10 | 2 | 273 | 18 | 18 | 1 |
| 10 | 3 | 195 | 4.1 | 41 | 1 |
| 10 | 4 | 149 | 43 | 53 | 1 |
| 10 | 5 | 107 | 48 | 62 | 1 |
| 10 | 6 | 75 | 45 | 81 | 3 |
| 10 | 7 | 43 | 50 | 69 | 2 |
| 10 | 8 | 15 | 39 | 84 | 4 |
| 10 | 9 | 2 | 18 | 25 | 2 |
| 10 | 10 | 0 | 1 | 10 | 1 |
| 15 | 2 | 412 | 55 | 55 | 1 |
| 15 | 3 | 294 | 47 | 55 | 2 |
| 15 | 4 | 215 | 129. | 148 | 2 |
| 15 | 5 | 150 | 150 | 169 | 1 |
| 15 | 6 | 113 | 128 | 202 | 8 |
| 15 | 7 | 93 | 134 | 311 | 16 |

+ No upper bound used

Table 5.5 (cont'ed) - Single vs. multiple optimal solutions ${ }^{+}$

| Problem size |  | Value of Optimal solution | Number of nodes examined |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Number of |
| n | $\underline{p}$ |  | One solution | Multiple solutions | multiple <br> solutions |
| 20 | 2 |  | 724 | 108 | 108 | 1 |
| 20 | 3 | 518 | 183 | 200 | 1 |
| 20 | 4 | 414 | 211 | 211 | 1 |
| 20 | 5 | 338 | 323 | 366 | 1 |
| 20 | 6 | 259 | 376 | 388 | 1 |
| 20 | 7 | 227 | 278 | 331 | 2 |
| 20 | 8 | 199 | 295 | 545 | 4 |
| 20 | 9 | 175 | 277 | 713 | 10 |
| 20 | 10 | 151 | 290 | 563 | 4 |
| 25 | 2 | 956 | 51 | 51 | 1 |
| 25 | 3 | 722 | 195 | 205 | 2 |
| 25 | 4 | 556 | 386 | 434 | 2 |
| 25 | 5 | 468 | 506 | 653 | 8 |
| 25 | 6 | 387 | 716 | 1118 | 16 |
| 30 | 2 | 936 | 160 | 160 | 1 |
| 30 | 3 | 777 | 337 | 365 | 1 |
| 30 |  | 610 | 545 | 607 | 1 |

+ No upper bound used
for networks with up to 30 vertices, within a reasonable amount of computer time. This is not matched by any other exact procedure available in the literature [30, 41, 55, 78].


### 5.4 The LP relaxation and the Branch-and-bound algorithm

The possibility of using the LP relaxation of the p-median problem to provide bounds for branch-and-bound algorithms has already been mentioned in Section 4.2. When the LP relaxation was investigated, both the general and the decomposition formulations of this relaxation were embedded into the branch-and-bound algorithm of the present chapter. The experience with these embeddings is now reported.

The LP relaxation must be used to solve the complete problem before the branch-and-bound algorithm is activated. Very often the solution produced for the relaxed problem is all-integer, being therefore the optimal solution for the p-median problem. Only if the LP relaxation produces a fractional solution at this initial stage of the procedure, should the tree search be activated.

When the branch-and-bound algorithm is activated, the subproblems, generated by the setting of some of the $\xi_{i j}$ variables to zero or $l$, can be solved by either of the formulations of the relaxed problem. At a given stage $\underline{q}$ of the search backtracking occurs if:
either (i) The solution to the LP relaxation of the subproblem is all-integer. In such cases this solution is obviously the optimal completion of the partial solution corresponding to the allocations made up to stage $q$ of the tree search;
or (ii) The solution is fractional, but the value of its objective function, plus the cost of the aliocations made up to stage $q$ of the search, provide a lower bound that is greater than or equal to the best available solution at stage $q\left(Z^{*}\right)$.

Due to the very large linear progranmes produced by the general formulation, it soon became evident that the embedding of this formulation could not produce results of any significance. Besides the fact that very large LP's are already produced for 20-vertex networks, the approach proved not to be practical even for a 10-vertex network.

In this respect, the search for the optimal 3-median of the network of Figure 5.2 provided the following results:* Although the number of nodes examined was reduced from 25 (see Table 5.2) to only 8 when this embedding was used, the total computing time increased from 0.10 to 8.32 CDC 7600 seconds. This was due to the long time taken to solve the 5 LP's that were needed to terminate the search.

The embedding of the decomposition formulation, however, provided better grounds for hope. This is a fast algorithm, requiring in addition little computer core. Tnere was also hope that some of the convergence problems reported in Chapter 3 could be solved after some of the $\xi_{i j}$ 's had been fixed along the tree search. The experience with the embedding of this formulation is reported in the next two sections.

### 5.4.1 The Embedding of the IP Decomposition Formulation

The embedding of the IP decomposition formulation involves solving the linear programme for the $\xi_{i j}$ variables not yet fixed to either zero or 1 when the LP is activated. For this Iormulation, the setting of variables is taken care of in each of the $\underline{n}$ subproblems of Section 3.3. It influences therefore the vector to enter the basis at each iteration of the LP.

[^13]The procedure is better explained by means of an example. Refer back to Figure 5.2, and assume the method is being used to determine the optimal 3-median of the corresponding network. Assume further that the LP must be solved at the node of the tree corresponding to vertices $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ having been assigned as medians, with vertex $x_{3}$ allocated to median $x_{2}$. Vertices $x_{4}$ to $x_{10}$ are not as yet allocated to any median vertex.*

The first point that must be made is that, vertex $\mathrm{x}_{3}$ cannot be assigned as a median in any branch emanating from the node described above. Vertex $x_{3}$, therefore, should never be brought into the basis of the corresponding master problem. To make sure this will not happen, the vector corresponding to subproblem 3 must be a zero vector, i.e. $y_{3}^{*}=(0, \ldots, 0)^{T}$ in every iteration of the algori.thm.

Secondly, in all other possible candidate vectors $y_{i}^{*}$ to enter the basis, i $\neq 3$, the top 3 entries are already determined by the allocations of vertices $x_{1}, x_{2}$ and $x_{3}$. These allocations imply:

$$
\text { (i) } y_{11}^{*}=y_{22}^{*}=y_{23}^{*}=1, \quad \text { (ii) } y_{12}^{*}=y_{21}^{*}=y_{13}^{*}=0 \text {, }
$$

and (iii.) $y_{i 1}^{*}=y_{i 2}^{*}=y_{i 3}^{*}=0, i=4,5, \ldots, 10$.
In summary, at this particular stage of the tree search the candidate vectors to enter the basis of the master problem are given by

$$
\mathrm{y}_{1}^{*}=\left[\begin{array}{c}
1 \\
0 \\
0 \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta
\end{array}\right], \quad \mathrm{y}_{2}^{*}=\left[\begin{array}{l}
0 \\
1 \\
1 \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta
\end{array}\right]
$$

[^14]\[

\mathrm{y}_{4}^{*}=\mathrm{y}_{5}^{*}=\mathrm{y}_{6}^{*}=\mathrm{y}_{7}^{*}=\mathrm{y}_{8}^{*}=\mathrm{y}_{9}^{*}=\mathrm{y}_{10}^{*}=\left[$$
\begin{array}{l}
0 \\
0 \\
0 \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta \\
\delta
\end{array}
$$\right],
\]

where the $\delta$ 's are to be replaced by either zero or 1 , in the way described in Section 3.3 [see equations (3.25) and (3.26)] . The decomposition formulation can then procede as described in Chapter Three.

### 5.4.2 Computational Experience with the Embedding

Computational results corresponding to the embedding of the decomposition formulation are shown in Table 5.6. In this table these results are also compared with data taken from Table 5.2. In addition, the tree search corresponding to the lo-vertex network appearing in this table is illustrated in Figure 5.9.

Except for the search shown in Figure 5.9, the smallesCnetwork for which it was possible to test the embedding of the decomposition formulation was the 20-vertex network of Table 5.2. For smaller networks ail-integer solutions were obtained for the complete problem, and no tree search was needed. For the 20-vertex and larger networks of Table 5.2, however, the decomposition formulation failed to converge after l,000 itjerations for several values of p (see Table 3.1), thus enabling the embedding of this IP formulation to be tested.

Four different examples are shown in Table 5.6. For 3 of them it was possible to complete the search within 150 seconds of computer time in the $\operatorname{CDC} 7600$, but for the $n=25, p=4$ example this was not possible.

| $\begin{gathered} \text { Problem } \\ \text { size } \\ \hline \end{gathered}$ |  | Sol. <br> Method | Value of optimal solution | No. of nodes examined | $\begin{aligned} & \text { No. of } \\ & \text { IP } \\ & \text { calls } \end{aligned}$ | Convergence of the IP |  |  |  | $\begin{aligned} & \text { Avg. time } \\ & \text { to solve } \\ & \text { LP given } \\ & \text { convergence } \end{aligned}$ | Total ${ }^{++}$ time in seconds |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No. of |  |  |  | No. of | Max. No.* |  |  |  |
| $\underline{n}$ | $\underline{p}$ |  |  |  |  | converged | calls not converging |  | Search completed? |  |  |
| 10 | 3 |  | 1 | 36 | 25 | - | - | - | - | - | - | 0.10 |
| 10 | 3 | 2 | 36 | 8 | 5 | 5 | 0 | 40 | Yes | 0.07 | 0.25 |
| 20 | 6 | 1 | 259 | 167 | - | - | - | - | - | - | 3.68 |
| 20 | 6 | 2 | 259 | 72 | 23 | 15 | 8 | 700 | Yes | 2.04 | 65.56 |
| 20 | 7 | 1 | 227 | 137 | - | - | - | - | - | - | 3.39 |
| 20 | 7 | 2 | 227 | 128 | 51 | 34 | 17 | 700 | Yes | 1.33 | 137.32 |
| 25 | 4 | 1 | 556 | 230 | - | - | - | - | - | - | 6.68 |
| 25 | 4 | 2 | - | - | 25 | 7 | 18 | 650 | No | 3.65 | >150.00 |

+ Solution method 1: same as in Table 5.2 Solution method 2 : tree search with $L P$ decomposition embedded
++ CPU time, in CDC 7600 seconds
+++ "No" means search not completed within 150 CDC 7600 seconds
* Input value. Further branching takes place if a subprcblem does not converge within this number of iterations.

```
    +LP = Value of the objective function of the linear programme
++Z
    *LB = Shortest distance bound
**Ca
```



Figure 5.9
The tree search with the IP decomposition embedded (optimal 3-median of the 10 -vertex network of Figure 5.2)

The results presented in Table 5.6 not only show that the embeding of the decomposition formulation is by no means competitive with the algorithm described in 5.2.4, but also that this LP formulation fails to provide a valid alternative for solving the p-median problem.

Lack of convergence continues to be a major stumbling block in the decomposition formulation, even after some of the $\xi_{i j}$ 's have been fixed. The percentage of subproblems that do not converge when the LP is activated increases with the value of $\underline{n}$, and this prevented the search for the $n=25, p=4$ test case from being completed within the time limit of 150 seconds.

It can be safely concluded that, if the basic problems of the decomposition formulation cannot be solved, this will remain a method that may solve the p-median problem only on occasion. The embeding of this formulation into a branch-and-bound algorithm did little to improve iss potentiality, and it is felt that little can be done until the basic problem of convergence, caused by large-scale degeneracy, is solved.

### 5.5 Conclusions

A direct tree search algorithm for the p -median problem was developed in the present chapter. Two lower bounds were embedded into the search, and cascading through them proved very efficient. The shortest distance bound is weak but fast to compute. It saves computing time when it forces backtracking, as it then avoids a corresponding computation of the dual bound. The latter is a very strong bound, but relatively slow to compute. An initial upper bound obtained through heuristics helped to reduce the search further.

The computational experience reported in the present chapter represents a substantial improvement over existing exact solution
procedures for the p-median problem. It produces optimal solutions for 30-vertex networks in less than 2 minutes of computer time in the CDC 7600, for any possible value of $p(1 \leqq p \leqq n$ ). The algorithm is both faster and more efficient (in terms of the number of nodes generated) than other branch-and-bound procedures available in the Iiterature [30, 55].

Additional exact solution methods for the p-median problem, such as the $L P$ decomposition of Garfinkel et al. [41], or the Lagrange multiplier approach of Marsten [78] , may on occasion solve problems of similar size. Both methods, however, cannot guarantee an optimal solution for every possible value of $p$, and may fail on much smaller problems.

The relatively long computing times required for the calculation of the dual bound is the bottleneck of the present algorithm. Any improvement obtained in the computational efficiency of this bound should increase the size of problems for which an optimal solution can be found.

## CHAPTER SIX

HEURISTIC METHODS

### 6.1 Introduction

Maranzana [76] and Teitz and Bart [98] pioneered in proposing heuristic methods for the p-median problem. Except for the work of Surkis [96] and Diehr [22], which are limi.ted extensions of the methods of Maranzana and Teitz and Bart, respectively, not much has been done in this area.

The heuristic methods of Maranzana and Teitz and Bart have already been briefly described in Chapter 2. They are discussed in greater detail later in this chapter.

The vertex substitution method of Teitz and Bart is in fact only one of a family of algorithms based on local optimization and the idea of $\lambda$-optimality. The idea of $\lambda$-optimality was first introduced by Lin [74] for the travelling salesman problem, and subsequently extended by others $[13,14,59]$ for a variety of combinatorial problems.

After a brief review of the earlier work mentioned above, the important theoretical contribution of Cornuejols, Fisher and Nemhauser [19] to the study of heuristics and relaxations for the uncapacitated location problem is discussed in terms of its application to the p-median problem. Then the vertex substitution method of Teitz and Bart is extended, and $\lambda$-optimal substitution methods for the p -median problem are introduced.

It will be shown later in the chapter that the number of iterations needed to ensure $\lambda$-optimality for the p-median problem increases very rapidly with $\lambda$. Hence practical algorithms cannot use values of $\lambda$ much above 2 or 3 . The computational experience reported in this thesis is therefore limited to the special cases of $\lambda=1$ (the Teitz and Bart algorithm) and $\lambda=2$.

A simple vertex addition ("greedy") heuristic, and its use as a 'pre-processor' to $\lambda$-optimal substitution algorithms, complete the work on heuristics in this thesis. Computational experience with what is described as 'the combined approach' is reported for $\lambda=1$ and $\lambda=2$, and these results are compared with the ones corresponding to the "pure" $\lambda=1$ and $\lambda=2$ optimal substitution methods.

### 6.2 A review of earlier work on heuristics for the p-median and related problems

In studying certain classes of location-allocation problems Cooper [17] pointed out a fortunate property of many of these problems: the lack of a sharp optimum, i.e. the existence of many alternative optimal or near-optimal solutions. This property is fortunate in that, for these problems, a well constructed heuristic has a reasonably high probability of finding one of these optimal or near-optimal solutions.

The p-median problem belongs to the set of problems having the above property, and heuristic methods designed for this problem take full advantage of this fact.

### 6.2.1 The partition method of Maranzana [76]

Maranzana's partition method is in some respects a discrete version of the alternate location and allocation algorithm devised by Cooper [17] for the continuous case. Let $d\left(x_{i}, x_{j}\right)$ be the length of the shortest path between vertices $x_{i}$ and $x_{j}$ of a network $\mathbb{N}=(X, A)$. A formal statement of Maranzana's algorithm is as follows.

Step 1. Arbitrarily select $p$ distinct points from the set $X$ of all vertices of $N$ to form the set $X_{p}$.

Step 2. Associated with the set $X_{p}$ of $p$ points $\left(p_{x_{1}}, p_{x_{2}}, \ldots\right.$, $\mathrm{p}_{\mathrm{x}_{\mathrm{p}}}$ ), determine a corresponding partition of $\mathrm{X}, \mathrm{P}_{\mathrm{x}_{\mathrm{l}}}, \ldots, \mathrm{P}_{\mathrm{x}_{\mathrm{p}}}$, by putting

$$
P_{x_{i}}=\left\{p_{x_{k}} \mid d\left(x_{k}, x_{i}\right) \leq d\left(x_{k}, x_{j}\right) \text { for all } j \neq i, x_{i}, x_{j} \in x_{p}, x_{k} \notin x_{p}\right\} .
$$

Step 3. Determine a "centre" $\mathrm{c}_{\mathrm{x}_{\mathbf{i}}}$ for each $\mathrm{P}_{\mathrm{x}_{\mathbf{i}}}$.
Step 4. If $c_{x_{i}}=p_{x_{i}}$ for all i, computation is stopped and the current values of $p_{x_{i}}$ and $P_{x_{i}}$ constitute the desired solution. Otherwise set $p_{x_{i}}=c_{x_{i}}$ for all $\underline{i}$ and return to Step 2 .

In Step 2, if a point is equidistant from more than one source, this point may be arbitrarily placed in the set associated with the source $\mathrm{p}_{\mathrm{x}_{i}}$ having the smaliest $i$. If the "centre" is non-unique in Step 3, a likewise arbitrary decision can be made, and the point with the smallest subscript selected for "centre".

Maranzana proves that his algorithm is monotonic, i.e. that the total weighted distance value cannot increase from one iteration of the algorithm to the next. He also identifies certain conditions under which the algorithm will fail to converge to an optimal solution, but claims that with several initial choices of the $p$ distinct points a solution close to the optimum is likely.

### 6.2.2 The vertex substitution method of Teitz and Bart [12,98]

A general description of the vertex substitution method has already been given in Chapter 2. A formal statement of the method is now given.

Iet $\sigma(S)$ be the transmission number* for a subset $S$ of the set $X$

[^15]of all vertices of a network $\mathrm{N}=(\mathrm{X}, \mathrm{A})$. The algorithm is then [12]:

Step 1. Select a set $S$ of $p$ vertices to form the initial approximation to the optimal $p$-median set $\bar{X}_{p}$. Call all vertices $x_{j} \notin s$ "untried".

Step 2. Select some "untried" vertex $\mathrm{x}_{\mathrm{j}} \notin \mathrm{S}$, and for each vertex $x_{i} \in S$ compute the "reduction" $\Delta_{i j}$ in the set transmission if $x_{j}$ is. substituted for $x_{i}$, i.e. compute

$$
\Delta_{i j}=\sigma(S)-\sigma\left(S \cup\left\{x_{j}\right\}-\left\{x_{i}\right\}\right)
$$

Step 3. Find $\Delta_{i_{0}}=\operatorname{Max}_{x_{i} \in S}\left[\Delta_{i j}\right]$. Then:
(i) If $\Delta_{i_{0}} \leq \leqq$ call $x_{j}$ "tried" and go to Step 2.
(ii). If $\Delta_{i_{0}}>0$ set $S \leftarrow S \cup\left\{x_{j}\right\}-\left\{x_{i}\right\}$, call $x_{j}$ "tried" and go to Step 2.

Step 4. Repeat steps 2 and 3 until all vertices in (X-S) have been tried. This is referred to as a cycile. If during the last cycle no vertex substitution at all has been made at Step 3, go to Step 5. If some vertex substitution has been made, call all the vertices $x_{j} \notin S$ "untried" and return to Step 2.

Step 5. Stop. The current set $S$ is the estimated $p$-median set $\bar{X}_{p}$.

Teitz and Bart tested their algorithm against the partition method of Maranzana. They say that the performance of the partition method may be quite erratic, and claim that their method is a preferable heuristic because it exhibits considerably less variation in performance. Teitz and Bart conclude by saying that if the partition method is used, the high variance of its error suggests that ereat caution in the selection of the initial locations is necessary. This apparent
difficulty may be overcome by performing the computations for several inirial choices of the distinct $p$ points, as suggested by Maranzana.

### 6.2.3 The work of Cornuejols, Fisher and Nemhauser [19].

In a recent paper, Cornuejols et ai. [19] make an analysis of heuristics and relaxations for the uncapacitated location probiem. The main interest for this thesis iies on the analysis of heuristics and relaxations for the p-median problem, easily obtainable from the more general results presented in [19].

Let $\ddot{z}$ be the optimal value of the objective function of the uncapacitated location problem, $\overline{\bar{Z}}$ and $\underline{\underline{z}}$ upper and lower bounds for the problem, and $\vec{z}_{R}$ a suit,abiy chosen reference value such that

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{R}} \geq \overline{\overline{\mathrm{Z}}} \geqq \underline{\mathrm{z}} \geqq \underline{\underline{\mathrm{Z}}} \tag{6.1}
\end{equation*}
$$

Cornuejols et ai. define

$$
\begin{equation*}
G=(\overline{\bar{Z}}-z) /\left(Z_{\bar{R}}-z\right) \tag{6.2}
\end{equation*}
$$

for measuring the quality of heuristics (upper bounds for minimization problems), and

$$
\begin{equation*}
H \equiv(\bar{Z}-\underline{Z}) /\left(\bar{Z}_{\bar{R}}=\underline{Z}\right) \tag{6.3}
\end{equation*}
$$

for measuring the quality of lower bounds $\underset{\text { Z. }}{ }$.
Ideally, the reference $Z_{R}$ should be equal to the maximum objective function value of the uncapacitated location problem $P$ being studied, but, in any event, $\ddot{z}_{R}$ should be an upper bound on this maximum value that is sensitive to significant data changes such as the addition of a constant to every element of a row of the cost of matrix of problem ${ }^{\text {P. }}$

Consider, for example, a network $N=(X, A)$ of $\underline{n}$ vertices, with a weight $v_{j}$ associated with every vertex $x_{j} \in X$. Let $D_{i j}=v_{j} d_{i j}$ and define the matrix $\mathrm{D}=\left[\mathrm{D}_{\mathrm{ij}}\right]$. Then, for the p -median problem, $Z_{R}$ is defined as the sum of the ( $n-p$ ) largest values

$$
\begin{equation*}
\operatorname{Max}_{j}\left[D_{i j}\right], \tag{6.4}
\end{equation*}
$$

over all rows $i$ of $D$.
Given the above definition of $Z_{R},\left(Z_{R}-Z\right)$ and $\left(Z_{R}-Z\right)$ may be thought of as the worst possible deviations that could be achieved by a given heuristic or lower bound, respectively. Then G measures the deviation for a particular heuristic relative to the worst possible deviation, and $H$ the deviation for a particular lower bound relative to the worst possible deviation.

According to Cornuejols et al., a heuristic is "good" if

$$
\begin{aligned}
& \text { Lim } \\
& \text { All Problems } P
\end{aligned} \quad<1 \text {, }
$$

and "not good" if

$$
\begin{aligned}
& \text { Lim } \\
& \text { All Problems } P
\end{aligned} \quad G=1
$$

Similarly, a relaxation is "good" if

$$
\operatorname{Lim} \quad H<l,
$$

All Problems P
and "not good" if

$$
\begin{equation*}
\operatorname{Lim} \quad H=I \tag{6.8}
\end{equation*}
$$

All Problems P

Cornuejols et al. specifically study heuristics for the uncapacitated location problem that correspond to:
(i) The vertex substitution heuristic described in 6.2.2;
(ii) The vertex addition ("greedy") heuristic, described in Section 6.4 for the p -median problem, and
(iii) The combination of the two above methods, also described in 6.4.

For the "greedy" heuristic they prove that

$$
\begin{equation*}
G_{g}=\left(Z_{g}-Z\right) /\left(Z_{R}-Z\right) \leqq[(p-I) / p]^{p}<1 / e, \tag{6.9}
\end{equation*}
$$

where $Z_{g}$ is the "greedy" heuristic solution and $p$ the maximum allowed number of open facilities in the final solution. They also prove that, if $Z_{D}$ is the optimum value of the strong linear programming relaxation of the uncapacitated location problem*,

$$
\begin{equation*}
H_{D}=\left(Z-Z_{D}\right) /\left(Z_{R}-Z_{D}\right) \leq[(p-1) / p]^{p}<1 / e \tag{6.10}
\end{equation*}
$$

Finally, they show that the bounds of equations (6.9) and (6.10) are the best possible bounds, that is
$\underset{\text { All Problems } P}{\operatorname{Lim}} \quad G_{G}=\underset{\text { All Problems } P}{\operatorname{Lim}} \quad H_{D}=1 / e$.

The analysis applied to the p-median problem
The above analysis, as well as the ones that follow for the two other heuristics, obviously apply to the p-median problem, in which exactly $p$ facilities must be open in the final solution.

Consider now the integer programning (IP) formulation of the p-median problem, and its corresponding linear programming (LP) relaxation, given in Chapter 3. This LP relaxation corresponds to the strong LP relaxation of the uncapacitated location problem. If in Equation (6.10) $H_{D}$ is replaced by $H_{L P}, Z_{D}$ by $Z_{L P}$ and $Z$ by $Z_{\text {IP }}$ it follows that

[^16]\[

$$
\begin{equation*}
H_{L P}=\left(Z_{I P}-Z_{L P}\right) /\left(Z_{R}-Z_{L P}\right)<1 / e . \tag{6.11}
\end{equation*}
$$

\]

From equations (6.9) to (6.11) it is possible to conclude that the "greedy" heuristic is a "good" heuristic for the p-median problem, and that the LP relaxation of the IP formulation of the problem constitutes a "good" lower bound, in the sense defined by Cornuejols et al.

A worst case analysis is also carried out in [19] for both (i) the vertex substitution heuristic, and (ii) its combination with the "greedy" heuristic. Let $Z_{I}$ be the solution to the vertex substitution heuristic and let

$$
\begin{equation*}
G_{I}=\left(Z_{I}-z\right) /\left(z_{R}-z\right) \tag{6.12}
\end{equation*}
$$

Cornuejols et al. prove that for all uncapacitated location problems

$$
\begin{equation*}
G_{I} \leq(p-1) /(2 p-1) \tag{6.13}
\end{equation*}
$$

and that there exist problems $P$ for which

$$
\begin{equation*}
G_{I}=(p-1) /(2 p-1) \tag{6.14}
\end{equation*}
$$

The p-median problem is among the problems $P$ for which the equality may hold.

Now compare equations (6.13) and (6.14) with equation (6.9). It is possible to conclude that, in terms of worst case analysis, for every possible value of $p$ for which the "greedy" heuristic can be used ( $p>1$ ), the vertex substitution heuristic does not perform as well as the "greedy" heuristic. This is a surprising result of some significance, especially because the "greedy" heuristic is by far the fastest to compute of the two.

The "greedy" and the vertex substitution heuristics combined
The idea of combining these two heuristic methods stems from the fact that, since the starting set of $p$ locations for the vertex substitution heuristic is arbitrary, it might be advantageous to obtain this set of cardinality $p$ by applying the "greedy" heuristic.

Let $Z_{g I}$ be the value of the solution produced by the combination of the two heuristics, and let

$$
\begin{equation*}
G_{g I}=\left(Z_{g I}-Z\right) /\left(Z_{\hat{R}}-Z\right) \tag{6.15}
\end{equation*}
$$

Cornuejols et a. prove that, for a well defined family of problems, the combination of the two heuristics fails to improve the solution obtained by the "greedy" heuristic. That is,

$$
\begin{equation*}
G_{g I}=G_{g}=[(p-1) / p]^{p} \tag{6.16}
\end{equation*}
$$

for a well defined family of uncapacitated location problems, in which case no interchange yields an improvement over the "greedy" heuristic.

## 6.3 -optimal substitution methods for the p-median problem <br> It has already been pointed out that the vertex substitution

 method is only one of a family of algorithms based on local optimiza= tion and the idea of $\lambda$-optimality. In the p-median problem a set $S$ of $p$ vertices is called $\lambda$-optimal ( $\lambda \leqq p$ ) if the replacement of any $\lambda$ vertices in $S$ by any other $\lambda$ vertices of the set $X$ of all vertices of the network $N=(X, A)$ cannot produce a new set with transmission less than $\sigma(S)$. The replacement set of $\lambda$ vertices chosen from $X$ must obviously satisfy the condition that at least one of its elements belongs to the set ( $\mathrm{X}-\mathrm{S}$ ). Within this context the answer produced by the vertex substitution algorithm of Teitz and Eart may be called l-optimal.From the definition of $\lambda$-optimality given above it is not difficult to see that in order to ensure that a given set is $\lambda$ optimal a total $\mathrm{T}_{\lambda}$ of

$$
\begin{equation*}
\mathrm{T}_{\lambda}=\sum_{\lambda^{\prime}=1}^{\lambda}\binom{\mathrm{p}}{\lambda^{\prime}}\binom{n-p}{\lambda^{\prime}} \tag{6.17}
\end{equation*}
$$

potential substitutions (and hence calculations of transmissions $\sigma$ ) must be performed in each cycle of the algorithm. This number $T_{\lambda}$ increases rapidly with $\lambda$, and hence practical algorithms cannot use values of $\lambda$ much above 2 or 3 .

Note that if $S$ is the optimal p-median set $\bar{X}_{p}$ of a network, then $S$ is p-optimal. It should also be pointed out that a $\lambda$-optimal substitution algorithm cannot be used when $p<\lambda$. A 2-optimal algorithm, for example, can only be used for $p \geq 2$.

A formal statement of $\lambda$-optima substitution methods for the p-median problem is now given. This is a straightforward extension of the algorithm described in 6.2.2, and the same notation is used here. The algorithm is:

Step 1. Given $a$ network $\mathbb{N}=(X, A)$, select a set $s$ of $p$ vertices to form the initial approximation to the optimal p-meaian set $\bar{X}_{p}$. Call all sets of $\lambda$ vertices $\left\{x_{j 1}, \ldots, x_{j \lambda}\right\}$, in which at least one element belongs to (X-S), "untried".

Step 2. Select some "untried" set of $\lambda$ vertices $\left\{x_{j l}, \ldots, x_{j \lambda}\right\}$ defined in Step 1 , and for each of the $\binom{p}{\lambda}$ sets of $\lambda$ vertices $\left\{x_{i l}, \ldots, x_{i \lambda}\right\} \in S$ compute the "reduction" $\Delta_{i j}$ in the set transmission if $\left\{x_{j l}, \ldots, x_{j \lambda}\right\}$ is substituted for $\left\{x_{i \beth}, \ldots, x_{i \lambda}\right\}$, i.e. compute $\Delta_{i j}=\sigma(S)-\sigma\left(S \cup \cup\left\{x_{j 1}, \ldots, x_{j \lambda}\right\}-\left\{x_{i l}, \ldots, x_{i \lambda}\right\}\right)$

Step 3. Find $\left.\Delta_{i_{0} j}={ }_{\left\{x_{i l}, \ldots, x_{i \lambda}\right.} \operatorname{Max}_{j \in S_{i j}} \Delta_{i j}\right]$. Then:
(i) If $\Delta_{i_{0}} \leq 0$ call the set $\left\{x_{j 1}, \ldots, x_{j \lambda}\right\}$ "tried" and go to Step 2.
(ii) If $\Delta_{i_{j} j}>0$ set $S+S U\left\{x_{j 1}, \ldots, x_{j \lambda}\right\}-\left\{x_{i 1}, \ldots, x_{i \lambda}\right\}$, call $\left\{x_{j 1}, \ldots, x_{j \lambda}\right\}$ "tried" and go to step 2.

Step 4. Repeat steps 2 and 3 until all sets of $\lambda$ vertices $\left\{x_{j 1}, \ldots, x_{j \lambda}\right\}$ defined in Step 1 have been tried. This is a cycle of the algorithm. If during the last cycle no substitution of sets of $\lambda$ vertices has been made in Step 3, go to Step 5. If some substitution has been made, call all sets of $\lambda$ vertices $\left\{x_{j 1}, \ldots, x_{j \lambda}\right\}$ in which at least one element of the set belongs to (X-S) "untried" and return to Step 2.

Step 5. Stop. The current set $S$ is the estimated $p$-median set $\bar{X}_{\mathrm{p}}$.

The algorithm described above has been coded and tested for $\lambda=2$. Computational results are given in Table 6.1, where these results are also compared with corresponding results obtained through the l-optimal substitution method first introduced by Teitz and Bart.

## Computational Results

Computational results for the $\lambda=1$ and $\lambda=2$ optimal substitution methods are shown in Table 6.1 for networks ranging from 10 to 30 vertices. Results for the l-optimal method are then shown in Table 6.2 for the 33-city example of Karg and Thompson [57], and in Table 6.3 for 40 and 50 - vertex networks. For each of the networks the values shown in these tables range from $p=1$ to $p=10$.

The networks used to produce the results of Tables 6.1 to 6.3 are the same as those used in the previous three chapters. The data for the randomly generated networks used in these tables are given in the appendix.

In Table 6.1 the heuristic solution obtained by each of the two methods is shown, together with the number of cycles needed to reach the local optimum in each case. In addition, the random solution corresponding to the initial set $S$ of $p$ vertices is given in a separate column. For both methods this solution corresponds to using the first $p$ vertices of each network to form the initial set $S$, with the vertices ranked by vertex index.

The optimal solution obtained by branch-and-bound is also shown in Table 6.1, so that the quality of the solutions produced by each of the two methods can be evaluated. Finally computing times are given in the last two columns of the table.

The l-optimal substitution method has proved to be a satisfactory heuristic, and the corresponding percentage deviations from the optimal solution are sumarized in Figure 6.1. In this figure the high frequency of l-optimal solutions coinciding with the global optimum can be easily observed, and the average percentage error for heuristic solutions that are not optimal is shown to be low. In fact nonzero deviations from the optimal occurred more often for the larger networks ( $\mathrm{n} \geqq 20$ ), although the maximum deviation ( $9.3 \%$ ) occurred for the randomly generated 10-vertex network of Table 6.1 (for $p=7$ ). This maximum deviation is well below the worst-case analysis result of Cornuejols et al. [See Equation (6.13)].

For the 2-optimal method, only in one case ( $n=25, p=9$ ) the 2-optimal solution did not coincide with the global optimum (see Table 6.1).

### 6.4 The vertex addition heuristic and its use as a 'pre-processor'

for $\lambda$-ontimal substitution alforithms
The vertex addition heuristic described in the present section was initially developed as a procedure to provide upper bounds for

Table 6.1 - Computational Results for the $\lambda=1$ and $\lambda=2$ Optimal Substitution Methods

| Prchlem Size |  |  | I-Optimal Substitution |  | 2-Optimal Substitution |  | Time in Seconds* |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{n}$ | ㄹ | Random <br> Initial <br> Solution | Value of Solution | No. of Cycles | Value of Solution | No. of Cycles | Optimal <br> Solution | 1-Optimal Substitution | 2-Optimal Substitution |
| 10** | 1 | 107 | 79 | 2 | - | - | 79 | 0.01 | - |
| 10 | 2 | 89 | 47 | 3 | 47 | 2 | 47 | 0.01 | 0.02 |
| 10 | 3 | 63 | 36 | 3 | 36 | 2 | 36 | 0.01 | 0.04 |
| 10 | 4 | 52 | 26 | 3 | 26 | 2 | 26 | 0.02 | 0.04 |
| 10 | 5 | 36 | 19 | 4 | 18 | 3 | 18 | 0.02 | 0.06 |
| 10 | 6 | 31 | 12 | 5 | 12 | 3 | 12 | 0.02 | 0.04 |
| 10 | 7 | 27 | 8 | 4 | 8 | 3 | 8 | 0.01 | 0.03 |
| 10 | 8 | 19 | 5 | 3 | 5 | 2 | 5 | 0.01 | 0.01 |
| 10 | 9 | 6 | 2 | 2 | 2 | 2 | 2 | 0.01 | 0.01 |
| 10 | 10 | 0 | 0 | 1 | 0 | 1 | 0 | 0.00 | 0.01 |
| 10 | I | 556 | 400 | 2 | - | - | 400 | 0.01 | - |
| 10 | 2 | 361 | 273 | 2 | 273 | 2 | 273 | 0.01 | 0.02 |
| 10 | 3 | 327 | 195 | 3 | 195 | 2 | 195 | 0.01 | 0.04 |
| 10 | 4 | 314 | 149 | 4 | 149 | 3 | 149 | 0.02 | 0.06 |
| 10 | 5 | 187 | 107 | 4 | 107 | 3 | 107 | 0.02 | 0.05 |
| 10 | 6 | 131 | 75 | 5 | 75 | 3 | 75 | 0.02 | 0.04 |
| 10 | 7 | 92 | 47 | 4 | 43 | 2 | 43 | 0.01 | 0.02 |
| 10 | 8 | 46 | 15 | 2 | 15 | 2 | 15 | 0.01 | 0.01 |
| 10 | 9 | 2 | 2 | 1 | 2 | 1 | 2 | 0.01 | 0.01 |
| 10 | 10 | 0 | 0 | 1 | 0 | 1 | 0 | 0.00 | 0.01 |

[^17]Table 6.1 (cont'd.) - Computational Results for the $\lambda=1$ and $\lambda=2$ Optimal Substitution Methods


[^18]Table 6.1 (cont'd.) - Computational Results for the $\lambda=1$ and $\lambda=2$ Optimal Substitution Methods

| Probiem Size |  | 1-Optimal Substitution |  |  | 2-0ptimal Substitution |  | Time in Seconds* |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{n}$ | p | Random <br> Initial <br> Solution | Value of Solution | No. of Cycles | Value of Solution | No. of Cycles | $\begin{aligned} & \text { Optimal } \\ & \text { Solution } \end{aligned}$ | $\begin{aligned} & \text { 1-Optimal } \\ & \text { Substitution } \end{aligned}$ | $\begin{gathered} \text { 2-Optimal } \\ \text { Substitution } \\ \hline \end{gathered}$ |
| 25 | 1 | 1747 | 1352 | 2 | - | - | 1352 | 0.08 | - |
| 25 | 2 | 1551 | 956 | 3 | 956 | 2 | 956 | 0.17 | 0.73 |
| 25 | 3 | 1161 | 722 | 5 | 722 | 3 | 722 | 0.38 | 2.58 |
| 25 | 4 | 790 | 556 | 4 | 556 | 3 | 556 | 0.37 | 4.37 |
| 25 | 5 | 763 | 468 | 4 | 468 | 3 | 468 | 0.42 | 6.11 |
| 25 | 6 | 706 | 387 | 4 | 387 | 3 | 387 | 0.45 | 7.77 |
| 25 | 7 | 533 | 341 | 5 | 341 | 3 | 341 | 0.59 | 9.22 |
| 25 | 8 | 415 | 305 |  | 298 | 4 | 298 | 0.84 | 13.72 |
| 25 | 9 | 393 | 278 | 6 | 267 | 5 | 266 | 0.72 | 17.92 |
| 25 | 10 | 354 | 253 | 5 | 235 | 6 | 235 | 0.59 | 21.92 |
| 30 | 1 | 2400 | 1432 | 2 | - | - | 1432 | 0.11 | - |
| 30 | 2 | 1610 | 936 | 3 | 936 | 2 | 936 | 0.30 | 1.54 |
| 30 | 3 | 1168 | 796 | 5 | 777 | 3 | 777 | 0.69 | 5.75 |
| 30 | 4 | 1040 | 610 | 6 | 610 | 4 | 610 | 1.03. | 13.06 |
| 30 | 5 | 883 | 530 | 7 | 516 | 4 | 516 | 1.35 | 19.15 - |
| 30 | 6 | 688 | 438 | 9 | 438 | 5 | 438 | 1.92 | 31.63 ¢ |
| 30 | 7 | 663 | 385 | 7 | 386 | 4 | 386 | 1.59 | 30.94 |
| 30 | 8 | 641 | 337 | 9 | - | - | 337 | 2.14 | - |
| 30 | 9 | 455 | 294 | 8 | - | - | 294 | 1.91 | - |
| 30 | 10 | 438 | 265 | 7 | - | - | 265 | 1.67 | - |

[^19]Table 6.2 - Computational Results for the 1-Optimal Substitution Method

| Problem Size |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{n}$ | p | Rendom | Value of |  |  | Time in* <br> Seconds |
|  |  | Initial | Heuristic | No. of | Optimal |  |
|  |  | Solution | Solution | Cycles | Solution |  |
| 33** | 1 | 37993 | 32072 | 2 | 32072 | 0.14 |
| 33 | 2 | 35800 | 17474 | 2 | 17474 | 0.26 |
| 33 | 3 | 35145 | 14627 | 4 | 14627 | 0.70 |
| 33 | 4 | 34806 | 12625 | 5 | 12363 | 1.09 |
| 33 | 5 | 34453 | 10727 | 6 | 10398 | 1.52 |
| 33 | 6 | 34200 | 8832 | 11 | 8832 | 3.10 |
| 33 | 7 | 32855 | 8261 | 8 | 8119 | 2.42 |
| 33 | 8 | 31898 | 7561 | 8 | 7472 | 2.56 |
| 33 | 9 | 31651 | 6848 | 9 | 6848 | 2.98 |
| 33 | 10 | 31236 | 6295 |  | 6267 | 3.05 |

* CPU time, in CDC 7600 seconds
** Karg and Thompson 33 City Example [57, p.244]

Table 6.3 - Computational Results for the l-Optimal Substitution Method

| Problem Size |  | Random <br> Initial | Value of <br> Heuristic <br> Solution | No. of |
| :---: | ---: | :---: | :---: | :---: | :---: |$\quad$| Time in* |
| :---: |
| n |

## Figure 6.1


the branch-and-bound algorithm of Chapter 5. A generalization of the method for uncapacitated location problems is described in [19] where it is referred to as the "greedy" heuristic. Variations of this heuristic al.so appear elsewhere in the literature [55,92].

Even though the vertex addition heuristic does not perform badly on its own, especially for the lar ger values of $p$, the main interest in the present section is in its use as a 'pre-processor' to $\lambda$-optimal substitution methods. The idea behind the 'combined approach', described and tested in the remaining of this section, is that since $\lambda$-optimal. substitution algorithms must start from a set $S$ of $p$ vertices, some advantage might be gained by starting from a "good" set of $p$ vertices.

The main advantage gained from the combined approach was a substantial reduction in computing times. Although it could be claimed from the available data that for $\lambda=1$ some precision was gained when the vertex addition heuristic was used as a 'pre-processor', the justification for using the combined approach lies in the substantial drop observed in the number of cyles needed to find the local optimum in $\lambda$-optimal substitution algorithms. The corresponding drop in computing times is especially remarkable for the larger networks ( $\mathrm{n} \geqq 20$ ), as shown in Tables 6.4 to 6.6.

Used on its own the vertex addition heuristic starts from an available solution to the ( $\mathrm{p}-1$ )-median problem and adds to this solution the vertex that produces the maximum possible decrease in the objective function as the number of medians is increased from ( $\mathrm{p}-1$ ) to p . The surprisingly good results obtained through this simple procedure appear to derive from the relative 'stability' of the solutions* of the problem as $p$ is increased, and from the already

[^20]mentioned existence of many optimal or near-optimal solutions to the p-median problem.

The combined approach is initialized with the l-median solution. It then proceeds in a stepwise fashion, with the appropriate $\lambda$-optimal. substitution method being applied to the set of cardinality p generated by the vertex addition heuristic. The procedure terminates after solutions are produced for the desired range of values of $p$. The stepwise nature of the combined approach explains why, for any given problem, the initial solutions provided by the vertex addition heuristic do not necessarily coincide for different values of $\lambda$ (see Table 6.4).

## Computational experience

The computational experience with the combined approach is shown in Table 6.4 for $\lambda=1$ and $\lambda=2$, and in Tables 6.5 and 6.6 for $\lambda=1$ only.

In Table 6.4 the initial solution provided by the vertex addition heuristic, together with the final heuristic solution and the number of cycles needed to reach the local optimum are shown for both $\lambda=1$ and $\lambda=2$. The optimal solution obtained by branchrand-bound is given in a separate column, and finally computing times for each of the four different heuristic methods analysed in the present chapter are shown in the last columns of the table.

The computing times corresponding to the "pure" $\lambda$-optimal substitution methods are repeated in Table 6.4 in order to facilitate the comparison of the four methods. The sums of computing times for the several values of $\underline{p}$ within each network and heuristic method of Tables 6.4 to 6.6 are also provided.

The combined approach has proved to be a good heuristic for $\lambda=1$, and the corresponding percentage deviations from the optimil solution are shown in Figure 6.2. If the results shown in this figure are

Table 6.4 - Computational Results for the Combined Approach ( $\lambda=1$ and $\lambda=2$ )

| Problem Size |  | Combined Approach, $\lambda=1$ |  |  | Combined Approach, $\lambda=$ 2 |  |  | Optimal <br> Solution | Time in Seconds* |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | p | Vertex Add <br> Initial <br> Solution | Heuristic Solution | No. of Cycles | Vertex Add. <br> Initial <br> Solution | Heuristic Solution | No. of Cycles |  | 1-Opt, Random | 1-Opt, <br> V. Add. | 2-Opt, <br> Rander | 2-Opt, <br> V. Add. |
| 10** | 1 | - | 79 | 2 | - | - | - | 79 | 0.01 | 0.01 | - | - |
| 10 | 2 | 47 | 47 | 1 | 47 | 47 | 1 | 47 | 0.01 | 0.01 | 0.02 | 0.02 |
| 10 | 3 | 36 | 36 | 1 | 36 | 36 | 1 | 36 | 0.01 | 0.01 | 0.04 | 0.02 |
| 10 | 4 | 27 | 26 | 2 | 27 | 26 | 2 | 26 | 0.02 | 0.01 | 0.04 | 0.04 |
| 10 | 5 | 20 | 18 | 2 | 20 | 18 | 2 | 18 | 0.02 | 0.01 | 0.06 | 0.04 |
| 10 | 6 | 12 | 12 | 1 | 12 | 12 | 1 | 12 | 0.02 | 0.01 | 0.04 | 0.02 |
| 10 | 7 | 8 | 8 | 1 | 8 | 8 | 1 | 8 | 0.01 | 0.01 | 0.03 | 0.01 |
| 10 | 8 | 5 | 5 | 1 | 5 | 5 | 1 | 5 | 0.01 | 0.01 | 0.01 | 0.01 |
| 10 | 9 | 2 | 2 | 1 | 2 | 2 | 1 | 2 | 0.01 | 0.01 | 0.01 | 0.01 |
| 10 | 10 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0.00 | 0.01 | 0.01 | 0.01 |
|  |  |  |  |  |  |  |  | $\Sigma$ Tim | = 0.12 | 0.10 | 0.26 | 0.18 |
| 10 | 1 | - | 400 | 2 | - | - | - | 400 | 0.01 | 0.01 | - | - |
| 10 | 2 | 276 | 273 | 2 | 276 | 273 | 2 | 273 | 0.01 | 0.01 | 0.02 | 0.03 |
| 10 | 3 | 195 | 195 | 1 | 195 | 195 | 1 | 195 | 0.01 | 0.01 | 0.04 | 0.02 |
| 10 | 4 | 149 | 149 | 1 | 149 | 149 | 1 | 149 | 0.02 | 0.01 | 0.06 | 0.03 |
| 10 | 5 | 107 | 107 | 1 | 107 | 107 | 1 | 107 | 0.02 | 0.01 | 0.05 | 0.02 |
| 10 | 6 | 75 | 75 | 1. | 75 | 75 | 1 | 75 | 0.02 | 0.01 | 0.04 | 0.02 |
| 10 | 7 | 43 | 43 | 1 | 43 | 43 | 1 | 43 | 0.01 | 0.01 | 0.02 | 0.01 |
| 10 | 8 | 15 | 15 | 1 | 15 | 15 | 1 | 15 | 0.01 | 0.01 | 0.01 | 0.01 |
| 10 | 9 | 2 | 2 | 1 | 2 | 2 | 1 | 2 | 0.01 | 0.01 | 0.01 | 0.01 |
| 10 | 10 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0.00 | 0.01 | 0.01 | 0.01 |
|  |  |  |  |  |  |  |  | ETim | $\dagger=0.12$ | 0.10 | 0.26 | 0.16 |

[^21]Table 6.4 (cont'd.) - Compitational Results for the Combined Approach ( $\lambda=1$ and $\lambda=2$ )


[^22]Table 6.4 (cont'd.) - Computational Results for the Combined Approach ( $\lambda=1$ and $\lambda=2$ )

| Problem Size |  | Combined Approach, $\lambda=1$ |  |  | Combined Approach, $\lambda=2$ |  |  | Optimal <br> Solution | 1-Opt, <br> Random | Time in Seconds* |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{n}$ | D | Vertex Add. Initial Solution | Heuristic <br> Solution | No. of Cycles | Vertex Add. Initial Solution | Heuristic <br> Solution | No.of Cycles |  |  | $\begin{aligned} & \text { 1-Opt, } \\ & \text { V. Add. } \end{aligned}$ | $\begin{aligned} & \text { 2-Opt, } \\ & \text { Random } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { 2-Opt, } \\ & \text { V.Add. } \end{aligned}$ |
| 25 | 1 | - | 1352 | 2 | - | - | - | 1352 | 0.08 | 0.08 | - | - |
| 25 | 2 | 2027 | 1027 | 1 | 1027 | 956 | 2 | 956 | 0.17 | 0.10 | 0.73 | 0.75 |
| 25 | 3 | 807 | 722 | 4. | 722 | 722 | 1 | 722 | 0.38 | 0.33 | 2.58 | 0.90 |
| 25 | 4 | 556 | 556 | 1 | 556 | 556 | 1 | 556 | 0.37 | 0.12 | 4.37 | 1.49 |
| 25 | 5 | 468 | 468 | 1 | 468 | 468 | 1 | 468 | 0.42 | 0.13 | 6.11 | 2.10 |
| 25 | 6 | 387 | 387 | 1 | 387 | 387 | 1 | 387 | 0.45 | 0.14 | 7.77 | 2.65 |
| 25 | 7 | 341 | 341 | 2 | 341 | 341 | 1 | 341 | 0.59 | 0.14 | 9.22 | 3.12 |
| 25 | 8 | 298 | 298 | 1 | 298 | 298 | 1 | 298 | 0.84 | 0.14 | 13.72 | 3.48 |
| 25 | 9 | 269 | 269 | 1 | 269 | 267 | 2 | 266 | 0.72 | 0.15 | 17.92 | 7.37 |
| 25 | 10 | 244 | 244 | 1 | 242 | 242 | 1 | 235 | 0.59 | 0.15 | 21.92 | 3.79 |
|  |  |  |  |  |  |  |  | ETime ${ }^{\dagger}=4.61$ |  | 1.48 | 84.34 | 25.65 |
| 30 | 1 | - | 1432 | 2 | - | - | - | 1432 | 0.11 | 0.11 | - | - |
| 30 | 2 | 1029 | 936 | 2 | 1029 | 936 | 2 | 936 | 0.30 | 0.26 | 1.54 | 1.58 |
| 30 | 3 | 796 | 796 | 1 | 796 | 777 | 2 | 777 | 0.69 | 0.19 | 5.75 | 3.85 |
| 30 | 4 | 676 | 610 | 3 | б60 | 610 | 3 | 610 | 1.01 | 0.57 | 13.06 | 9.84 |
| 30 | 5 | 533 | 533 | 1 | 533 | 516 | 3 | 516 | 1.35 | 0.25 | 19.16 | 24.34 |
| 30 | 6 | 4 | 438 | 4 | 443 | 438 | 2 | 438 | 1.92 | 0.95 | 31.63 | 22.68 |
| 30 | 7 | 389 | 389 | 1 | 389 | 386 | 2 | 386 | 1.59 | 0.28 | 30.94 | 15.31 |
| 30 | 8 | 341 | 341 | 1 | 337 | 337 | 1 | 337 | 2.14 | 0.28 | - | 8.86 |
| 30 | 9 | 294 | 294 | 1 | 307 | 294 | 3 | 294 | 1.91 | 0.29 | - | 29.36 |
| 30 | 10 | 266 | 266 | 1 | 266 | 265 | 2 | 265 | 1.67 | 0.29 | - | 21.17 |

[^23]$+\Sigma$ Time is the sum of computing times for the several values of $p$ for which a solution is available.

Table 6.5 - Computational Results for the Combined Approach $(\lambda=1)$

| Problem Size |  | Vertex Addition Initial Solution | Heuristic Solution | No. of Cycles | Optimal <br> Solution | Time in Seconds* |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1-Optimal |  |  |  | 1-Optimal |
| $\underline{n}$ | $\underline{p}$ |  |  |  |  | Random | Vertex Add. |
| 33** | 1 |  | - | 32072 | 2 | 32072 | 0.14 | 0.14 |
| 33 | 2 | 19196 | 17474 | 2 | 17474 | 0.26 | 0.31 |
| 33 | 3 | 14962 | 14627 | 3 | 14627 | 0.70 | 0.57 |
| 33 | 4 | 12509 | 12363 | 3 | 12363 | 1.09 | 0.70 |
| 33 | 5 | 10797 | 10797 | 1 | 10398 | 1.52 | 0.31 |
| 33 | 6 | 9287 | 8832 | 3 | 8832 | 3.10 | 0.89 |
| 33 | 7 | 8213 | 8119. | 2 | 8119 | 2.42 | 0.65 |
| 33 | 8 | 7538 | 7538 | 1 | 7472 | 2.56 | 0.37 |
| 33 | 9 | 7055 | 7055 | 1 | 6848 | 2.98 | 0.38 |
| 33 | 10 | 6592 | 6408 | 2 | 6267 | 3.05 | 0.72 |
|  |  |  |  |  | $\Sigma \mathrm{Mi}$ | $=17.82$ | 5.04 |

* CPU time, in CDC 7600 seconds
** Karg and Thompson 33 City Example [57, p.244]
$+\Sigma$ Time is the sum of computing times for the several vaiues of $p$ for which a solution is available

Table 6.6 - Computational Results for the Combined Approach $(\lambda=1)$


[^24]
compared with those of Figure 6.1, it is possible to say that for $\lambda=1$ the combined approach is a better heuristic than the "pure" 1-optimal substitution method. Similarly to Figure 6.1, in Figure 6.2 the non-zern deviations from the optimal occurred exclusively for the larger netwowks ( $\mathrm{n} \geqq 20$ ). The maximum deviation from the optimal was $7.43 \%$ (for $n=25, p=2$ ), again well below the maximum possible deviation of $1 / e$ derived by Cornuejols et al. [See Equations (6.9) and (6.16)].

The combined approach for $\lambda=2$ can be said to be as precise as its "pure." 2-optimal counterpart: of all points shown in Table 6.4 on only two occasions (for $n=25, p=9$ and $p=10$ ) did the heuristic solution fail to coincide with the corresponding global optimum.

Finally, computing times were related to both $\underline{n}$ and $\underline{p}$ for the $\lambda$-optimal substitution methods described in the present chapter. When these times were plotted against $n$ and $p$, it became evident that the equation describing the total time needed to reach a local optimum in these algorithms is of the form

$$
\begin{equation*}
C T_{\lambda}=K_{n}^{k_{1}} p^{k_{2}}, \tag{6.18}
\end{equation*}
$$

where $C T{ }_{\lambda}$ is the total computing time, and $K, k_{1}$ and $k_{2}$ are constants. In the above formula $\underline{n}$ is of more importance than $\underline{p}$ in determining the final value of $\mathrm{CT}_{\lambda}$.

The data of Table 6.4 were used to find the values of $K, k_{1}$ and $\mathrm{k}_{2}$ for $\lambda=1$ and $\lambda=2$. The resulting equations are

$$
\begin{equation*}
\mathrm{CT}_{\lambda}=1.87 \times 10^{-6} \mathrm{n}^{3.33} \mathrm{p}^{0.25} \tag{6.19}
\end{equation*}
$$

for $\lambda=1$, and

$$
\begin{equation*}
\mathrm{C}_{\lambda}=5.56 \times 10^{-9} \mathrm{n}^{5.56} \mathrm{p}^{1.13} \tag{6.20}
\end{equation*}
$$

for $\lambda=2$.

CDC 7600 seconds vs. $n$ for $\lambda=1$


Figure 6.4
CDC 7600 seconds vs. $n$ for $\lambda=2$

$\frac{\text { ton } p=8}{p=1}$ in Figures 6.3 and 6.4 for $\lambda=1$ and $\lambda=2$ respecively. The correlation coefficients obtained when a least squares line was fitted through the points in each of these figures were 0.92 for $\lambda=1$ and 0.95 for $\lambda=2$.

### 6.5 Conclusions

Four interrelated heuristic methods for the p-median problem were studied in the present chapter. The vertex substitution method of Teitz and Bart was extended, and $\lambda$-optimal substitution methods, based on local optimization and the idea of $\lambda$-optimality, were described. Computational experience was reported for the particular cases of $\lambda=1$ and $\lambda=2$.

A simple vertex addition heuristic was introduced, and used as a 'pre-processor' to $\lambda$-optimal substitution algorithms. Computational results were again reported for $\lambda=1$ and $\lambda=2$. The four resulting heuristics were then evaluated on the basis of the cquality of the solutions produced and the computing times required to reach these solutions.

The precision of the heuristic solutions naturally increases with $\lambda$. This increased precision, however, is obtained at substantially higher computing costs. From the data available for $\lambda=2$ it can be safely concluded that it is not practical to use $\lambda$-optimal substitution methods for $\lambda>2$.

The introduction of the vertex addition heuristic as a 'pre-processor' -to $\lambda$-optimal substitution algorithms substantially reduced computing times. This is so because the number of iterations required to reach the local optimum is sharply reduced when the combined approach is used, especially for $\lambda=1$. This is accomplished without loss of quality in the
solutions produced by the combined approach.
From a cost-effectiveness point of view, the combination of the vertex addition heuristic with the l-optimal substitution method appears to be the best of the four methods studied. It produces solutions that are on average of better quality than the solutions produced by its "purer l-optimal substitution counterpart, and not much worse than the solutions produced by the 2 -optimal methods. The corresponding computing times are the lowest of the four methods studied.

## CHAPTER SEVEN <br> CONCLUSIONS

### 7.1 General Summary

This thesis studied the p-median problem, concentrating on exact solution procedures for the problem. New methods of solution were developed in the course of the work. These include the development of two lower bounds, and the use of one of them in a direct tree search algorithm especially designed for the problem. The resulting procedure represents a substantial advancement in the area of exact solution methods for the p-median problem.

Due to the fact that in the vast majority of cases the LP relaxation of the integer programming formulation of the problem produces integer solutions that are optimal solutions to the p-median problem itself, two formulations of this relaxation were initially studied. The general formulation produces very large linear programmes, and is therefore unsuitable for use in large-scale networks. The decomposition formulation often does not converge because oî its very degenerate nature. The problems with convergence become particularly serious as the size of the network increases, and for values of $p$ small in relation to $\underline{n}$.

Branch-and-bound algorithms available in the literature suffer from a lack of strong lower bounds and for this reason are not very efficient in solving the p-median problem. In this thesis two new lower bounds were developed, namely the graph-theoretical bound and the dual bound. The graph-theoretical bound is not very good for small values' of $p$, but improves considerably as the value of $p$ increases. The dual bound has proved to be a very good lower bound. When tested in 80 different problems, its average deviation from the best available solution was only $2.57 \%$ (See Figune 4.2).

The dual bound was embedded into a direct tree search algorithm
especially designed for the p-median problem. This algorithm also used a weaker bound and cascaded through both bounds in order to reduce computing times. An upper bound obtained from heuristics contributed to further reduce the size of the tree search. The use of LP decomposition to solve the subproblems was also investigated.

The tranch-and-bound algorithm produces optimal solutions for networks of up to 30 vertices in less than 2 minutes of computer time in a CDC 7600 computer, for every possible value of $\mathrm{p}(1 \leqq p \leqq n)$. Besides guaranteeing optimal solutions for larger problems than any other existing exact procedure, the algorithm is both faster (in terms of time) and more efficient (in terms of number of nodes) than other branch-and-bound algorithms available in the literature for the $p$-median problem.

Finally, heuristic methods were investigated and tested in a numbe:: of problems. The vertex substitution method of Teitz and Bart was extended into a family of heuristics, the $\lambda$-optimal substitution heuristic methods. Then a simple vertex addition heuristic was introduced, and used as a 'pre-processor' to $\lambda$-optimal substitution methods, thus considerably reducing computing times. The particular cases of $\lambda=1$ and $\lambda=2$ were coded, and computational experience reported on the resulting heuristic methods.

From the data available on heuristic methods it is safe to conclude that 2-optimal substitution methods are too expensive for networks with more than 20 vertices, and that, from a cost-effectiveness point of view, the combination of the vertex addition heuristic with the l-optimal substitution method is the best of the four methods studied. It produces solutions that are on average of better quality than the solutions produced by its "pure" l-optimal counte:part, and not much worse than the solutions produced by 2-optimal methods. The corresponding computing times are the lowest of the four methods studied.

### 7.2 Possible areas for further research

One main area for further research on the p-median problem arises naturally from the work done in this thesis, and is related to solving the convergence problems of the LP decomposition algorithm. Progress in this area would allow guaranteed optimal solutions to be found for large-scale networks within a reasonable amount of computer time.

Regarding the convergence problems of the $I P$ decomposition algorithm, it is worth noting the approach suggested by Beale, and reported in Section 3.4.3. If the difficulties arising from the lack of convergence of this algorithm can be solved, then LP decomposition, and its use to solve subproblems in branch-and-bound algorithms, can be used to provide optimal solutions to the p-median problem for large-scale networks.

Beyond the pure p-median problem, there remain the several variations of the generalized p-median problem mentioned in 2.4.2. It was then stated that the main difficulty in solving minisum network location problems rests with the pure p-median problem studied in this thesis. Any progress in solving the pure p-median problem necessarily means, therefore, progress in solving generalized p-median problems.

## APPENDIX

## DAI'A FOR THE TEST PROBLEMS USED IN THE THESIS

Except for
(i) The test cases provided by A.W. Neebe (see Tables 3.1
to 3.3),
(ii) the 10-vertex networks of Garfinkel et ai. [4I, p.231] and Revelle and Swain [90, p.38], and
(iii) the 33 city example of Karg and Thompson [57, p.244], all other networks used as test problems in Chapters 3 to 6 of this thesis were randomly generated.

The data for the randomly generated networks were obtained as follows. The Cartesian coordinates of the vertices were generated randomly from a discrete uniform distribution over two different intervals: $(0,100)$ for networks of up to 30 vertices, and $(0,1000)$ for the 40 and 50 -vertex networks. The vertices thus generated were connected by choosing links at random until a tree was formed. Finally additional links were added to this basic connected network. The number of additional links used in each network, and the pair of vertices each of these links were to connect, were also randomly generated.

The length of the links in each of the randomly generated networks was calculated using the Euclidean distance formula. All randomly generated networks are nondirected, nonweighted graphs.

- The data for the test cases provided by A.W. Neebe are given in matrix format. This is followed by the data describing the randomly generated networks. In the latter set of data each pair of vertices connected by a link is listed alongside the corresponding link length. This is the format of the irput data for all computer programmes listed
in [39]. For each randomly generated network the average vertex degree

$$
\bar{d}=\left(\sum_{i=1}^{n} d_{i}\right) / n .
$$

is also given.

## 1. NEEBE'S TEST PROBLEMS

(A) 5-Vertex Network

> TO
> $\begin{array}{lllll}x_{1} & x_{2} & x_{3} & x_{4} & x_{5}\end{array}$
(B) 6-Vertex Network

TO


## (C) 9-Vertex Network

TO


## 2. RANDOMLY GENERATED NEIWORKS

(A) 10-Vertex Network $(\bar{d}=3.4)$

| LINK | $\operatorname{SOURCE}\left(\mathrm{x}_{\mathrm{i}}\right)$ | $\operatorname{SINK}\left(\mathrm{x}_{j}\right)$ | DISTANCE |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 3 | 32 |
| 2 | 1 | 4 | 13 |
| 3 | 1 | 6 | 28 |
| 4 | 2 | 3 | 81 |
| 5 | 2 | 7 | 35 |
| 6 | 2 | 10 | 42 |
| 7 | 3 | 5 | 43 |
| 8 | 3 | 10 | 44 |
| 9 | 4 | 5 | 43 |
| 10 | 5 | 6 | 54 |
| 11 | 5 | 7 | 34 |
| 12 | 5 | 9 | 44 |
| 13 | 5 | 10 | 2 |
| 14 | 6 | 8 | 51 |
| 15 | 7 | 8 | 46 |
| 16 | 7 | 9 | 55 |
| 17 | 7 | 10 | 32 |

(B) 15-Vertex Network ( $\bar{d}=3.2$ )

| LINK | $\underline{\operatorname{SOURCE}\left(\mathrm{x}_{\mathrm{i}}\right)}$ | $\underline{\operatorname{SINK}\left(\mathrm{x}_{j}\right)}$ | DISTANCE |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 3 | 25 |
| 2 | 1 | 9 | 10 |
| 3 | 2 | 3 | 20 |
| 4 | 2 | 5 | 25 |
| 5 | 2 | 7 | 30 |
| 6 | 2 | 15 | 32 |
| 7 | 3 | 13 | 4 |
| 8 | 4 | 6 | 19 |
| 9 | 4 | 10 | 29 |
| 10 | 4 | 11 | 16 |
| 11 | 5 | 7 | 30 |
| 12 | 5 | 15 | 12 |
| 13 | 6 | 9 | 58 |
| 14 | 6 | 11 | 5 |
| 15 | 6 | 14 | 32 |
| 16 | 7 | 9 | 67 |
| 17 | 7 | 12 | 19 |
| 18 | 8 | 11 | 34 |
| 19 | 8 | 12 | 26 |
| 20 | 8 | 14 | 10 |
| 21 | 9 | 10 | 17 |
| 22 | 9 | 12 | 76 |
| 23 | 9 | 13 | 36 |
| 24 | 11 | 14 | 32 |

(C) 20-Vertex Network $(\bar{d}=2.9)$

| IINK | $\underline{\operatorname{SOURCE}}\left(\mathrm{x}_{\mathbf{i}}\right)$ | $\underline{\operatorname{SINK}\left(\mathrm{x}_{\mathrm{j}}\right)}$ | DISTANCE |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 5 | 16 |
| 2 | 1 | 12 | 11 |
| 3 | 2 | 7 | 33 |
| 4 | 2 | 9 | 21 |
| 5 | 2 | 11 | 52 |
| 6 | 3 | 8 | 38 |
| 7 | 3 | 10 | 29 |
| 8 | 3 | 18 | 18 |
| 9 | 3 | 19 | 30 |
| 10 | 4 | 8 | 24 |
| 11 | 4 | 17 | 13 |
| 12 | 5 | 6 | 45 |
| 13 | 5 | 15 | 35 |
| 14 | 6 | 7 | 36 |
| 15 | 6 | 14 | 38 |
| 16 | 6 | 16 | 51 |
| 17 | 6 | 19 | 28 |
| 18 | 7 | 18 | 11 |
| 19 | 9 | 16 | 8 |
| 20 | 10 | 17 | 30 |
| 21 | 10 | 19 | 21 |
| 22 | 10 | 20 | 45 |
| 23 | 11 | 12 | 18 |
| 24 | 11 | 15 | 15 |
| 25 | 13 | 14 | 21 |
| 26 | 13 | 20 | 20 |
| 27 | 14 | 19 | 64 |
| 28 | 15 | 16 | 12 |
| 29 | 17 | 20 | 2. |

(D) 25-Vertex Network ( $\bar{d}=2.8$ )

| LINK | $\underline{\operatorname{SOURCE}\left(\mathrm{x}_{i}\right)}$ | $\underline{\operatorname{SINK}\left(\mathrm{x}_{j}\right)}$ | DISTANCE |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 9 | 39 |
| 2 | 1 | 10 | 42 |
| 3 | 1 | 19 | 20 |
| 4 | 1 | 23 | 41 |
| 5 | 2 | 5 | 18 |
| 6 | 2 | 15 | 37 |
| 7 | 3 | 15 | 9 |
| 8 | 3 | 17 | 26 |
| 9 | 3 | 24 | 18 |
| 10 | 4 | 6 | 26 |
| 11 | 4 | 9 | 22 |
| 12 | 4 | 21 | 15 |
| 13 | 5 | 15 | 44 |
| 14 | 5 | 19 | 11 |
| 15 | 6 | 9 | 38 |
| 16 | 6 | 25 | 11 |
| 17 | 7 | 14 | 22 |
| 18 | 7 | 22 | 21 |
| 19 | 8 | 9 | 36 |
| 20 | 8 | 10 | 23 |
| 21 | 8 | 11 | 25 |
| 22 | 8 | 14 | 34 |
| 23 | 8 | 17 | 21 |
| 24. | 8 | 21 | 45 |
| 25 | 10 | 20 | 13 |
| 26 | 11 | 16 | 24 |
| 27 | 12 | 13 | 19 |
| 28 | 12 | 18 | 17 |
| 29 | 1.3 | 18 | 25 |
| 30 | 13 | 24 | 16 |
| 31 | 14 | 21 | 14 |
| 32 | 16 | 22 | 14 |
| 33 | 17 | 18 | 12 |
| 34 | 17 | 20 | 8 |
| 35 | 23 | 25 | 25 |

(E) 30-Vertex Network $(\overline{\mathrm{d}}=2.7)$

| LINK | SOURCE ( $\mathrm{x}_{\mathrm{i}}$ ) | $\operatorname{SINK}\left(\mathrm{x}_{\mathrm{j}}\right)$ | DISTANCE |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 10 | 24 |
| 2 | 1 | 23 | 40 |
| 3 | 1 | 25 | 22 |
| 4 | 2 | 17 | 8 |
| 5 | 2 | 20 | 58 |
| 6 | 3 | 5 | 22 |
| 7 | 3 | 8 | 17 |
| 8 | 4 | 7 | 13 |
| 9 | 4 | 14 | 17 |
| 10 | 5 | 10 | 17 |
| 11 | 5 | 21 | 21 |
| 12 | 5 | 26 | 16 |
| 13 | 6 | 11 | 13 |
| 14 | 6 | 14 | 36 |
| 15 | 6 | 22 | 20 |
| 16 | 7 | 8 | 11 |
| 17 | 8 | 15 | 9 |
| 18 | 9 | 13 | 25 |
| 19 | 9 | 24 | 16 |
| 20 | 9 | 29 | 7 |
| 21 | 11 | 14 | 40 |
| 22 | 11 | 18 | 11 |
| 23 | 12 | 16 | 22 |
| 24 | 12 | 18 | 10 |
| 25 | 13 | 20 | 28 |
| 26 | 13 | 23 | 13 |
| 27 | 13 | 27 | 34 |
| 28 | 15 | 26 | 18 |
| 29 | 16 | 17 | 13 |
| 30 | 16 | 19 | 20 |
| 31 | 19 | 20 | 23 |
| 32 | 19 | 29 | 11 |
| 33 | 21 | 25 | 8 |
| 34 | 21 | 28 | 9 |
| 35 | 22 | 24 | 14 |
| 36 | 22 | 30 | 13 |
| 37 | 23 | 28 | 15 |
| 38 | 24 | 30 | 14 |
| 39 | 26 | 27 | 12 |
| 40 | 26 | 28 | 21 |
| 41 | 27 | 30 | 9 |

(F) 40-Vertex Network $(\overline{\mathrm{d}}=3.0)$

| LINK | $\underline{\operatorname{SOURCE}\left(\mathrm{x}_{\mathrm{i}}\right)}$ | $\underline{\operatorname{SINK}\left(\mathrm{x}_{\mathrm{j}}\right)}$ | DISTANCE |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 395 |
| 2 | 1 | 10 | 216 |
| 3 | 1 | 40 | 552 |
| 4 | 2 | 3 | 799 |
| 5 | 2 | 39 | 458 |
| 6 | 3 | 4 | 395 |
| 7 | 3 | 38 | 493 |
| 8 | 4 | 5 | 402 |
| 9 | 4 | 37 | 136 |
| 10 | 5 | 6 | 980 |
| 11 | 5 | 36 | 956 |
| 12 | 6 | 7 | 651 |
| 13 | 6 | 35 | 956 |
| 14 | 7 | 8 | 289 |
| 15 | 7 | 34 | 445 |
| 16 | 8 | 9 | 408 |
| 17 | 8 | 33 | 742 |
| 18 | 9 | 10 | 262 |
| 19 | 9 | 32 | 226 |
| 20 | 10 | 11 | 437 |
| 21 | 10 | 31 | 441 |
| 22 | 11 | 12 | 667 |
| 23 | 11 | 30 | 908 |
| 24 | 12 | 13 | 549 |
| 25 | 12 | 29 | 531 |
| 26 | 13 | 14 | 262 |
| 27 | 13 | 28 | 266 |
| 28 | 14 | 15 | 271 |
| 29 | 14 | 27 | 330 |
| 30 | 15 | 16 | 720 |
| 31 | 15 | 26 | 849 |
| 32 | 16 | 17 | 391 |
| 33 | 16 | 25 | 402 |
| 34 | 17 | 18 | 439 |
| 35 | $\geq 7$ | 24 | 718 |
| 36 | 18 | 19 | 537 |
| 37 | 18 | 23 | 611 |
| 38 | 19 | 20 | 705 |
| 39 | 19 | 22 | 741 |
| 40 | 20 | 21 | 307 |
| 41 | 20 | 22 | 500 |
| 42 | 21 | 22 | 319 |
| 43 | 22 | 23 | 758 |
| 44 | 23 | 24 | 647 |
| 45 | 24 | 25 | 567 |
| 46 47 | 25 26 | 26 | 719 |
| 47 48 | 26 27 | 27 28 | 484 330 |
| 49 | 28 | 29 | 278 |
| 50 | 29 | 30 | 592 |

(F) 40-Vertex Network (cont'ed.)

| LINK | $\underline{\operatorname{SOURCE}\left(\mathrm{x}_{\mathrm{i}}\right)}$ | $\underline{\operatorname{SINK}\left(\mathrm{x}_{\mathrm{j}}\right)}$ | DISTANCE |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| 51 | 30 | 31 | 839 |
| 52 | 31 | 32 | 503 |
| 53 | 32 | 33 | 489 |
| 54 | 33 | 34 | 18 |
| 55 | 34 | 35 | 715 |
| 56 | 35 | 36 | 907 |
| 57 | 36 | 37 | 539 |
| 58 | 37 | 38 | 442 |
| 59 | 38 | 39 | 936 |
| 60 | 39 | 40 | 641 |

(G) 50-Vertex Network ( $\bar{d}=2.3$ )

(G) 50-Vertex Network (cont'ed.)

| LINK | $\underline{\operatorname{SOURCE}\left(x_{i}\right)}$ | $\underline{\operatorname{SINK}\left(x_{j}\right)}$ | DIStance |
| :---: | :---: | :---: | :---: |
| 51 | 29 | 31 | 540 |
| 52 | 34 | 36 | 265 |
| 53 | 35 | 37 | 164 |
| 54 | 38 | 40 | 362 |
| 55 | 41 | 43 | 800 |
| 56 | 44 | 46 | 543 |
| 57 | 47 | 49 | 143 |
| 58 | 48 | 50 | 682 |
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[^0]:    * A network demand centre is defined here as being a site located either on the arcs or nodes of the network, from which demand for goods or services is generated.

[^1]:    * In a network location problem for which the flow is directed into the facilities - as, for example, when the facilities are schools to which children must travel - the rows of the distance matrix must be weighted. If the reverse is true and the flow is from the facilities, the columns of the distance matrix must be weighted.

[^2]:    * Tree search or branch-and-bound algorithms are examined in more detail in Chapter Five. A good survey on branch-and-bound methods is provided by Lawler and Wood [71].

[^3]:    * The node set includes all vertices of the network. The point set comprises all points of the network, either vertices or points on arcs connecting the vertices.

[^4]:    * An "open" facility is defined here as a vertex of the network temporarily assigned to be one of the medians. A "closed" facility is a vertex of the network temporarily assigned to the nonmedian set.

[^5]:    * Throughout this example, blank entries in the elementary matrices correspond to zeros.

[^6]:    $+$
    CPU Time, in CDC 6400 seconds

    * Example from Revelle and Swain [90, p. 38] Test case provided by A.W. Neebe (see Appendix) ** Example from Garfinkel et al. [41, p. 231]

[^7]:    4.3.2 Shortest spanning trees as lower bounds for the p-median problem

    It is now shown that, for nondirected, nonweighted networks, shortest spanning trees can be used to compute a lower bound for the p-median problem. This is done by stating a lemma and demonstrating a theorem, although the final result could have been derived from

[^8]:    * Note that the above defined increase in $\sigma_{n+1}$ is only worthwhile if the sum of the necessary decreases in the $\sigma_{i}^{\prime}$ 's is offset by a corresponding increase in the value of the product $p\left(\tau_{M X}-\tau_{N M X}\right)$.

[^9]:    $+\mathrm{N}=$ large negative bound

    * CPU time, in CDC 7600 seconds
    ** Where ties occurred in the value of the bound, no. of iterations and computing time, in this order, were used to determine the rule yielding the best bound

[^10]:    $+\mathrm{D}=$ Duad bound

[^11]:    The case

    * The detailed steps given above are for when only one optimal solution is desired. If multiple optimal solutions are desired, then in Step 10, and in Steps 13 and 14, bactracking can take place only if $Z^{*}$ is strictly less than: (i) $C_{a}$ in Step 10, and (ii) LB and DB in Steps 13 and 14 , respectively.

[^12]:    + CPU time, in CDC 7600 seconds
    * Only one optimal solution sought

[^13]:    * As alrcady pointed out in Chapter 3, for all values of $p \neq 3$ the LP solution was all-integer for this particular example.

[^14]:    * The situation described above never happened for this particular example, and the development that follows is only for illustrative purposes. The actual tree search for this example is shown in Figure 5.9.

[^15]:    * For the definition of the transmission number $\sigma(\mathrm{S})$ of a subset S of vertices of a network, refer to equations (2.19) to (2.22) of Chapter 2.

[^16]:    * For a definition of the strong and weak linear programming relaxations of the uncapacitated location problem, refer to [19], pp.1-4.

[^17]:    * CPU time, in CDC 7600 seconds
    ** Garfinkel et al. example [41, p.231]

[^18]:    * CPU time, in CDC 7600 seconds

[^19]:    * CPU time, in CDC 7600 seconds.

[^20]:    * It has been observed that in the majority of cases most of the vertices present in the optimal ( $\mathrm{p}-1$ )-median set are also present in the optimal p-median set.

[^21]:    * CPU time, in CDC 7600 seconds
    ** Garfinkel et al. Example [41, p.231]
    . $\Sigma$ ITme is the sum of computing times for the several values of p for which a solution is available.

[^22]:    * CPU time, in CDC 7600 seconds
    $\dagger \Sigma$ mime is the sum of computing times for the several values of $p$ for which a solution is available.

[^23]:    * CPU time, in CDC 7600 seconds.

[^24]:    \# CPU time, in CDC 7600 seconds

    + ETime is the sum of computing times for the several values of $p$ for which a solution is available.

