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ABSTRACT 

vi 

This thesis is concerned with the development of tools to aid the 

management of a general manufacturing company to both plan their 

activities in the short and medium term, and to evaluate their 

proposals in terms of balance sheet projections. 

The modelling technique used is linear programming and the two 

models concentrate on the physical activities of production 

planning (i.e. work-centre and labour force scheduling), purchasing, 

and cashflow planning in the short term, extended to include 

capital expenditure under capital rationing in the medium term. 

It has been proposed that the dual linear programme may be used 

for valuation purposes and that such a procedure may overcome 

some of the problems experienced by currently accepted accountancy 

procedures. 

This thesis investigates the conditions that give rise to (the 

often experienced) alternate and/or degenerate solutions to 

corporate models formulated above. 

These particular linear programming solutions require a revision 

to our previous understanding and use of the dual. In particular, 

the existance of an alternate dual space at degenerate primal 

solutions presents a considerable obstacle to the proposal to use 

the dual linear programme for valuation purposes. 



vii 

ACKNOWLEDGEMENTS 

My sincerest thanks are due to my supervisors Mr. Gerry Salkin 

and Dr. Richard Flavell for their guidance, advice and longstanding 

forbearance during the course of this study. I also wish to thank 

the Head of Department, Prof. Samuel Eilon, for his constructive 

critism. 

I am indebted to Hymac Ltd. for the original sponsorship of this 

project and to Esso Petroleum Ltd. who have helped in the latter 

stages to produce this thesis. 

And last, but in no sense least, I record my lasting debt to my 

principal sponsor - Louise - without whose untiring vigilance over 

my flagging efforts this thesis would never have seen light of day. 



• 

ERRATA 
ERRATA 

p vii par 1 1 5 read "criticism" for "critism" 
P 2  par 2 1 F read "deterministic" for "determinstic" 	 p 4-113 par 4 1 4 read 95 pa for 0.1 

P 	1--7 par 3.1 1 3 read for "" 	 p 4-119 par 6 12 rend "contained" for "containyd" 
P 1-9 par 2 1 14 read "variables" for Hiariable" 	 p 4-121 par 4. 1 6 read na  for It a  .11 

p 1-12 par 2 1 2 read a:a for H" 3 3 
p 	1-13 par 3 1 9 rend "EILON S" for 

p 5-127 
H2ILONSH par 2 1 3 read "in (" for "in e" 

p 1-15 
p 1-15 

par 
par 

1 
1 

1 
1 

1 
8 

read 
read 

"against" 
"academic resource" 

for 
for 

"agains" 
"academic" 

p 5-132 
pa 5-133 

Figure 5.3 
 pare 4 

2! 

swap 
read 

"A" 	for 	11011 

"(1&3)" for "(&3)" 
p 1-18 par 4 1 4 read "taking" for "that: the" i 	1 read "LP's which do not" for "LP's" 
p 1-18 per 5 1 3 read "restricted" for "retained" p 5-147 par 5 1 5 read "interpreted" for Hinterpreated" 
p 1-22 par 6 1 5 read "pursue" for "persue" p 5-148 par 1 1 1 read "pertuybation" for "pertubntion" 
p 1-23 par 4 1 3 read "that" for "at" p 5-150 par 1 1 7 read "-W A 	" for "-W A 	" 
p 1-28 par 3 1 4 omit a_a p 5-151 par 2 1 1 read "non-degenerate)" for "non-degenerate " 
p 1-35 par 2 1 2 read "beginning" for "begining" p 5-152 par 6 1 1 rend "hyperplane s" for "hyperplanes" 
p 1-42 Figure 1.3 read "Q1  (QC:12  " for "Q1.1Q" 

p 5-155 
p 6-158 

par 
par 

4 
2 

1 2 read 
read 

"perturbation" 
"Interpretation" 

for 
for 

"perterbrition" 
"Interpreatioe 

p 1-47 par 1 1 4 rend "over -" for "over 	" p 6-159 par 1 1 7 read "optimizing" for "optimixing" 
p 2-57 par 2 1 13 read "installation" for "instalation" p 6-161 Equation 6.3 rend "b . - a x 5 A" for "b. 	- a 	5 X" 
p 2-61 par 2 1 2 read fl,ely for all IN 	. a 
p 2-61 par 2 1 3 read "(X)" for H( 	)" p 6-161 Equation 6.4 read "c x = f(z )" for "c x= z" 
P 3-72 par 1 1 5 omit p 6-162 par 1 1 2 read "Model" for "Mode" 
p 3-73 par 5 1 1 omit p 6-169 par 3 1 1 read "company's" for "companies" 
p 3-76 par 2 1 8 read "detecting" for "defecting" p 6-171 par 3 1 2 read "secondary" for "sejondary" 
p 3-75 par 6 1 1 read "Conservatism" ,for "Coservatism" p 6-171 par 4 1 2 read "chosen" for "close" 
p 3-75 par 7 1 6 omit 11_11 p 6-172 par 2 1 7 read "an" for "a" 
p 3-81 par 2 1 1 read "led" for "let" p 7-173 par 2 1 3 read "preparation" for "preparation" 
p 3-84 par 2 read "Conservatism" for "Conservation" p 7-174 par 2 1 4 read "component" for "compareat" 
P 3-84 par 3 1 1 read "principal" for "principle" p A-199 par 2 1 2 read "was" for "were" 
P 3-86  par 2 1 2 read "objectively" for "objectivity" p A-205 1 5 read "Debtors" for "Debitors" 
p 3-88 par 1 1 5 read "to be" for "to 	" p A-210 par iii 1 1 read "revenue" for "reserves" 
P 3-105 par 1 1 2 read "account" for "amount" p D-262 par 2 1 15 read "acquisition" for "acquisition" 
P 3-105 par 1 1 3 read "matrix" for "matric" p C-269 par 4 1 1 read "an 0 for "an c" 
P 3-105 par 3 1 1 read "(88)" for "(82)" p C-269 par 5 1 1 read "c neighbourhood" for "e neighbourhood" 
P 3-107 par 3 1 6 read "optimal" for "optional" p D-288 par 2 1 5 read "taking" for "making" 



viii 

ABBREVIATIONS AND NOTATION. 

x 	vector x 

x, 	the j'th element of vector x 

S 	either the set or matrix S (differentiation is clear from the text 

0 	zero where confusion may occur (otherwise 0) 

st 	such that 

sums over i 

›,2 	greater than or equal to, less than or equal to 

Common notation has been used throughout this report. 	The following 

are the most important examples: 

A 	the matrix of technological coefficients (dimension m x n) 

b 	the riglt. hand side vector (dimension m) 

the objective function vector (dimension n) 

B 	the square basic matrix 

the vector of dual variables (dimension m) 

x 	the vector of primal variables (dimension n) 

superscipt denoting the optimal value 

a,P,X 	scalar multipliers 

References are denoted as follows: 

- 9 - 99 - 	page 99 of the thesis that forms part of Chapter 9 

- X - 999 - 	page 999 of the thesis that forms part of Appendix X 

(999) 	reference 999 

Figure 9.99 	Figure 99 from Chapter 9 

Table 9.99 	Table 99 from Chapter 9 

Equation 9.99 	Equation 99 from Chater 9 

Chapter 9.99.i 	Subsection i of Section 99 of Chapter 9 

Jrn. 	journal 



INTRODUCTION 

The need for planning a company's affairs is now well accepted. 

We proceed from that basis to propose a particular model that 

may help management govern a company's activities in the short 

and medium term and then investigate a method for evaluating the 

company's performance. 

The first part of the thesis is concerned with the development 

of a Linear Programming (LP) model of a company's activities. In 

Chapter 1 we confine these activities to the short-term management 

decisions of production, sales and short-term financing. In Chapter 

2 we propose a formulation of longer-term decisions involving capital 

expenditures, changing the product mix and changing the amount of 

value added during production, under conditions of capital rationing 

that overcome problems experienced by previous capital budgeting 

formulations. 

The second part of the thesis is concerned with the valuation process. 

In reporting to the parties interested in the company's affairs 

(shareholders, employees, creditors, bankers, government, etc.) the 

company presents a balance sheet drawn up to give a picture of the 

company at its year end. In Chapter 3 we inspect the currently accepted 

accounting procedures and point to a number of problem areas. It 

has been suggested that the dual LP from a corporate LP model of the 

type described earlier may provide a means to apply an opportunity 

valuation to the company's resources in the context of their use 

in achieving the company's goals. 
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However, this proposal is itself not problem free and we investigate 

the meaning of the dual LP under two commonly experienced conditions; 

namely that the optimal solutions are Primal Alternate and/or 

Primal Degenerate. In Chapter 4 we discuss the geometry that 

gives rise to alternate solutions. In Chapter 5 we show that the 

Kuhn-Tucker Necessary Conditions for optimality need 

not apply to degenerate solutions. Furthermore, the generally 

accepted two-sided nature of the dual variable at the degenerate 

solution is shown to be a gross simplification of the behaviour 

of the dual LP: we shall show the existence of an alternate dual 

space at the primal degenerate optimum and the collapse of this 

space, under simple degeneracy, to the two-sided dual variable under 

sensitivity analysis. 

In Chapter 6 we discuss the implication of these results to the 

proposal to use the dual LP for valuation. We suggest the introduction 

of a "Holding Value" to highlight the company's over-availability of 

some resources (corresponding to the slack of certain constraints). 

Making the problem totally degenerate appears attractive in that it 

allows the LP to allocate the objective function value over all the 

resources (and represents the ideal determinstic economic system). 

However, the existence of the alternate dual space allows the user to 

construct an infinity of different balance sheets that all purport 

to portray the same physical solution. The resulting loss of information 

leads us to question the use of the dual LP (even for non-degenerate 

problems) for valuation. 
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CHAPTER 1  

MATHEMATICAL PROGRAMMING & SHORT-TERM CORPORATE PLANNING  

1. Introduction  

This thesis takes as read the justification of the need for 

systematic planning (see (4), (47) ); the discussion will 

concentrate on the use and respective merits of various 

analytical techniques in helping to construct short-term 

corporate plan (or budgets). 

Planning may be identified with many different aspects of the 

company's activities: it can concern itself with the solution 

of particular problems, such as the raising of finance (3); the 

selection of product mix (90); the scheduling problem (52), 

and many others. Or it may concern itself with establishing 

the global corporate strategy (see (96), (101) ). 

This thesis is concerned with the latter aspect of corporate 

planning, and in this chapter a global corporate model is 

developed and tested for the particular company described below. 

2, The Company  

The test company being modelled, is a wholly owned subsidiary 

of a small conglomorate holding company. It is a medium- 

engineering company making earth-moving equipment of two 

distinct types: a 360-degree tracked excavator (termed a HYMACI  

since that company is the market leader for this product in the 

U.K,) manufactured at Rhymney and a 180-degree wheeled excavator 

loader (termed a JCB) manufactured at Great Yeldham. The company 

also markets (and manufactures some) spare-parts for its primary 
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products, and in the course of business it also undertakes some 

part-exchange of customers' old machines which are then resold 

on the second-hand market. 

2.1 	Product Range  

By inspection of the value and volume of units of separately 

identifiable products seven different HYMAC and six 

different JCB models were identified. These 13 models 

accounted for the major proportion of all sales. (Products 

excluded consisted of one HYMAC model of which only one 

or two were sold annually, and some wheeled-shovels which 

could be similarly ignored). The market for these 

products was split into two sectors, namely "HOME" and 

"EXPORT". Further subdivision of these markets could not 

be identified by specific marketing factors. However, 

sales of JCB's in Germany required different production 

specifications, 	so three extra 'special' JCB models 

were included in the product range. These were sold in the 

specific market sector "GERMANY' only. 

Consideration of spare-parts proved to be a more difficult 

problem: each finished product is made up of some thousands 

of component items and it would be impractical to try to 

treat each one individually. Attempts to combine a number 

of parts to form a pseudo-unit spare-part proved impossible; 

nor was there any information to relate the sales of 

spare-parts with the population of machines already sold. 

Explicit treatment of this facet of the company's activities 

had therefore to be shelved. 
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Since the number of products -16- is small, no grouping 

of products was required and this greatly eased the data 

collection exercise. 

2.2 	Manufacturing Facilities  

The manufacturing process at both factories is similar: 

raw materials are processed in the machine and fabrication 

shops, then assembled with other bought-in components, 

and finally painted and tested prior to despatch. This 

is shown schematically in Fig. 1.1 At Great Yeldham 

the progress of work is more along the line-system than 

at Rhymney, where scheduling is more batch oriented, 

but the difference was not so marked that separate 

treatment was required. At both factories the manning 

of work-centres can be done by more than one labour 

group. 

The differentiation between labour groups was initially 

ignored but on subsequent discussions with the management 

it was felt that distinction between skilled, semi- 

skilled and unskilled labour would better represent their 

operations. 

When required production exceeds capacity, there exists some 

facility to subcontract at both locations. At the time of 

writing, there is no interchange of work between the 

two factories, but this need not always be the case. 



2.3 	The Company's Objectives  

The difficult task of making an explicit statement of the 

company's objectives is exacerbated by the fact that the 

objectives appear differently to the different people in 

the hierarchy of the company, Discussion with the 

managing director revealed that he was under pressure 

from a variety of sources that tried to pull him in a 

number of different directions: due to the previous 

disasterous record of the company (requiring them to be 

bailed out by the parent) he was concerned to report good 

results. However he was aware that an attractive long 

term strategy might be to sacrifice present results and 

aim for a high turnover in order that in later years he 

might capitalise on the sale of spares to a high 'captive' 

market. But he was also aware of the fierce competitive 

nature of the business and forecast that a number of 

companies might be forced to the wall in the forthcoming 

recession and was also considering the possibility of 

growth by acquisition. 

Above all, the company is conscious of being a subsidiary: 

every year it has to present to the parent company a 

proposed budget plan for the coming year. Since its 

actual performance will be judged against its proposals, 

is is important that, while the budget must appear 

attractive in order that the company receive any finance 

it requires from the parent in the coming year, the budget 

be feasible. Shortfalls are regarded disfavourably, even 

if the actual performance is a 'good' one 
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It is for this reason that we searched for a process to 

model the company encompassing as many of its activities 

as possible, and model them in sufficient detail to help 

management in their budget preparation. 

3, Modelling Approaches  

From the wide variety of modelling techniques our objective was 

to chose the technique that 

allowed us to model the compady in the detail required; 

(ii) allowed explicit recognition of the stochastic nature of 

real life, or allowed easy sensitivity testing; 

(iii) allowed us to test a number of alternative strategies 

quickly (in order that management could then impose on 

the model, and test the effect of, a variety of assumptions 

about the future); 

(iv). 	allowed us to present the results of the model in 

recognisable managerial accounting format. 

3.1 	Simulation  

GERSHEFSKI has found (67) that the major proportion 

of corporate model builders use simulation, as opposed 

to mathematical programming techniques, BATT & 

GRINYER tentatively conclude from their survey (9) 

that the majority of such models are top-down, 

deterministic simulation finance models (in effect 



input-output models) and this has since been substantiated 

by other surveys (74). The reasons for this is that 

such corporate models are cheap and fast to develop (giving 

a quick return on the effort invested), easy to understand 

(an important criterion for acceptance by management) 

and flexible, Inclusion of statistical relationships 

is hampered by the lack of data, but when that can be 

encorporated (e.g. Chapter 4 of (55) ) simulation proves to 

be the only method to tackle the problem of risk 

evaluation in large systems. 

The disadvantage of simulation is that it merely evaluates 

a particular solution (in light of a number of uncertain 

variables), and that the evaluation is done according to 

given precepts, The technique cannot search for a solution 

that may result in best attainment of the goal(s) of the 

company, Nor can the technique itself suggest a manner 

for evaluating the particular solution selected. 

3.2 	Stochastic Programming  

This technique aims to incorporate recognition of random 

events into the analytical solution of model. 

Despite the difficulty in doing so, numerous (small) 

models have been developed dealing with a variety of 

problems (see Chapter 4 (131) ). 

BEALE ( (13) and (14) ) has noted that the technique 

places an enormous burden on the management for more 



data; for example in production planning the assumptions 

have to be clearly stated about the variation in demand 

for each product, and the correlations in demand between 

the different products. This factor alone would present 

an insuperable obstacle to widespread use of this 

technique for corporate planning, were it even possible 

to solve the large, detailed model envisaged above. 

3.3 	Linear Programmin5  

Linear Programming (LP) is a technique that can handle very 

large models Hof the order of several thousand constraints 

and hundreds of thousands of variables) with ease and 

speed. Furthermore it is a procedure that searches among 

all the points that comprise the feasible set (defined by 

the constraints) for the. 'best' solution to the stated 

goals of the enterprise. The well developed computer based 

LPs also allow the user to test, with ease, points close to 

the chosen solution to gauge the sensitivity of that 

solution. In standard form the model can be expressed as 

Max 	C X 
.11.•■• 

s.t 	Axtb 

x > 0 

where x is the set of variable (activities); c x is the 

objective function and Axtb define the structural 

constraints on the model. 

There are two further attributes of this technique. The 

first is the well known economic interpretation of the 

dual LP which attributes an opportunity valuation on 



This arises from the relationship az = It: marginal changes in 

the availability of a resource are valued by the effect such changes 

have on the overall achievement of the goal z. 	This in 4-.urn results 

in variables having an associated "reduced cost" ( = it.A - c). 

The reduced cost derived from the optimal solution can be considered • 

as an opportunity cost in accounting terminology: the cost 

associated with basic variables is zero, whereas the cost associated 

with non-basic variables (which are not active - i.e are set to 

zero) is negative. 	If some non-basic variables are introduced to 

the solution (to satisfy some other objective than that expressed 

in the objective function) the achievement of the stated goal will 

be reduced in accordance with the associated reduced/opportunity cost. 
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the assets that comprise the enterprise when these assets 

• 
are encorporated as constraints on the model. 

The second is the manner in which the simple formulation 

can be extended to broaden the scope for application of 

this modelling technique. These are described in the 

following subsections. 

The problems associated with the technique are dealt 

with in Section 8. 

3.3.1 Linear Fractional Programming  

Many companies use financial ratios as expressions of goals 

or for purposes of control. GOLD has shown (69) how the 

commonly used ratio of 'profit to total investment' can be 

broken down into a series of simple ratios such as 'profit 

to output', 'output to capacity', etc. These simple ratios, 

made up of variables that relate to the activities under 

the direct control of a manager, can then be used to set 

targets, compatible with the overall objective, for the 

various echelons within the company. 

The modelling of ratios used for target-setting can be 

transferred to a standard LP. 

Targets, such as IP 	t can be included in the model 

as 

xp 	txq 	0 ; 	x x 	0 
P q 

(1.2) 



The treatment of ratios used as objectives is more 

complex: CHARNES AND COOPER (39) transfer such a model - 

Max (E c. xj+ a) 
. 3  
3 

(E d. x.. 	 ) 
. J 

s.t. 	E a.. x.2 b. 
. 1J J 1 
J 

0 

to the standard form - 

Max 	E C. tx. + at 
j 1 	.3 

s.t. 	E a.. tx. - tb.1 	0 
- 13 3  

d. tx. + t13 = 1 
3 

J 	J 

t x. g0 

(1.3) 

(1.4) 

Thus by suitable modification the standard LP model 

formulation (Equation 1.1) can be extended to deal with 

linear ratios in addition to linear constraints. 

3.3.2 Goal Programming 

Goal programming, a term first coined by CHARNES & 

COOPER (41), is a technique that allows the mathematical 

programme to more closely approximate managerial 

behaviour in real life. 

Goal (or target) setting is widely used as a means 

of motivating and controlling management (see (80) ).  

The task that confronts the enterprise is then to 

achieve a plan that meets (or comes as close as 

possible to) that goal: 

Min U + 0 

s.t. A x g b 

G x+ U-0 5 g 

U 0 

(1.5) 
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where U is the extent by which the goal G x underachieves 

the target g; 0 the extent by which it is overachieved 

(termed "underage" and "overage"). 

IJIRI (88) points to the considerable psychological 

difference between these variances in target achievement. 

"For managers, there is a qualitive difference between 

profit and loss, although arithmetically the two are on 

the same continuous scale, For them the difference 

between $1000 profit and $1000 loss seems to be greater 

than the difference between $10000 profit and $8000 profit 

or the difference between $10000 loss and $8000 loss". 

To account for this the model requires that the underage 

and overage are weighted differently. These weights would 

need to be non-linear if the model is to take account of the 

further difference in appreciation of achieving 1, 100, or 

1000 over (or under) target. 

It has long been recognised that companies pursue a number 

of goals simultaneously (see (22) ), and that these may 

even be conflicting, Optimizing methods described above, 

epitomized by LP, consider only one objective and this 

is a serious limitation on the applicability of such 

techniques. In attempts to overcome this obtacle 

modellers resort to 

i. 	Optimizing in tandem. The goals are ranked in 

order and the programme is then optimized with 
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respect to the first, then the second, etc. It 

is an extremely lax model that has sufficient 

degrees of freedom to cater for more than a very 

small number of goals in this fashion. 

ii. Trade-offs of one goal vis-a-vis another, In this 

way a single objective function is built up of the 

weighted sums of all the others. This suffers 

from all the drawbacks of utility functions and 

presents severe problems for practical applications. 

iii. Converting goals to constraints by setting targets. 

The goal programming_ formulation appears to be 

ideally suited since it can cater for any number 

of goals. It would appear that a definition of 

terms is required: MAO states (114) that one should 

be clear about the distinction between "goals - 

which refer to management desire - and constraints - 

which refer to environmental conditions under 

which management makes its decisions" EILONS. 

disagrees (54) - "Essentially all constraints 

are goals since they express desirable (or 

undesirable) modes of operation" KENDALL agrees 

(95) and has formulated the LP in terms 

of 'Hard' and 'Soft' constraints to represent 

'Musts' and 'Wants' constraint/ goals. 
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Consider the multiple-goal programme: 

Min (E E Dk1  M k  Vk 4:1k1 M °k)  
k 1 

s. t. 	A x Z b 

x + Uk  - Ok  s 4 	.Vk 
	(1.6) 

x, U, 0 

+ - 
where Mk, Mk  are the weights representing  the 

difference between overage and underage;  Did  is 

the weight representing  the desirability of 

attaining goal k in preference to goal I 

(i.e. an ordering  of goals). The objective function 

is beginning  to collect-some of the unfavourable 

attributes associated with utility functions and 

trade-offs. Furthermore, the validity of the 

assumption of additivity becomes questionable - 

can one add the (weighted) deviation from one goal 

to that from another? The remarks made by EILON S. 

highlight this problem and he goes on to advocate 

the approach of satisficing  - any feasible solution 

satisfying  the 'do' and 'don't' requirements is 

acceptable. (If there is no feasible solution then 

that itself is information_ useful for management 

to set them thinking  about their conflicting goals!). 

The problems of setting  the target (or norm), of 

dealing  with the inevitable internal pressures to 

achieve always a better performance than previously 
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(ultimately coming up agains the ceiling of the 

'optimal' solution) remain. But the attractiveness 

of the technique has led it to be used widely: 

starting with breakeven analysis (42) it has 

encompassed.merger modelling (93), production 

planning (71), and in many areas involving non-

financial attributes - e.g. medicare, government, 

and academic planning (104). 

Clearly a modelling technique that allows complex 

fractional, multi-goal models to be solved 

with ease goes a long way to meet our objectives 

and this forms the basis of our selection of this 

technique. 

3.4 	Integer Programming  

In reality, a number of the variables in any corporate 

model, require to be integral (e.g. number of products 

made or sold, investment projects, etc.). Many computer 

based mathematical programming systems can now cater 

for large mixed-integer problems (see Chapter 2, (63) ), 

but the solution process still remains cumbersome and 

lengthy (see Appendix in (147) ). Furthermore, the 

economic interpretation of the dual programme is lost. 

4. Corporate Models  

Before developing our own model we inspected a number of models 

described in the literature. 
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4.1 	The KROUSE Model  

The global corporate model, developed by KROUSE (101), 

centres on a "multi-attribute criterion function to 

measure financial performance, and state-transition 

equations to impose a variety of behavioural, technical 

and accounting-identity relationships which set out 

the firms financial process from one period to the 

next". 

Let the state of the system be defined by a N-vector X(t). 

The state variables X(t), defining the company's profile 

at a moment in time t, are attributes such as profitability, 

liquidity, capital structure, etc. 

Let d(t) be the M-vector of decision variables open to 

management control, e.g. increase long-term debt pay out 

dividend, etc. Let u(t) be some disturbance vector to 

reflect uncertainty. Then the model formulation is:- 

Optimize 	E(G) 	The expected value of some 

multi-objective performance index 

s.t. 
X (t+1) = f(X (t), d(t), u(t), t )- the financial process 

	

X(0) = x° 	 initial state 

12 (X(t), d(t) ) 5 0 	policy/institutional 

constraints. 

(1.7) 
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The above model is not constrained to be linear, nor 

deterministic, and KROUSE claims to have established 

procedures for solving such general models in his thesis. 

We have rejected this model as being too abstruse. The 

decision variables described above are too far removed 

from the activities over which the management can 

excercise direct control (eg. a production plan, stock 

levels, levels of drawdown of finance facilities etc). 

The behavioural and regulatory constraints suggested 

(e.g. the share price and stock market valuations, etc) 

- are too ill defined to be expressed explicitly. Furthermore, 

while the quadratic objective function propounded by 

KROUSE may have certain appealing attributes for the 

management scientist - it can encompass diminishing 

marginal returns and trade-offs between objectives-it was 

felt that the resulting complexity would further deter 

management of the company from accepting the model. 

4.2 	The LAHIRI Model  

LAHIRI developed (103) a basic linear production-planning 

model for a manufacturing company. The large number of 

products - 80 - made by the company were collected into a 

smaller number of product groups, and these were processed 

through their production facilities. The company aimed 

to maximize the contribution from production, subject to 

capacity and demand constraints, 
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This approach appears to be amenable to the application 

we described above (Section 3) and this model will be 

compared with our own model formulation described below. 

4.3 	The BP Model  

BP have developed (17)a mixed linear-integer model of 

their refining and marketing operations. The model 

incorporates 

i) a description of currently available resources 

ii) estimates of demand and price for each product 

iii) estimates of marginal costs 

iv) capacity required by existing processes 

v) future investment possibilities. 

The model determines the optimal production and marketing 

plans together with the required investment profile for 

the entire planning period that will maximise the present 

value of the net after-tax cashflow (that the account of 

debt and equity servicing).. 

We adopt a similar direct approach in modeling the 

company's activities. The model described below is 

retained to short-term planning (assuming a given 

capacity availability) and we extend this to the medium-

term in the following Chapter. A point of divergence 

between the models lies in the definition of the goals 

pursued by the Company. 
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5. The Imperial College Model  

The corporate model that we have developed (first formulated by 

KORUBLUTH (98) and since augmented ( (70) and (24) ) is based 

on a similar approach to LAHIRI'S. 

The model is a multi-period, deterministic, linear model of the 

activities of the company. These activities centre on the 

production required to meet some sales demand, and the financial 

implication of any selected plan. Since the function of this model 

is to aid budget preparation and control, time periods of one 

month have been chosen. This is long enough to render unnecessary 

the need for attention to the finer details and problems of day-

to-day scheduling, and yet is short enough to give a detailed 

plan of the coming year's activity. 

The physical activities are shown in Fig, 1,1: raw materials flow 

through a series of identified work-centres, which are manned by . 

some labour group, end up as finished goods, and are then 

despatched to the customer, 

The financial activities, shown in Fig, 1.2, are modelled in 

accordance with the marginal costing concept. Financial flows 

are distinguished between five types: 

a. 	Fixed ("Overhead") costs required to keep the facilities 

open for business. This includes rent, rates, possibly 

electricity (though this could be included in type b), 

and normal time wages if the company does not act on a 

hire-fire basis. While in the final analysis no cost 
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can be considered to be irrevocable, in defining a cost 

to be 'fixed' the assumption is made that the business 

intends to operate. 

b. 	Operating Costs. These are costs incurred which depend 

on the volume of production, but which cannot be. allocated 

to the individual finished product - e.g. overtime 

payments, subcontracting costs, maintenance, etc. 

c,. 	Marginal or unit costs. This is made up of material costs, 

warranty, etc. - all costs that can be identified with 

each unit of production. 

d. Revenues from the sales of finished goods. 

e. External financing arrangements. In this test case the 

company has only one source of external finance (namely 

its parent) and this can be considered as a (bank) loan 

facility. 

Having defined these costs, one is left with the problem of 

extracting this marginal costing data from the information 

available to the firm, usually in standard cost form. This is 

not an insignificant problem, but it is not one that I wish to 

persue here (see MINE (126) for a full treatment of associated 

problems and solutions), 

All of these financial activities are considered explicitly in 

the model since the timing of these flows influence the 

optimal plan, (i.e. a plan made when only some of these flows 
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had been considered, as in the LAHIRI model). 

In this way the financial aspects of the company are directly 

linked to the physical activities undertaken by the company: 

physical events that the management controls. 

6. Model Formulation  

- The following sections give a detailed explanation of the 

structure of the model and the modifications required to ensure 

that it can be implemented. Details concerning the problems of 

implementation are to be found in Appendix A.1, and a summary of 

the equations, together with definitions of the variables used 

and data required by the model, are given in Appendix A.2 and A.3. 

6.1 	The Production Function  

(i) 	Workcentre Capacity Restrictions  

Production required by any plan must comply with capacity 

restrictions. For each factory a number of distinct 

work-centres was identified and the time required by a 

unit of product on that work-centre was established. 

This time was established from standard times in hours 

(used in calculating the standard costs). While it is 

true at marginal utilisation may result in different 

times, it was felt that using such 'average' times 

was reasonable for short medium term planning purposes. 
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At the time of formulation there was no interchange of 

production between the similar work-centres at both 

factories and so they are considered separately: welding 

at Rhymney and Great Yeldham comprise two work-centres - 

JCB model production will make use of the latter, while 

HYMACs will only be produced at the former. 

The model will compare the requirement for a particular 

work-centre against its capacity and ensure that only 

feasible plans are allowed. This simple statement must 

be qualified by the following points: 

Firstly it was deemed desirable to split the HYMAC 

products into three constituents sections - Crawler, 

Platform and Front-end. This was done in an attempt 

to be able to cater for the number of different options 

available with each product (e.g, a wide-tracked Crawler 

with a long-armed Front-end) 

Secondly it is necessary to establish the length of the 

production cycle for each product and then to establish 

the requirement by each product for each work-centre in 

each period of its production cycle. Then the total 

work-centre requirement in any period is calculated from 

the production planned to be completed in that period 

multiplied by the requirement for that work-centre in 

the last period of the production cycle, added to the 

product of the production planned to be completed in the 

next period and the requirement in the last but one 

period of the production cycle etc. 
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Thirdly, normal work-centre capacity is calculated by 

multiplying the number of hours in the normal shift time 

and the number of units that comprise the work-centres. 

The number of units need not be integral - if there are 

three good lathes and one poor one, which is seldom used 

because of breakdown problems, then this latter machine 

may be included by considering it as a fraction of one 

of the good machines. The resultant work-centre capacity 

is finally down-graded to take account of activities that 

lie outside the scope of the model: emergency breakdown 

and maintanance; manufacture of spares and of the 

exceptional product not included within the product range. 

The equation then reads: 

Requirement for work-centre M in period I 

must not exceed the normal-time capacity 

of that work-centre in that period plus 

any overtime worked plus any subcontracting 

done. 

(ii) 	Labour Force Allocation.  

In order that work-centres be available for production 

they must be manned. The number of men of any 

labour-type (i.e. skilled, semi-skilled, or unskilled) 

required to man each work-centre was found and was 

found to be independant of the product being worked at 

the time. It was established that some work-centres 

could only be manned by a particular labour group, 

(1.8) 
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whereas other work-centres could be manned by more than one 

type. In these circumstances a direct allocation of men 

to work-centres is required. The equation reads: 

Total in-house production (i.e. total work-centre 

requirement less any work subcontracted but) on 

work-centre M in period I must be allocated amongst 

the labour groups capable of doing the work, (1.9) 

6.2 	Physical Constraints  

(i) 	Production 

Production is also limited by the availability of 

jigs required to load the job onto the work-centres, 

(The problem concerned with production cycles that are 

greater than one period are dealt with in Section 8.3). 

This may be considered to be a soft' constraint 

since the limit could be increased fairly easily 

(by the acquisition or manufacture of extra jigs). 

However, this does not detract from the validity of 

constraint being imposed in the model - if this 

constraint were to limit the achievement of the 

objectives severely then this ought to be reflected 

in the dual LP. The equation reads: 

Limit production (of division J) of product K in 	(1.10) 

period I by some upper bound. 
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(ii) 	Labour Force Capacity  

Having allocated the in-house labour requirement 

amongst the labour groups, the model further 

requires that the Labour Force Allocation does not 

exceed available capacity. Observation has shown that 

the company is not a 'hire-fire' type and is thereby 

committed to a given labour force (which may be augmented 

in a regular fashion in periods of heavy demand). 

Overtime variables are explicitly included in both 

this equation and the Work-Centre Capacity equation 

to ensure that when either the labour force 

requirement or the work-centre requirement reach 

their respective upper bounds then both machines and 

men switch to working overtime. The equation reads: 

Requirement for labour group L in period 

I must be less than or equal to the work 

scheduled to be done in overtime plus 

that scheduled to be done in normal 

shift time. 

(iii), Labour Overtime Capacity 

Clearly the labour force will not accept too great 

an over-time burden. Thus the equation reads: 

Limit the total overtime load on labour- 	(1.12) 

group L in period I by some upper bound. 
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If some minimum overtime scheduling has been promised 

to the labour force then this requirement can be 

included as a tower bound. 

(iv) 	Market Constraints  

The model tries to construct a plan to meet some 

demand condition. This is a forecast made by the 

company of their expectation of their share of the 

market for the goods they produce. To give the 

model some freedom these conditions are expressed 

as upper bounds on the sales variables. (The possibility 

of dealing with situations where the elasticity of demand 

differs from one, is discussed in Section 7.4). 

The possibility exists that the model will yield 

a solution that declares a particular product to 

be undesirable in terms of the stated objectives. 

In other— words the model suggests that no volume 

of that product be made nor sold. If this is 

unacceptable for any reason (for example the company 

may desire representation in all sectors of some 

market) then the Market Constraints can be augmented 

by some lower bound condition to ensure such 

representation as is deemed necessary. The equation 

reads: 

Limit sales of product K in market 0 
	

(1.13) 

in period I by some upper (and possibly 

lower) bound. 
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(v) 	Storage Capacity  

Storage of raw materials and finished goods requires 

space and the available space is limited. If these 

different items are kept in different storage modes, 

then a number of different storage areas can be . 

considered separately. A problem might also exist 

with work-in-progress as it moves through the 

production process (especially at,Rhymney which is 

batch oriented). No such problem was found to exist: 

work-in-progress can be stored anywhere on site 

(even gangways if necessary); finished goods are 

stored outside as are most raw materials. However, 

a general company model would include the equation. 

Storage space required in period I must be 

less than or equal to storage space available. 

6.3 	Financial Flows  

(i) 	Cash Position  

The model considers that all cash transactions 

resulting from the physical activities pass through 

some central cashbook. The cash transactions are 

of two types: 

a. 	Those that relate directly to activities within 

the scope of the model e.g. purchase of raw 

materials resulting in some outflow of money; 

a bank loan resulting in some inflow etc. 
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b. 	Those that relate to activities outside the 

scope and direct control of the model. These 

extra-model cashflows comprise all overhead 

payments (including normal payment of the 

labour force), net income from sales of spares, 

trade-ins, etc. 

Both the quantity and timing of these flows are 

important facets of the plan. For this reason time-

lags obtained before paying creditors and time-lags 

to debtors have to be established to the nearest 

integral number of periods. The equation reads: 

Cash at the close of period I equals cash 

position at opening of period I plus inflows 

resulting from sales made in previous periods 

and loans negotiated, less outflows resulting 

from loans repayed; overtime payment for 

work done in that period; subcontracting costs, 

purchases and bank charges incurred in previous 

periods and net out-flows from extra-model 

activities. 

(ii) 	Creditors Account  

Because of credit facilities that the company has 

been able to establish, it will owe money for 

activities previously under-taken but not yet paid 

for, The credit account is reflected by the 

equation: 

(1.15) 
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Credit at close of period I equals purchases 

of raw materials made but not yet paid for, 

plus subcontracted work carried out but not 

yet paid for, plus interest charges 

outstanding, plus any extra-model credit. 

(1.16) 

(iii) 	Debtors Account  

Similar credit facilities are allowed to the company's 

clients, and so the debt position is modelled by: 

Debt at the close of period I equals 

revenue due, but not yet received, 

from sales made in prior periods plus 

any extra-model debt. 

(1.17) 

6.4 	Inter-period Continuity Equations  

These equations are included to ensure internal consistency 

of the multi-time period model. 

(i) 	Cash Continuity. 

The cash position at the close of one period equals 

the cash position at the opening of the next. There 

is no need to explicitly model this equation since 

suitable substition in the Cash Position Equation 

above. (1.15) will result in the elimination of the 

variable "cash at opening of period I". 
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(ii) Finished Goods Stock.  

There is a physical requirement that product be in 

stock in order that it can be sold. In other words, 

the number of items in stock must never be negative. 

A further assumption is made that a unit of product 

completed in any period is eligible for sale in 

the same period. This is expressed as:- 

Stock of product K at the close of any period 

equals the stock at close of previous period 

plus newly completed production less sales 

made in the period. 

(1.18) 

(iii) Raw Materials Stock  

A similar 'restriction' applies to the stocks of 

raw materials: 

Stock level of raw material R at the close 

of any period equals the stock level at 

close of the previous period plus any new 

purchases less any amount used in production 

during the period, 

(1.19) 

6,5 	Objective Functions  

Three different objective functions were proposed and tested: 
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(i) Profit Earnings.  

The concept of profit is one that will evoke 

considerable discussion in Chapter 3, but since this 

short-term model assumes a constancy (or some known 

expansion) of the physical resources endowed to the 

firm, the amount of cash, or cash equivalent, 

accumulated during the planning horizon can be 

attributed as profits earned as a result of the 

planning decisions accepted at the begining of the 

year. Thus: 

Maximise cash plus debtors less creditors 
	

(1.20) 

positions at the close of the planning period. 

(ii) Turnover 

Maximise total sales revenue accrued during 	(1.21) 

the planning period. 

(iii) Sales Penetration  

This objective function was proposed with the view 

of increasing market share in order to market spares 

in the future: 

Maximise the total number of units of primary 	(1.22) 

product sold during the planning period. 
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6.5 	Modification Required  

The equations of the model just described above relate 

to a general period within the planning horizon. However, 

periods at the beginning and the end of the model will 

have to bear some extra conditions in order that they be 

a more realistic representation of the activities of the 

company. 

6.5.1 	Starting Conditions  

In order that the planning process be an on-going 

system the first (few) periods of the model must 

reflect conditions as they exist at that time. 

Certain decisions taken in periods prior to the 

commencement of the modelled period will control 

the levels of a number of the variables of the 

model: 

a. 	Production variables. If the production 

cycle is greater than one period then work 

started in previous periods already determines 

the level of finished product output in the 

first (few) periods of the model. For 

example, if the production cycle is 2 periods, 

then the amount of finished product that can 

be completed in the first period of the 

planning horizon will depend entirely on 

how many units were started in the previous 

period. Even if the production cycle is 



- 1 - 35 - 

only one period long, a lower bound on 

production is determined by the amount of 

work in progress at the beginning of the 

planning horizon. 

b. Stock levels. The number of items in stock 

at the begining of the planning period of 

both finished goods and raw materials is 

fixed by previous actions. 

c. Purchases. The model takes no account of 

the lag encountered between ordering and 

receipt of raw materials - a lapse of time 

that may in fact be quite substantial. 

Therefore purchases may well be fixed for a 

number of periods into the planning horizon. 

d. Financial position, The opening debt, credit 

and cash positions will be fixed as will the 

extra-model financial flows. 

In practice these starting conditions are quite easy 

to establish. 

6.5.2 -End Conditions  

If the model were left to run in the state described 

above, the solution would suggest that the company run 

itself down at the end of the horizon. In other 

words the stock levels would be reduced to zero and 
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no new production would be undertaken. This problem, 

relevant to all multi-time period models, is clearly 

critical. 

GRINOLD (72) and HOPKINS (84) (among others) have 

tried to circumvent this problem by formulating an 

infinite horizon model. As a prototype GRINOLD uses 
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He shows that the dual solution only has meaning when 

 
t+1 

n 
 s Kst 	

converges - a rather arbitrary restriction 
s=  

on the problem! 

HOPKINS attempts to solve the problem of equipment 

replacement with an infinite horizon approach. His 

procedure for solution is as follows: having formulated 

the infinite horizon model, truncate at some finite 

horizon date T. This requires some statement about 

the terminal wealth to be included in the objective 

function which is done according to a specific 

formula, Then the solution to the finite problem can 

(under certain sufficient conditions) be used as a 

solution to the infinite problem. In the model he 

describes, it becomes clear that GRINOLD's convergence 

requirement becomes translated as the need for expansion 

of capacity. 

It seems unlikely that our corporate model will satisfy 

the condition of convergence of the intertemporal 

relationships. Instead we have tried to overcome the 

horizon problem by demanding that certain end conditions 

be met: 

a. 	Stock levels. A minimum level can be imposed 

on the final stocks of finished goods and raw 

materials. 
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b. 	Production. If the production cycle is longer 

than one period, then in order that there be 

continuity, the model is forced to start 

production within the planning horizon so that 

the flow of finished goods may continue in 

post-horizon periods. This is ensured by 

either of two approaches:- 

One is to make some forecast of the production 

required to be completed in the first (few) post-

horizon periods and then reduce the capacity of 

the production facilities in the last (few) periods 

of the model by the amount required to have work 

started on that production. 

This would mean that post-horizon production 

requirements are met in the normal shift time. 

But owing to the possibility of allocating different 

labour groups to man the machines it is not possible 

to reduce the normal-time labour capacity by the 

required amount. The simple solution to this dilemma 

is to introduce a dummy product that will only be 

produced in the last (few) periods of the model, 

and that will require the use of production 

facilities to the extent that is determined by the 

post-horizon production forecasts. In this way 

the work is allocated among the work-centres and 

labour groups in the same manner as all other work. 
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The second approach is to make use of unequal time- 

periods. This was first suggested by ORGLER (124) 

in a model formulated to aid cash management 

decisions. The planning period of his model 

spanned a year but required day-by-day decisions. 

Since the model would be too big to handle on 

that basis, he suggested that the length of the 

period should increase as the horizon is 

approached. 

This method could be adopted with our model: 

periods close to the horizon would be longer 

than those at the start, with the length of the 

last period being at least as great as the longest 

production cycle of the products produced. In 

this way continuity of post-horizon production 

is ensured since production can then be completed 

within a single period. 

Clearly these end conditions that are imposed on the 

model are quite arbitrary in nature and will interface 

to some degree with the planning freedom of the model. 

The extent to which the plan proposed by the model 

differs from the 'optimal' plan due to the imposition 

cannot be determined and a great deal more theoretical 

work needs to be done in this area. The manner in 

which this problem has been met in three-fold: 



Firstly extend the planning horizon and hope that 

the deviations will iron themselves out by the time 

they work back from the extended horizon to the 

desired planning period. 

Secondly alter the end conditions and use only those 

plans that can handle the widest variety of situations, 

i.e. stable solutions are sought. 

Thirdly use the plan for the first few periods only. 

The model has been designed for budget preparation 

and control and it is envisaged that it will be 

rolled forward and rerun every period. 

A report on the results of using this model in the 

test-case company is included in Appendix A. 

7. 	Further Sophistication  

Section 5 above reflects the current status of the model. The 

activities of the firm that have been modelled are quite general 

in character and the model can form the basis of a general 

manufacturing company model. Topics that have not been expanded, 

owing to the particular nature of the company use as the case-study, 

are the following. 

7.1 	Managerial Constraints  

As the case-study company is left very free to make its own 

decisions, this area has not been developed to the extent 
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that it might. Other companies may be required to report 

on a number of different criteria and may therefore wish 

to include certain minimum achievement levels of these key 

factors. They might include a minimum debt to credit 

ratio, a minimum turnover level, some maximum interest 

payment, etc. Other managerial constraints may reflect a 

desire for a smooth production plan, a growing profit 

profile, etc. These requirements self-imposed by the 

management, are quite easy to establish in practice and to 

include in the model. 

	

7.2 	External Financing  

As the company is a wholly owned subsidiary, it has only one 

source of money. This has been modelled as "Bank Loans". 

The general company will have a number of sources of 

raising money (and a number of alternatives of investing 

any excess cash) and these can be incorporated without too 

much difficulty (see Chapter 4 (142) ), Assessment and 

payment of taxes (and dividend payment) can also the 

included, 

	

7.3 	Inflation  

Prices have been assumed to be constant over the planning 

horizon but these can be factored by some inflation rate 

if desired. The rate (either the Retail Price Index or 

a more specialised sector price index) may be constant, 

or may itself change over the planning horizon. The prices 



P1  + P2 
2 

PSEUDO PRODUCT 1:(Q t Q1) : 

No of units for sale C Q1  at price 

PSEUDO PRODUCT 2: ( Q1  > Q t Q2  ): 

P No of units for sale C Q-2  Q1  at pric-e 2 + P3  
2 

etc 

FIGURE 1.3 PIECE—WISE LINEARIZATION OF THE DEMAND CURVE 
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of one's own products may or may not be allowed to 

rise depending on Price Commision controls. 

7.4 	Sales 

The model acts on a given, fixed demand and price vector. 

However, if the demand curve can be ascertained this can 

be included in the model by piece-wise linearization. The 

demand curve is approximated to the step-wise function 

shown in Fig. 1.3. The product is then subdivided into a 

number of pseudo-products, each having a production and 

materials requirement identical to the original product. 
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Each pseudo-product will be priced in accordance with the 

demand curve shown, and their sales will be similarly 

restricted to the levels. Then provided the demand curve 

is downward sloping, the hill climbing search process of 

the simplex algorithm (used for solving the LP) will ensure 

that the higher priced pseudo-products are sold first. 

8. Assumptions of LP in Planning  

Three major assumptions have been made in the formulation of our 

corporate model and these must be borne in mind when interpreting 

the results of the model. 

8.1 	Determinism  

The model makes no attempt to deal with the stochastic 

nature of real life: unique values (for sales forecasts, 

productions times, etc.) are used in place of samples 

from some probability distribution. It is maintained 

that post-optimal sensitivity analysis will test 

stability of the solution to variations in certain elements 

of the data. However, this is, in general, limited 

(e.g. (16), (98) ) to parametric programming on the right 

hand side (RHS) vector b of the matrix (corresponding in 

the main to data on capacities). 

Due to the very nature of the model being multi-time period, 

variations in other data will typically change a number 

of elements of the A matrix simultaneously. This makes 

sensitivity analysis much more complex: 
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FLAVELL shows (62) how the effect of change in any underlying 

datum on the objective function realization can be 

measured. It has been shown that at any basic feasible 

solution 

dZ 	= dc. x 	n. dA . x + n.  db 
	

(1.25) 
da 	da 	da 	d4 

where Z = c.x subject to A x b, x ›o with corresponding 

duals n. a is any parameter. 

If g is chosen to be the datum then if dZ = 0 
da 

small changes in a will not effect the solution, (Similarly, 

if a is known deterministically then sensitivity analysis 

is not required). But if a is uncertain (with a standard 

deviation 0—  about .a mean value that has been used to a 

calculate the relevant coefficients in A) then 

dZ  la 

da I a 

is a measure of the importance of the 

datum, and allows datum to be ranked so 

that management can know on which particular index to focus 

their attention. 

8.2 	Linearity  

The error produced by linearizing a non—linear environment 

need not provide a solution better than a randomly selected 

initial point. This is hardly a surprising result but 

serves to focus attention on the critical problem of 

linear approximations. 



FIGURE 1.4 DANGERS OF LINEAR APPROXIMATIONS 
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First the case when approximations are made with too 

little evidence. Fig. 1.4 shows a common example: 

experience offers data about two locations only. If the 

true demand curve were A then the linear approximation 

may be acceptable, but if it were B then serious errors 

would be introduced into the model. 

Secondly, BAUMOL & BUSHNELL (10) show (see Fig. 1.5) the 

result of imposing a linear model on a non-linear programme. 

The iso-profit curves rise to a peak at M, A profit 

maximising linear programme would select point C. Yet 

any point inside the iso-profit curve 2 would yield a 

better solution: 
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1.5 DANGERS OF LINEAR OPTIMIZATION 

Much of the structure of the corporate model described in 

Section 5 is based on input-output relations (which are 

linear). The number of 'potential' nonlinearities which 

are constrained into a linear form is small: 

(i) Batch production and setup times. This cannot be 

modelled explicitly without recourse to integer or 

separable programming. Instead, assumptions about 

average batch sizes have been made and the setup 

times, divided amongst the batch, have been 

included in the work-centre requirement for each 

product. This approximation is not thought to 

present too severe a distortion in,this company. 

(ii) Indivisibility. Linear programmes assume that the 

problem is continuous over all its variables. 

Yet in practice the number of items sold or 

produced must be integral and interpretation of 

fractional solutions is difficult. 
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8.3 	Passage of time  

The passage of time over the planning horizon is assumed 

to progress in jumps from one period to the next. All 

the events within a period are considered to occur the 

split second before the period is over there is no 

flow of time. In reality, however, production is a continuous 

processs with new products being started, completed and 

sold throughout the period. 

This incorrect modelling of real life behaviour may 

result in the number of any product being completed in any 

period being wrong since the model can only recognise 

production being started at the beginning of any period. 

This in turn results in the Work Centre and Labour Force 

Requirements (Equations 1.8 and 1.9) and the Stock 

Equations (1.18 and 1.19) being incorrect. 

Using a very long time period would reduce the error since 

the number of products actually in process of manufacture 

at the close of any period would be small compared to 

the number of units completed. However, long periods 

result in a loss of detail (that might hide, for example, 

a peak in stockholding which would exceed the available 

storage capacity). 

Using a very short time period would also eliminate this 

problem since the start of production may be accurately 

pinpointed. But this too has its problems: a short time 

period involves modelling the day-by-day variabilities 
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Cand necessary contingency actions). of the production 

process, Some compromise must be reached: 

8,4 	Constant Returns to Scale  

The construction of the Objective Function (OF) implies that 

the problem is concerned with optimizing a function of 

constant returns to scale, In our particular model this 

causes no problems since the formulation requires the 

optimizing of a (number of) variables. Where non-constant 

returns to scale may apply (e.g. the demand curve), the 

formulation can be adjusted to include such factors - 

see Section 7.4 above, 

9, Conclusions  

Our objective in this chapter was to search for an appropriate 

formulation of a corporate model that would aid management in 

their task of budget preparation and control. Such a model has 

been constructed and despite the presence of some non-linearities, 

we have opted to use Linear Programming as the model solution 

technique. This choice is based on the ease with which large 

models can be solved and the sensititity of the solution tested 

to a variety of assumptions about the future, and the derivation 

(from the dual LP) of a means to value the inputs to the model. 
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CHAPTER 2  

LONG-TERM CORPORATE PLANNING 

1. Introduction  

Long-term planning has been researched by both qualitative and 

quantitative approaches. The former concentrates on the system 

of planning (92) the methodology (5) and control (53) aspects of 

the task of deciding where one wants to go and how, in general, 

to go about it. It encompasses analysis of business goals, of 

strategic business policy and of liaison and communication 

within the organisation. 

The latter approach, with few exceptions (e.g. (128) ), has 

concentrated on the tactical decision concerning acceptance or 

rejection of individual long-term ventures, and it is with this 

area that this chapter is concerned. 

We first inspect investment appraisal methods that are widely 

used, but that are found deficient in practice. The corporate 

model described in the previous chapter is then extended 

to encompass long-term decision-making in the framework of the 

manufacturing company as a going concern. The detailed 

equations are contained in Appendix B. 

2. Widespread Investment Appraisal Techniques  

2.1 	Payback 

The payback period is the number of time periods that 
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elapse from the initiation of the project till the 

capital outlay in recouped. Used as a selection 

procedure it recommends acceptance of projects in order 

of increasing payback. As a means of evaluating long 

term investments it has been widely condemmed by 

academic writers since 

- it only considers flows of funds for a portion of 

the life of the project 

- it takes no explicit account of the time-value of 

money 

- it takes no account of the relative sizes of the 

projects. 

Despite this, payback is widely used and WEINGARTNER (146), 

in an attempt to assess the reasons for this, makes the 

following points: 

i. 	It is important to note the difference between 

using a single figure of merit as the sole basis 

on which the decision is made and using it as a 

means of communication within the organization. 

In addition it is important to differentiate 

between use of a merit figure as the criterion for 

choice and its use as a constraint (in conjunc-

tion with others) on the selection of projects. 
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ii. LEVY proved (107) that, in the (artificial) case 

of an infinite project with regular return, the 

payback period is the reciprocal of the internal 

rate of return. Thus for long-lived projects 

having regular income, minimising the payback is 

approximately equivalent to maximising the 

internal rate of return. The increasing 

importance of capital tax-allowances which 

distort the cash flows in the first (few) periods, 

has resulted in fewer projects approximating to 

the infinite, regular project. 

iii. Acceptance of projects with short paybacks is 

a manifestation of the company's desire to 

maintain liquidity. In minimising his 'lost 

opportunity risk' the investor attempts to 

return to his original situation as quickly as 

possible in order to be in a position to accept 

other attractive investment possibilities that 

may arise. This approach, however, takes no 

account of the (hopefully improved) change in 

company's circumstances resulting from previous 

investments. 

iv. Payback seems to be used widely as a break-even 

concept: it identifies that point of indifference 

beyond which the management expect an accounting 

profit to be generated. The qualification of 

'accounting profit' is used advisedly-  since 

break-even analysis implies an (arbitrary-1 



- 2 - 52 - 

allocation of overhead costs and managerial 

effort over some portion of the life of the 

project. However, it must be noted that for 

projects of a given net present value the shorter 

the payback period of the selected project, the 

sooner will profitability be known (enabling 

the manager to receive the reward of his wise 

decision!). 

v. 	Payback is a relatively stable measure under 

random variations of the cashflows. It is 

arguable whether this represents an advantage - 

stable measurements, while reassuring, are 

useless if they are insensitive to changes in 

the events they attempt to illuminate. 

It is clear that payback can yield useful information 

to management, but when used as a criterion for project 

selection it represents a simplistic analysis of long-

term investments and must remain in the class of rule-

of-thumb techniques. 

2.2 	Discounted Cash Flow (DCF) 

In an attempt to take account of the time-value of 

money- arising over the entire lifetime of the project, 

two . measures-  have been proposed: 



t=1 077 

T
t NPV = 	E 	t (2.1) 
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Net Present Value (NPV) 

Internal Rate of Return (IRR) 

T c 

t=1 (1+R)
t 

= 0 
	

(2.2) 

where ct is the net flow of money in period t; T is the 

lifetime of the project; r is the discount (interest) 

rate (kept constant for simplicity), and R is the internal 

rate of return. 

Proponents of the DCF approach argue that the firm 

should act to maximise its NPV in order to best 

represent the interest of its shareholders. HIRSHLEIFER, 

in his classical paper (83) on the theory of optimal 

investment decisions, emphasises Fisher's conclusion 

that no search for "a rule or formula which would 

indicate optimal investment decisions independently of 

consumption decisions" can succeed. Investment takes 

place onlT because one is able to consume more (than 

one could if no investment occurred) at a later date. 
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HIRSHLEIFER's approach was to use isoquant analysis: 

1.... 
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income in period 1 

2.1 	ISOQUANT ANALYSIS 

Fig 2.1 shows 'typical' indifference curves of 

consumption over two periods. Transference of 

consumption from one period to the next is at a rate 

of interest r, and the point of tangency is the 

optimal pattern of consumption and investment. The 

analysis is extended for market imperfections of 

different borrowing and lending rates and HIRSHLEIFER 

concludes that maximising NPV is correct for independent  

projects. 

With this crucial qualification HIRSHLEIFER excludes the 

most important category of investment opportunities from 

his analysis. Furthermore, he gives no hint as to the 
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manner in which the isoquants can be established, and 

he makes no distinction between the company/entrepreneur 

and its shareholders - due to market imperfections these 

people will be treated differently (i.e. different 

interest rates will apply) resulting in a multiplicity 

of solutions. 

Realisation that market imperfections play a substantial 

role in investment decision making has led to a great 

deal of discussion C(58), (30)) about the validity of 

the concept of the 'cost of capital', and methods of 

calculating the discount rate. 

This in turn led to emphasis being focused on the IRR - 

it is calculated independently of any 'cost of capital' 

and is easily understood by management as the 'return' 

that the project will yield. However the IRR suffers 

from a number inconsistencies: 

i. 	Calculation of the IRR assumes that excess funds 

can be re-invested for the life of the project 

at an interest rate exactly equal to the IRR 

rate. This is extremely unlikely to occur in 

practice. 



* In two classic papers (119A and 119B) MONTALBANO, ROBICHEK and 

TEICHROW attempted to answer the problems posed by multiple roots 

by proposing that such projects were "mixed" projects - projects 

that were alternately pure financing projects (i.e sources of 

finance for the company) and pure investment projects (i.e sources 

of return for the company). 	They advocated that cash inflows 

should be treated differently from cash' outflows. 

Had these arguements been put forward to improve the methodology 

of calculating NPVIs-I would wholeheartedly concur but I can see 

little merit in trying to explain away multiple roots which arise 

directly from the algebra of Equation 2.2. 
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ii. 	Solution of the IRR equation yields T (the number 

of time periods that make up the project horizon) 

different values for R (see equation 2.2). 

Ignoring imaginary solutions one is left with 

as many real solutions as there are changes in 

sign in the net-cash flow vector, and the analyst 

is left in a quandary about which rate to 

accept, and about the meaning of the other rates. 

In a strong attack on the widespread use of DCF 

techniques ADELSON (1) emphasises the (often ignored) 

assumptions that must be shown to hold before DCF 

techniques can be used. 

These are:- 

i. that the cashflows can be forecast over the life  

of the project with certainty. Very little 

work has been done (see Chapter 1.3.2 and Chapter 

8, (114) ) dealing with situations where this 

assumption is recognised not to hold true - thus 

excluding from analysis the vast majority of 

all 'real' investment decision-making. 

ii. that a perfect capital market exists. The DCF 

requirement that a firm acts to maximise its 

NPV on behalf of its shareholders (who for the 

purpose of arguement arrange their own 

financing) should result in a certain uniform 
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Price-Earnings ratio applying to all companies. 

That this is not so is manifestly obvious. 

Capital markets are imperfect: they differentiate 

between lender and borrower and according to 

the 'quality' of the market entrant; rationing 

exists; and they take account of the time span 

and riskiness of the ventures presented. 

iii. 	that the projects are strictly independent. In 

his paper ADELSON shows how a project reacting 

with itself, interferes with the DCF calculation. 

The problem concerns the acquisition of extra 

capacity to cater for a steadily increasing 

demand. The 'optimal' size of capacity increases 

selected will depend on whether each purchase 

is considered individually or whether the increase 

is considered to be made of a number of equally 

sized blocks over time. FLAVELL has shown (61) that 

the total present value of all the installations 

will never equal the present value of a single 

instalation except for a single installation 

of infinite size: 	In general projects will 

interact to an even greater extent. 

A further problem encountered when using DCF methods is 

that the technique takes no account of liquidity 

requirements. Consider the selection to be made between 

two projects which are independent, where there is a 

perfect capital market and where the cashflows are 

known with certainty. Investment A would yield a 
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steady income over its life, whereas investment B yields 

no income till the end of its life 'when it recoups its 

return in a large lump sum. Even were investment B to 

come ahead on a DCF basis, many investors would prefer 

A to B because of liquidity pressures. 

2.3 	Capital Budgeting  

Analytical methods to cater for cases that are known to 

violate the necessary assumptions for DCF analysis have 

centred on dealing with the problem of the market 

imperfection of limited capital resources. The problem 

was first posed by LORIE & SAVAGE (102): select project j 

in period t while ensuring that the total expenditures 

c
t3 
. 	do not exceed the budget Ct for each period t. 

In the single period - t=1 - (and ignoring problems of 

indivisibility) their solution was to rank projects in 

decreasingorderof YLTatiere y. is the Net Present 
C . 

Value of project j, and to accept K project in that 

order till the budget is exhausted. 

K 
So 

j=1 c
li  = Cl 	(2.3) 

At the marginal project K they propose a value X 

such that 

y
K 	X1c 
	= 0 	 (2.4) 

and that 

Y% 	X1c1K 	0 V accepted projects 

4  0 	V rejected projects 
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This procedure is not so simple in the multi-time period 

case (see example on p59 (100) ) and LORIE & SAVAGE have 

to resort to a process of trial and error to find values 

to establish the cut off project has 2.4 above) 

T 
T. --E X c

tj 	0 V accepted projects 	(2.5) 
J 	t  

	

t=1 	< 0 V rejected projects 

The inadequacy of this selection process provided the 

impetus for the decisive work in this area by WEINGARTNER 

C144). He formulated the capital budgeting problem as 

a linear programme: 

T 
a. 

	

E 	. x. 
t=1 j=i ci+r)t 3  

s.t 	E 	c. . x. t Ct 	Vt 	C2.6) 
j=1 jt j 

10t x.t 
3 

where a. is the net income from project j in period t; 
jt 

J is the total number of projects under consideration; 

r is the discount rate; T is the horizon; and x. is the 

fraction of project j undertaken. This is limited to be 

less than one to prevent the programme selecting only 

the most favourable project and investing in it till 

the capital is exhausted. 

This formulation, taking an overview of the problem, 

overcomes the deficiencies of LORIE & SAVAGE's procedure 

but highlights a number of other problems discussed below: 

'lax 
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i. 	Indivisibilities.  

In the strictly linear formulation, the budget 

will be used to its full extent, resulting in 

proposals that may include factional projects. 

(The number of such fractional projects is 

bounded by the number of constraints in the 

model). WEINGARTNER examines this in two ways. 

First he suggests a relaxation on the rigidity 

of the expenditure constraint. Then "it is 

possible to regard fractional acceptance as a 

signal for expansion of the ceiling by an amount 

sufficient to permit acceptance of the marginal 

project in toto, or to reject it, leaving some 

funds unemployed". Secondly he suggests that 

fractional projects are less disconcerting that 

it may appear at first glance - "in the case of 

two basically different bridge designs, for 

example, the solution may appear to call for, say, 

two-thirds of a steel bridge and one-third of a 

wooden one. While construction of such an object 

is a patent absurdity, this outcome may be 

interpreted in a way that provides still further 

information on a possible 'optimal' bridge which 

may be better than either the steel or wooden 

one..." Such rationalisations are clearly 

unsatisfactory, and, as we have seen in Chapter 

1.34, the procedure calls for integer programming 

to cater for the problem of indivisibility. 
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ii. 	The discount rate. Consider the dual of the 

linear programme (2.61: 

T 	 J 
Min 	Z nC

t 	
+ Z a 

t 
 

t=1 	j  

T 	T 
s.t 	Z n e+a. , Z 	a. 

	

t • tj 	j 
t=1 	t=1 -25-- t 

Cl+r) 

(2.7) 

V. 

a. arises from the limitation on project acceptance 

(x. 	1) and it can be shown to relate to the 

cutoff factor ( ) in LORIE & SAVAGE's selecting 

procedure. 	n
t 

is used to 'evaluate' the t'th 

budgetary constraint - it is the marginal (or 

opportunity) value of capital in that period. 

This poses the question of what value to use as 

the discount rate? 

ELTON argues (57) that the budgetary constraint 

is externally imposed on the company and (following 

HIRSHLEIFER's isoquant analysis) proceeds to 

relate the discount rate to the shareholders' 

indifference curves. BAUMOL & QUANDT (11) take 

precisely the opposite view: they argue that 

capital rationing is internally determined and 

that the discount rate ought to be the true 

marginal opportunity rate ( nt) which can only 

he determined after the programme Ras been run. 
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To overcome this they propose the following 

model. 

Max 
T 

U
t
W
t 

t=1 

J 
s.t 	W

t 
- E a. x. t C

t 
J=I 

jt j 

V t 

(2.8) 

where W
t 

is the withdrawal for owners' consumption 

(c.f. dividends) and Ut  is the marginal utility 

of consumption in period t. How these utilities 

are to be established is not explained. Nor, as 

WEINGARTNER (143) points out, does it cater for 

different share-holders, nor how they can 

be expected to determine their utilities for 

consumption prior to the withdrawal possibilities 

being known. 

CARLETON suggests (29.) that distinctions be drawn 

between the investor's requirements, the 

requirements of the firms as a going concern, and 

the characteristics of the specific set of projects 

being evaluated. Care must be taken to ensure 

that the capital investment decision fits in with 

some larger corporate objective (e.g. maximising 

the present value of ordinary shares). In this 

event, capital budgets more closely resemble an 

administrative device (as suggested by WEINGARTNER) 

and MYERS demonstrates (122) the close connection 
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between the 'utilities of consumption' and the 

cost of capital. This resolves the dispute between 

BAUMOL & QUANDT's and WEINGARTNER's models, but 

is no help in determining the discount rate that 

will be consistent with the ensuing marginal 

value for capital. 

LUSETG & SCHWAB propose.C1101 the use of sentivitT 

analysis to overcome the problem:, first 

(intuitively) select a value for the discount 

rate; then solve the programme and inspect the 

rate of return of the most attractive proposal 

foregone. Using this as a new discount rate 

recalculate the present values of all the 

projects (i.e. re-establish the objective 

function at this new rate) and check to see if 

the previous proposal is now violated. If it 

is not, then the solution is the optimal one; if 

the previous solution does not hold, then start 

the procedure again. AMEY & WHITMORE point out 

(3) that despite the arbitrary starting point, 

a consistent price will be attained, but that 

it is not unique: Other information is required - 

resolution of the problem concerning the owners' 

collective time preferences - before a unique 

economic discount price can be established. 

Despite these problems WEINGABTNER's model provides the 

basis for all work concerning capital budgeting. The 

model has been considerably sophisticated C 0144) and 

(19) ) to include tax and dividend payments and sources 
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for extra investments and loans. It also provides 

the means for dealing with some degree of interdependence 

between projects. In particular, the model can be 

augmented to include 

N 
mutually exclusive projects 	x. t 

j=1 
	 (2.91 

and contingent projects 	xf   t x 

3. Capital Expenditure Formulation 

-While the previous analysis may 	relevant for particular 

companies (e.g. investment or holding companies; conglomerates, 

and giant industrial companies) it is, in our view, quite 

unsuited for the analysis required by an average manufacturing 

company (such as our case-study company). The long-term 

proposals that such companies consider are the possibility of 

increasing production capacity, the possibility of some vertical 

integration (i.e. manufacturing some of the components presently 

being bought-in), and the possibility of expanding their product 

range. Such companies are far more concerned with the manner 

in which these projects will integrate with their day-to-day 

operations, and as such with the detailed physical returns of 

expenditure (e.g. the acquisition of a new lathe for the machine 

shop; an extension of the storage facility; etc). It is impossible 

to draw boundaries such that the monetary returns for such 

projects may be identified. 

3.1 	Capacity Expansion  

Previous work in this area (notably by MANNE (113) )inspects 
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the problem of additional capacity size-increments to 

cater for (linearly or exponentially) increasing demand 

for that capacity. 'Capacity' is left loosely defined - 

e.g. pipeline capacity for oil shipments, telephone line 

capacity or chemical plant capacity. To the average 

manufacturing company this concept would be too abstruse: 

the management are concerned about increasing the number 

of lathes, drills, etc. and they wish to know in what 

numbers and when these ought to be purchased in order to 

achieve an increase in the production capabilities of 

the plant to cater foi the expected increase in sales. 

We have formulated this problem as an extension of the 

company model described in the previous chapter. 

i. 	The Production Function  

If A
mt 

is the technological matrix concerned 

with the production of the product vector x on 

work-centre type m in period t, then the Work-

Centre Constraint restricting that the work done 

be less than the available capacity Cmt  (cf. Equation 

1.10) is 

A x 	Cmt 
	V m, V t 	(2.10) 

Now allow for an increase in the available capacity 

by an amount I
mt
. The new equation is 

A mt- 
x - I

mt 	
C
mt 

m, 	t 	(2.11) 
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Note that while the equation is designed to allow 

for an increase in capacity, it will also cater 

for a decrease, and that a similar expression 

can be constructed for the Labour Force Capacity 

Constraint to model the hiring for firing) of new 

staff. 

ii. 	The Projects. 

The increase in capacity occurs as a result of 

the company having undertaken a project in any 

previous time period. The resulting addition 

of capacity may depend on the lapse of time 

between the initiation of the project and the 

period t under consideration. This allows the 

model to take account of the ordering period, 

learning curves, or projects with limited 

a 
lifetimes.LetP.be project j initiated in 

period a,and let Y9
m 
 be the increase in capacity 

type m resulting from project j being undertaken p 

periods prior to the current period. Then the 

increase in capacity m in the current period is 

t 

= 	IDC! .yta 

" j=1 a=1 " " 

V mit 	(2.12) 
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In general there is no need to limit acceptance 

of any project by any amount (unlike WEINGARTNER's 

model). However, in practice, it is unlikely that 

management would wish to undertake more than a 

certain number of new ventures simultaneously (for 

administrative reasons). It is clear that the 

variables representing the projects need to be 

integral, and that the model can incorporate 

project dependence expressed in Equations 2.2. 

iii. 	Financial Implications. 

The cost of a project may also he dependent on 

the time lapse between initiation of the project 

and the current period.This will cover leasing 

arrangements as well as credit lags. If cP  is 

the outlay required to service project j 

undertaken p periods prior to the current period 

then 

J t 
COSTt  = E E pa.ct-a 

j=1 a=1 	j 
V t 	(2.13) 

This outflow of money will be included in the 

Cash. Position Equation. Note that sources of 

cash to fund (capital) expenditure are already 

included in that equation, that these sources 

may be hounded by such external budgetary constraints 
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that exist, and that internal restrictions on 

the amount spent on capital in any period can be 

easily included. 

This formulation allows the company to evaluate 

their investment proposals with available 

information (project costs and physical returns) 

and ensures that expansion (or contraction) is 

triggered to respond to sales demand. 

3.2 	Vertical Integration  

Whether the company ought to manufacture some of the 

components it presently purchases is a very complex 

question. Furthermore, it must be recognized that, the 

decision to undertake such a venture may be irrevocable - 

the supplier may not accept intermittent ordering. 

i. 	Manufacture  

Consider the particular bought-in component 

explicitly as a raw material type. Now 

introduce to the product range a dummy product 

(having its own raw material and production 

requirement) that has no sales outlets. Instead, 

this item is included in the Raw Material Stock 

Equation as another source for this component: 

Let S
t 

be the stock level of this component 

at the close of period t; let Ut  be the useage 
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and R
t 

be the purchase of the component in the 

period; and let Pr
t 

be the amount of the dummy 

product completed during the period. Then the 

revised Stock Equation can be written 

S
t 

= S
t-1 

— U
t 

+ R
t 

+ Pr
t 	

V t 	(2.14) 

ii. 	Irrevocability  

Once the project is undertaken the sole source 

for this component will be in—house manufacture. 

(If this is not so then this equation can be 

ignored). This is modelled by the introduction 

P of a dummy relationship. If P represents this 

project undertaken in period , then 

+ M.E P
a 

0 
a=1 

(2.15) 
M >>  0 

The decision to extend the in—house manufactured 

content of the company's products is now taken 

'simultaneously' yet 'independently' of capacity 

considerations, since that is now considered 

elsewhere in the model. 

3.3 	Product Range Expansion  

Extension of the product range is done by simply including 

the new proposals in the product vector. With bounds 

limiting the sales to expectations of the market, the 

model will include these new products in the final plan 

only if they make suitable contribution to the achievement 

of the objectives. 

t 
R
t  V t 
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If it envisaged that sales of the new products will 

correlate (either help or hinder) with sales of other 

products, this too can be included in the model. Let 

S.
3 
 be the sales of product j, bounded by B., and let 

Fjk 
be the cross—correlation of demand for products j 

and k. Then 

	

S. + F
jk  Sk 

 t B. 	 (2.16) 
3 	3 

The equation can be extended to take account of lags 

between the sales of a product and its effect being 

felt by another. 

4. Conclusions  

Manufacturing companies considering investment are concerned 

with how such projects will fit in with their current operations. 

They may not be able to identify the monetary returns of 

individual projects explicity, thereby nullifying traditional 

appraisal techniques, even were we happy that the assumptions 

underlying these techniques were met otherwise. 

For these reasons we have extended the corporate model to cover 

a longer planning horizon and to include investment proposals, 

whose returns are expressed in physical terms. In this way 

long—term investments are considered as part of the on—going  

system, and are accepted only if this helps the company achieve 

its stated global objective. This also enables investment 

appraisal in the context of goals other than maximising ITV 
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of the company for its shareholders. A detailed formulation 

of the model and our experience in its use is contained in 

Appendix B. 
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CHAPTER 3  

THE ACCOUNTING FUNCTION  

1. Introduction  

The purpose of the accounting function has become ill defined 

and there has been little, if any, development in the 

accounting report to take account of the different needs of 

the various users. It is widely accepted (119) that users of 

accounts are interested-in, amongst other matters,the changes in 

the value of the company's net assets and of its profits 

and it is on this 'basis' that present-day reports are 

drawn up. This begs the question - what does 'value' and 

'profit' mean? Do universal definitions for these 

concepts exist? 

In this chapter, we begin with a brief history of the 

development of the accounting function. This will lead to a 

statement of the principles of presently accepted accounting 

practice and we shall highlight some major problem areas which 

arise. This in turn will require that we address ourselves to 

the question posed above. The chapter will conclude with 

a discussion of the role that LP may play in accounting. 

2. The Development of Accounting Principles  

2.1 	History  

The earliest recorded objectives of the accounting 

. function (dating back to the era of the Babylonian Empire) 

were to present the owner with a record of the extent 
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of his belongings, in the form of lists of objects. With 

the advent of trade and business the accounting system 

developed to enable the owner to keep track of the flow 

of his belongings. (A detailed description of the 

history of accounting development may be found in (23) 

and (27). 

The concept of control arose with the appointment by the 

owner of a steward to take care of the owner's business 

affairs. In the need for an independent check of the 

steward's actions the control process reflects a basic 

trait of human nature. As companies grew in size 

three processes took place: 

i) The double-entry-book-keeping system was invented. 

It is widely accepted that the double-entry system 

forms the foundation of modern accounting and 

that its absence would have severely hindered the 

growth of business activities. It is as well to 

bear in mind that the device merely ensures 

control over the accounting process itself. 

(EDWARDS (page 38, (2)) points out that double-

entry book-keeping "can never add anything to the 

original data, though it may well present data 

in such a way that information becomes available 

which would not otherwise be disclosed".) 

ii) Ownership in the business entity was diluted-among 

many shareholders resulting in a weakening of 

control by the owners over the managers. Fear 

of divulging information to competitors; belief 
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in caveat emptor with respect to shareholders; the 

heritage of entrepreneurial attitudes and the 

disavowal of the rights of the public to knowledge 

about the company's affairs all these led to 

management refusing to publish (accurate) 

information about their performance in managing 

the company (see (81) ). 

iii 	With the associated increase in the complexity 

of the organisation arose the problem of control 

by the steward of the activities entrusted to his 

care, The response to this has been the use of 

formal budgeting procedures: control is exercised 

by comparing the predictions with the accounts 

of actual performance "with the object of 

defecting to what extent errors have been made, 

controlling the work of different members of the 

organisation and providing material for further 

forecasts about the future" (49). 

Pressures- from creditors, from the public, and from 

government Cin the form of legal requirements of 

disclosure) led to an awareness of the 	professional 

responsibilities of accounting and resulted in the 

following concepts, now accepted as fundamental principles 

of the accounting process (85): 

2,2 -,,Tha•Accounting Precepts  

1. 	Boundaries are drawn in order to define the 

business entity on which the accounting-function 

focuses, 
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2. The entity is considered as a going concern. 

3. A single (monetary) unit of measurement is 

applied. 

4. Consistency requires that "generally accepted 

accounting principles be applied on a basis 

consistent with that of the previous year". 

5. Realisation - under historical cost accounting this 

results in the changing value of an asset being 

recognised only in the period when revenues from 

the sale of the asset are deemed to be earned. 

6. Objectivity requires that accounting entries be 

subject to verification. 

7. Conservatism requires that measurement be undertaken 

anticipating losses but not predicting gains. 

2,3 NCritives and Comments  

One might expect that accountants, guided by the 

principles outlined above, could report on the economic 

activities of the company to the satisfaction of 

all concerned parties. Such is not the case. Some of 

the problems experienced by users of accounting reports 

stem-from the specific way in which accounts report 

on the 'value; of the assets of the company - we shall 

deal with these in more detail in Section 3. Other 

problems derive from dissatisfaction with the precepts 

themselves; 
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1. The Business Entity  

The business entity postulate states that a 

distinction can be drawn between the business and 

the owner. This is in contrast to a possible 

view of the corporation as an association of 

owner shareholders, a social institution, or 

merely a prescribed set of legal relations (see 

(133) ). The accounting function concentrates 

on relations of the business with its environment 

(including the owners amongst other factors). 

This does not provide sufficient guidance to 

establish on what basis the accounts should be 

drawn up: that is left to the discretion of 

the directors and auditors. 

2. The Going Concern  

When considering a company it is usual to view 

it as a going concern rather than as a seriously 

embarrassed or insolvent enterprise (86). Despite 

this, the procedure of valuing the assets of 

the company at their realisable market value has 

become an accreditted method among the 'generally 

accepted accounting procedures' (to the delight 

of the company's creditors, one of whose major 

concerns is the realisable asset cover of their 

exposure). 
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3. 	A Single Unit of Measurement  

It has been advanced that in order that diverse 

objects (and events) may be classified, some 

common attribute must be perceived to pertain 

to them all. 

CHAMBERS states (34) that in a 'monetary economy' 

buyers, holders and sellers of non-monetary 

assets are concerned with the number of monetary 

units given or received in exchange for the 

asset. "The monetary scale is simply a scale 

of numerosity of monetary units". 

For the concept to operate satisfactorily the 

units of measurement must be stable. TIERNEY 

identified (137) two factors that may affect this 

requirement. The first is that in an environment 

of a stable monetary unit, prices for individual 

items will still change in response to supply and 

demand conditions. 

The second factor is that in an environment where the 

'value' of the monetary unit is itself time 

dependent, measurement using an 'uncorrected' unit 

will distort the situation that it aims to portray. 

The question of corrected units of measurement was 

brought up by the Accounting Standards Steering 

Committee in May 1974 when they attempted to provide 
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the means for accounts to deal with inflationary 

conditions. Their suggestion (in essence that the 

units be 'updated' by the Retail Price Index) were 

wholeheartedly rejected by the Sandilands 

Committee (129): leaving aside the objection that the 

RPI is not a good measure of the change in company's 

(or their shareholders) purchasing power, it is 

extremely doubtful whether a single index can be 

used to reflect the changes effected over the 

spectrum of activities undertaken by a company. 

However, the basic premise that man utilises a 

single dimension for the basis of comparison is 

itself questionable - six apples are more than five 

but are they better?. Nor is a single unit of 

measurement required by the philosophy of double-entry 

book-keeping; IJIRI proves this as follows (page 

83 (88)): 

let A be an asset account, with a 'value' Y 
A 

let E be an equity account of amount YE  

then 

A 

since asset or equity partition is simply a 

different way of apportioning the same total 

value of assets. Let a transaction (i.e. an 

action causing change) to an account be 

designated by 

Y+ 
-A or - E (- A or - E) 

for the amount by which the account is 
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increased (decreased). 

Then 

.Z(YI 	Y-) 
A  

(3 . 2) 

(3.3) 

- Yg) 
E 

or after rearranging 

YE = 	Y- + 
A 	

Yt 
A 

A 	
E 	A 	E 

resulting in the double-entry addage that every 

transaction is a two-fold aspect i,e. debit 

and credit flows result from each transaction.. 

It is clear that the vectors 	and Y are not 

constrained to be uni-dimensioned in equation (3.1). 

4, 	Consistency 

Clearly, bad procedures applied consistently would 

have no inherent quality worthy of upholding. 

Nevertheless, it is also clearly undesirable to keep 

changing the basis on which the evaluation is 

undertaken since this robs the resulting figures 

of much of their significance. (An example is 

cited of a major U.S, steel company who changed the 

basis on which depreciation was calculated, with the 

resulting lowering of reported profit against a 

background of general business bouyancy, enabling 

the company to press for higher prices. Yet later 

in the decade a further change was made to the 

assessment of depreciation, and the resulting 

increased reported profits, enabled the company to 
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stave off a take-over bid. But the overriding result 

was that no understanding could be derived about the 

performance of the company!) 

5. 	Realization and Matching  

Problems of matching are tied up with the 

periodicity in accounting reports. This 

becomes a considerable problem in industries with 

very long production cycles (such as ship building 

and contracting) but is less of a problem with 

manufacturing companies since the component of costs 

paid in one period but carried over to the next (in 

the form of w.i.p. or stock is small). The concept 

of realisation proves to be a problem for 

investment companies since the 'value' of - the 

investment is only recorded when that investment 

is realised (135). 

In a period of rapid inflation in value of long 

term assets (e.g. property) the under-valuation 

of these assets in the accounts leads to 

companies being vulnerable to asset stripping 

take-over ventures. 

This problem has led to a fundamental re-examination 

by the Sandilands Committee (129) of the question 

"what is business income", and how it should be 

measured - should it include holding gains, or 
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should the principle of realization be upheld? 

We return to deal with this question more fully 

in Section 3.2. 

7. 	Objectivity  

The concept of objectivity has let to confusion 

and controversy in the literature. The component 

of independence (expressed by BIRD (23)) is clear: 

no reliance may be placed on reports prepared by 

auditors where colusion with one of the interested 

parties is suspected. This established the ethical 

responsibilities of accountants, but in no way 

indicates how the process of measurement might 

proceed. 

VATTER argues (141) that in preparing accounts one 

should only recognise those figures that are 

amenable to verification - he views objectivity 

as being intrinsically linked with the principle of 

realisation. This view is of no help, as ARNETT 

(7) points out, since accountants will accept a wide 

range of evidence as being objective. While the 

amount of cash in the bank is easily verifiable, 

depreciation charges and cost allocations are 

subjective factors that cannot be treated as 

'arms length' transactions without seriously 

damaging the view of the entity as a going 

concern (e.g. by including depreciation 

only when the asset is retired from service). 
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Furthermore, insistence on linking objectivity to 

realization would damage the postulate of matching 

expense to revenues:-,  views must be taken about 

the future in allowing for deferred taxation, 

depreciation and allowances for bad debts. 

CAcceptance of the accrual approach recognises 

that some subjective allocation of costs 

or revenues may be appropriate under some circumstances.) 

ARNET concludes that the ultimate test for the 

acceptance for rejection) of data is whether 

it helps to reflect the entity events - it is 

better to be approximately right than precisely 

wrong. 

This brings us to the crux of the question: 

CARSBERG, HOPE & SCAPNES point out (32) that 

accounting reports are intended to satisfy 

some useful purpose and the efficacy of 

reports can only  be judged when their purpose 

is clearly understood. They suggest that 

accounting reports attempt to satisfy the 

following objectives: 

(a). provide information to assist shareholders 

decisions whether to sell, buy or hold 

shares in the company; 

GO_ provide information to shareholders about the 

(legal) use of their funds; 
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Cal provide information to creditors to decide 

on future credit allowances; 

Ca provide information to employees about future 

relationships with the company; 

Ca provide information to managers to aid 

management; 

Ca provide information to society to check whether 

activities are consistent with national 

objectives; 

Ca provide information to government for the levy 

of taxation; 

all provide information to financial institutions 

for negotiated financial assistance; 

CHAMBERS, postulates (p384 (35) ) that since the 

number of individual actors within the system, 

enumerated above, have different wants (which 

themselves change over time) and since the 

information processor must proceed without full 

knowledge of these, he does best to process the 

information neutrally. What does neutrality mean? 

If it means accounting recognition of economic data 

only when arms length (verifiable) transactions 

occur Ci,e, realization), then the conclusion 

does not help the information processor in 

those areas where strict neutrality leads to 
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clearly unsatisfactory results (as indicated 

abovel, Nor is the conclusion derived from 

the full set of precepts: better results might 

be obtained with more study about the needs of 

the classes of users listed above - a study 

that might indicate that each objective requires, 

ideally, different accounting procedures for 

its satisfaction (32).! 

8. 	, Conservation  

The adage 'anticipate no gain but provide for all 

possible losses 	in doubt write it off' 

conflicts with the principles expressed above 

(specifically those of realisation and objectivity) 

to an extent that the theoretical objections are 

clear, 

3, N.Valuat-i= of-.Assets 
. 	,, 

The principle concern of all parties concerned with a company 

(i.e. workers, managers, shareholders, creditors, debtors, etc.) 

is the general welfare of the company and the expectation that 

payments an the form of monies, goods or services) due will 

be met, 

Since the qualitative nature of the criterion 'stability' and 

liwelfarel defies quantitative measurement, the accounting 

function has concentrated on the measurement of income (from 

which the parties' stake in the business can be serviced). 
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3.1, 	Definition of Profit  

The transference of Hicks' classical definition of 

income - that an individual's income may be defined 

by the maximum amount that he can consume during a 

week and still expect to be as well off at the end 

of the week as he was the beginning - to the 

corporate environment remains the subject of fierce 

debate amongst economists (Chapter 5 (82)). Measurement 

of corporate income is attempted by two distinct 

approaches: 

(i) 	Profit and Loss Accounting  

An attempt is made to match revenue in any stated 

period with the costs of achieving that revenue. 

'Profit' pertaining to the period is defined as 

the difference between revenues and costs. 

This process is fraught with the problems of 

identifying the relevant costs (discussed above 

in Section 2.2,5), and one is left with the problem of 

deciding what proportion of the profit should 

be properly allocated to capital maintenance 

in order that the company be 'as well off at 

the end of the period as it was at the 

beginning'. 

Balance Sheet Accounting  

In a dynamic environment, where companies may 

take advantage of changes in the environment 

and chose to replenish their asset base by 

technically more advanced plant or by the 
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acquisition of assets that will work in a 

new area, profit in any period may be defined 

as the change in net assets that takes place 

during that period. 

This procedure concurs with EDEY's conclusion 

(SO) that no unique or objectivity determined 

'true' figure of profit exists, and that 

profit must emerge from the valuation process 

rather than contribute to it. (Henceforth, any 

reference to profit will imply this process of 

measurement), 

3.2 	Proposals for Asset Valuation  

This brings us to the crux of the problem - namely the 

process whereby assets may be valued. This is an area 

rife with proposals and counter proposals where 

supporters vehemently defend their respective positions. 

These concepts may be summarized (8) as follows: 

1. HISTORIC COST  

The most widely used basis for constructing 

accounts is to record the cost of the asset at the 

time of purchase and to write down that value over 

some pre-specified life. 

2. ADJUSTED HISTORIC VALUE  

To account for general inflation, monetary units 

are factored to take account of the age of the 

assets to which they are linked. 
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3. REALISABLE VALUE  

It has been widely suggested that the value of an 

asset can be established by referring to the 

market place to find the price at which exchange 

will be effected, However, this value, 

when it can be ascertained, can only be used as 

a guide: the purchaser of an asset clearly values 

the item at more than-the price agreed since he 

would otherwise not involve himself in the 

exchange, Similarly, the seller must value the 

item at less than the price agreed, Due to the 

principle of conservatism market price is often 

used adjunct to historic cost (e.g, in stock 

valuation) when market valuation would be less 

than the depreciated historic value. 

4. REPLACEMENT COST  

This would value the assets at the current (often 

(depreciated) purchase price) i.e. the basis for 

valuation is the cost of replacing the asset with 

an identical replica in the event that the asset 

is lost to the business, 

5, 	ECONOMIC VALUE  

This is defined as the present value of all 

associated future cash flows. We find this 

measure particularly unsatisfactory since: 

(al the discount factor remains undefined 

(despite continuing ingenius attempts 

e.g. (28) ); 



-3 - 88 - 

forecasts of future cash flows cannot be 

objectively determined (this factor alone 

should, but often does not, prevent widespread 

application of this approach). In particular 

it is not clear whether the cash flows are to 

ascertained with the view that the asset will 

continue to be used in its existing or its 

alternative use; 

CcL it may be very difficult 7 if not impossible - 

to allocate cash flows to individual assets 

(as discussed above in Chapter 2). 

The Sandilands Committee, before putting forward 

their own recommendations, searched to define 

which basis for valuation is most appropriate for 

inclusion in balance sheets. From the weight of 

evidence presented to them, they concluded that the 

process of valuation should be undertaken from the 

view of "value to the business as a going concern". 

From the choice of different methods (summarized 

abovel they decided on three principle contenders: 

net realizable value (NRV); present (economic) value 

(PV), and replacement cost (RC). The respective 

valuations may be ranked in six ways: 

1.  NRV s  PV RC 

2.  NRV RC PV 

3.  PV RC ,NRV 

4.  PV NRV RC 

5.  RC PV ,NRV 

6.  RC NRV PV 
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In cases 1-4, where either the net realisable 

value or the present value (or both) are more than 

the replacement cost, the value of the asset to the 

business can be recorded as the replacement cost 

since this is the amount that would be required to 

replace the asset in order to reap the benefit 

of either the realisable or present value. Only in 

cases 5 and 6 will it not be worth replacing the 

asset, since no benefit to the company will ensue. 

The Committee took the (intuitive) view that these 

cases are relatively unlikely to occur in practice 

and therefore opted for the replacement cost method 

of valuation. (In theory the value of any asset 

to the optimally efficient company as a going 

concern should be limited by the purchase price of 

the asset at the lower end and by the realizable 

value at the higher end, since if either limit is 

violated the asset should not be a member of the 

set of assets that comprise the company,) 

The Committee proceeded to outline detailed 

proposals for revision to the currently accepted 

accounting procedures starting from the premise 

that holding gains be seperated from operating 

gains. The important features of the Sandilands 

Committee recommendations are: 

i) 	That land and buildings be valued regularly 

on an "existing use" basis. 
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That for other fixed assets, the Government 

Statistical Service should publish a series 

of capital goods price indices to provide a 

standard reference for estimating replacement 

costs of such assets. Directors may include 

their own valuations in balance sheets if they 

deem it desirable, but must show (in a note) 

how such_ valuation differs from the standard 

reference, 

iii) That no change is immediately required to the 

existing bases used to value stock (since 

FIFO, used in the majority of cases, is a 

reasonable approximation to current value). 

iv) That stock , when consumed, be valued at 

"value to the business" for inclusion in the 

Profit and Loss account, 

vY That depreciation be provided on all assets 

except land. The level of depreciation 

should be calculated on the basis of 

the value of the asset to the business 

at the end of the period - the purpose is 

to charge the Profit and Loss account with the 

value of the assets consumed during the year, 

and not to finance replacement of assets. 

However, for comparative purposes, the 

historical cost figures for depreciation 

should be included as a note to the accounts. 
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3.3 	Some Problems with Accounting Valuation Processes  

Dissatisfaction with the accounting process of valuation 

has been brought to a head by the realization that 

valuation procedures based on historical cost are 

totally unsatisfactory in inflationary conditions. 

Such few defenders of historical cost that now remain 

argue that historical valuation is objective and should 

be retained since alternative procedures rely on 

subjective valuation. Further arguement fs propounded 

(e.g. (116)) on the basis that it is incorrect to say 

that accounts prepared on historical cost basis are of 

no use since they are widely used by all (ignoring the 

fact that while no alternative exists one must make do 

with what is available). The widespread acceptance of 

the Sandilands Committee recommendations will ensure 

that this problem will be overcome to some extent. 

However, other problems still exist: 

1. 	Multiplicity of reports  

This, problem, highlighted in the main by SPACEK (132), 

concerns the large variety of accounts that 

may be drawn up, all of which claim to 

represent with a 'true and fair view' of 

the same set of transactions. Practitioners 

who rely on the fact that in preparing these 

accounts they do not break the 'accepted' 

principles outlined above, and that their 



-3 - 92 - 

own brand of calculation is explained in 

(cursory) footnotes attached are shirking their 

auditing responsibility. His clear message is 

that a more unified approach be sought. 

2. Additivity  

CHAMBERS points (34) to the assumption of additivity 

and questions whether measures made under 

different conditions (or according to different 

procedures) can, in fact, be added. How can one 

add "the amount of cash held by a company today 

to the amount of cash paid 20 years ago for a 

piece of freehold land which the company still 

holds"? How different is the notion of adding 

values calculated according to one procedure 

for one item (e.g. fixed assets by historical, 

or even replacement cost) and values for another 

item calculated according to different principles 

(e.g. debtors by book value less some provision)? 

3. Standard Costing  

The long run objective of business survival can 

be translated to the requirement that the 

company must ensure that costs are met. Absorption 

costing is the generally accepted manner of 

accounting for manufacturing costs, and specifically 

for fixed overhead costs (25). The widespread 

acceptance of standard costing has been 



- 3 - 93 - 

helped by the advent of budgetary control systems. 

The calculation and the application of standards, 

corrected by variances, (discussed in Chapter 

15, (21), is a long and complex operation. The 

commitment involved on the part of the company 

makes it tempting to overlook some of the 

disadvantages and inherent assumptions: 

ii. The level of standard set has an effect 

on the motivation of workers affected by 

that standard, 

iii Despite the oft stated principle that 

underage cannotNnecessarily be viewed as 

'gain' (and overage as 'loss') to the 

system, this is very often the way in 

'which managers are judged, 

iii 	No level of intricacy of calculation will 

negate the fact that allocation of overheads 

is arbitary in situations where more than 

one product is produced from common 

manufacturing facilities. This has been the 

subject of much research (see Chapter 6 (2) 

for a review) with results ranging from 

simple formulas to suggested LP models 

041. We show in Chapter 6 that even 

such sophistication is to no avail. 

Div) Standard costs are calculated on an assumption 

of a particular level of throughput and 
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resource utilisation. Once calculated the 

costs are often used out of context in 

situations where the utilisation and throughput 

bear no resemblance to the base used. 

The case for marginal costing to replace standard 

costing is now being put forcibly forward (87). with 

the argument that cost control is best effected 

if identified with the responsible manager - 

allocating arbitrary cost will side-track 

management into arguing amongst themselves how 

those allocations may be done 'fairly'. Clearly 

a separate exercise of control needs to be carried 

out on those costs central to the organisation 

Csuch as payments of rates or central management 

emoluments) and management needs to ensure that 

prices will be sufficient to cover these additional 

'fixed' costs over the period. 

Advocates of standard costing argue that the full 

unit cost needs to be known when determining the 

unit price to be charged: this is countered by 

the fact that in many industries the price is 

determined by considerations external to the 

firm. 

Furthermore, since overhead allocations is subject 

to a variety of 'acceptable' methods, the price 

would become a function of the methods, and not 

of cost, It is further argued by standard costing 
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proponents that it is correct to include overhead 

recovery in stock valuation. This is a moot 

point in terms of philosophy - advocates of marginal 

costing argue (page 15 (87)) that fixed costs 

may be identified with a period in time and 

should not, therefore, be carried forward as part 

of the cost of an asset into subsequent periods 

unless the unit of asset is very large (such as 

exists in the ship building and contracting 

industries). It is also moot whether inclusion 

of overhead recovery in stock valuation is an 

efficient system: BULL (page 160 (25)) 

illustrates this with an example of a company 

operating over three years with no changes in 

price, sales volume, marginal or overhead costs. 

The only change was in volume of production. 

Standard costing resulted in fluctuating 

income whereas under marginal costing the 

income is steady. 

4. 	Modular Valuation  

A further implication of the standard costing 

approach is that accounts approach the task of 

valuation from a modular standpoint. In other 

words, having found the value of a unit of asset 

(stock for example), the value of ownership of 

that asset is calculated by multiplying the 

value of each unit by the number of units present. 

Unless the 'value/ of each unit truly represents 

the average value, such a procedure is patently 
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wrong since it does not reflect the decreasing 

utility for more of a particular class of item. 

This attitude is extended to viewing each class of 

asset individually, whereas in fact assets need to 

be brought together to be of use to a company. 

Plant and machinery are to no avail if there is 

no factory to house them, and likewise, an empty 

factory is of limited value to a manufacturing 

company. 

5, 	,Valuation. of a Subset of Assets  

The accounting process concentrates on those 

components of the business that are measurable. 

This ignores vital resources - for example the 

human asset, 

Failure to measure and report on the value of the 

human resource may lead to decisions being made 

that may appear beneficial, but that would lead to 

an unintended depletion of human resources (by way 

of reduced motivation, higher turnover, etc.) 

(641. 

It may be argued that since the company does not 

own the individual it cannot lay claim to 

ownership of the human asset. This is denied by 

LEV & SCHWARTZ (106) who counter the argument by 

stating that ownership of the individual is 

immaterial with respect to the labour force as a 

whole, 
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The problem of how to attribute a value to the 

human resource has been the subject of much 

research (reported by GILES AND ROBINSON (68) ) 

and it is clear that much work in this field 

remains to be done, 

6. 	■XultipIe Goals  

While there is currently widespread acceptance 

that a company does not pursue a single goal 

(and that different companies may pursue 

different set of possibly conflicting goals) 

this realisation has not permeated through to 

the accounting function. BEDFORD & DOPUCH 

argue Cl51 that the accounting profession 

must consider means of broadening its scope 

to report on the effectiveness with which 

nonTincome-oriented goals are attained and 

that the area to start with is that of the 

measurement of the nature and extent of 

benefits that would accrue to the participants 

where alternative, additional, goals are 

adopted. 

4, NE-Kamp I es-, of-,13  roblem. Balance,  Sheet Entries  

Before proceeding to discuss a technique that aims to deal with 

some of the problems listed above, we shall consider the 

particular problems concerning the valuation of inventory, 

depreciation and goodwill, 



-3 - 98 - 

4.1 	Inventory Valuation  

This single item has given rise to much, contradictory, 

literature, with advocates ranging-from those who insist 

that the LIFO view represents the only realistic approach 

to the problem (117); those who argue against (120); 

as well as others who press for a variety of other 

methods - FIFO or standard (historical) costs (see (105) ) 

replacement at market prices (21) or a multiple 

combination of these (eg (73), (121) ). The practitioner 

is left with such a bewildering array of tools at his 

disposal, but with little direction about their use 

resulting in the ability to value inventory by whichever 

method is convenient - UNDERWOOD has calculated (137)-

that over 108 methods are accepted by the Institute 

of Chartered Accountants. 

The overriding emphasis of establishing some idea of the 

cost of inventory appears to be ignoring the very essence 

for the presence of stock. Inventory is held in order to 

cater for the possibility of a variety of outcomes in the 

future:- 

(a) inventory holdings smooth out the random 

variations in demand; 

(b) inventory acts as a substitute for production 

capacity when demand temporarily outstrips that 

capacity. 
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Both of these functions demand that the valuation for 

inventories be measured by looking forward to the use 

that such stocks will be put to - a utility that has 

little, if any, connection with the historical means 

of producing and holding the inventories. 

4.2 	Depreciation  

Practitioners may approach the problem of calculating 

depreciation by adopting a variety of rule of thumb 

measures - straight line; fixed proportion; rule of 

years etc - on the value of the relevant asset 

(which may itself be measured according to cost; 

replacement; economic; opportunity; market prices, etc.) 

This seeming complexity obscures the fact that the 

single figure in the accounts serves three distinct 

functions: 

(a) The entry in the profit and loss account represents 

a "fair" cost to the process of manufacture of goods 

using the asset. (To some extent this cost will be 

borne whether or not the assets are used.) 

(b) It is a means to accumulate funds necessary to 

repurchase a replacement at such time as that is 

required (thereby preventing any temptation to 

distribute such income as dividend). 

(c) It is used in the balance sheet to give a net 

measure of value of the asset. WRIGHT maintains 

(148) that to find value one needs, perforce, to 

reject all accounting conventions since they 
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merely attempt to allocate cost over the life 

of the asset rather than value its services. 

He argues for particular valuation based on a 

minimum cost or loss suffered by the owner 

of the asset by its absence. There are 

problems connected with this approach. We 

show later, in Section 5.2.ii that such a cost 

allocation procedure results in an overvaluation 

of the enterprise. A further point to note is 

that the value placed on the asset by 

sequencial losses of the asset to the business 

will depend'on the order in which the assets 

are lost! 

From that it becomes clear that the figure need not 

be the same for each purpose. 

(a) It can be argued that the cost of the "physical" 

depreciation of the asset is linked with the 

historical cost of acquisition. This still 

leaves the accountant the task of allocating 

such cost over the life of the asset - an 

allocation that will be inherently arbitrary 

in nature. 

(b) The provision of a replacement fund requires 

to be linked with the costs of replacing the 

asset. This is extremely difficult to define 

in view of the changes in price levels and in 

the technology of production. 
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We have argued above that value will depend 

on the utilisation of the asset and is divorced 

from concepts of costs. 

4.3 	Goodwill  

The concept of goodwill, and the role that that entry 

plays in the balance sheet, is still the subject of a great 

deal of discussion. The concept was initially conceived 

to take account of the good relations a proprietor of 

a business established with his customers - a 

relationship that could be expected to endure (to 

some degree) even after the departure of this 

entrepreneur. It was at this juncture - the sale 

of a share of the business - that the valuation of 

goodwill arose. To this day, a point on which 

accountants agree is that purchased-goodwill represents 

the excess of the purchase price paid over the fair 

value of the net assets when the business is acquired. 

(Care must be taken in the reading of accounts since 

the amounts shown for acquired goodwill may sometimes 

be more as a result of bookkeeping or consolidation 

techniques than of supportable concepts".) 

The existence of goodwill is now recognized to exist at 

all times and not merely at those moments in time when 

sale is considered. SPICER & PEGLER consider (132) goodwill 

to be "that element arising from the reputation 

connectionor other advantages possessed by a 

business which enables it to earn profits greater than 

the return normally to be expected on the capital 
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invested in the tangible assets employed in the 

business". GYNTHER agrees (75) - "goodwill exists because 

assets are present, even though they are not listed 

with the tangible assets. For example, 'special skill 

and knowledge', 'high managerial ability' ... are 

assets in this category". 

There remains the difficult problem of finding a method 

of valuing such goodwill - a procedure that will require 

neither the subjective valuation by the management of 

their own skill and performance, nor the speculation 

of a price that will be set by a mythical purchaser 

of the business. A method often quoted expresses 

goodwill in terms of excess or super profits. But 

GYNTHER makes it clear that this will not do:- 

"goodwill is not 'the discounted value of the 

estimated excess earning power - the amount of the 

net income anticipated in excess of income 

sufficient to clothe the tangible resources involved 

with a normal rate of return'. This is not what 

goodwill is. This is merely a rationalization of the 

method commonly used to calculate the value of 

Goodwill". 

Research undertaken by the American accounting profession, 

into the nature of goodwill, and the manner in which it 

ought to be treated in the accounts (a matter that 

appears to take up an inordinate amount of accountants' 

attention (e.g. (56) ) to the detriment of an 

understanding of other aspects of goodwill), 

concluded by characterising goodwill - as distinguished 

from other elements of value in the business - as follows: 
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i. The value of goodwill has no reliable or 

predictable relationship to costs which may have been 

incurred in its creation. 

ii. Individual intangible factors which may contribute 

to goodwill cannot be valued. This results from the 

inability of such factors to exist apart from the business 

as a whole. 

iii. Goodwill attaches only to a business as a whole. 

It forms an inseperable part of the business and cannot 

be realised separately. 

iv. The value of goodwill may, and does, fluctuate 

suddenly and widely because of the innumerable factors 

which influence that value. 

5. LP IN ACCOUNTING  

LP has been applied to the analysis of numerous accounting and 

financial problems. The applicability of the technique rests 

on its ability to overcome the disadvantages of other valuation 

processes (discussed in section 3.3) in the following ways: 

i) 	LP takes an overview of the company and enables a 

valuation of all the component assets in their existing 

usage. This overcomes the problems of additivity of 

valuations made under different procedures, and the 

problems arising from valuing the assets individually 

and attempting to arrive at a value of the whole by 

merely summing the value of the parts. 
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ii) L' models, utilising a marginal costing approach, obviate 

the need for arbitrary allocations of overhead or fixed 

costs. 

iii) LP models can take some account of such assets as the 

labour force by .the inclusion of equations modelling the 

scarcity of such resources. 

iv) LP models can take account of multiple goals. 

When LP is applied to the process of valuation two 

distinct approaches have been adopted. 

5.1 	Spread Sheet Planning  

This approach, initiated by CHARNES, COOPER & IJIRI (42) 

and developed and extended by the latter author (88), is 

founded on the double-entry book-keeping system. The 

mathematical basis for double-entry system, generated 

from equation (3.1), i.e.0 
-A 	-E 

arises from the fundamental observation that the equation 

is time independent. Changes that do occur over a time 

period to the asset accounts are balanced by counter-

changes to the equity accounts. 

Let the accounts be numbered sequentially (1, 2, ....n, 

n+1, 	n+m) starting with the asset accounts and 

followed by the equity accounts. Let w.. represent a 

transaction debiting account i and crediting account j. 

Then 

n+m 
E w 	

= TIT 
w 

1=1 	ij 	j=1 	ij 
mirrors equation 3.2 

(3.4) 
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Since a large number of transactions may involve any single 

account the net flow for any amount may be found by 

establishing an. incidence matric T: a matrix having only 

two non-0 entries in each column:- 

for the kth element of w (w..) the kth column of T has an 
-- 

entry 1 in row i and -1 in row j; 0 elsewhere 

Now 	T w = d the net flow for any account 	(3.5) 

It is simpler to visualise the process of transactions in 

terms of a network with accounts represented by nodes and 

transactions by arcs.. 

IJIRI gives the following example (page 91 (82) ) as an 

aid to understanding. 

Let the opening balance of the accounts be as shown below in 

Table 3.1, and the transactions undertaken in the 

period shown in Table 3.2 

ACCOUNT 

Y —A 
Y 
—E 

1. CASH 30 4• EQUITY 	-- 

2. FINISHED GOODS 10 

3. MATERIALS 10 

50 

TABLE 3.1 OPENING BALANCE SHEET 

Purchase of Materials in Cash 
	

5 

Consumption of Materials 	 2 

Fixed Operating Expenses 	 2.5 

Cost of (Cash) Sales 	 3 

I 	
 Profit on Sales of Finished Goods 	 3 

TABLE 3.2 TRANSACTIONS 



III 2.FINISHED 
GOODS 

FIGURE 3.1 SPREAD SHEET FLOWS. 
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- 
= w31 

  

Then 

 

5 

2 

2.5 

3 

3 

  

w23 

w41 

w12 

w14 

 

    

     

And T = -1 0 -1 1 1 

0 1 0 -1 0 

1 -1 0 0 0 

0 0 1 1 -1 

T w 

-1 

3 

-.5 

which can be shown as Fig. 3.1 
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Spread sheet models allow the analyst to investigate the 

effects on the balance sheet of pursuing different, or 

multiple goals.. Furthermore, the skeleton model of the 

company in terms of its balance sheet components and the 

accounting flows between them can be further extended to take 

in multi-time period horizons and other managerial, 

technological and environmental constraints (89). The 

apparent versatility and wide ranging scope for the 

technique and the straightforward manner in which results 

are presented are its major advantage. 

A fundamental criticism of the spread sheet approach 

is that it provides no new information, neither to 

management nor to the analyst. Balance sheet entries 

may be linked (through any particular view-point) to 

the results of a model of physical activities of the 

company at a report writer stage: GAMBLING very 

neatly demonstrates this (66) by taking the same 

example used by CHARNES, COOPER & IJIRI to exemplify 

their spread sheet approach, and solves it with a 

direct LP model of the physical activities and 

constraints. 

Furthermore, claims for the use of the dual interpretation 

of the model are suspect: in the spread-sheet model many 

of the accounting flows are linked to the physical flows 

of goods or materials by some (arbitrary) standard costing 

system. However, some of the dual variables extracted from 

the optional solution of the model will also, 'price' 

the flow of goods and materials. If the dual 'prices' 
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and 'standard costs' are different we are presented 

with a problem comparable with that of pricing the 

value of money under capital rationing (see Chapter 2.2.3.ii). 

5.2 	Valuation by the Dual LP  

The interpretation of the dual variables of an LP 

as an opportunity evaluator is well established 

(developed by DANTZIG (46) from the concept of the dual as 

a pricing mechanism for inputs). The basis for this 

interpretation lies in the Strong Duality Theorem. 

C X 
	=n b= Z 

(The mathematical foundation for this interpretation 

is to be found in Chapter 5.2.2.) 

This combines the aspect of marginality with average 

value: each unit of resource input is valued by the amount that 

the optimal value attributed to the company as a whole 

would change by the addition (or decrease) of a single 

unit of that resource, (see HADLEY, page 484,(78) ). 

This marginal valuation is attributed to the entire 

availability of the asset. The value is thereby determined 

at the margin of a known and given availability, and in a 

given combination, of other assets. A necessary 

result from this is to value at zero resources which have 

slack (space capacity) since any marginal increase or 

decrease in availability will not effect the 

solution. 
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The general use of this interpretation is to inspect 

the solution to a (maximising) LP and argue for the 

increase in availability of resources with high 

positive duals - with a decrease in requirement for 

activities with negative duals. (e.g. (48) ). 

WRIGHT argues (147) that the dual LP is a viable system 

for imputing values to assets, the sum of which comprises 

the business as a "going concern". As we have seen previously 

(Section 4.2.c). he argues that valuation should be on an 

opportunity value basis but discards the approach of 

'discounting the future stream of income', because of the 

difficulty of allocating income to a part of a large 

and complex man-machine organisation. 

The straightforward acceptance of the dual variable as the 

opportunity evaluator for the inputs to the company (or as the 

allocation of the value of the enterprise as a whole over the 

constraining inputs) is not problem free: 

Limited range of validity  

BERNHARD, (20) in commenting on SAMUEL's proposal (128A) to 

bill departments (on the basis of opportunity costs) 

for deviation in profit achievement due to their 

variance in planned performance, points to the 

problems of changes in basis. The example used is 

shown in figure 3.2. 



FIGURE J. 2 BO'rI'LENECK TRANSFERENCE 

The model is defined by 3 constraints, 

constraint BB being redundant. 

Interpreting the solution of the dual programme 

would lead to efforts being made to improve 

the performance of constraint AA. If this were 

successful and resulted in the constraint being AA' 

Samuels would value the improvement of performance 

by the entire change multiplied by ~A (the old dual 

value). However, we can see from Figure 3.2 that 

AA' is now redundant and some of the apparent 

improvement is to waste since overall performance 

is now constrained by BB. 

(ii) Degeneracy 
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STRUM notes (135) that in degenerate solutions the duals 

are asymmetric and must be interpreted according to 

whether the change in asset availability is an increase 

or decrease. 
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It has been argued that valuation of inputs may be accomplished 

by denying the organisation each asset in turn and equating the 

value of that asset with the change in attainment of the goal(s). 

* i.e. Value of asset . = Z- g Where is the optimal 

solution of the programme 

missing resource i. 

It can be shown (91) that such an attempt results in the sum of 

the values of the inputs greatly exceeding the value of the 

company as a whole. CARSBERG demonstrates this phenomenon (31) 

by the use of a simple example and concludes that the cause 

is due to jointness in the production process. The particular 

example he uses is degenerate - "unfortunately this problem 

with dual prices may occur frequently in practice since 

comprehensive formulations of a firm's operations will often 

be degenerate". 

6. 	Conclusions  

One of the principal concerns of accounts is the ability to 

report to the participants on the value of business, and 

from this valuation to derive the profit earned by the 

business during the accounting period. We have shown that 

despite the development of guiding principles and 

postulates to accounting procedures over a long period of 

time, the reporter of the company's affairs is left with 

a bewildering array of tools at his disposal, with little 

guidance concerning their appropriate use. Acceptance of 

the Sandilands Committee report goes a long way to 
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providing a unifying approach to the task of drawing up 

balance sheets, but a number of problems remain. These 

centre on the modular approach to valuation, the lack of 

recognition of the different goals pursued by the 

company and the valuation of only some of the assets that 

comprise the business. 

We have seen that LP models offer the possibility of allocating 

the overall value of the business as a whole (in terms of the 

stated objectives of the company) over the constituent assets. 

An average value for the unit of asset can be determined at the 

margin of a given availability of that asset, and in a given 

combination with other assets. However, such a system is 

not devoid of problems (namely those arising from degeneracy 

and from the limit of validity of the dual to the optimal 

basic solution). We shall return to deal with these problems 

in greater depth in Chapter 6. 
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CHAPTER 4 

ALTERNATE SOLUTIONS 

1. 	Introduction 

The solutions to multi-period LP planning models (of the type 

formulated in Chapters 1 and 2) have two prevailing characteristics: 

(i) the solutions are often primal-alternate (i.e. there exist 

alternate primal solutions). 

(ii) the solutions are often primal-degenerate. 

We shall discuss the derivation and definitions of primal-degenerate 

solutions in the following chapter. The implication of interpretation 

of the dual LP's will be dealt with in Chapter 6. 

In discussing the conditions pertaining to primal-alternate 

solutions we first deal with the geometry of primal-feasible 

solutions and then with primal-optimal solutions. This results 

in an explanation of how alternate solutions arise. (The basic 

mathematical foundation for the analysis is to be found in Appendix C). 

2. 	Geometry of Feasibility  

Consider the LP. 

max z = Ec.x. 
j  

(i)  s.t. E a. x. + S. = b 	i =1, 	,m 	(4.1) . 
J 	

. 

J 

(ii) S., x. 	0 	j=1, 	 
1 j 

M=m+n 
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The set of equations (i) are termed "structural" equations, 

equations (ii) are the "non-negativity" constraints on the 

variables; x.
3 
 arethe."structural"variablesandS.the "slack" 

variables. 

In matrix form this is summarized as 

Max z = c x 

s.t.Ax+IS= b 
	

(4.2) 

x, S 5  0 

where A is the matrix of structural equations and I is the mxm unit 

matrix 

or 

Max z = c X 
00E10 •••• 

s.t. A X (b 
	

(4.3) 

X 	0 

where 
	

A = 	CAL  I); X = 
S 

These equations define a feasible convex region F in EM 

i.e. F =[ X/ AX = b; X 5 03 

Let S be the set of extreme points of F. Then F, if bounded, 

is the convex hull of S (see Appendix C.1.8). 

The question of feasibility is concerned with whether F is 

empty or not. This can be determined geometrically by 

considering the column vectors of A (let these be a.). A solution 

to Equation 4.3 exists if the vector b can be expressed as a 

•••111 
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convex combination of these column vectors (thereby 

taking account of the non-negativity requirements). 

X EF ifX.a. = b ; 	0 

j 	 J 

This condition defines an interior ray to a convex cone 

formed by the vectors a.
1 
 (Theorem C.5) and leads us to 

state the following Theorem on feasibility. 

THEOREM 4.1: The problem is feasible if the vector b 

is contained by the m dimensional cone 

formed by the column vectors of the matrix 

of equations. 

Proof: b is m dimensional and there exist in the set of 

 

column vectors (0.) m unit vectors spanning E
m 

(from the slack variable). b is therefore 

dependent on this set and we have shown above 

that if this dependency is convex then b lies 

interior to the cone formed by the column vectors. 

Since b is m dimensional only m vectors will, in general, 

be required to describe it. All the other multipliers (X.) will 

be zero. This represents a basis, and HADLEY proves (78) that each 

basic feasible solution corresponds to an element of S. 

3. 	Geometry of Optimality  

LEMMA 1: 	If the feasible region is not empty, and is closed 
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in the direction of optimization, then the programme 

will yield a finite optimal solution. 

J. 

.. -----
~--------~~--~------------------~! 

FIGURE 4.1 HOUNDEDNESS OF nlE PRIMAL REGION IN 

DIRECTION OF OPTIMIZATION. 

In the simple example shown in Fig. 4.1, maximising the 

objective function entails moving that line as far away as 

possible from the origin; minimising requires that the objective 

function be brought as close to the origin as possible. Clearly 

the latter problem does yield an optimal solution for the 

example shown, whereas the problem is unbounded for the 

maximising case. 

LEMMA 2: The optimal solution exists at the extreme point 

where the objective function forms a supporting 

hyperplane to the feasible region. 

This follows directly from the definition of a supporting 

hyperplane (Theorem C.2.) 
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Consider the feasible region F defined in En  (eliminating the 

slack variables and converting the structural equations to 

inequalities) by the intersection of M feasible half-spaces. 

LEMMA 3: An extreme point to the feasible region F in En  

is defined by the intersection of n linearly 

independent hyperplanes from the M hyperplanes 

defining the region. 

 

Proof: 	This follows from the requirement that the rank 

of a matrix must be equal to the dimension of 

the vector x for a single solution to exist for 

the equations A x = b. 

COROLLARY: 	More than n hyperplanes passing through the same 

point will be linearly dependent. 

Since we have shown that the optimal objective function hyperplane 

forms a supporting hyperplane then it follows that the objective 

function is linearly dependent on the hyperplanes intersecting 

to form the optimal vertex. i.e. 

C = 
R 

it. a 
i 

i=1 
1 

 
R s n 	(4.3) 

THEOREM 4.2:  Optimality exists when the inward normal to the 

objective function is contained by the cone formed 

by the inward normals of the intersecting hyperplanes 

at a point. 
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Proof: Consider the objective function hyperplane at the 

optimal point x* 	c x = E* 
MI■ W=0 

we have shown that the objective function forms 

supporting hyperplane at the optimal vertex 

i.e. there exists no point y such that 

c = E* 

<a.
1  y 
	b. 	V V. 

	

1 	1 

(4.4) 

(i.e. no point on the objective function hyperplane is 

an interior point of the Primal feasible space F.) 

Note that we can restrict the inequalities in Equation 4.4 

to those satisfied at equaltiy at the optimum (as  
. x* = b.) 
- — 	1 

since for any y in the neighbourhood of x* the other constraints 

will still be satisfied. 

Assuming, on the contrary, that some z exists satisfying 

Equation 4.4, and substituting for c = ini  ai  

and for E* 
	= it b (from the Strong Duality Theorem) 

n. a. z = En.b. 
1 	. 1 1 

1 	1 
(4.5) 

a.y < b. 	V. —1— 1 1 
Now substitute for b. = a.y + X. . ; 	A..1  >0 	V. 

 1 
Z n.1  aI.

.z. = 	Z n
1  
. .(a.

1
y + A.

1
) 	(4.6) 

. 	1 	.  
1 	1 

Simplifyipg yields 
E. n. .X. 	0 	 (4.7) 

1 1 

SinceX.>0 a solution to Equation 4.7 may exist if some 

* 
n. < 0. 1 
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We have shown above that no solution to Equation 4.4 may exist. 

Therefore we conclude that 

n. ) 0 	V. 

and so the vector c is contained by the convex cone 

of vectors a.. 

A further discussion on the conditions of optimality is to be 

found in Chapter 5. 

4. Alternate Solution to the Primal Programme 

Let a supporting hyperplane that touches the feasibile region 

in more than one point be termed an "extremal supporting 

hyperplane". 

LEMMA 4: Alternate solutions occur when the optimal 

objective function forms an extremal supporting 

hyperplane to the feasible region. 

 

In other words alternate solutions occur.when more than 

one point on the optimal objective function hyperplane is 

a member of F. 

THEOREM 4.3:  Alternate solutions occur when the inward 

normal to the objective function is containyd 

by some sub-cone of the inward normals of 

the intersecting hyperplanes. 

Let there be R hyperplanes intersecting at the optimal vertex, 

then 
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r 
c =Z 	na 	n. > 	i=1,...,r 

1 1 . 	
1 

(4.8) 

n. = 0 	i=r+1,..,R 1 

Proof: Since the objective function is an extremal supporting 

hyperplane it must be coincident with a face of a feasible 

region. All faces are formed by the intersection of 

r (< n) supporting hyperplanes. 

A simple example is shown in Figure 4.2. 

r 

A 	1 	 -. ..... 
....-• 

.... """ 	S ,,,i . _ - 
' 

• ik,ss\s2 	3 

0.0 	. 

FIGURE 4 . 2 EXAMPLE OF ALTERNATIVE SOLUTION 

i 

In this two dimensional problem the objective function 

is parallel to constraint 2. Therefore the objective function 

is described as a convex combination of this line alone. 

Basic solutions to the problem exist at vertices A and B, 

but the other lines (constraints) intersecting at these 

points play no part in determining the optimality 

of the vertex. 
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LEMMA 5: If x.

s 
 CO i e I) is an optimal vertex, then 

any point contained by the convex hull of the 

points of the set I is also optimal. 

 

Proof: Let X=  .E, X x lE 1 1.-r• 1 1 
> 	; . lZ X 	1 

1 	eI 

  

SinceAx. = b then so doesAX = b i.e. X is a feasible— 	—••••••1. 0.• — 
point. And since cx..1 = Bic then so does a. yield the ••■ 

* 
optimal value z . 

In terms of the Fig 4.2. any point between'A and B is also optimal. 

5. Conclusions  

The geometry of the primal LP solutions reveals that each basis 

represents an extremal point of the feasible region. 

Expressed in the geometry of cones, the requisite that the 

solution be feasible may be expressed by the statement that 

the r.h.s. vector b must be internal to the cone formed by the 

column vectors a. of the matrix of equations in Equation 4.1 
-1 

Since b is m-dimensional, different m-cones containing b will 

represent different feasible (basic) solutions. 

From the dual LP we determine that an optimal solution exists 

where the vector c is contained by the cone formed by the internal 

normal a.
s 
 to the hyperplanes forming the particular (feasible) 

vertex. (With the problem expressed in En, at least n hyperplanes 

(of the M that define the problem) will intersect to form the 

vertex; i.e. the cone formed is an n-cone). 
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An alternate primal solution exists where the objective function 

is itself an extremal supporting hyperplane to the feasible 

region. In that event, the vector c may be expressed by a sub-cone 

of the n-cone defining the 'optimal' basic vertex. 

Other cones may be formed with the same subcone representing 

other feasible vertices) resulting in alternate optimal 

solutions. 

From HADLEY'S definition (78) of a degenerate solution: 

"A basic solution to A x = b.is degenerate if one or more 

of the basic variables vanish" we may infer the analogy that 

A Primal Alternate Solution is Dual-Degenerate. 

We shall investigate this more closely in the following 

Chapter. 
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CHAPTERS 

DEGENERATE SOLUTIONS 

1. Introduction 

In this chapter we start by deriving a simple definition of 

degeneracy in terms of the geometry of the primal solution. 

Recognition of the existance of degeneracy has in the past 

been mainly focused on theoretical problems that may 

arise in the procedural search for the optimum. We show that 

optimal degenerate solutions result in non-unique dual optimal 

solutions 	The results require that we inspect the behaviour of 

the dual LP around the optimum with care and we show how the 

non-unique duals conform to the well known "two-sided dual 

variable". The economic interpretation of these results is 

left to Chapter 6. 

2. DESCRIPTION AND DEFINITION 

We have already shown (by Theorem 4.1) that primal feasibility 

requires that the resource vector b be contained by the 

mrdimensional cone formed by the column vectors of the matrix 

of equations. CHARNES & COOPER state (page 415 (38)) that 

"Degeneracy is present whenever, at some stage of a simplex 

iteration, the right-hand-side vector can be expressed as a 

(positive) linear combination involving fewer than the m matrix 

column vectors which are needed for a basis spanning the dual 

space." 

Some of the results presented in this chapter have been published (51) 
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R 
b= 	E 	X. a. 	A..›0 	; 	m 	(5.1) 1 — 1 

In this Chapter we shall be using the formulation of the 

LP defined by Equation 4.1 with the added conditions that 

the equations i = 1,...m refer only to the equations that 

are tight (i.e. the slack Si  = 0) at the optimum x*, 

This is not a restrictive condition since our investigations 

of the behaviour of the problem will be confined to points 

in the neighbourhood of the optimum. 

The solution is defined by m (tight) equations and n non-negativity 

constraints. The number of the non-negativity conditions 

satisfied as equalities is n-R (corresponding to that number of 

structural variables being zero - there being no positive 

slack variables!). Therefore the total number of tight 

constraints is 

m + (n-R) 

In terms of the geometry of the primal space defined in En, the vertex 

that is described by the basic solution reached at this stage 

of the simplex iterations has m+n-R hyperplanes satisfied at 

equality - i.e. the vertex occurs at the point of intersection 

of these m+n-R hyperplanes. Since m-R > 0 we derive the 

following simple definition of a degenerate vertex: 

DEFINITION:  A vertex in En  is degenerate when it is formed 

by the intersection of more than n hyperplanes. 

2.1 DEGENERACY DURING THE SEARCH FOR OPTIMALITY  

DANTZIG (46) became aware of degeneracy, when in terms of his 

i=1 
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simplex algorithm, the search procedure is presented with a 

choice of pivot elements. This results in a halt to the 

progressive change in the value of the objective function, and 

in such circumstances a particular basis may be repeated. This 

raises the spectre of an infinite cycle preventing the algorithm 

from completing the search for optimality. 

HOFFMAN created such an example (of 3 equations and 11 variables) 

where resolving the ambiguity of choice by selection of the 

first potential pivot element results in cycling. BEALE 

constructed a second example (believed to be the simplest possible 

with only 3 equations and 7 variables) where the same phenomenon 

can be observed. Yet despite the "common experience, based on the 

solution of thousands of practical linear programming problems 

by the simplex method, that nearly every problem at some stage 

is degenerate" DANTZIG observed no examples of cycling other 

than the two specially constructed examples. 

However, for the sake of mathematical completeness, two methods 

were developed, independently, to resolve the degeneracy problem. 

i. 	DANTZIG ORDEN & WOLFE'S Lexicographic Rule (p183(78))  

A vector x is lexicographically positive if its first 

non-zero component is positive. To resolve degeneracy 

the procedure constructs a generalized L.P. as follows: 

The variables xj  are replaced by a m+1 component row 

vector X. having xj  as the first component. 
-1 
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The resource vector b is replaced by a m-by-(m+l) matrix 

P where 

P = cb,I 
— -m 

-Im is the m-dimensional unit matrix, and P is lexico-positive. 

The set of constraints A x = b becomes A X = P. 

The objective funtion value is replaced by the (m+1) 

vector 

z = 	E 	c. X. 
J 

j=1 

The generalized LP problem is now defined as: 

Find a set of lexicographically non-negative variables X. 

which maximise the objective vector z in a lexicographic 

sense (i.e. z*-z is lexico-positive for all other feasible 

solutions) and satisfy the constraints A X=P. 

It can be shown that the selection of the pivot element 

is unique in the lexicographic sense, and that degeneracy 

never arises, thus allowing the generalized simplex 

algorithm to reach an optimal solution in a finite number 

of steps. 

ii. 	Charnes' Perturbation Method. (37) 

Figure 5.1 shows a 3-dimensional example of the geometry 

of equation 5.1. 



. 
FIGURE 5.1 c:JW1NES I PER'l'UlUlATION 

In this example the vector b is expressed as a 
. 

positive linear combination of a. and a. alone. 
-J -l. 

The perturbation method shifts the vector b as shown 

by creating 

n 
.!?(E:) = b + L 

Care is tpken to ensure that this perturbed vector 
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remains enclosed by the cone of column vectors. CHARNES 

then shows that the 'polynomial in e requires that ~(t) 

be expressed by a positive linear combination of a full 

set of basic vectors, and that the perturbed problem is 

never degenerate. 

2.2 DEGENERACY AT THE OPTIMUM 

With the resolution of primal degeneracy in the mathematical 

sense, the behaviour of LPs that are degenerate at the 
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optimal solution has received little attention. This is a 

reflection of the fact that degeneracy is considered as an 

obstacle in the path of solution, and has resulted in 

important properties of degenerate optima being overlooked. 

i. 	The Primal Solution  

In one of the few papers concerned with this 

topic, GAL & HABR (65) attempt to differentiate between 

programmes that are degenerate (i.e. have zero basic 

variables) in slack or structural variables. However, 

the very nature of degeneracy results in the 

existance of a number of bases. Each basis can be 

formed from the previous basis by the interchange 

of a zero basic variable by Jim non-basic variable 

leaving the numerical values to all the variables 

unchanged. This renders the distinction proposed 

above void. Problems may be distinguished as 

follows: 

Class 1 - Those with no structural variables at 

zero level 

Class 2 - Those with some zero value structural 

variables. 

(In GAL & HABR'S terms Class 1 problems conform 

to their catagory of degeneracy of slack variables; 

while Class 2 problems comprise of both their 

catagories). 

This differentiation of problems will be of only 

minor use in understanding the phenomena of degeneracy. 
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Problems that fall into the catagory of Class 1 are 

optimal at some interior point of the positive orthant 

and sensitivity analysis can be applied to all the 

constaints active at the optimum. Class 2 type 

problems are optimal at some boundary point of the 

positive orthant, thereby limiting sensitivity analysis 

to some subset of the active equations. In the 

mathematical formulation there is no difference between 

structural constraints and the non-negativity conditions, 

but since the latter have been introduced to represent 

the behaviour of the variables in the real world this 

condition must be recognised by any post-optimal 

sensitivity analysis that is undertaken. 

ii. 	The Dual Solution  

The most interesting aspects of degenerate primal 

LPs comes to light by inspecting the associated 

dual programme. Our interest in the dual programme 

stems from the proposal to value the inputs to the 

company by their respective dual variable (see Chapter 

3.5.2). Now consider the sensitivity of the solution 

value to changes in the availability of a particular 

resource - i.e. consider the effect on the objective 

function value when a particular constraint is 

shifted. CHARNES & COOPER prove (39) that for the 

programme 

z* = (Max z=cx) 

s.t 	A x  

x 

(5.2) 
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z* (b) is a convex function of b; is (finitely) 

piecewise linear in b, and that the partial derivatives 

(where they exist) are equal to the dual variables. This 

result is shown in Figure 5.2 (the points of discontinuity 

representing changes in the basis). 

FIGURE 5.2 

ZO 

7* __ 	- 	i  

zk  

1 

? 

3i. 
T,
I 

PIECEWISE LINEAR FUNCTION OF (b
i
) 

An increase in the availability of a 

resource results in an increase of the 

objective function value but at a progressively 

diminishing rate till no further increase in value 

can be obtained. This occurs when the amount of 

resource is increased (i.e. the hyperplane is 

moved in the direction of the outward normal) 

to the extent that the constraint is no longer 

binding! 



Let the actual availability of resource i in the programme 

beatIT.The value of the objective function (from Fig 

"ic 
i 5.2) s z and the sensitivity of that value to increment 

changesinthelevelofb.
1 
 is n,. This leads to the 

well known interpretation of the dual variable as the 

marginal evaluator of this resource at this level. 

However, with availability of the resource at the level 

the programme is degenerate and the sensitivity 

of the objective function value is direction dependent. 

az. 
ab. 
i 

bt 
i 

= nk  

 

(5.3) 

az*
—  ob. l 	

n. 
b 	= 1  1 

This two-sided nature of the marginal evaluator was 

brought to the attention of accountants by STRUM (135) 

who stressed the difference between the "gain in 

having one more unit of resource" as opposed to the 

"loss in having one less unit". 

EILON A. & FLAVELL have shown ((51)-see Appendix E.2) 

that this statement is a gross simplification of 

the true behaviour of the dual linear programme when 

the problem is primal degenerate. Using the same 

example as STRUM (shown in Figure 5.3) they pointed 

to the existance of a third, hitherto unconsidered, 

basis (shown in Table 5.1). 
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Basis 	 (x. y. 	 r. 	 (x.y. ,10 
3 	 1 	1 	3 t:farginal value 	(0,4 — Zc1. 

 — 2eL  .ie2) 	(3set  — 3c2,0, — 	-5.e2) 	
4 

— 	— 1 	1e:,0) 

Margivatvalue 
• ( 	ce-3) 

Limitation 

1 ( 	-9-. ) 

4 
3 cl — ĉ2  6 3 

Table 5.1 THE MARGINAL VALUES OF THE ALTERNATE OPTIMAL BASES 

*. 

GO 

r 4 

zo 

m  

Figure 

(3) 

20 	40, 	50 
x 

5.3. 	STRUM's Example 

60 

Each basis representsa particular set of independant 

.hyperplanes that form the vertex by their intersection. 

In the example in E
2 
 shown in Figure 5.3, the number 

of ways of selecting two independent lines from the 

set of three that passthrough the optimal vertex 

A is three. Each basis results in a new set of 

dual values giving rise to the non-symetric nature 

of the dual values that does not, however, conform 

to the generally accepted non-negativity requirement on 

the dual variables. 
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Negative dual valuescan arise in an optimal solution 

in the following manner: consider the cone C formed 

by the inward normals of the hyperplanes (lines in 

Fig 5.3) that form the optimal vertex (A) . Since the 

vertex is the optimal point of the problem, the inward 

normal to the objective function is included by the 

cone C (by Theorem 4.2). This is shown in Figure 5.4. 

\ 
\ 
\ 

2 
.00# 

a 
/.9  

A'S. 
a 
-1 

FIGURE 5.4 	GEOMETRY OF OPTIMALITY 

\ 
V 

\ 
\ 

x 

d 

)9F 

b 

A basic solution corresponds to the description of 

the vertex by a n-ray subcone from C. In this 

example (from Figure 5.4) the subcones formed by rays 

(1&2), (&3), and (2&3) correspond to the three 

bases given in Table 5.1. 
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The first two subcones (corresponding to the bases 

produced by STRUM) themselves contain the inward normal 

to the objective function. 

n a1 	+ a 
11 + 2-2 

n
3
=0 

(5.4) 

= n'
1
a 	+ n'a 	nI=0 
—1 	3-3 	2 

Equations 5.4 result in different sets of 

non-negative dual values. 

The third subcone does not itself contain the 

objective function vector c (although it 

adequately represents the vertex A) and 

the relationship 

C = n 
A 
2 a2 	

A 
+ n

3 
a
3 
; n 

A 
1
=0 — 

results in a new set of dual values that are 

not non-negative. 

This startling result requires a revision of previous classical 

tests for optimality. 

(5.5) 
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3. 	CLASSICAL TESTS FOR OPTIMALITY 

3.1 The Simplex Algorithm  

Acting on the programme (Equation 5.2) the simplex algorithm tests for 

the need for further iterations by checking the revised objective 

function for the existance of negative components. HADLEY (78) gives 

_the following definition for the completion of the simplex search: 

"Given a basic feasible solution x_ = - B lb with z
0 
 = c

B  xa 
 to 

--- 

the linear programming problem Ax = b, x 0, max z=cx such that 

z.-c. ,0 for every column a. in A. Then z
o is the maximum value J 

of z subject to the constraints, and the basic feasible solution 

is an optimal basic feasible solution". 

Clearly this statement holds true but results in all final optimal 

bases being those that correspond to subcones that themselves 

contain the objective function normal, and neglects the other 

optimal bases. It follows that, this condition may require a 

number of iterations to be undertaken that do not move the final 

location of the primal solution - the algorithm continues its 

search merely because it cannot recognise that the optimum has 

been reached. 

3.2 'Classical' Derivation of Necessary & Sufficient Conditions  

for Optimal L.PS  

CURRY & TAHA (44) transformed the standard LP (Equation 5.2) by 

expressing the (non-negative) variables as perfect squares, 

and applying the Jacobian method to the resulting non-linear 

programme. Their analysis led to the construction of the 

following conditions. 
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"The necessary condition shows that a candidate for the 

optimal solution is a basic feasible solution. The 

sufficiency condition on the other hand, stipulates that 

for every nonbasic variable x. the optimality indicator 

(c.-z.) must be non-positive (non-negative) in order for 
J J 

a maximization (minimization) linear programme to be 

optimal". 

Clearly these results do not conform to our findings above. 

RAIKE & TAYLOR point out (127) that optimal solutions need not be basic 

solutions (in the case of alternate optima) and that degenerate 

problems result in the disappearance of the Jacobian matrix, thereby 

taking our problem outside the scope of CARRY & TAHA's assumptions. 

(In a rejoinder (45) CURRY & TAHA state that the aim of their paper 

was to show that 'classical' optimization techniques may be used 

when investigating the behaviour of LPs - their aim was not to 

develop rigorous optimality conditions since that would "only be 

a repetition of results well known in the literature"). 

3.3 The KUHN-TUCKER Conditions 

KUHN & TUCKER, in their classical paper (102), generalise the optimality 

conditions from the LP to conditions for local optimality for 

mathematical programmes that are differentiable continuous, and 

that satisfy a Constraint Qualification by adapting classical 

calculus methods that are normally applied to constrained 
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equations. The (linear) problem 

Max g(x) = c.x. 
J J 

s.t. f.(x) = b
i
- a..x. 	i=1,..,m 	(5.6) 

J 

x. :5 0 	j=1„.,n 

is transformed into an equivalent saddle value (minimax) problem by 

constructing the Lagrangian function 

0(x,u) = g(x) + Z uifi(x). 
KUHN & TUCKER state that, subject to a constraint qualification, 

It a particular vector x
o 
maximises g(x) subject to the m+n 

constraints if, and onlyif, there is some vector u°  with 

nonnegative components such that 

0 0(x,uo) 20(x ,u0) 2 0(x0  ,u) 

for all nonnegative x,u". 

(5.7) 

Clearly the necessary condition has been shown not to hold for 

degenerate LP's fall outside the constraint qualification: 

THEOREM 5.1 All linear programmes (including degenerate systems) 

comply with the KUHN-TUCKER Constraint Qualification. 

Proof: The KUHN-TUCKER constraint qualification has been 

defined as follows (79): 

For each line originating at the optimum x* and 

lying in the convex set (the feasible region) 

there is an E-neighbourhood of x* a continuous 

differentiable curve also in the convex set and tangent 

to the line of x*. 
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For the general system 	min f (x) 

st 	.9.(x) 

then at the optimal solution x* to the system define 

the following sets. 

I = (active equations at x*) 

J = (zero variables of x*) 

The Constraint Qualification may be translated to 

mathematical requirements as follows: 

(I) 	There must be more than one feasible solution; 

(ii) The neighbourhood surrounding x* will satisfy the 

constraints imposed by the inactive equations, and 

the non-negativity requirements of the non-zero 

* 
variables at x ; 

* 
(iii) Consider any feasible point y ( 	x ) 

then gi(y) > 0 V ifI 

Now define ho = z - x* 
(5.8) 

and 	h = X.ho ; 	X 

where X=0 represents h=oc* 

Now the Constraint Qualification can be written as 

7f(x*).110 Vh s.t 	g.(x*).h 50 V iEI 	(5.9) — - 

h.,(3 V jeJ 

Our system is a degenerate linear programme. Substituting for 
n 

f (x) = 	E c. x. 
j=1 

g.
1
(x) = a. (x) -b

1  
. >0 	V i(=1,...m) E 

"` 	1 •-•  
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Equation 5.9 becomes; 

c h >0 Vh s.t. a.h 50 	Vi E I 
	

( 5.10) 

h. >0 Vj EJ  

For h. = 0 h = m* 
— - 

and a. h = 0 
-1 - 

c h = 0 

For h. >0 
3 
all 50 since h is feasible (from 5.8) 

and c h >0 since c x* = 0 is the minimum value! 

There is no restriction on the number of elements in I. 

Therefore all LPs satisfy the Constraint Qualification. 

MANGASARIAN makes the point (112) that the multipliers are non-

negative due to the problem (5.6) being expressed in terms of 

inequalities. Problems with equality constraints impose no 

restriction on the sign of their respective Lagrangian multipliers. 

(This follows from the treatment of equality constraints as 

two opposite inequalities.) We have shown that the non-negativity 

condition can be excluded for inequality problems that are 

degenerate. 
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3.4 Theorems of Alternatives  

Farkas' Theorem states that for any fixed mxn matrix A and some 

fixed vector c in Rn then 

either 

I 	or 	II 

A x g0 	c 

c x >0 	z 0 

has solution x in R
7 

has solution y in Rm  

but never both. 

MANGASARIAN uses this theorem (112) to derive the necessary 

optimality conditions for the LP 

c x* = Max c x 

X E X • 

X = (x/xeRn ; A .3 b) 

These are: 

(5.11) 

A x* b 
	

(primal feasibility) 

ii. A'u*=c 	(dual feasibility) 

iii. u*Xli 	 (5.12) 

iv. c x* = b u* 	(strong duality) 

Derivation: 	Define the index sets I, J, and M as 

IUJ =M = 

I = (i/a.x* = b.) 

J = (j/a.x* < b.) 
3 



A x* <b. 
—j  

If I is empty analysis shows that c = 0 

the inactive eqns. (5.14) 

-solution. In that case the point x*+Xx would yield 

c(x*+XX)> cx* from 5.15 	(5.16) 

Ai(e+ 4)- b1  e from 5.15 & 5.13 (5.17) 

AJ(e+ 	- bJ2 -ca + xAja 20 	(5.18) 

from 5.15 & 5.14. 

11••••• 	a/MIMI= 
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so that A x = b I 	 I the active eqns. (5.13) 

If I 0 0 then analysis asserts that 

Aix 0 ; cx > 0 has no solution x E R
n 	

(5.15) 

A 
If there were a solution, say x, then 1Z ; 	X >0 would also be a 

where e is the unit vector anda is defined as 

-a = Max (a.x* - b.) 
J— 	3 

; a>0 	(5.19) 

jeJ 

Equations 5.17 and 5.18 imply that x* + XX e X but Equations 

5.16 denies that x* is the optimal solution in X. Hence the 

system 5.15 has no solution. 

By Farkas' Theorem the systems 

AI = c ; y >0 
	

(5.20) 

must have a solution y* E RI. 

If 0 E Rj  then 
=MO 

biy* + bj0 = eAjx* = cx (5.21) 

from 5.20 & 5.13 

becomes condition 5.12-iv, and 

Aly* + ATO 	
' 

= c ; y* 
J— —  

yields conditions 5.12-ii and 5.9-iii. 

(5.22) 
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This last statement takes Farkas' Theorem too far. While it 

is true that some rt%) does satisfy Equation 5.22 there is no 

exclusion of some z.*< 0 also satisfying the equation. 

A more careful interpretation of Farkas' Theorem leads VAJDA (110) to 

state the following Necessity Theorem for the existance of a LP 

solution: 

"If xo  minimizes ex subject to b-Ax0, then there exists a 

vector y 0 such that c-A'yo=0 and (b-Axo)'y0=0". 

As we have seen above (page134) this statement is correct as 

far as it goes, but does not bring to light the existence of 

other solutions where the dual multiplier need not be constrained 

to be non-negative. 

4. MATHEMATICAL DESCRIPTION OF THE BEHAVIOUR OF DEGENERATE LPs  

It is clear that the characteristics of degenerate - primal 

solutions do not confirm to previously accepted precepts. 

In this section we investigate the behaviour of such 

optimal solutions, by inspecting the structure of the 

solution at points close to the optimal vertex. 

For problems of the type: 

Find x*, if it exists, s.t G(x*) = Min 8(x) ; X =(x/g(x)0) 
XE X 

where G(x) and g(x) are differentiable continuous functions, the 

Kuhn-Tucker conditions for optimality can be expressed as follows 

(p94,(112)); 
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From the Lagrangian 	0(x,010 = 8(x) + ag(x) 

V 0(x*,I*) = 0 	V8(x*) + n*Vg(x*) = 0 
x  

V7I0(x*, ,t*) 2 0 	 g(x*) 2 0 

n*V1p(x*,n*) = 0 	 Itg(x*) = 0 

n* 9 0 	 n* 	0 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

For the Linear Programme the functions 8(x) = -c 

g(x) =Ax- b — — 

are clearly differentiable. Substitution yields the following 

conditions; 

-c. + Z Irta..= 0 	j=1,..,n 	) 
3 	. 1 13 1 	 ) 

(a.x* - b.1) 	
0 	i=1,01111 M ) 

) 
) 

Irt(ax*-1111.) =-0 
	i=1 ,..,M ) 1 1.--  

) 
) 

nt 9 0 	i=1,..,M 	) 1 

For degenerate problems (dropping the non-negativity condition 

and) considering only the m (mn) active equations, the system 

c = n A 

0 = n 	x*-b) 

c x* =n b 

has no unique solution 7*. Equations 5.28 define the alternate 

dual space overwhich the dual variables it are free-ranging. 

The discussion of the economic implications of the existence 

of this dual space is left till the next chapter. To understand 

( 5.27) 

(5.28) 
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more about the behaviour of the dual variables we shall 

demonstrate the behaviour of degenerate problems under small 

perturbations of the resource vector. It will be helpful to 

make the following distinction between 'simple' and 'non—simple' 

degeneracy: 

DEFINITION: 	Simple degeneracy occurs when all sets 

of n hyperplanes of those that intersect at the degenerate 

vertex in En  are linearly independent. 

This can be expressed in the form of two assertions. 

ASSERTION 1. 	Any set of n hyperplanes of the active 

equations is linearly independent. 

This ensures that the vertex may be defined uniquely by any 

sufficient set of hyperplanesand precludes the type of problem 

shown in Fig. 5.5, where the three planesin E
3 
 are dependant 

and do not define a unique point. 



- 5 - 145 - 

ASSERTION 2. Any set of n-1 hyperplanes of the active 

equations and the objective function hyperplane is linearly 

independent. 

This precludes the existence of alternate primal solutions 

(for the sake of simplicity). 

Unless otherwise stated all further analysis will assume that 

these assertions hold. 

It is convenient to restate at this point terminology that will 

be used in the following analysis. 

J is the index set of inactive eqns. a.x*<b . — —3—  3 
I is the index set of active eqns 	a.x*=b. 

—1— 1 

P is the set of extremal supporting hyperplanes 

Q is the set of nonextremal supporting hyperplanes 

Let a EP, a EQ; then I = U (p,q.) 

RK  is an index set such that the n—ray cone formed 

by the inward normals of the indexed (active) hyperplanes contains 

the objective function normal:E nikai  = 	; nik' 0 

R is the family of such sets. R = Uk(Rk) 

T is the set of indices common throughout R 

T = ^ Rk  
k 

4.1 BEHAVIOUR OF THE PRIMAL PROBLEM UNDER SMALL PERTURBATION OF b. 

THEOREM 5.2 Perturbation of the r.h.s. vector b at a degenerate 

optimum will resolve the degeneracy, under 'simple' 

degeneracy. 



- 5 - 146 - 

i. 	Chanae in the Availability of Resource s in the Direction of  

the Inward Normal. 

t
s 
=b

s 
- as 

now 	a x* = b > g 
—s-- s s 

so x* is now infeasible. Therefore remove from consideration 

all non-extremal hyperplanes (other than s iff a EQ) since they 

intersect the feasible region at x* only. 

Degeneracy is resolved by such perturbation since either: 

a. a 
s
E P and /P/=n. i.e. there are only.n hyperplanes now active. 

This condition follows from the definition of degeneracy. 

or 

b. The system 	a.x = b. 	Va.EP ; is 

	

1 	-s 

a x= g 
s 

where JPP n or a 
s
E Q, has no feasible solution. 

(5.30) 

This can be shown to hold by application of Farkas' 

Theorem. There will be no solution to the set of Equations 

5.30 if there exists a non-zero solution to the system 

a.hy.. 	y a 
) 1-

a
1 + s-s 

0 
(5.31) 

a. 	1 1 + y s  gs 
 = a ;a 0 

Er  
-s 

now a = E X.a.;  b 	EX .b. ; 	0 si-s 	S 
a.EP 	a.EP

S 1 1 
1 	-1 

(5.32) 

Hence 
E,(y. 	y 	.)a. = 0 

a.Er 1 s (5.33) 

YsXsi)bi -asYs = a  
-s 



-5-147- 

A possible solution to Equations 5.33 is 
a 

y
s 
=

s 
0 ; 

y. + y l =0 	V a. E P 
1 	S Si 

Since a solution 210 0 exists for the system 5.31 there can 

be no solution to Equations 5.30. 

Solutions do exist for sets of equations comprising of equation 

s and any n-1 equations from the set P. By definition, these 

solutions are non-degenerate. 

ii. Change in Availability of Resource s in the Direction of  

'the Outward Normal. 

A 
b
s 
= b

s 
+ as 

Now 
A 

a x* = b b - i.e. x* remains feasible. 
—s— s s 

While x* remains feasible under such perturbation it need not remain 

optimal. 

Iff s e T then x* will not remain optimum. 

The objective function normal is contained by subcones indexed 

by the sets Rk. Furthermore T is contained byall these 

sets, so the exclusion from the vertex x* of a hyperplane in T results 

in no cone containing c. The resulting dual infeasibility is 

interpreated as primal non-optimality. 
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For pertubation of any s t T it remains for us to show that new non-

degenerate vertices are formed, enabling a new optimum to be 

established. Consider the set S formed by the n vectors 

a
s 
 ; p elements from P; and n-p-1 elements of Q 

The intersection of the hyperplanes of this set will yield a feasible 

point if that point is contained in the feasible half-space of all the 

other hyperplanes. Furthermore, this point will be non-degenerate 

if it is contained by the open half-space of the other hyperplanes. 

one s e T 	) 

a.
1
z = b. 	a.EP 	) the set S 	(5.34) 

-- 1 
a.z = b. 	a.EQ 

For E to be non degenerate we need to show that such z results in 

Atz < bk  V ak  / 	: 

IOW 

3  
Let equations 5.34 be summarised as B z = b. s 

b. 
- 

Let z be defined by a z = b —s— s s 

        

        

Now z = B 

b + 
S 

b. 
1. 
b. 

as 

 

and x* = B-1  
b 

 
b. 

b. -J 

 

      

(5.35) 

        

        

        

        

l b 
From akx* = bk  substitution yields bk  = 4B-413? 

b. 
-1 

Thus .21c4<b
k 

reduces to 

(5.36) 

Since 10 ; Xk  0 equation 5.36 reduces to 



   

[ 

b -F 
s 1

a 
b. — 

lkI b.
1.   < -NJ —j. 

b.
s  
a 
b. 
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I is the unit matrix 	(5.37) 

  

  

This results hold only 
if  Aks< 

0. 

Thus the set of hyperplanes E will form a feasible non-degenerate 

vertex if and onlyif 
Xks 

0. for all A,  I E. 

iii. Summary  

The previous analysis, using the geometry of the cones formed 

by the inward normals of the hyperplanes (intersecting to form 

the degenerate vertex) can be summarised by the matrix algebra of 

the LP. 

Consider the simplex tableau (shown in Fig. 5.6). describing 

the optimum X*. 

bas is 
4 	* 

	

lack 	— 

	

-slack 	
b 

1 	n, 	m 
1 

n 

m 

A g I 

= _ 

(b A) A 

(b 	) 
—W W  — I — 0 

I 	I 

FIGURE 5.6 	OPTIMAL DEGENERATE 
TABLEAU. 
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The basis B is constructed of all the structural variables and 

m-n of the slack variables: in effect the vertex is described 

by the first n hyperplanes. (This basis is of quite general 

construction since all the non-negativity constraints are 

included explicitly). 

A-1 	0 
Where the inverse of the basis takes the form -W A Y 

[ 
Under Assertion 1 	W= XA ; X ¢ 0 

( = so that 	x* 	
bA' 	

-WA
1 

b
41k 
 + b

W 
 ) 

= (A
- l

b becomes 	x* 

	

A I 	
b -X.b 
•••44 "'"' A)  

and since the slack variables are zero ( - all the equations 

are active) 

41) + b, = 0 
■•••••••tk 

a. 	Perturbation of b
s 
 e b„. 
 —w 

—w 
= b

w 
 + a where a.=0 its 

@s unrestricted in sign) 

Clearly from 5.40 if a
s 
>o then the slack of hyperplane s becomes 

positive while all the others remain unchanged (i.e. the basis B 

is still feasible but degenerate). Ifas<0 then the slack of 

hyperplane s is negative and the basis can no longer remain 

feasible. 

-1 
x* = B b 

Mm. ■116 

■ •• 

(5.38) 

(5.39) 

(5.40) 



b. 	Perturbation of b 	e b 
s 	-A 
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(5.41) 

conditions 

> A lbA  O. 

%MI 

(5.42) 
12-aci 

Such perturbation 

of the structural 

Segmenting the 

constraints 

A 	A 

A  = [6a 
-I 

A 
b
A 
 = b

A  +
3 	; 	a.=o v 	is 

- 	- 	- 	1 

will not affect the feasibility 

variables: from Equation 5.38 

matrix A so that all the non-negativity 

come together: 

A71  = 	
a 	w a 

	

;b 	= 

{A.71 A AI 

0 	- I 

If b
s 
 e b

e 	a 
then x = A -lta 

 remains strictly positive for small as  

while all the zero variables remain unaltered. If bs = 0 

then only that variable constrained by that equation 

is altered by such perturbation. (In the mathematical sense 

the perturbation may be in either direction; physical 

interpretation of perturbation in the direction of the 

outward normal for the non-negativity constrainst may be difficult!) 

The basis B remains feasible (and becomes non-degenerate 

if 

—Aa > 0 (from 5.39) 	 (5.43) 

    

4.2 BEHAVIOUR OF THE DUAL PROGRAMME UNDER SMALL PERTURBATION OF b. 

Similar analysis applied to the feasibility of the dual programme 

leads to the following theorem: 

THEOREM 5.3. Under simple degeneracy perturbation of a 

hyperplane in the direction of the inward normal results 

in the associated dual variable taking its maximal value 

defined by the alternate dual space; perturbation in the 

opposite direction results in the dual variable taking its 
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minimum, non-negative value. 

Proof: 	The values of the dual variables may be extracted 

from the simplex tableau shown in Figure 5.6' 

n
B 
 = c

B 
 B -1 

- - (5.44) 

Previous theory relating to the simplex algorithm has 

proved that the dual variables associated with equations 

having their slack variables in the basis take a zero value. 

Therefore 	
nB = (n,(6) ; n = c A -1  

Now select the set of n hyperplanes A (represented by the 

matrix A) such that XeR, whence n 5  0. 

i. 	Let s E IT and -X .n > 0 
-s s 

Now perturbation of hyperplanes will result in the selected basis 

remaining optimal and becoming non-degenerate. Furthermore the 

vector at remains unchanged, and now becomes the unique set of 

feasible dual variables. 

Instead perturb hyperplane r . 

a. re A and -X n >0. In this event the selected basis still 
-r r 

remains optimal, leaving ns unchanged. 

b. r I -A-  or -X n < 0. Now one (or more) hyperplane(s) from 

the set A must be replaced in order that the condition for primal 

feasibility be attained - i.e. pivoting must occur. 

If in the course of pivoting hyperplanes is removed from the set 

its dual variable will take a value of zero (since the slack 

variable will enter the basis). In that event it is clear that the 

Theorem holds. 
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In the general case consider the change (pivot) of hyperplane t 

for hyperplane 1 with hyperplane s remaining in the basis. (This 

will be extended to the case when more than one row change is 

required in A.) 

Now 	= 	+ E) where 	e..= 0 	) 
13 	) E E 

) e .= a -a . 
1.3 tJ 13 ) 

a..e A V itn 
13 

a..e W V i>n 
13 

271  = (I EA 1) A l = A l  (I + EAI) -1 

Letting a..A 1, and F = EA 1  

f..13 =0Vi01 	) 
) 

flj = k-Z-1(atk-alk)akj ) 	F 	
) 
) 

=a a kj  - p.. 3 k=1 tk k3 	1 whereP.. =OAF 10j) 

pii=1 	) 

(5.42) 

(5.46) 

(5.47) 

Letting G = (I+EA I) 

E X a. • 	X A 0 
a 	= 

1
. 	ti11' 	ti 

tl 	EA 

fij = .f .xtri alkakj -13ij 

=X . -8
1
.
3
. 

ti  

Under Assertion 1 

Substituting into 5.47 

(5.48) 

g.. =p.. 1.3  v 	) 3.3  
) 

g.. =X . 	) E G 	(5.49) t3 

In general Equation 5.49 can be extended to include more than 

one (say q) change(s). G can then be partitioned 

G = 	- where I is the n-q unit matrix 
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To ease invertion of G further partion the matrix X into a qxq matrix 

and a qx(n-q) matrix Xa. Then 

x  1 -X X -1 
-01 	-R-Q 

0 

Returning to Equation 5.43 perturbation will result in the dual 

variables taking new values: 

A   
n = cA 1 = cA

1
G
1 
= 4G 1  (5.50) 

—Q = n X —Q-
-
Q
1 	

are the 'values' of the newly 

introduced hyperplanes. 

(21Q  refer to the old, now removed, variables). 

Note that nQ 
5 0 ensures dual feasibility. 

A 
-R -Q -R-Q-1  -R 

A 
n= 	it 
-R -07R -R (5.51) 

are the values of the dual variables of the hyperplanes, remaining 

in the basis. Since hyperplane s remains in the basis 

n
s 
 .n - En X. s 	ic  Qi is 

The assumption made at the beginning of this section (4.2.1) of 

the proof (on page ) needs amplification: 

a. 	Hyperplane s is perturbed in the direction of the inward 

normal i.e. as < 0 requiring 
-
X 0. 
s 

A 
In that event n <n when any other resource r is perturbed. 

-s -s 

G
1
= 
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b. Hyperplane s is perturbed in the direction of the outward 

normal i.e. as > 0 requiring X <0. 
• 

In that event 
A
s  

n > n
s 
 when any other resource is perturbed. 

ii. s A. 

This can only apply for s ¢ T (since A E R) and is deemed to apply 

for all such hyperplanes. Furthermore such a basis can only remain 

feasible under perturbation in the direction of the outward normal 

(see Section 4.l.iii.a on page ). In that event resource s 

becomes non-binding with the result that the associated dual 

remains at zero. 

5. 	CONCLUSION  

We have shown that degeneracy can be defined by over definition 

of the primal vertex. This results in the dual programme 

having alternate solutions (while maintaining the strong duality 

condition) that are not confined by non-negativity constraints. 

Under conditions pertaining to 'simple' degeneracy small 

perterbation of any of the defining hyperplanes in the 

direction of the inward normal will always resolve the 

degeneracy by defining a new optimal vertex. Perturbation 

in the opposite direction leaves the originally optimal vertex 

feasible and, unless the hyperplane moved belongs to a special 

identifiable set, optimal. Perturbation of hyperplanes that are 

members of this special set results in a new, non-degenerate 

optimum. 
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The dual 'space' (over which the dual vector is free ranging) 

collapses to a single point when degeneracy is resolved. For 

perturbation of hyperplane s in the direction of its inward normal 

the dual solution point-vector is characterised by the s'th dual variable 

having its maximum value (over the 'space'); for perturbation 

in the direction of the outward normal the s'th variable takes 

its minimal, non-zero, value. 
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CHAPTER 6 

INTERPRETATION OP LP SOLUTIONS 

1. Introduction 

Having shown the underlying geometry of alternative and degenerate 

solutions, and their behaviour under small pertubations, we now 

discuss the economic interpretation that can be read into such 

solutions.* 

Dealing first with alternate solutions we show how these may be 

resolved, and how such resolution can introduce new and important 

measurement to the valuation process. 

Degenerate solutions are showa to be economically desirable, and 

would appear to have an attraction for valuation procedures. However 

the existence of the alternate dual space causes insurmountable 

problems by denying the valuation process the ability to divulge 

information to the user of the accounts. 

2. Alternate Solutions 

We have shown in Chapter 4 that alternate solutions arise when 

the objective function can be expressed by a positive linear 

combination of less than n intersecting hyperplanes that 

form 'the' optimal vertex in E
n
. In fact, any point on the face of 

the primal polytope formed by these intersecting hyperplanes 

will be optimal and these hyperplanes represent the sole constraints 

that restrict the prograu 

* Some of the material in this chapter was first presented to the 

Operations Research Society Annual Conference in October 1974. 

(See Appendix E.1). 
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The simplex search procedure always moves from vertex to vertex of 

the primal feasible space in search of the optimum. The only 

way to determine whether the optimal solution is a member of 

the set of alternate solutions is by inspection of the dual. 

If the optimal vertex is non-degenerate then those tight 

constraints that do not in actual fact restrict the solution 

will have duals of zero (since marginal alteration in the 

availability of that resource will not affect the objective 

function achievement). In this manner a number of basic 

dual variables are zero resulting in alternate primal problems _ 

being dual degenerate (118). (If the optimal solution selected by the 

simplex algorithm is primal-alternate-degenerate, then 

simple inspection of the dual programme may not identify the 

alternate-hyperplanes because the dual solution is itself 

alternate - we describe a procedure for overcoming such problems 

in Appendix D.2). 

2.1 Physical Interpreation of the Primal-Alternate Solution 

The existence of alternate optima presents the decision maker 

with an infinity of possible optimal solutions. Given this choice, 

at which point should he choose to operate? No definative 

answer can be given to this question, but in general it is clear 

that some other guidelines must be used to assist the decision. 

(1) 	Secondary Objectives  

The manager might be in a position to define a 

secondary objective that he would wish to pursue, given 
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that he achieved a maximal performance of his primary 

objective. While it is theoretically possible that this 

second optimization procedure would also result in alternate 

solutions, allowing the pursuit of tertiary objectives 

(and more), it is unlikely that a large number of objectives 

can be dealt with in practice in this manner. The 

procedure of ranking objectives and optimixing the 

programme with respect to each in turn is termed 

Optimization in Tandem (see Chapter 1.3.3.2.i.). 

(ii) Utility Functions 

The manager may chose to impose some utility function of 

his own. These, in general, will attempt to reflect 

'qualitative' aspects relating to the variables under 

his control For example, he may prefer a solution 

with a smooth cashflow profile; with a growing profit 

profile; with even shop-loading; etc. 

(iii) Stability  

A possible requirement may be that the desired solution 

be stable. In other words, the search is for a solution 

that can allow for some (maximal) degree of alteration 

in the availability of the resources without the 

necessity of changing one's operating plan, thereby - 

avoiding the commotion invariably linked with such a 

change. Refering back to Fig 4.3 we see that change 

in availability of resource 1 will necessitate a change 

in the operating plan from A to A', and that the new 
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plan still yields the same objective function value.  

No account is taken of the disruption caused by the 

move from A to A'. Only changes in availability of 

resource 2 will actually affect the attainment of the 

objective. 

One can extend the desire for stability to include the 

restrictive resource too if the manager can stipulate some 

percentage of attainment that he would be prepared to 

sacrifice to this end - i.e. revert from an optimiser to 

a satisficer. 

The stability requirement is encompassed into the 

programme as follows. Consider the normalised hyperplane 

a x = b 
	

(6.1) 
lal 	[al 

b is the distance of the hyperplane from the origin, and 
a 

a is the unit normal to the hyperplane. The distance 
a 
of any point y to this hyperplane is found by 

substituting the point into the normalised equation: 

distance 	X =b-ay 	(6.2) 
tat 	lal 

In a linear programme each constraint divides the linear 

space into a feasible closed half-space and an infeasible 

half-space. With the inward normal pointing into the 

feasible half-space, and if X  is constrained to be 

positive then Equation 6.2 can be written omitting the 

modulus sign. This enablesus to write the problem 

of maximising stability as a new linear programme. 
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To maximise stability, while maintaining optimal objective 

function attainment, maximise the minimum distance from 

all non-vital constraints of the original programme. 

max A 

s.t. b. -a'5'X Vi"non-vital" 	(6.3) 
-s 
a 	a 

i.e. 7t. = 0 
1 

C X = z* 

A more general formulation would extend the desire 

of stability to all constraints, while ensuring 

that some given proportion of the optimal objective 

function value is achieved. Furthermore, stability 

should be measured in terms of some percentage of 

the resource availability allowing all constraints 

to be treat3d in a comparable manner. This is dons: by 

weighting the distance by the amount of resource 

b.. The resulting programme is 
a 

Max 

s.t. b. - a.x %X.b. 
1 —1-- 1 

X, A ). 0 

C X = Z",  

V i 	(6.4) 

Equation 6.4 places equal weight on the stability on each 

constraint. It may be possible for the various parties concerned 

with the company's affairs to negotiate an uneven weighting 

that would place a greater requirement for a stable solution 

on the availability of some resources (e.g. availability of 

capital) then others (e.g. availability of man-pcwer). 
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The examples (based on a simplified version of the 

Corporate Mode described in Chapter 1) used hereafter will have 

selected amongst the alternate solutions in order to 

ensure a maximally stable solution. 

2.2 Implications of a Selected Solution on the Valuation of the Assets  

Clearly, whichever solution is finally accepted to be implemented, 

certain resources will not be used to their full capacity. In 

effect the company is overstocked with certain resources, and 

this it is prepared to accept in order to be able to operate the 

chosen plan - a hedge against uncertainty. 
• 

Whether this is an explicit acceptance or not - even when the 

situation is unavoidable (due to the necessity of purchasing 

assets in block amounts) - is irrelevant. The fact remains 

that the company has an overabundance of assets paid for but not 

being used. 

We propose that this situation ought to be reflected in the 

accounts by reference to the difference between the value (to the 

company pursuing its chosen plan) of that portion of the 

assets that are fully utilised, and some external reference value 

of the stock of assets available to the company. 

It would appear reasonable to use Realisable Value (since the 

excess resource availability could always be sold!) as a measure 

of valuation that can be ascertained by reference to the environment 

in which the company operates. Reference to such an 

external, objective basis for valuation would surely find 

*The introduction of such economic inefficiencies has a price and 

we propose a method to value this 'overcapacity'. 
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favour with the accountants: To find the value of the assets in the 

context in which they will be used, our proposal is that 

the programme be rerun with just the required availability 

of assets present, and the value of the selected plan 

attributed via the dual LP. The prograutate so constructed is 

totally degenerate, and the interpreation of such a programme 

is discussed in the following section. 

The difference between the value of the assets in use, and 

the assets as stock could be reflected as "Holding Value" of 

the assets, and form the type of entry as Goodwill in the 

Balance Sheet. This value clearlycannot constitute a part of 

the Goodwill of the business since that is attributable 

to the company as a whole (see Chapter 3.4.3) whereas the 

Holding Value is identifiable with each asset. We feel that 

this information will be useful to readers of the accounts. 

3. 	Degenerate Solutions 

We have mentioned previously that the solutions to Corporate 

LP models (as described in Chapter 1 and 2) are almost 

invariably degenerate. In Chapter 5 we have shown that 

degenerate primal solutions result in alternate dual solutions. 

This would appear to add to the problems of using the dual LP 

as a means to value the assets of the company that were 

discussed in Chapter 3.5.2. Before proceeding with a discussion 

of the economic interpretation of the optimal alternate dual 

soltuion, we shall inspect the desirability of degenerate 

primal solutions. 
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In two papers (65) and (76) GAL & HABR brought the desirable 

attributes of degenerate solutions to the attentions of LP 

modellers who were accustomed to viewing degeneracy disfavourably. 

The desirable attribute of a system that results in degenerate 

solutions is that it represents a more perfect economic system. 

in that there is less wastage than would be encountered in a non-degenerate 

system. 

The production process is built up by the joint acquisition of 

resources of different types, each of which plays a vital 

role: vital in the sense that the absence of any particular 

resource would bring a halt to the process of production. 

In general, however, acquisition is achieved by purchasing 

the resources in different block sizes with the result that 

capacity is not equal throughout the production process. Rather, 

particular 'bottlenecks' can be identified. Furthermore, the 

easing of that bottleneck by the acquisition of more of 

the offending asset results in the bottleneck moving to some 

different function (and in general, only some portion of the 

newly acquired asset is used - the remaining capacity is un-

utilised owing to the existence of this new bottleneck). 

Degenerate solutions are tight in more constraints than are 

required by the geometry of the problem. The resulting system is 

at capacity equilibrium in more than the 'normal' number of 

resources with the corollary that there is less slack capacity 

being under-utilised. The perfect economic system is the wholly 

degenerate system where assets are present just to the extent 

that is required - a system with no waste: 

It must be accepted that the price paid for such perfection 



is that the system is more vulnerable to changes in availability 

of resource. With over-availability (i.e. the presence of more 

resource capacity than originally conceived) the solution will 

remain acceptable (with the possibility that a better goal attainment 

might be available if a change in solution were undertaken). On the 

other hand, under-availability of any resource (rather than the 

fewer tight constraints found in non-degenerate solutions) 

render the solution infeasible and require a change in the planned 

activity. This 'perfect' solution is totally inflexible: it applies 

to a single product mix and a given set of costs and prices. 

3.2 'Desirability of Degeneracy for Valuation Using the Dual. 

The application of the information that can be derived from the 

dual LP for the purposes of valuation has been described in 

Chapter 3.5.2. A major obstacle to the widespread application of this 

method of valuation arises from the inherent foundation of 

marginal costing on which LP is based..  

A marginal evaluation scheme views the contribution that 

resources advance to the attainment of any stated goal (or goals) 

for the enterprise as whole. This contribution is valued at 

the margin - ie. the valuation is based on the amount by 

which the last (or next) unit of resource has increased 

the achievement of that goal. As a result resources with spare 

capacity have a marginal value of zero. 

The problem of convincing management (and accountants) that 

the ownership of fully paid up assets (even though they may not 

be fully utilised!) have a zero value is extremely difficult! 

Indeed there is a paradox contained by this view (first propounded 



- b 	100 - 

by WRIGHT (149): consider a particular asset - say stock - which 

is available in greater quantity than required. Accordingly 

its value is zero. But if the excess amount alone were to be 

lost then the remaining quantity (of stock) would have a 

value since the programme is now restricted by this condition! 

Since a primal-degenerate solution is tighter in more than the 

'normally required' number of constraints, the value of the 

company's goal attainment can be spread over a larger set of the 

the company's constituent resources. 

3.3 Proposed Valuation Procedure 

Our intention was to provide a facilityfor allocating the 

value of the firm over all the constituent resources by means of 

the dual LP. 

Such a procedure would he to solve the corporate model (described 

in Chaptecs 1 and 2); to include any other subjective criteria 

to resolve the alternate solutions (we have used the desire for 

maximum stability); to restate the problem with resources allocated 

such that the solution would be attained without slacks, and 

to re-solve the resulting totally degenerate problem. In this 

way, the value of the firm can be allocated over all the 

constituent inputs (with the Holding Value ascribed to the difference 

between this value and some measure of value made with reference 

to the external environment, such as the Realisable Value 

if that is applicable.). 

Such a valuation process would overcome many of the problems 

associated with other techniques (discussed in Chapter 3.3.3): 
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Consistent valuation is achieved over all the modelled resources 

(e.g. including labour) thereby resolving the problems of 

additivity. 

Rather than build up the value of the company as a whole 

by the sum of values of the individual resources, this 

procedure allocates the value of the firm over the 

constituent resources. The value so attributed is 

the average value for the given amount of resource 

available in the programme and calculated in a given 

combination with the other resources. This is particularly 

relevant for such resources as stock. 

By choosing an interior point of the alternate dual space 

non-zero value may be attributed to all the resources. 

Valuation of assets in the context of their use to the 

company obviates the need for depreciation for any purpose 

other than as a 'charge' to profit made in order to build 

up a fund with which to replace assets worked out in service. 

The valuation is undertaken recognising the particular 

goals pursued by the company. 

However the existence of the alternate dual-space results in 

two problems that must be resolved before the proposed procedure 

can be considered viable: 

(1) 	Dual Variables Exist as a Vector 

We have shown that the alternate dual space collapses to 
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a point on the resolution of primal-degeneracy. We 

have linked the previouslynoted two-sided nature 

of the dual variable to changes in availability of that 

particular resource. However, the analysis makes no statement 

about the behaviour of other dual variables under such 

perturbation. Clearly, reduction in availability in resource 

s (resulting in n, taking its maximum value) need not 

require that n
r 
(for any resource r) be at any particular 

value. 

This results in the requirement that the dual variables always 

be treated as a cohesive set. It is wrong to use 

a value of u
s 
relating to the last unit of resource s 

availability, together with a similar value for n
r 

if both 

these values do not appear together as elements in a dual vector! 

(ii) 	Explanation of the Difference between Alternate Dual Vectors 

An interpretation of the difference between alternate dual 

vector remains an unsolved problem. We do not understand 

the basis for the difference between dual vectors, nor the 

meaning of negative variables. 

It may be thought that resolution of the choice of 

a dual vector may be effected in a similar manner to the 

resolution of the alternate primal solutions. In other 

words, select a dual vector that 

allocates positive values to all the resources 

(if possible) 
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results in the balance sheet showing a steadily 

increasing profit 

debt/equity ratios shown in the accounts 

remain with certain bounds etc. 

It has proved possible to draw up a large number of 

balance sheets by selecting different dual vectors, and this 

is shown in Appendix D. Thisresults in the possibility 

that the company can construct different balance sheets for 

presentation to different interested parties. In 

constructing a balance sheet for presentation to 

shareholders Lhe directors may feel that they would like 

to show large investment in resources, and steadily 

increasing profits with no running down of the 

assets. For presentation to the labour force, management 

may wish to show a declining profit with an increasing 

committment to the labour resource. Government may be 

shown a steadily increasing working capital requirement 

with increasing depreciation against a background of 

declining profits. 

All of these different presentations of the companies 

affairs may be drawn by appropriate selection of dual 

vectors from the alternate space. Yet all the different 

representations are derived from the same underlying 

physical solution. 

It may at first appear that the different balance sheets 

take account of and reflect the different views adopted 

by the interested parties in the company's affairs. 



- 6 - 170 - 
This is not so. Each valuation is made on the basis of 

value to the company (as a going concern): management 

now has the opportunity to present its affairs to outsiders 

in numerous different ways. 

This brings up a basic question: does the use of 

the dual vector to 'price' the inputs actually impute 

value to the assets under conditions of degeneracy? 

Our previous understanding of the dual was that it 

represents the marginal value to the programme as a whole, 

of the last (or next) unit of the associated resource. 

Given a linear system , we can attribute this value 

to the entire availability of the resource, although 

we know that the range over which the dual is valid is 

more limited. 

However, the dual in a degenerate problem occurs a1 a point 

of discontinuity. In effect ab. -
lz*

does not exist. WInt 

we have is an average value 	that may not be linked in any 

way to the effect on the programme of change in 

availability of the resource in question. The dual 

vector represents an allocation of value of the whole over 

the constituent inputs. But it is not unique. By analogy 

given a value V to be allocated over inputs a and b then 

V = V
a 
+ V

b 	
(6.5) 

does not define unique values to V
a 
or Vb. 

Selection of dual vectors from the alternate dual space 

implies a particular allocation of the objective function 



value over the resources. Different vectors -result in 

different allocations, each of which is consistent. However, 

attempting to derive information from such an allocation is 

futile. In our example (Equation 6.5) there would be no 

basis for any interpretation of what to do about resource 

a were a particular allocation to give a high value V
a 

This result, deriving from the fundemental existence of 

jointness, should also make us look more closely at our 

interpretation of the dual for non-degenerate problems. 

The allocation of value by the dual has been shown to 

have drawbacks since the value is valid over a limited 

range and it invariably allocates zero value to resources 

with slack. The fact that this allocation is based on a 

valid marginal valuation approach should not prevent 

realisation that other allocations of value may be as valid, 

and that allocation by the dual LP may not be useful for 

application to balance sheet construction. 

4. Conclusion 

We have shown that alternate-primal solutions may be resolved 

by imposing other goals on the problem. These may be sejondary 

objectives; subjective selection based on 'quality' factors 

(such as even work-loading; smooth buildup of certain financial 

measures, etc) or on a desire for a solution that will remain 

feasible under variation in availability of the resources. 

Realisation that the company holds an overabundance of assets in 

order that it may operate at its close solution has led us to 
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suggest that the difference between some value ascribed by reference 

to the external environment, such as Realisable Value, and the 

value to the company of that amount of asset in actual use, 

should be included in the balance sheet as a Holding Value. 

We have suggested that in order to find the value to the company of 

assets in use in the business, the problem be restated as a totally 

degenerate problem and that the dual LP be used to give 

an allocation of value of the overall objective function 

attainment to the constituent inputs. A totally degenerate 

system has the attractive attribute that firstly it represents 

a economically desirable system since there are no slacks (no 

wastage), that secondly by appropriate selection of a dual vector 

from the alternate dual space, non-zero value may be 

attributed to all the inputs. 

However, we have found that the dlEferent valuations resulting 

from selection of different dual vectors, while being equally 

valid, are arbitrary allocations and do not allow the user the 

ability to put an interpretation on the results and thereby gain an 

understanding of the underlying factors affecting the results. 

The different valuations that may be constructed all represent 

the same physical solution. This result has led us to question 

the validity of using the dual LP (for both degenerate and 

non-degenerate problems) for the valuation process. 
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CHAPTER 7  

CONCLUSIONS 

Our objectives in this thesis were two-fold. First we set out 

to test a model formulation representing a company's short-term 

activities. Our intention was then to extend this formulation 

to the medium-term to encompass the capital investment under 

capital rationing problem. Our second objective was to investigate 

the application of the dual LP for valuation in constructing 

balance sheets for the company. 

In Chapters 1 and 2 we have put forward a LP formulation that 

models the company's affairs in sufficient detail to be of use 

to management in budget preperation and planning. We have 

maintained this approach (of directly modelling the flows of 

cash and physical goods) in extending the model to the medium 

term. Eneorporating capital expenditure in terms of projects 

that result in changes to the physical structure of the company 

overcomes two problems: the problem of linking financial returns 

to the project and the problem of relating the discount rate 

to the opportunity value of money (given by the dual LP) encountered 

by classical capital budgeting formulations. 

We managed to test the short-term model in a 'field' application to 

a certain degree but data collection difficulties resulted in the 

final test on the entire company, having to be cancelled. There was 

no opportunity to test the medium term model, nor to consider the 

effect on the model of different objective functions. 
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Use of the dual LP for valuation has been proposed as a means 

of overcoming some of the problems recognised to pertain to 

currently accepted accounting conventions. The attributes of 

the LP approach are that 

it overcomes the problem of modular valuation. Since 

tl.e. LP takes an overview of the company as a whole, the 

value of the company is not built up as the sum of 

values attributed to the comparent units in isolation; 

rather the value to each unit arises from the contribution 

that the resources plays in attaining the value of the 

whole company. 

units of resource are valued as part of a company as a 

going concern. This is a view recognised by accountants 

being the ideal but which has proved immensely difficult 

to compute. 

However, use of the dual LP has been limited since the dual 

'evaluator' is recognised to hold only over the range of the 

associated basis. While this in no way detracts from the information 

about the marginal value of increasing (or decreasing) the availability 

of a particular resource, it has proved to severely limit the application 

of the dual for valuation purposes. 

It has been argued that since the system is linear, (resulting in 

marginal values being equal to average values) one could use the 

dual variable as an average evaluator — the value of resource 

i being 	
i
. Unfortunately, a marginal valuation process results 

in resources not being used to their full availability being valued 

at zero and this has been a difficult concept to includr• in balance 

sheet preparation: 
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To take account of the limited range of validity of the dual 

variable, and to overcome the problem of zero valuation for 

soma resources it has been suggested that the resource availability 

be segmented, and each portion be valued at its corresponding 

marginal value. It has been shown that such a process is 

unsatisfactory since it results in the sum of such values being 

much greater that the value of the company as a whole (except 

for a company that has only one resource). We have shown, further, 

that such a procedure is likely to be incorrect. 

In investigating the possible application of the. dual LP for 

valuation purposes we have noted that corporate models (of the 

type formulated earlier) often yield alternate and/or degenerate 

solutions. We have shown in Chapters 4 and 5 hyd these solutions 

arise in terms of the geometry of the problem. This has led us 

to conclude that the KUHN-TUCKER necessary condition for optimality 

- that the dual variables be non-negative - does not apply to 

degenerate solutions. Furthermore we have shown that primal 

degenerate !.:olutions are dual alternate (and vice versa). 

Our proposed valuation procedure was to run the corporate model, 

to resolve the existance of alternate solutions (if they arise) by 

resorting to some secondary objective and to rerun the model with 

revised resource availability so that the new "optimal" solution 

can be attained but without any slack. The revised, totally-

degenerate, problem appears to have a number of advantages: 
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(i) it allows the slack of the original ('real') problem to 

be valued, and this value - termed Holding Value - to be 

included in the balance sheet. This will show the extent to 

which the company is prepared to overstock itself with certain 

assets in order that it can operate at its chosen solution. 

(ii) the totally degenerate system is the ideal deterministic 

economic system since there are no unused resources. (The 

price paid is that it is an inflexible systeml) 

(iii)since there are no slacks, the dual LP can attribute an 

average value to all the resources. 

However the implications of the alternate dual space that 

exists at primal degenerate solutions are: 

1. The dual variable must he considered as an element 

of a set of values. It is incorrect to pick a dual 

variable to value a certain resource (say ic.) with another 
1 

dual variable for a different resource (K. ) unless they 
J 

are both elements of the same set (11.,.g. c 
1 	— 

2. The infinity of different sets of dual variables 

enables us to construct different balance 

sheets that all purport to reflect the same physical 

solution. The resulting loss of information to the user 

of the accounts renders our proposed valuation process 

invalid. 
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Our conclusion is that the dual LP cannot provide a tool to 

break down the problem of valuing joint components - any 

consistent allocation of values is valid, but arbitrary. 
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APPENDIX A 

THE SHORT-TERM CORPORATE MODEL  

This appendix discusses the use of the general manufacturing company 

planning model described in Chapter 1. The discussion is, divided 

into five parts: 

i. Use of the planning model. 

ii. Definition of the variables and'data used in the model formulation. 

iii. A detailed construction of the equations forming the model. 

iv. A listing of the Matrix Generator Program (with examples of the 

data requried). 

v. A listing of the Report Writer Program (with examples of 

output). 

1. 	The System in Use. 

The planning model described in Chapter 1 (and detailed below) 

portrays a typical manufacturing company: the flow of raw 

materials through the manufacturing process is activated in 

order to satiate (as far as is possible) the expected demand for 

the finished goods produced, while taking account of a number of 

environmental, financial and managerial constraints. 

In order to aid the corporate budget preparation exercise the 

model has been designed to reflect these activities in some 

detail. In the text case company we are modelling a firm over 

16 periods, making 16 products, each sold in two outlets, on some 
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30 work-centres (with half of these having some sub-contracting 

facility) with 6 different labour groups from some 20 raw 

materials. This would result in a model of some 2500 rows by 

8000 variables. In order to handle a LP model of this size, we used 

the MPSX system on an IBM 360/70. 

However it is clearly unrealistic to expect management to 

have the detailed and technical knowledge required to manipulate 

the matrix of equations. It is envisaged that this job will 

be undertaken by a suite of computer programmes to the extent 

that requests made by the user will be translated into answers 

presented in intelligible user-oriented reports. In this way 

information requested by the factory manager will be reported 

back in terms of shop-loading; the finance director would receive 

cash-flow or projected profit/loss reports, etc. Examples of 

the type of reports envisaged are included in Section 5 of this 

Appendix. 

The fundemental component of such a system is the data base 

and the adage "Garbage in ... Garbage out" must be borne in 

mind. The model requires (as will be shown in Sections 2 and 

4) a substantial amount of detailed information: some say 

a requirement that places an intollerable burden on management. 

This is a weak critisism - the information, although voluminous, 

is the same as that used for decision making in the various 

departments of the company (accounts, sales, production, 

etc.) This model merely requires that this information be brought 

together and maintained,* while noting that any data that is suspected 

by the local users remains marked as suspect. In this 

* It must be reported that this requirement proved too onerous a task 

for the test-case company. 
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respect the importance of ranking the data sensitivities described 

in Chapter I becomes clear: local data problems may be shown 

to be globally unimportant (and vice versa). 

It follows that the data bank maintenance systems will be 

company-dependant and will be structured round the 

company's other control systems. 

Modification to the data bank by the user will be either 

permanent (due to updated knowledge) or temporary 

'what-if' information (i.e. the user wants to run 

the planning model on the basis of some speculative data). 

The data-bank/user interface will be able to differentiate 

between these distinct operations and will then generate a 

complete re-run of the model, or merely a revision of the 

existing model, depending on the extent of the new information. 

The new (or revised) matrix is fed to the MPSX Linear Programming 

Package to be solved and the solution is interpretted for the 

user by a Report Writer. It is anticipated that the planning model 

will be run as shown in Figure A.1. 

The state of application at the moment is limited to a Matrix 

Generator Program (MGP) (reading data in arbitrarily chosen format 

from card) which generates the entire matrix for the LP 

Package, and a Report Writer (RP) which generates sets of specialist 

reports. The programs are listed in Sections 4 and 5. For reasons 

of confidentiality the examples of data input and of output 

reports attached are from a specially constructed (simple) 

test problem. 



DATA/USER 
INTERFACE 

A 

T 
data 
files 4  

PERMANENT 
UPDATE 

small 
NN>modification 

4 	■ 	.-- 

/ 	'■ 	/ 

, 	*. 	---- 

	

. 	MGP 

large 
modification 

WHAT IF? 

--------- 

	

FIGURE A.1 	THE LP MODEL IN USE 

\ 

revise 
)w 	file 

new 
matrix 

____ 
_--- 

LP matrix 
files 

I 

I 

I 	
\
\ 
REPORT 

MPSX --0,. -------0 WRITER 

----- ------ _---- 



- A - 199 - 

The model was tested by collecting real data from the 

test-case company for the year just ended, and comparing 

the actual results with the results of the model in a 

number of dimensions. 

The test was protracted owing to difficulties in convincing 

the management that the required data were available (e.g. 

the length of the production cycle, the usage of raw materials 

through that period, etc), and other internal political 

activities that diverted manageMent attention. Tests were 

conducted in each factory location individually and the resulting 

raw material usage; stock levels; subcontracting and overtime 

schedules were shown to compare with the actual results. Financial 

indicators such as profit and cashflow, could only be judged to be 

correct since the company had combined the accounting function for 

both locations and could not break the consolidated accounts down. 

No test of the entire company was undertaken before the project 

terminated. 
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2.1 Data Definition  

alphlg 
	

No. of periods lag obtained before payment 

of interest charge required. 

alpha 
	

Percentage interest charge (per period). 

caplf(I,L) 
	

Normal-tine capacity (in hours) of labour 

type L in period I. This is calculated from 

the number of men in group L and the number of 

hours available for work in normal shift time in 

the period, and should take account of reductions 

to capacity due to holidays, absenteeism, etc. 

caplo(I,L) 
	

Overtime capacity (in hours) of labour type.  

L in period I. 

capst(I) 
	

Storage capacity available in period I. 

The defined "unit of storage" (e.g. sq feet) is also 

used in vol(R) and space (K,J,I). We have assumed 

that only one distinct type of storage facility 

exists. 

capwc(I,M) 
	

Normal-time capacity (in hours) of workcentre 

M in period I. This is calculated from the number 

of machines in group M and the number of hours 

available in normal shift working time (factored 

by expected holidays, shutdowns, etc). The number 

of machines in the group need not be integral: machines 

known to be used in emergency only can be included as 

fractions of a whole machine. Workcentres such as 

PAINT need careful examination to ensure inclusion of 

preparatory work being done outside the paint booths. 

ASSEMBLY and WELD are also very difficult to ascertain 

correctly: the equivalent "number of machines in the 
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group" has been defined to be the number of products on 

which work can in general be carried out simultaneously. 

Finally, capacity is factored by an amount to 

take account of any extra-model production 

activities ( - in the case of the test-case 

company to take account of the production of 

spares and of products being phased out by the 

company with expected actual production of only one 

or two units). 

cashi 	Value of the bank balance at the beginning of the 

modelling period. 

crti 	Value of the creditors account at the beginning of the 

model. 

dbti 	Value of the debtors account at the beginning of the 

model. 

excash(I) 	Extra-model cash flow in period I. This total 

can be broken down into any number of 

items that are normally detailed in the accounts 

e.g. wages; management levies; tax bills; 

receipts from sales of spares, etc. 

excrt(I) 	Extra-model credit in period I. 

exdbt(I) 	Extra-model debt in period I. 

ifbl 	This takes a value of 1 if the model is allowed 

to accept overdraft facilities. 

kdiv(K,1) 	No. .of sections which make up product K. 

(Section Prefers to the complete product.) 

kdiv(K,J,1) 	Two letter name identification for section J of 

product K. 
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knout(K) 	No. of sales outlets for product K. Each outlet 

is identified as an area in which either the product 

specification or the net price differs from elsewhere. 

lagexcrt 	No. of periods lag before extra-model credit is paid. 

lagexbdt 	No. of periods lag before extra-model debt is 

received: 

list(K,J) 	. Gross price for product K in sales outlet J. 

market (I,K,J) 	Market forecasts for sales of product K in 

outlet J in period I. These act as upper bounds 

on demand. Lowei bounds can also be included 

in the model to cater for a management constraint 

of representation in certain (if not all) sectors 

of the market. 

mcreq(I,K,J,M) 	Machine time required on workcentre M by 

section J of product K in period I of the 

production cycle. This time (in.hours) is 

derived from the standard times, available 

from the production control department, to 

which is added a component representing the 

set-up times (making some assumptions about 

batch sizes). In practice, work is done at a 

faster rate. The required factor by which the 

7standard T. timeis multiplied is found from the 

wages department. 

month(I) 	Name of period I. 

nlf 	No. of labour force types considered by the model. 

nm 	No. of periods in the planning horizon. 

nout 	Total number of sales outlets encompassed by 

the model. 

nprod 	No. of products in range. 

nrm 	No. of different raw materials. 
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nsub 	No. of workcentres that can be subcontracted. 

nwc 	No. of distinct workcentres. 

owage(L) 	Overtime rate for labour type L. 

prod(K,J) 	Limit on production of section J of product 

K in any period. This limit is the smallest 

bottleneck created by the scarcity of jigs 

required by certain jobs in the production 

process. 

prodi(I,K,J) 	Amount of production of section J of product K 

completed in period I. This data is determined by 

the work in progress underway at the beginning of 

the planning horizon. If no limit exists the entry 

is infinity. 

rmb(R) 	Net price per unit of raw material R. 

rmlag(R) 	No. of periods lag obtained before payment 

for supply of raw material R is required. 

• rmp(I,R) 	Fixed amount of raw material R due for delivery 

in period I. This is determined by existing activities 

at the beginning of the planning horizon. If no 

limit exists the entry is infinity. 

rmreq(I,K,J,R) 	Units of raw material R required for the 

production of section J of product K in period 

I of the production cycle. 

sblag(M) 	No. of periods credit obtained before payment 

required on work subcontracted to subcontractor 

M. 

slag(K,J) 	No. of periods credit given on the sale of 

product K in outlet J before payment collected. 

space(K,J,I) 	Storage space required by section J of 

product K in period I of its production 

cycle. 
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spred(K,J) 	Length of production cycle of section J of 

product K. 

stockcf(K) 	Desired minimum stock levels at horizon of 

finished goods product K. 

stockcr(R) 	Desired minimum stock levels at horizon of 

raw material type R. 

stockif(K) 	No. of units of finished goods product K in 

stock at the beginning of the planning horizon. 

stockir(R) 	No. of units of raw material R in stock at 

beginning of model horizon. 

subcd(K,J) 	Two letter name identification of sales outlet 

J for product K. 

subp(M) 	Net price (per hour) charged by subcontractor M. 

subwc(M) 	List of workcentres whose capacity may be 

enhanced by' subcontracting. 

wclf(L,M) 	No. of men of type L required to man workcentre 

M. A value of infinity indicates that labour 

of this category cannot man a particular workcentre. 

wcload(M) 	Scheduling efficiency in loading workcentre 

M. This is calculated as the ratio of busy time 

(i.e. total less idle time) to the total time available, 

and is used to factor the times given in mcreq(I,K,J,M) 

to obtain a realistic production time. 

wcnm(M) 	Two letter name identification of workcentre M. 

vol(R) 	Storage space required by a unit of raw material R. 



- A - 205 - 

2.2 Definition of Variables  

BANKL(I) 	Bank loan taken in period I. 

BANKR(I) 	Bank repayment made in period I. 

CASH(I) 	Cash position at the close of period I. 

CRT(I) 	Creditors position at the close of period I. 

DBT(I) 	Debitors position at the close of period I. 

LABOT(I,L,M) 	Overtime scheduled in period I for labour 

type L manning workcentre M. 

LABREQ(I,L,M) 	Total required labour time for labour type 

L manning workcentre M in period I. 

PROD(I,J,K) 	No. of units of section J of product K 

completed in period I. 

RMB(I,R) 	Units of raw material R purchased in period I. 

(Assume no lag between purchase and delivery.) 

SALES(I,K,J) 	No. of units of product K sold and delivered) 

in market J in period I. 

STOCK(I,K) 	No. of completed units of product K in stock 

at the close of period I. 

STOCKR(I,R) 	No. of units of raw material R in stock at 

the close of period I. 

SUB(I,M) 	Amount of work subcontracted out for workcentre M 

in period.I. 
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3. The Model Equations 

A. Production Function  

i. Workcentre Capacity (cf. Eqn.1.10) 

Requirement for workcentre M in period I must 

be less than or equal to the normal time capacity 

of that workcentre in that period plus any overtime 

worked plus any subcontracting done. 

nprod kdiv(K,1) spred(K,J)-1 
PROD(I21,J,K).mcreq(7+1,K,J,M) E 

K=1 	J=1 	1=0 (A.1) 

- SUB(I,M) - 
nlf LABOT (I,L,M) • 

wc1f(L,M) 

L=1 

< capwc(I,M) 	V I,M 

Initial condition: 

PROD (I,J,K) = prodi (I,K,J) V prodi 	# 00 

ii. Labour Force Allocation  (cf. Eqn. 1.11) 

Total in-house production (i.e. total workcentre 

requirement less any work subcontracted out) on 

workcentre M in period I must be allocated 

amongst the labour groups capable of doing the work. 
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nprod kdiv(K,1) spred(K,J)-1 	A 
z PROD(I-I,J,K).mcreq(I+1,K,J,M) 

K=1 	J=1 	13 

— suB(I ,m) 	 (A.2) 

nlf 
z LABREQ(I,L,M)  

wclf(L,M) 
L=1 

• 

V I,M 

B. 	Physical Constraints.  

i. 	Production (cf. Eqn. 1.12) 

Limit production (of division J) of product K in 

period I by some upper bound. 

• PROD(I,J,K) 	< 	prod(K,J) 
	

V I,K,(J) 	(A.3) 

ii. 	Labour Force Capacity (cf. Eqn. 1.13) 

Requirement for labour group L in period I must be less 

than or equal to the work scheduled to be done in overtime 

plus that scheduled to be done in normal shift time. 

nwc 
z LABREQ(I,L,M) - LABOT(I,L,M) 	caplf(I,L) (A.4) 
M=1 

V 



nprod kdiv(K,1) spred(K,J)-1 	A 	A 
AZ 	PROD(I-I,J,K).space(K,J,I) 

K=1 	J=1 	I=0 (A.7) 
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iii. Labour Overtime Capacity (cf. Eqn. 1.14) 

Limit the total overtime load on labour group L 

in period I by some upper bound. 

nwc 
E LABOT(I,L,M) 2 caplo(I,L) 

	
V I,L 	(A.5) 

M=1 

iv. Market Constraints (cf. Eqn. 1.15) 

Limit sales of product K in market J in period I 

by some upper (and/or lower) bound. 

SALES(I,K,J) < 	market (I,K,J) 	V I,K,J 	(A.6) 

v. Storage Capacity (cf. Eqn. 1.16) 

Storage space required in period I must be less than 

or equal to the storage space available. 

nrm 
STOCKR(I,R).vol(R) 
	

capst(I) 
R=1 

V 1 

C. 	Financial Flows  

i. 	Cash Position (cf. Eqn. 1.17) 

• 
Cash at the close of period I equals cash position 
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at the opening of period I plus inflows resulting 

from sales made in previous periods and loans 

negotiated, less outflows resulting from loans 

repayed; payment for overtime worked in that period; 

subcontracting costs; purchases, and bank charges 

incurred in previous periods and net outflows 

from extra-model activities. 

CASH(I)= 	CASH(I-1) + BANKL(I) 	+ exdbt (I-lagexdbt) 

nprod knout (K) 
Z 	SALES (I-slag(K,J),K,J).list(K,J).discp(K,J) 

K=1 J=1 

alphlg-1 	A 	 A 
BANKR(I) 	A E 	BANKL(I -I) -BANKR(I -I) .alpha 

1=0 

excash(I) 
	

excrt(I-lagexcrt) 
	

(A. 8) 

nlf nwc 
E 	E LABOT(I,L,M).owage(L) 
L=1 M=1 

nrm 
E RMB (I-rmlag(R),(R).rMb(R) 
R=1 

,nwc 
E SUB(I-sblag(M),(M).subp(M) 

M=1 

Initial Condition: 

CASH(0) = cashi 
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ii. Creditors Position (cf. Eqn. 1.18) 

Credit at close of period I equals purchases of raw materials 

made by not yet paid for, plus subcontracted work carried 

out but not yet paid for plus interest charges outstanding 

plus any extra-model credit. 

lagexcrt-1 
CRT(I) = E excrt (I-I) 

I=0 

nrm rmlag (R)-1 
+ E • ^ E 	RMB (I-I,R).rmb(R) 
R.1 I=0 

(A.9) 

alphlg 	A 	A 

(BANKL(I-I) (BANKR(I-I)).alpha 

VI 

Note - the credit account does not include the outstanding 

overdraft. 

Initial Condition: 

excrt (0) = crti. 

iii. Debtors Position (cf. Eqn. 1.19) 

Debt at the close of period I equals reserves due, but not yet 

received, from sales made in prior periods plus any extra model 

debt. 

lagerdbt-1 
DBT (I) = 	E 	exdbt(I-I) 
	

(A.10) 
I=0 
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npod knout(K) slag(K,J)-1 
^ 

+ E E A Z SALES (I-I,K,J).list(K,J).discp(K,J) 
K=1 J=1 1=0 

VI 

Initial Condition: 

exdbt(0) = dbti 
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D. 	Inter-Period Continuity  

(i) 	Finished Goods Stock (cf. Eqn. 1.20) 

Stocks of product K at the close of any period equals 

the stock at the close of the previous period plus 

newly completely production less sales made in the 

period. 

STOCKF(I,K) = STOCK F(I-1,K) + PROD (K,1,I) 

knout (K) 
- E 	SALES (K.0.) 

	

0=1 
	

(A.11) 

K,I 

Initial Condition: 

STOCKF(O,K) = Stockif(K) 

Closing Condition: 

	

STOCKF(nm,K) 	Stockcf(K) 
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(ii) 	Raw Material Stock 	(cf. Eqn. 1.21) 

Stock level of raw material R at the close of any period 

equals the stock level at the close of the previous period 

plus any new purchases less the amount used in production during 

the period. 

STOCKR(I,R) = STOCKR(I-1,R) + RMB(I,R) 	(A.12) 

nprod kdis(K,) 	spred (K,J1-1 
- E 	E 	E PROD(I-Y,J,K).rmreq(I+1,K,J,R) 
K=1 J=1 1=0 

VI,R 

Opening Conditions: 

STOCKR(I,R) = Stockir(R) 

RMB(I,R) = rmp (I,R) 	V rmp(I,R) 	00 

Closing Condition: 

STOCKR(nm,R) 	Stockfr(R) 

E. Alternative'Objective Functions  

Profit Earning 	(cf. Eqn. 1.22) 

Max cash plus debtors less creditors positions of the close 

of the planning period. 

Max 	CASH(nm) + DBT(nm) - CRT Om° 	(A.13) 
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We have used this objective function in all the examples 

that follow. 

(ii) Turnover (cf. Eqn..1.23) 

Maximise total sales revenue acquired during the planning period. 

nprod knout(K) nm 
Max 
	

SALES(I,K,J).list(K,J).discp(K,J) 
K=1 	J=1 	I=1 

(A.14) 

(iii) Sales Penetration (cf. Eqn. 1.24) 

Maximise the total number of primary products sold during 

the planing horizon. 

prod knout(K) nm 
Max 	vZ 	E 	E 	SALES(I,K,J) 	(A.15.) 

K=1 	J=1 	I=1 
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4.1 	The Matrix Generator Programme.  
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104 GUNTLNUE 

0) 	C 
C 	RAW MATERIALS 4i00KS   

▪ 

"Gv 303 
O MOP 304 

KOWNM=,c.GOOL(4) 	 "GP 335 

• 0) 	GALL P3(001NN,.?OWNM I I,IN:thpiA IKP1) 	 "60  3115 
G 	 ** 	  "r,P 3U7 
G .. FIIIISHEa GuOuS JTJEKS   MOP 3Ca 
o -   mGP 309 

g) 	IFOU-1.GT.1) G3 TO 196 	 "GP 110  
IF(I.GT.NN) GU TO 136 	 PuP 311 

105 	LTiVE=I 	 ;IGP 312 
LOcFF=-1 	 HG? 313  

g) 	kOaNh=:1.CO0E(5) 	 HGP 314 
. 	GALL P1(LULNO,P.UngM,LTIML, 	K,COEFF) 	 z 315  . 106 COnTIriuE 

	

C   gGP 317 

O 	C 	. NJM4ET% OF PAKIS PEI.< F/0000   gGP 315 

	

C   VG° 319 
11- (KP.E0.1) .,0 10 140 	 1GP 320 
KOAN.i=;COGE(15I 	 :1GP 521 

0 	1YPE=100 rKP1 	 gGP 322 
LF(Kel.GT.1) GO TO 135 	 POP 323 
F(11-4P.tEG(K11)+1).LE.0i GO TO 140 	 rcF 324 
11=1 

IFILeP'  326  CO_LiFF=1 
bu TO 139 	 PUP 327 

135 	COLFF=-1 	 M5P 325  
11=1.SPHED(K)1)-1 	 gGP 329  

0 	1F(.1.1.GT.gc0 GO TO 140 	 MLI° 370 
139 	GALL PI(GG,14:1,-Wflul1,II,TIFE I GOCFF) 	 ,'GP 371 
140 	GuNTIAOL 	 '160 372 

	

C   "60  333 
0 	C 	. ToiAL LAuOuK IrAE-ALLOGATL014   

▪ 

gGP 334 

	

C   MG0  335 
FITYPc=t1i1G 
Roolg 1=R600E(17) 	

t-uP 3:,6 
fit'? 337 

CD 	OMLL Pa(GOLAM,ROWNM,IINTYPEOCKEQ,KP1) 4CP 371 
C  "GP 339 

101 CONTINUE 	 MGP 343 
C 	 MGP 341 

• q1.1-1  :73 0 C C 	444,4.4. 	4ALc3 VAKIA:aLL3 	V 44** 

	

C   "G 3  344 
.7 NAML=G,..0Wc..(2) 	 rGP 45  

CD 	GU ?al K=1,NPI-.00 	 LGP 
3
346 

VG° 47 r.;10=?O■OUI(K) 
U0 2L1 J=1,K.40 " 

z.=S119U0(K,J) 	
G° 344 

STYP  Z P3 CD 	ou 'GUI 1=1,14.3 
CALL GCLUh(GCL,A l li gA14=0:1 5EYPE/ 	 "G0  351 

C 	.• 	  
C 	. FIhiSHED GC005 SFJCK 	 • ;4(;,1° TC3 

0 



- A - 218 - 

0 

El 

0 

ID 

C 

4) 

40 

o 

4) 

Q) 

g) 

C) 

45 

4) 

4) 

4) 

4) 

•C 
C 
C 

205 
206 
CO/ 
208 
(.. 
C 
C 

203 
204. 

C 

C 
G .  

C 
201 
C 
C 

C 

C 

C 

C 
CC 

31E7 
306 
Jul 

308 C 
C 

404 

kOWAN=KC0011/5/ 
TYPE=1,, 	. 
GOLFF=I.D 
LiIM,=I 
GALL 	i-1./t:OUIHIOWNM,LTIME. 	TYPEICOEFF) 

. 	CLI'T 

Rcario=KcoLE(., 
11FE=1 
LTINL=1 
II=I+S,AG(K,J) 
MI.M..:=11-1 
ii(.ACAN,J))21512J8.21.15 
IF/M1IML-MM)407.201,206 
HITI..,=“M 
GAG/ 	P2(G'OLNMI:(0ANO,LTIM:_,MTIME,TYPEIVALOET 
GONT/NUL 

	 .. 	  
CASH CoNTI . 	 NUIIY  

NOWNM=COJE(8) 
Ji=l+SLAo(K,J) 
11PE=1 
VALO==(LIS1(KIJ)*(10J-OISCP(K,J))1/100 
1f-(1.1-NM)r-03,2.151204 
CALL 	P1(O0,14..).WAN!IIII,TYPE,VALUE) 
LONTINUE 

1TTAG 	SALES 	V4LJL: 	03JECT/VE 

ROWIVI=RCOOE(13). 
1YeE=1 
GALL 	Pl/GULMMI-{0ANMIEUWIPE,JALUEF 	• 

-TOTAL 	SALES PENET(ATIGN 6G3ECTIVE. 

TYPF=2 
nUWNM=u;COOE(13) 
CCU-F=1 
CALL 	P1(COLN1 2.2OHNMJNM,TYPE,COEFF) 

CONTINUE 
*4+1,4, 	SU3.:ONT3ACTING 	ACTIVITIES 

IF(NSUO.EQ.0) 	GO 	TO 399 

NAME=CCOOE(3) 
5TYPE=SUEDO 
CU 	a01 	I=1,A11 
GU a01 H=1,NSUd 
TYPE=jU6 C(M) 
CALL ouGUM(GCLA"./INAHE,TYPE,STYPE) 

14Jio. GENTRE 	CAPACITY 

KOWNt1=RCODL UT 
COErF=-1. 
CALL 	P1/COUNI,Rublii1.I.1YFE,COEFFT 

. 	CKLU1T 

ROi.O.M=RCOUL(7) 
TYPE=1.  
COEFf=SUcPCIT 
II=S1LAG(M)+I 
Mi/ML=II-1 
IF/HTIOC-0308,305,305 
ir(HT1ML-I.M)aCI,31a).306 
riTINE=MM 
LTIML=I 
CAL, 	P2(COLNM,ROnNH,GTIME.HTIME,TYPE,COZFF) 
CONTINUE 

. 	CASH 	Gor.TINUITY 

ROW,4:1=iCOJE(3) 
II?L=1 
ii=1+5JLAO(1) 
IrliI-NM1393,3331304 
6l.f.Fr=-aUJP(1) 
GALL 	FI(CO,AA,AJeiNAI/I,TYPE,COLFF) 
,uNTINUE 

MP 357  

	

t.  ;oP 	371 

GP 372  

	

MGP 	337  

MGP 403  

.  

	

MGP 	422  

MGP 429  

4G0 	355 
",;' 	330 

I;: 	304  
mOl 	359 

. 	;-'r,: 	it  4(1!  
 	'GP 	302 

ML0 	1G3 
"OP 	364 
MGP 	365 
.2° 	366 

".5 Ri 

XGP 	3'l  
" 
MGP 373 

• 'z;2; M 
MGP 	376 
MoP 377 
MGP 375 
MoP 379 
MGP 330 
"GP 311 
MGP 392 ... 	: 	384 
9G9 	315 
"GP 316 
MG9 	317 
MG? 385 

• '1:.1-67J 	133 
MG? 391 
MGP 392 
MGP 393 
"GP 394 
MGP 395 
liGG 	396 

"GP 398 
'GP 399 

 	mGP 	40a 
MG9  41/ 
'GP 	402 

MGP 404 
MGP 405 
MG? 406 
MOP 407 
MGP 405 
Mbn 409 

• MCP 	410 
"G? 411 
YGP 412 
Mot' 	413 
MOP 414 
"GP 413 

•:,1:r 416 

'1G9 	411 
MGP 419 

L'45? 

"GP 423 
VGP 424 
MOP 425 
MGE' 	426 
MGP 427 

"GP 429 
Mt& 430 
M.C.P 	431 
''GP 	432 

tP. 
MC? 475 
11GP 	476 
PGP 	437 
MGP 435 
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C   rlur,  45,1 
gl 	L. 	 • ToTAL LAuuUm . 1L-AL.L GAT:UN   46P 440 

C 	  '4,:-.D 441 
"';̂1' 442 RCA;U:,=kCCJL(1i) 

iIPL=SU)..G(Mi 	 ,1G5 10.3  

4Z 	COtF=-1. 	 MGP 444 
LALL P1(C0LNAlmJiiMM,11TVPE,CJEFF) 	 "G? 445 

4.5 C 
.01 	GCM7J.NUE 	 "GP 447 

4D j99 uuNTIAUE 

	

4.,   MCP 443 
C 	 44144 	ALLoCATE0 L4tAua 	4.44.144,4 	0 "CP 480 

• C   mG? 441 
4i 	NAAE=CGO:E(12) 	 '1GP482 

LbloLl I=1,Nd 	 MuP 453 
-1 	 MGP L=1,MLF 	 GP 454 
Dulaul N=1,1MIC 	 "GP 455 
lf-(oLLF(L,rj.t.I.O.G) GO T01350 	 "CP 456 
STYPL=kUMtiR(K) 	 MuP 457 
GALL GOLUM(GO_NA,i,1144t,L,STYPE) 	 MG? 453 

	

C   "UP 459 

4) 	C 	 . 	LAc2OUR CAPACITY 	 •    Zli.c7' 451G  
TYPE=L 	 MCP 462 
COEft:=1.0 	 4GP 463 

!HIP 464 
4) 	KOHNN=RGOOE(2) 

CALL FI(CuLAM,R4.INM,I4IYPE,CJEFF) 	 MuP 4b5 

	

C   MGP 465 
C 	. TUTAL LAuuUm fLAL-ALLOCAII.01. 

• ;IN 7  418 
O c 

	

	 MCP 469 r:ChiNM=mC5Gb(17) 
CCEFF=-1/WC4FtLIK) 	 MCP 473  
T1PE=K 	 MGP 471 

4) 	CALL PIAGGLMM,m0dMii,I,TYeE,COLFF) 	 "GP 472 
C "GP 473  
1350 COii7INUE 	 MUP 474  
1401 L,CNii:NUE 	 MUP 475 

• 0 	C   P6P 476 
C 	. 	...-44.4, 	r:11w MATERIALS PUPCHASE3 	***,,..,..   "GP 477 

C 
STYPE=SUUGO 
	  9GP 475 

MCP 479 

C) 	NAME=GCOuE(5) 	 MGP 480 
M 00 5u1 l=1,111:14 	 GP 431 

DO 5u1 i=1,,.:! "GP482 
CALL GCLUM(COL.h,I,NAmE,L,STYPE) 	 MGP 433 

CD 	C 

	

C 	. K.04 mAiLm4..:... STOCKS  
 MGP 484 	
 

▪ 

MGP 435 
• C •   "GP 485 • 

502 	RUANo=PC006(4) 	 MGP 487 
7tPt=4 
CCEFF=-1 	

MGP 483 

*1,  n3 CALL Pl(CuLNM,,:OHNMII, 	TYPE,COEFF) 
MGP 491 503 CU..1IMUL 

4) 	C   mGP 417 
a • MP-,  ai C 	. C•JiT 

C  
1F(1,ALAC1..1)50.3,5118,537 	 MGP 495 

C) 
MG 	4 507 	m 01%I.M=RGC[:E(7) 

T1PE=1 	 PGP
P 
 497

95  

CUtFr=M 	 HUN 498 MJ(L) 	
MGP 499 Ii=l+mMLAG(L)-1 	
GP 500 

(D 	IF(II.LE.I.M) GO TO 509 M 
MGP 501 11=NA  

509 	GALL P2(CCLNH,ROWNM,IIIIITYPE,COEFF) 	 MGP 502 

508 
	

..ALL   ;N ;$3. 
M6P 585 e C C 	. CASH GuNT uuTit 

	

C   mGP 506 
Ii=1FmNLAG(L) 	 MG? 507 

ei 	IP(11-NM)564,5u4,605 	 Mb? 506 
MGP 5.19 
PCP 510 504 anTRGOGE(8) 

COEFr=-K.V:(L) 	 MG?' 511 

4) 	GALL Pl(GuLIIM,:t3p,N11,1IITTPE,DOEFF, MGP 51E 
505 	C0AIHUE 	 "GP 513 
C 	 MCP 514 

501 	CO.CTINJE 	 'G? 515 

4) 	C 	 ***** 4-* 	•
"GP 515 

C 	. 	v44+4. 	 A. HATE-4ACS SIOCK5 	  . "GP 517 
	  "G.? 51F C  

..AML=GLO.JE1(14) 	 "CP 519 

4) 	,11Pc=iU1.0D 	 "G? 520 
M CC 1c1.11 L=1,Am 9 	 GP 571 
nI Uu 12u1 1=1, t. 	 t'D 522  

LMLL C..LU4(1..LLMV,I,NAML.,L,57YPL) 	 MGP •523 

0 
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5e4 
MATLmIALS Jr..LJKS 

•%'r-, 
- 	 /*G 52! urii. m=;CGJE(,) 	 P  
1/r1=L 	 !1G? 524 

P3P 529 GGErF=1 
GALL 1-1(CoLq:1,P0A.,;1,I,TYPE,OGEFF, 	 ::vi 53) 
iFty.E,"NN) GG TG 4462 :1

Go c72
CP 5::1 

ii=I+1 
"P 533 0) 	LGI:rF=-1 	 G  

CALL P1ICOLU4,?o.MN:,,II,TIPEIDOEFF/ 	 MGP '534 
i4 02 GuNTLNGE. 	 MGP 535 

ith 

0 

0 

(0 

6) 

0 

0 

0) 

CD 

4D 

0 

C) 

G 
C 

C 
1201 
C 
C 
C 

C
C  

1402 

C
C 

C 
1401 

C 

C 

C
G 

C 

C 

C C 

. 	iDiAE 	CAPAGITY Sf 

i:GWN1=KGODE(3) 

GGLFF=V0L(L) 
GALL 	PIACOLNA“OWNI,i,TYPL,CJEFFJ 

CUNTINUE 
4.4,4** 	riNISMED 	GOODS 

NAMI=CGOUE(16) 
.4TYPE=,0.3uG 
OG 	1401 	K=1,NPm0G 
DU 	1401 	1=19.1;1 
GALL 	GOLU(1IC0LNM1 1,NAME,K,STYPE) 

. 	FIN1Sric0 	GOGL.V6 	SI)GKS 

KLMINM=NGOOE(51 
IYPt=1‹ 
C0cFF=1 
GALL 	FlIOULN.,,l0n4M,I,TYCL,G3EFF/ 
ir(l.L..Nd) 	GU 	10 	1432 - 
Ii=1+1 
COErF=-1 
GALL 	Pl(COLN.,,.tUmNhIII,TYPE,CUEFF) 
GUNTINUE 

. 	STO:tAG 	CAP1.GI1Y 

KOWNH=RCGucIz1 
TYPE=1 
COEFF=SPAGE1K,1) 
CALL 	rl(CULNA,rwr(MM,I,TYPL ICOEFF) 

CONTINUE 
*a*** 	LAU:AK OVEK:/mE 

001751 	1=1,NM 
Gu1701 	L=1,NLF 
601751 	K=1,AAC 
11:(4CLF1L 1 /0.1_,T4.0.0) 	GO 	101759 
NAPC=CCOjE(13) 
SiYPC=M.A.51'.1,0 
CALL 	GGLTMCCULNM,L,NAME,L,SfYPE) 

. 	dOPK GEMME L.APAG1TY 

K04110=r;CODE(1) 
GOcH=-1inCLF(L,K) 
TYPE=K 
GALL 	P1(COLNM,-10HNI,I,IYFL,CdEFF) 

. 	LAOGiM 	GAPAs.:LTY 

mOviNM=r;GOUELZ/ 
TYPF=L 
GOErF=-1 
CALL 	FitCuL4A,;Odmi,i,TYrE,COEFF) 

;;ASH 	GU'r71.,UITY 
 	** 	 

ti.OnNP=I\COJI(8) 
GULFr=-OoACE.(L) 
TYPL=1 

1,?.3n..1,I,TYVL,GErF) GALL 	rI(CGL.r 	 J 

. 	LAI)JU- 	GVLI-Jitt 	CAI-AGITY 

ri,J+GuOi..118/ 

Gr 557  

STICKS 

MCP 548  

MCP 587  

"Gr ell  

. 

4 ,44444 	. 

. 

4444,4.44 	. 

. 

. 

. 

	

!'GP 	542  

%I 559  

"GP 597  

	

!'GP 	6?4  

'!'1.■-; 4( 

	

(Ge 	5.!9 

	

!'GP 	541 
. 
PGA 543 

544 

	

"GP 	545 

	

'?GP 	546 

	

MGP 	547 

	

PG? 	549 
PGP 550 
MGP 551 
"GP 552 
"GP 553 

Par' Nt 
MGP 555 
m 
MCP 554 

MCP 5o0 

	

`IGP 	562 
MGP 563 
MGP 564 
MGP 565 
MG? 566 z 54N 
116P 569 
"Go 570 
"GP 571 
MG? 572 

	

M.GP 	573 
 5 74 

`4Z  575 
MG9 575 
LGP 577 
MGP 578 

'4N N3 
"CP 521 
MG° 582 
•MCP 583 
"GP 584 
PGP 585 

	

"GP 	!,26 

	

"GP 	588 
MCP 589 
MGP 590 
MCP 591 
"GP 5°2 

	

VG'' 	593 
rGP 594 
(ISP 595 
MG? 595 

	

116P 	5°9 

	

AC-P 	F''0 

	

(!r.p 	602 

	

.PCP 	6C3 

	

"cip 	EJ5 
626 

	

 	MG? 	607 
PGP 510 
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GC1 c:1- F=1 	 ILA ^L9 
4) 	1YPE=L 	 ":01  510 

!,6' CALL P1LuL141ONN4.L,TYPE,CJEFF) 	 611  

C 	 "u r•  612 

1753 CONTINU 	 MP 613 

17u1 GOATiitJE 

	

C   11,P 21k 
444.** 	LA7 ON HANJ 	 71.0.4,4Mi 	• "(7? 515 

	

C   1.N_ 617 

TYPC=1 	 ,,GP 513 

.1iii4L=SjADO 	 ''GI? 519 
NAME=CCOJL(6) 	 MGP 520 

iJU 001 	 MGT' 671 

CALL COLuNIGULNAl1,NANL,7YPE,STY7ET 	 MGF-  622 

	  "G.:' 623 

. 

	

CAS( CJNTINUTit   "GP 624 

	  46P 625 

COEFF=-1 	 AGP 626 

nUdia=mGUJE(5) 	 "Gr u27 
CALL P1(COLNA NM,1,TYPL,C0EF&1 	 MGP  628 

MGP 629 

6G2 	il=1f1 	 MCP 530 

COEFF=1 	 MGP 531 

CALL 1-1(COLNA)-?0$4h1,II,TYFE,00EFF) 	 MGP 632 

60.i 	CONfINUL 	 "GP 633 

0 	C   MGP 634 

	

C . EAALN65 ObJEUf1Vr:   NGP 635 

	

C   "GP 536 
IF(I.LT.AvN) 60 TO 601 	 MGP 637 

CO -J-F=1 	 MGP 63S 

KUW.IN=kCOLJEtl‘A 	 MGP 639 

CALL Pl(GULN1),),OHNM,1,TYPEICUEFF) 

;411;' 

640 
o01 CGNTINUE 

n; IF(IFOL.L4.0) GC TU 999 

C 	 PGP 644 

	

C   "GP 645 
. 0 C 	 ++*** 	EANK LOANS 	 4***44* 	• "GP 645 

	

C   "GP 647 
NAI1c=CCOuL(7) 	 "GP 648 

STYPE=SUtIUD 	

ar) 

649 

4) 	
TYPE=1 	650 
Ou 701 I=1,N1 	• 	 MGP 651 

GALL COLUM(CULNAII,NAME,TYPE,SfYPE) 	 NGP 652 

C 	 • 	  

f) 	. c1,1E0Ii 	 . MGP 554 

	

C  

 "6? 653 

	  MG? 655 
TYPE=1 	 MOP 656 • 

NOWNh=NCOOE(7) 	 "GP 657 
4) 	CUE1-F=1 	 MGP 558 

MOP OP 659  

GALL P2(COLN",,MNii/LTIME,N11“YPE.COEFF) 	 MGP 660 
	  "GP 661 

e) 	C 	CASH CUNTINUITY 	 • "GP 662 

	  NGP 663 

TYPE=1 	 "6,1  664 

KOW,.e=rWOUE(8) 	 "GP 565 

0 	C0L1-F=1 	 MGP 665 

GALL P1AGOLNII,HOhi4M,I,TYPE,CaEFFT 	 "GP 667 

	

C   MGP 668 
C 	 LOAN CMAiLGE5 	 • "GP 669 

	

C   PGP 670 
GP  571 t6ANM=IAGUUE(9) 	 "  

MG? 672 TYPE=1 

GOEFt- =-ALPhAC 	 MG° (,13  
4) 	

.LTAME=1 	 "GP 674 

CALL P21COLNA,N0AN11,,TI1E,NATTYPL,C06FFT 	 MGP 675 

C 	 MGP 676 

761 	CONTINUE 	 1GP 677  

	

C   "GP C78 4D 
bANK F.EPAYMt:NTS 	 *a4,4*** 	. ";CI 579 

N? 1.AML=LCuJET8/ 

TYPE=1 	 MGP 653 

"G0  682 4D 	STYPE=6U5Du 

UU 8.61 1=1,NM 	 POP 684 

CALL GCLUN(GGLNN,I,NAvIEITYPLISTYPE) 	 "OP 6P5 

	

4)  
 i.1 CP 636 

C 	 • cNtuit 	 • 	657 

	

C   "GP 54 8 
ri,P 639 TIPL=1 

4) 	
RO6NN=ALOOE17T 	 MGP 690 

"Gi-  691 COEFI:=-1 

"GP 6'12 TIML=i 

CALL PL1GOLNO,;13A,tMILT.1,4coN4,TYPEICOEFIT 	 "GP 693 

0 C  
c C 



S11 .19.4 
111 ,-;;! • 
911 el, 
5,1 d5,4 

£11 d96-  
2c1 
111 d9W 
DLL 
691 60k • 
15';2 
191 dill 
951 d9.4 
591 dOW 	 
h91 driti 
£5/ d9k •  
21 c10.. 
19Z &744 
OW .19A 
651 d5o. 
bail di+ 
LS1 d114 
95Z 
551 ciC.1 • 
hSL 
ESZ c9N 
291 d9A 
T5:1 dT4 
OSL d0H 
6'11 viii 
St/ n`114 
11L c1914 
9*.L d0A 
St/ d9r1 
*7411 d0N 	 
Eh/ d0X • 
2;1. d06 
It1 d9;1 
Ohl d91,: 
62/ d0h 
Vi1 .d9N 
1f1 d iii 
9£1 cl9A 
5.21 dOrt 	 
hil d5N 
££/ 
221 d9W 	 
1f1 e9H 
Of/ di'. 
6i./ .10,o 
621 dqvi 
171 c101.4 	. 
92.1 d90 
S2L cr1W 
4121 
£7/ ciE.'h 
221 d00 
.12.1 
G2/ l'?.4 • 
EIL eTA 	 
9'11 d914 
111 dO;r: 
911 dIA 
5.11 
hTZ cc:; 
ET! dEl.,  
211 .15W • 
1TL d0.4 
OIL d94 
62Z d91; 
1101 .J0A 
1.:1 (194 
Sl!1 
SJL .10:, 
hOZ 10.1 	 
ECG 
221 d01: • 
131 c.0.),4 

,10.; 
6E9 dOei 
6f.9 
1E9 c," %i 

Sh9 (1')i, • 

30N11400 TOOT • 0 
3 

13320311dA1gTgEiu4Wh141001Td.1173 

TcoT 01 0!) 	C) 
(ZT)?007:1=4I.A0‘,  

I 
:-ATt1;CP0 S9NTPIr4 	0 

(Ad3031?dAlg 	T4viipc‘VN1031T4.1112 	

• 	

0 

(L)3001N4Nmn 
3 
3 

	

(3dA1S170A1631-'VIA4TgVN103)wn1n7 lit!^ 
	3 

TOIT nn 
(CT)300:l3.TAvn 

0000S=7dAIS 
T=3dAl 

3 
1703223 	***** 	0 

0 

	

3E1NTINO1 
	

656 

	

30141D:01 
	

706 

(Jd3C013dA1iigNNMOWN/01)Id l'Vo 
(6)300nN=w1N1=1 

T= 2J300 
I=NIA1 

0 

	

AlIWIT1M02 PCVO ' 
	

3 

(4A30313eAlg2wINI7Wi1lgWNHO'IWN703)24 11Vn 
n0NTimnn 506 • 0 

T=AJJ00 
1=3d/1 

+06 (/)3000N=Wv4Wq 
(706 

roe“lor,f-nb(-o:-?A'N.1),IT 
T-n,3lv+T=7,114 	

206 
2064Sr•S'61913'CIJI 

3 IIC3:-.10 	• 

1?(JAISg3dAli?uVNII'vr1Nn'00 11•i9 
PNiT=T TI6 on• 

GranS=J1X1'3 
T=2c11 

f6)1T100=11"Pl 

5.39wVrin   	0 

30NI1M03 TOR 

S3t'l'tqiwn "Vnl 
	3 	(I) 

3 
1:3iG011-,A1gI'1q"CV10011!-1 

(2)7.00=4"1111  
T-=23-700 
.T=3dAl 

A!TrINIt1101  S!11  

VE' 	* * • * • 

1103:13 

	 ••  	3 
S3ONVmn 701 •  

30NT1NOO 106 
(An00g9iA16TIsEHN012g14N10011,1 17V0 

T-=AJ-J'00 
T=gd41 

(9)100:M=NNm0,1 	906 
/06•911619GE(wN-1T)4I 

9-•37k447=7/ 

(A,11-10343dA/livq"WTIliwNuCq'g)'N100)2i 17wn 

071-1d1V=!3-301  
(6)--IG03H=W.In7' 

T=3d.ti 
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liPL=1 	 WJI 17, 
0 	aliPE=SuJGO 	 `GP 714 

1..1;1=,,t,.r:(11) 
Du 1161 1=1,,iM 	 Z13,  7.7':)12 
CALL CuL.U1CuLA0,./.01,1Y1E,SIYPE/ 	 "cc---  ?A 

4D 
 

C 	 .... 

	

.  
 ''.,r- 784 

C 	 JL r   mil' 7.5 

	

G   16r 715 
;,GWNA=NCOut(u) 	 "Ur-- 77 7 

e 	GuLki--=-1 
LULL i-1(COLiid,:l;riiiMml,T(rT_ICJEtF) 	 ;:i!,;:  M 

	

C    "LP 710 
u _-:,':iNGJ 03j.C11VZ   

• 

I(.n 7'.31 

0 	C   "GP 792 
IF(I.Lr.,:,) ,A) 10 1191 	 ;'UP 7)3 
GUI-A-F=1 	 rGP 794 
kul;o4A=KCGOE(1e1 
GL.. r11CO-Ntt4N o1,1,TYrE,C1EFF) 	

MGP' 795 
A 	 A  

C 	
"uP 715 

4;1'; '1 78 1101 GuINTINUE. 
C 	  MS1  7)) 

0 	C 	 . 	*4040 	T 	RI) 	ECIOr, 	 V4444'.74,   

▪ 

"GC.  100 

	

C   MGP 501 
WKITL(6,5240) 	 X NI 

	

C  
 

• 

MGP 804 
0 	C 	. ; Jr N. CLNT,tE CAFAGITiE8 

C   .• 	 	  "GP 835 ' 
DO 3,t1 L.to; 	 W.P 835 

ID 	
3011 mEA912.4301 (C1-'CTY(Ii-1,I=1011) 

' P.AIT-(3,525i)ISC.4LE 	W 1g 
n:.;1iE(3,5(.501 	 "GP 839 
11,NITt.(3,5e573 (CLEFT sl::o 810 

P 811 WRilt.13,5264) 	 M  

0 	WKITE(319e76)11ONTH 	 4up 812 
!sup t3 siNIN(3,7c6u) 	 c913  

wm1rL13,5m1) 	 VG:' 814 

	

C.   ",,P 315 	
 

▪ 

".7,P 816 4) 	C 	 FAL R F0,-; EAIF.A-10JEL P,;.o:.3JC110N ANO 1-<FAKDCgN 

	

C   "CP 817 
DO 306o =1.Dh 	 MGP 818  
DO 31.66 L=1,ANC 	 mGP 619 

0 	
3066 CPulI(1,u)=1(1J5.5-WCLEFWCPCTYCIIL1)/(106.4ISC4LE) 	mci,  820 

gcr: lq 
JO JJ61 u=1,NWL) 	 . 

3061 W%1TE1a15C96)WC,F1NuFt10_11 (CPCTY(I,L),/=11,NrY 
WR/T.E13,.,6o() 	 PAGP 823 
6R1Tt(a15300) 	 MbP 8?4 

G 	  MGP 825 
C 	 . 	- 	AuJI):,1 FO-C POST h0A12011 P-.0)UGT1O.'! KEOU1RF1;t._MTS 	 MCA'. 32S 

	

C   MGP 827 
0 	DO 3,182 J=1,10.G 	 Z (NI UU 3603 I=10111 

3863 DUNN7113=0 	 MUP 830 
06 36 04 r:=1,NPm00 	 II5P 031 

VD 	KP=K:116“,11 	 wAR 832 
GP o33 uU 4664 r0-1=1.0 	 M  

1I=8PACCIK,K213-1 	 MGP 834 
1F(//.E.G.C) .0 TO 3004 	 rGP 835 

0 	DU 3668 I=1, II 	 M6P 835 
hT1M:=SP1tED(N.KP1)-I 	 MGP 637 
JO 3133 /L=1,1-1TLIE ME101EN.oi.L„spmLJ(K,Kpl) 	 l 

• 0 	UUANY(ILIE3=LUMNY(TiML)+FCAST(1,K3'MCrauL(LLIJIK,KP1) 	 "GP F4I 
30 08 6010.1-NUE 	 rGP 641 

GP 842 JCL -. CuDT1.NUE 	 M  
843 ,' 3067 DO .:,J0., 1=1,i.M 	 G.'''  

0 	uPurft1,J)=ISCALL4CPCTY(i.J)-DUM1Y(/) 	 rGp 844 
.)005 LUM;Y(1)=-C.u1,1Y(1)/1SCALE 	 rGP 845 

t:N/Tc16,-J0)I4:AA-(NLF+1,J),I,3u4MY(L),1=1,N13 	 MGP 845 

;,;re; V44; 
0 

 II=Nm+1-1 
uu J339 i=1; Id; 

 
849 INUCTY(II,J).Ga.0.6) GU TU 3009 	 (1,1)   

MGP OP 850  
ir(1/.Lt.C) u0 TO 2 	

":r:Fr: 18T ,,P:',1Y1/1 1 J/=uPCIt(II,J)+CFCTY(r1+1,J) 
! /.1UiY(Iltl,J)=t1.6 	 .GP 853  

5001 _I-NI/NUE 	 MG0  894 
JO .i..lJ 1=1,1e1 	 !'GP 13''.5 

3010 CAPNC111J3=i:?LTY(I,J) 
:'Z'  d.17 ..)0U4 u0,411r4Jr. 

41,11.1(31,310) 	 "uP 878 
LiiciE=1 	 ",..,P 851 

r0P 8::,4 
0 	:00\1='"LODE(1) 

"uP 81). um-L F-41:U1,,..fla:,Nr0?.C,C):CTY) 

	

C.   "GP 8;:2 

	

L,A.-'46ir,Es   • "C,P ft-i3 
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C   -,.V :,t-4 

4) 	DO 3C2-.) L=1,,.LF 	

■"';:-:;171'' 
3015 --c1Au(c.,41.3..) (..:12-,iY(1,L),1=11.) 

omiiL(3,1;30) 

. ...:',.1' ?c,; 
G 

( C 	 . 	FA,IuA FOA aXir.A-:uuLL PN0L....;;TJPN A-;) 2-A-1<uLWA 
"CP .371 C 	

uU J.,;/E
.
1
. 	  
=10,1 

	

+',P A71 
 3.2 	 =1, .LP 	 ;+:P 	 ; 

C 	302u Ci',1
J
(.,)=((11J.U-;ILALFIC'CIY(I,11)/130. 	 ,1,r  2 73 

i.,J4N.1=,,uu0.A2) 	 "GP 8/4 
uALL 1-4(r.,1,..111E,N110,..F I Cr'CIY) 	 .,14- 375 

"6P 66 . 	DJ 3., 27 1=1, MI 	 7  
ID 	00 3:'27 1=1,"LF 	 "GP 877 

VGP 875 3027 	UPC71(1 1 1)=M;TY(1,L)/ISCALE 
`'GP 879 00 3221 ,.=1,%Lr 

• 3421 '..:R.LIc..(3,5291)L,(CPutY(1 1,..),I=1_,N4) 
ID 	,,RITL(3,5ebo ) 	

'15P 8:11 
i;GP 831 

	

C   "UP 882 

• '4,7= W4 
C 	. u4u..du,.. GJL i.i.i.a. APALLTiES 

!•i,,F. 335 
C 

0 	uG 3035 N=1,:,;LF 
SC35 KEAP ( ,4130) (..PuTY(1,31,1=1,11M) 	 MuP 486 

14Kli=(3 1.5340) 	 "GP 807 
"GP 885 mLW,411=m,-;00L(11)) 

0 	UAL,- P4(.01.NO,LTLEE,NMI NLF I CPCIY) 	 VGP 389 
Du 3C3e I=1,;Mt 	 MGP 890 
DO 3u32 A=1,NLP 	 MGP 891  

"GP 892 3032 ChL7Y(1,.1)=CVITY(t,M)/ISGALE 
MGF 893 0 	CO ..J .A. 11=1,Nis 

3431 ■IKii;..(31 5294) .1)(GPOTT(I,r111=1,MA) 

	  t(S
hmILL(3,5‘60) 	

*MC   
C) 	c 	. STOtAGL GAVAG1TILS   "GP 897 

C 	•   1'6i,  895 
"GP 599 (t.1:12(2,413C) (1-PGII(,1),1=11:4M) 

n.0 WMA= cd;,i0E ( 3) 	 "(•P 920 

O CALL P4(m(ANA,LTIME,MM,LII0E,CPOIY) "GP 101 
DC 3u41 4=1,TA   f.Gr - 912 

3641 CP07f(1,1)=urGIY(I111/1.SCALE 	 MuP 903  
WKITLIt3,535L) (t.:PGT1' (Ill) , .1=-1 1 Mil) 	 "CF 9-J4 

O Wrcl. TC (a I  5311J)  VG? 905 
C 
C 	. iNITIAL P.AH MA1LRLALS ST9CKS 
	  "U? 966 	

 

▪ 

VGP 9,17 

	

C   "GP 925 

0 	1..EA0(2,41ZIOtCOCIY(1,A),N=1,41tC1) 	 MGP 909  
iiKITL(3,53/0) 	 MGP 910  

• rittlic(3,5340) 	 "GP 911 
GU 3u52 0=1,1%K1 	 MGP 912 

C) 	3051 iinIlL(4,563)M,C?CfT(1,11) 	 t'ZP 913 
ini;ITL(S )34L9) 	 "GP 914 
emLTE01 :)410) 	 MGP 915 
Wi;ITL(.1,S25511SCALc 	 MUP 915 

0 	WRITE(3,203) 
Z 913 timITLIS,5a7G) .oGNTH 
"GP 919 hRiTc(3,-)2u6) 

	

C   "GP 920 

e; 	c 	- 	A0JUT 1:01‹ POS1 HO:..20.4 P-OrJUCTION ."'EOLJI.KETS 	 "uP 921 

	

C   rGP 922 
CO 3J55 J=1,NP1 
00,1V1(1)=0.3 	 :::G;  gg 

CD 	DU 3u53 i=2,.)11 	
Z 13Z C.PCIY(i,J)=u.0 

301)3 DUKNY(I)=0.J 	 NGF 927
•GO 31;59 K=1,AP.;00 	

';i';', '  M 
929 nP=N ,IV(K,1)  

DO 3....)4 NP1=1,KP 
"GF 931 il=SPKLO(c1 <°1)-1 

32 1F(11.L0.4) .,0 TO 3054 	 MGP 9  
CD 	DO 3.15o i=1,1I 	 MGF 9'3  

hlIM:.=SPA.L7(1)-/ 
DO 3u53 ,_L=1,hf1ML 	

"GP P74 
"GP 935 

11.3E=N“.1+LL-S1;c9(K,NP1) 	 MGP 975 

0 	 ..aW■IT((iE)=JvrtalIP'L)+ICASF(I,K)*Prtrat-A(LL,K,KP11J) 	!'UP 937  
3050 GON11.,4U 	 7'x10 -,3 
.3054 GONT1NJL 	 'IC-i- 939 

"GP 99 3459 GuiaiNUE • 	 4  
' 0 	..10:17 uC 3:.,53 1=1,NM 	 'GI 941 

uC 3C5/1 IL=1,N11 	 "G;-' 942 
36:.71 Cr=t.;1? (,-L,..)=Gr :,TY (..).;J)-GU 1:17 (1) 	 ' Gf-' 043 

-,,,,-,..A.,,,,,I,:).roA.,y(1) 	 ":-P 944 

t!';', Z), o 30)5 ilui1(1)=1,.$11-Y(1)/P3uALE 
;;,..ITL(.3,5&11)J,(Juil"1(J)11=1,NI) 

3056 G0411.ivE 	 "Go 947 
P.,),Ii.i =i-.C..At- (4) 	 "GP 948 

0 
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SIOC%S 
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,l,,,,  
'",,,P 
-c 
",,P 
",P 
:!GP 
'L 
"GP 
..k.,H 
'f.  
mG2  
"(,P 
'G1'
hGP 
'-'1.01  
PG0  

(14'1 
950 
:1;1 
3:)e 
;53 
354 
915 
256 
9:7 
'3':c 
q59 
960 
961  
9(2 
963 
964 

i\J.TL(S,5460/ 	 • 
kunkH=r%C.0:JE(5) 

  I'''' 	Pi 
(.ALL P4(-:OWN4ILTLMtpLTIOEOP;O:1,3PCTV) 

C 
. :1;.P 9:39 C 	. LXT.2A-AOOLL LiEiiT ACZ:6L1:41 
. n,P 970 

S 	C 	 . 	- AuJLI.IT ,-,14:.PFLGA FO: INiTIAL !1E!T Pa4ITiOU 

	

G   ) 'GP 971  
r.LAD(2. 413u1 Oih:;Via),Dun"Y(t) 	 "GP 972 
HRITL(s0630) LUIhY(3),OUMMY(4) 	 MGP 913 

11) 	i\EAL.t..:,41sC)(C1-CIY(I.1),I=11Ar9 
hiciTE(31,540) 

	 :SG(' 3g 
iin11Lts,5255lISCALE 	 "GP 976 
Y.mITE(.470) 	 MGP 977 

a 	WRITL(3,54b0111uNTh 	 tGP 973 
rimiTL(S,470) 	 "Go 379 
DO 311e 1=1, "K 	 GF 9° 0 

31i 	GrGTY(1,1)=GPCIY(I,1)/ISCALE 	 "GP 9°1 

0 	OUTL(3,5490)(CPCTY1I11),I=1INM) 	 MGP 9S2  
LO Sill 1=1,W1 	 MGP 953 

.31i1 CPCIM,1)=-L,r1 t:TY(171) * I-1SCALE/ 	 "GP 9P4 
NunNI:=,<CODEto) 	 "GP 985 

1) 	UALL P4(KLJVihr,,L11ht.-.0:1,LTIACICPCTY) 	
gU 49 isikiTti,550,J) 

	

C   "G°  9se 
C 	 . 	EATRm-rhiDEL UNE111 ACCOUhT   i46°  9°3 

g) 	C 	 .. 	- ADJ0S1 CAS4t'LUW FCrt INITIAL CFEDIT PO4ITION 
	 qFOI  1T; C  

REA0(2,413C) uJMAY(5).DU44Y(-A 	 "GP 392 
1..RiTc(s.555,1) JUihf(5),DUMAY(6) 	 !'GP 333 
PE4u(201301(CPCTI(i.1),I=1.AM) 	 /-,GF 394 

4CP 335 WmiTE (s.:663) 
;C.,P 	,3:1 nrait(S.7255)I4CALE 

nRiTL(3,5470)   "GP 397 
 nrc11,.(34EU/h3NTH 	

F 	ii WRITEC1,47G) 	 J  
U0 3122 1=1, NM 	 VGP1100 

4122 L.r:-CTY(III)=-CPCTY(I,1)/ISCALL 	 VGP10J1 
0 	WI:ITL(s,549U)(CPCIY(1.1).i=104) 

ViR1TE.(3.551;0) 	
"GP1012 
MGP1003 

CC 3121 1=1,NM 	 MGP1004 
4121 6FCTt(1.1)=CeGTY(10)*(-ISCALE) 	 "GP1605 

0 	mCiiN.1=:C..Gc(7) 	 WIS°67 CALL P4(KG,"ih,LTIhEOMILlIME,CPCTY) 

	

C   MGP1098 
C 	. LXT:A-I.UT.1:_L CASH-r;L0V:3   "G21109 

f) 	C 	. 	- INITIAL LASH hOLD1MG 	 • "GP1010 

	

C   rq,nioli 
Go112 NE.41(2,41.50) DJMMY(11 	 " 	11  

ViKlic(3.540) ..iL.VihY(1) 	 "6,11013 

	

 
C   mc.01014 
C 	. 	-  GIFFE.I.LNTIAiE tETAtEN INFLOXS MID OJTFLCWS 	• rc,rto15  

	

C   hGF1616 
mE.ftD(2,41130) N:D.G.1C:'CAY(1,2).CPUTt(1.3),I=1.KEXC) 	

'ZI.(01173 0 	KcAC=KtY.C+5 

!Ilg2232 

DO SJie .1=40(EAC 
i..1Au(2,4130 (CPC ( Y(I,J)II=1.NM) 

1%01021 30b2 CuNT1Nuc. 	 - . 
ID 	nEAC=KLXC-s 	• 

"CP1023 Fr-:/1-(s,t,L.,J) 
G1024 is.:ilz(3...725tilISCALE 	 MP  

mGP1C25 Wmil_Iii,(.7.11 

0 	 AmIILIS,543)hUNTH 
1:.15,547.1/ 	

'G.'1326 
' ,,loin27 
'JP171 %3 LG :tile', 4.7,11MT 
'1-P17:n LFC11(1,1)=1.0 
",:,4- 13i0 

t) 	LIU zJSs J=1 6.1+(C 
3;) 8.; LVCIt(I,0-'._.1:L4(11,1)+IGFLTY(J,3)4ZIJCIY(I.Jf3)) 	 ,'Co1331 
40.01 	L.u!ili.46L 	 1:01T:39 

uP,;TY(1.1)=CeCTY(1,1)-UMMY(I) 	 'IL;n1033 

i,kLL =4 (,-;(',:,,..Li.11.E,:4.1,..hit'le.;IV) 

ri) 	nN.I.T.:: (.5 I ialu / 
C 

. sNi..,  .IP FloUNI C 
C 

g RilAL.(2,41uV) A..)e.P 
C 
C 	 . 	L.II.LAL FLIIShE'D ,:3D"...i 
C 

O rtf:m...( 2,I+134:.1 (C-)CT Y(1,r0 0.=1,-Prt0..) 
Lir) 35Ci K=10P1-,30 

5061 S1OGn1(f0=k.P..:T((1.10 
1.40.11.13, -.)42u) 

I> 	KN.,TE(3,5,1.50) 
uU 336eK=10P.:01.1 

.)002 ilesITL(5.5390)K,C2.:TYCI,K) 
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..1=P:., 	 ",,.:Ctc, 

0 	
'JO :0 -J7 ..,=1.JJ 	 W.,Pl(155 

a0o7 CTGITtJ,1)=.1YI.;,17-utilhY())/JJ 	 ",,°!3..,  

' J.,=11(6/ 	 '4GP11S7 

lir -:—A J=1, JJ 	 :i-Jiig 

0 30.9 U-G1:(J,1)=e7CIY(J,1).-OLANYCji/jj 	 :.i.,P1,219 
1.....r.,v=m6u:_EIcil 	 "Jr10:.0 

LTi9L.=1 	 - 	 !1(=1.541 
CALL e4(KLP.NP,LTIAE,,IdIL1PIE,CPCTY) 	 "G::042 

0 	
NLAG=NLX,:fJ 	 "C,P10'.3 
i_:0 .:u81 1=1,44 	 'Gr1:!Al. 

LFCTY(1,1)=OeC,TYTL,1)/iSCALE 	 m6=1045 

LIU :-i,01 J=k1NEKG 	 "Gc1C:4; 

GVGIT(I,J)=t,PGTY(I,J)/iSCALE 	 VGc1P47 

3031 LWIT1N.E 	 MGPI9r.3 
hLXG=KEXC-3 	 '•;,P1 r43 
o0 CoJo J=1,<EXC 	 t.L,P11 50 

; 	It(CeCTY(j,,,T.01.u.0) GO 11 6086 	 1%.:11051 
ak1TtlJ0495/ CPG1t(J,2),lCe,ITY(I.J.1- 3),I=1091 	 vGF1052 
L=J 	 '!LT'1n53 

30 86 UUNTLouE 	 "G?1354 

d) 
Ih(.J.E0.KEXC) L=KLX0+1 	 "r.,P1055 
JJ=0oAlt(4) 	 r;Fle-56 
Lu Zudd 1=1,14M 	 '''.G.:'Ir 57 
Gr-'011 (I,L4-J) =0.0 	 PGD1058 

4) 	Ie(I.LE.JJ) LPGITTI,L+3)=UUM1Y(3)/(JJf ISGALE) 	 P6D1059' 
3088 LONTIIIJL 	 vGP10%30 

limITI(3.549r0 (GPCTY(Ip....j)li=1INM) 	 NGP10r-1 
r.m11EGI:,498) 	 ,I1.4.10c22 

0 	
U(.1 3u*5 J=1,KEXC 	 MGP1063 
It(C1..:Cf(J,:;).LT.0.01 GO TO S0R5 	 '',3P1Co4 

nrcl TE (3,5495) .IPGIY (J92), (GP:ITY (itJ+3) ,, ..L=1,N:1) 	 f1GP1C65 
L=J 	 vGP1065 

0 3085 GOATINUE 	 PGP1067 

JJ=00M:IYLE0 	 14Gcl005 
00 3.90 i=1011 	 NGP1069 
GrGTY(il-to)=0.0 	 !'r, 1070 

0 	
IFII.LE.JJI GPCIY(I,L+3)=DUMMY(5)/(JJ*4SGA)LE) 	 11 0JP1071 

30JG C.,NlihOi 	 EV-I172  
t.mITLI0,549f1 (CPGIY(I,L+3),i=1,NM) 	 M0P1073 

NNITE(3,49:0 	 "GP1074 
0 	

NrilTz(J,.5499) (GPGTY(I.1),I=10H) 	 VGP1075 
NKITL(32550)) 	 P01-1076 

C 	 NGP1177 

..F ( IFUL.L...d) GO TO 5 099 	 '.0"1078 

11) 
 

	

C   1lii,1079 

C 	 • LOAN CrIAK.E3   IGP1033 

	

C   vGP1011 

REA,;12,4130)6PUTY(1,1) 	 "(4'1082 
e) 

NAITL(3,5510)GPCTY(1,1) 	 IGT)1:183 

h&ITLIJ,50/ A..P:1A 	 'imP1 1514 

IF(CFZI1Y(1?11.c.A.0) GO TO 3932 	 !1GP1065 
' 	DO 3A9I 1=c1NM 	 ”CP1586 

0 aG91 GPG11(1,1)=GCTY(1,1) 	 !2cP1057 

KLINP=PL,UDE(9) 	 M01088 

LTIVE=1 	 !GP1189 
GALL P4(x0WWI,LTIOE, NM ,LTIMEICPCTY) 	 MC 01030 

0 	
3092 GUNTIN UL 	 "6P1C91 

C 	 r6Pia92 

3099 G01I0UE 	 rG21P9J 

	

C   MG?'11:11. 

0 	C 	 . 	:ass; 	1HE FAUGES SECTION 	 41444,4*   ▪ ..Gp1cq5 

C   "GP109 

HK1TEl8,5729/ 	 4'Gc.1017 

	

C   "fP1098 

0 	
G 	 . WORK GLNNL.  LOhL,2 BOUNJS   )'G°1 ]99 

	

C   "r- PIIJO 

KUANj=rt.00E(1) 	 Pr,P1101 

DU 3901 L=1 ,W,IC 	 !%P1112 

4D 	Co 3,u1 1=1,14M 	 "GF1103 

IF(L.GE.11.!) Gu TO 39I2 	 "G°1174 
HUTLI8,57jUI 400TH(I),RLANK,L,CAPWCti,LI 	 143 21115 
Cu TO J501 • 	- 	 rIC°1106 

0 	
3q02 Km1Ti(d,:741) HuNTHI4A9mLUN,LICAPWC(I,L) 	 !!GP1197 

Sc.:01 GJNIANJE 	 '-uF11] 

G rGP11119 
G . 	 1HE 60UNJS ::EGTICT;. 	

***** ...   <,41110 

O C 	. 	- THE:tE Ant 3 lAIA TYPES   ,1641111 

G . 	1 :,ALLS LIOJNJ4 	 • ".P1112 

C 	 2 -JATA FOD  ALL No '1_ .: IOOS 	 . "uP1115 
G . 	.5 jATA FO: A SPLGItIC i.EN.J.CD 	 . ".",41114 

O 	C   "CP1115 
NNITE(150.AJ 	 "(4'111,-1- 

	

C   ,'GP1117 

G . V.I.LS uOUNJS   ).GP11) 3 



e 

0 

ci 

— A — 227 — 

U ' '-r-11,  

9 	C   'ui'lleJ 
G 	i rE PL 0 I i I .4C: .. ,..11.,_%:.  

 ;',:F1 11-72. 12.  C 	. 	THIS 1-'LC.la IWO 6.c4i.'”S i-r... i4GE OF LI:4.7; 3/r 
f. 

L:NI234 
4) 	TYPE1=0 

J=0 	 -es-11L5 
s0,.1 Ck...iTiNOE 	 'GF1I26 

KLADt1,4140l CL:V,TYeillOTYDF. 	 '1E,;'117 
II) 	ii:(11PLI.::E.Ilr'L) GO TO 3850 	 'Gi1125  

:ibis. 	TIi-L1=1Yi;E 	 I.LP112'i 

C 

	

	
"._h-113j 41-(1IPL.E1/4.,.0) GO 13 ..35US 

0 • 	. 	OJIP,..i inL JOUNJS 	 • Ir1112 

	

C  
 "r,c'11.51 

	  .wc.1.133 
KT=KhOJI(I.YaL) 	 'V.:N.1,54 
J=JI1 	 Pr0P1135 

e 	UO 30u1 N=1,KT 	 .141
P

113c_. 
AG1137 KLAO(2,415C) (-,ALEOCJIKII/11=1,NM) 

q
IIIPE=J1:CiATIPE,K) 
CO 380? 1=111." 	 4:M 

g) 	i,A,L COLUN(,,uiho,11CLNMITYPC,STYPE) 	 "CP1140  
: WNIIL(4,5o4)/ JfieL,CuLAESU(J,K,I1 	 ,I2P1141  

3802 LUNILUU:L 	
:11:Gyql.t4i GO TO ...18U1 

a) 	c    ;!2;71M C 	. 	JLTETMi.hL flit SCALE 

	

C   

▪ 

PGP1146 

05 	ISCALE=d  
3850 	11-(TYPZ1.LO.0) uJ TO :1810 	 "CP1147 

IP.; 00 ,.)P51 n=1,KT 	 Z  
MGP1150 DO So 51 J1=1 ,J 
'1GP1151 CIO 3651 1=1,NM 

(E) 	lt(SAL.ESJ(,J1,K,i.).LIE.I.SCALE ) GU TO 3F51. 	 '...,P1152 
IS,..ALL=IIALESJCJI,i,,I) 	 PGP1153 

3651 CL:hTli3OL 	 MIJr.1174 
1F I1'LLAL.-..LE.25) 1SGAL.1= 25 	 'IGP1155 
Ifi(I:JCALE.Gi.251.AND.(ASCALE.LE.50)) ISCALE= 50 	 ,IGr1I5E, 

ff,P117 ir(ls.:ALE.LE.I.JJ) C TO 3d60 
IA 3652 1C=Iu0,1000:,, 	

'ICP11c9 
100 	 l'I.P1153 

if(ISCALL,‘,1.1,..) GU 70 3852 ' 
1SCALE=LC 	 "GP1160 
GU TO S85 	

m
r.P1161 
Gr1162 

0 r 
J852 C0.41I110E 
3860 CONILNUE 	 .&&1153  
C   '4GP11.6 
C 	. 	PLOT Trit GR1PHS LINE iY LINE   

• 

"C.,P1165 
C • 

r; IKT=(NT+1)/2 	 22N  
i.i=KT-2+(K(/2) 	 rcP1163 
1F(i.L.E0.6) 1Z=2 	 MSP119 
DO j87u 1KT1=1,1KT 	 'GP1170 
ISI=C24IKT1/-1 	 1GP1171 
ifIN =(i:4iKT1)-2+IZ 	 MGF117? 
kiN1 T._(5,5/19) TYPL1 

;:j",-;P.1; DG a0b1 10=1,2'6 
1SAi-,X=(27-1G)*ISCALC/25 	 MGP11/5 

PTP1175 J.EM1N=Ia6-1Cr'iSC.ALE/25 
Du 5662 17101X 

l
GO 3062 K=IST,iF.q 	

M IGRF-m(i,K+1-IS1)=SOODO 	 i 
DO 3)52 JI=1,J 	 • 	 AC-P1180 
11-t(0ALE...10(J1,K,1).LT.ISinX).A'10.(SALESD(JI,K,1).GE.I.S4110) 	"bP1181 

1 	1.,Add(II Kt1-IST)=SUJC,DMPEI,K) 	 "GP1132 

If'((t(IC-1) 	)-5.0*((iC-1)/5)).EU.O.C) GO TO 3353 	
MGr1163 6062 ColT1.40E 

14.6AL(5,57c)) (u.apu,tiGNPti(,,K),i=1,1;i),K=1,In 	:1Viin 
6a TO Sdul 	• 	 MG31165 

3803 LSCL=CiSGALE*(26-1C))/25 	 • 	 MGPI187 
1wLTL(5,57C5) (SJ,uJ,1SCL, T1GkPMCI,K1,1=1,NM),X=1,17./ !InN3 38(31 GUITiNtic. 
t-.11h(5,5707) (SU300,K=1,iZ) 	 "GP11q0 
ni-Z11Lili,:/703) ((14J1,Ih(I),I=11.(M),K=1,IZ) 	 MGP1191 

J376 LONT.LNLit 	 MC D 1192 
vCP1133 J=0 
G1134 GO TO .1110I0 	 4P  

	

C   . .     "C:P11?5 
C 	. 	30O.4.3.3 I- U. hii VC.K.101),)   

▪ 

1G=1195 
C 

3  
,8,,S Sf(rc=30.)0,i 	

11i Jij4 	 :n61,4101) (..L,i,,TrDEOYP,Jii3E,U,UXIY(.),I=11■ 4) 	 i 
It'ATii- .'_,A.U) 1,0 ill 3805 	 "(P1230 
uJ ald5 1=1,.AN 	 "GF-1201 
I..;',LL COL!.;0(I,I,C04.1,TVIE STY:1C) 

;:l 3,ic"15r3 il 1:1 I t. (0 ,Gt,40 I .3[1.-'r..,GGL'h., iu'lltY C I) 



. - A - 228 - 

Sot 5 	ou$411.4u:. 
60 ICI jdu4 

C • 	▪ SVLuir,G • s,,,;:1:77 

ft, 	380o NEAu(2 417L) CLN:1,1YPL,,,IYdL,lpiALJE 
TU :r' )7 

C 	THL C. 	iHEA AUA)z 	W13L:J FC),: OlViS:3NS AS WELL IS 4* 	T31”? 
1F(6LA,I.N6.uLOJE(1)) Cu TO J8013 	 ;16111212 

rip N=TY('E 
JG Jui.19 KF-1=1,KR 	 F:/::.1215 

i'GP1216 17FT.=.100fnil 
4. 	 112.E 12]7  

.38 	
"G?1218 
9GP1219 

J0J1 
Go TO 	36 

tlop19'0 3606 SiYFL:=SLu0O 
9(..F121 GALL uGL0fACJiM,i23LNA,TIPE,STY0E) 
"GP1222 Wv.ITE(3,5b461 .3TYPL,OuLw.,VALUL 
!loF12?3 /JO TO Jb06 

C 	
. rrPi5.  . 	THL oLIIPUT FILE 

C "Gi-1'25 
3607 r4.ITL(d,5135u) 	 "(...71227 

ZH31- FL U TILE 6 
PGP1231 i\EWINO 

1 	STOr 	 EGF:1231 
2 	WKIJECS 1 5670) 	 VG012.32 

0 	U0 TO 1 
	  tA'PP1 2233ii 

1. 	 . 	[hi F0mHAI GEG1101 	 ,A,r1"235 
• - 	Nur,..,tRs 4XXX REFER TO PAO STATEMP:TS 	. "Gr=:1Z36 

0 	

▪ 	

- 	..un,ENs SXXX mEFEk 10 Nei.alE STITEAE.1TS 	/GP1C2.7 
' 	 ruP1238 

YIGP1239 4001 F0:trIAT(2;11X,I2/) 
4011 FOKU.A.1124I2/ 

1) 4C26 rGNMAI (2 (Fe.31I4,F8.)) 
NIA11242 4n.io FOR"AT15F6.4) 
"GP1243 40.35 Fu!MAII1iA4/ 
"GPI244 40:37 eUKMA1(luF6.4) 
OGP1245 4040 fOKMAT(I3Ir6.3,153 	
":;P1246 405u rOx/JaT(.312) 

4Goo For:o4T(61-1a.4) 	 OC-?1247 
Oulu CUNX41(“,A2,2121F4.3) 	 uGP1243 

' GP/249 
NGP1250 

45/1 Fur.'".7 (5(EI2,FJ..5 t1X) ) 
4Ouu rOmMAT(1.2,3,2,2r.3.31I4/ 

FoRnAlciao 	 M.F1251 
41Ju ru.‘NAJ(20A2) 

9 4116 FO,IFAT (1:',2A4) 
412U FuRNAT(A2,1A,A2,I5,13) 
4130 FL.;<;..;.T(b171U.0) 	 MGP1255 

MGP1256 414C FuKrAT(A2,-/CIA2,2A4) 
• 4150 FO,,M;k1(1CFt,..7) 	 "GP1257 

4160 FL,:r44112A2,1202,12F6.0) 	 roP1253 
4170 Fur.;IAT(A2,1A,I.,IX,4211A,13,1X,F10.0 ) 	

rinfin 41ou FORMAI(12126(A4,FC.01) 
• 41 16 	F01041110ro..31 	 "uP111'11 

C 	 15111252 
1/.3?1.2r:3 5001 FO;;M,/,T(1/i1,'./C. OF NOliGT5 13.2110X,'A2. OF 0J1LETS ',12// 

1' NO. uF 	C.;ErTi-,'LS '112, "1)(110u. uF TYPES OF LA1OU7 ',12// 	116P12F4 

O 2' AO. OF ,JE:..:oNT:..261E0 '112, 	rAW MATEK1ALS .,,u, 
.4' AU. or FL.T.A..115 ',12) 

7020 FO./CAT(//,' OAT;i 0.1 r:Ad I;ATLiALS',///2)., 	PRICE/UNIT 	LAG ON PA °G01267 
,IGP12()1 1iFILNT 	VO:_/1).■11',//) 

464 	50.33 	r0::11.4T(4Y.,ri...),oX,i6,15X,r8.3) 
504u 	r.0,-.:mmT(/////' 	 LA JOUR FORCE REWIRENP.ITS H2S/1-(11,//) 	

.11JF-12b9 

3.7)G Fer<.1ATI2A,A4,11(4X,F3.3)) 
:452 1-0.-.:1.7(1H(.3104Lks. N:41:.S't5X,13(4X,F3.?) ) 	 4cP1e72 

• 5054 rUr:.:141(1hu,' WJ.N.K 	LoAlltiG EFF.LCIENCY'/1X128 ('-')/ 
• 5u55 FGR"1.111Hu,21(A4,2X)/ 

5C:3o FL:\r4T(ln ,21(-0.3)) 
fi.(625P, 5060 '7 0%:;a1(/////* .31.13GU:ITN.A:A-14G.42.FOINGE.1ENT.31/0 	40?.K CENTRE 

.Au 0.4 PAYAEN1 	 "GP1277 
"1-W1273 507u FUrMAF(/5Xpir:O.A,id..3,1X.,1.5) 
•"3P11:71 5000 Fo:!i4T(1111,1 	p', JutiOT OEIAILS'//' 	='::0DoCT'II4,' 	IS AAP.: OF', 

114,' 	JEOiluh:31//' 	THL NUA3E,r. OF 0...,1L:TS FUR THIS PReoucr is., 	!'GFl25r1 
V61-1211 G5 	,13) 

5/390 	FO,:r,a(/////////////' 	U.UIS1010,16,1 	JF F'COJOT',I5/ 
51J0 rj-;!'..T(///3/' 14:7;m1:.F 	 11.:S/UJIT') 	 "GP12°3 
512.3 ra r:m.:./(/////' 	"LrL..I4L. 

9 	51.30 FU.s.121(/////' ,PLLJ JAT,4 cY 	Oi.:11.r.T.,/bX,'CO:'.E1,3Y,'LIST ?RI "G-12?35 
LM, 	 P.:a.if_AT') 	 ."3/'1°/"I 

514) 
51573 r0:::'411///,' FamEt...31 	rJST mOr:/704 9,,c0^JCTION'///,' pon3Jcv, ZH1; 
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1 ' 	A' CP:i a, /) 	 ''o!'12' J 
17) 	51.L 	r ur:1A I ( / , It.- i le I i o i 	 :.br- u.:0!: 

51eLl 	r,-;;-,Al. oi...,,...,,...,x,z.4) 	 !IGP12,i 
5101, fOr.■tAT l'-t.,-.) 	 "JVieq2 
5iJU r0,:Y:A1l A,212X,7A201,Aci 	 'LP12°3 

9 5206 r- C.i.HT( A..12Al2kel.12,A2) 	 '1 G?1/14 
5266 	tOmt-.Ail 	.:iin,,A,.i.a,..2) 	 "Gd-'1215 
5c:04 	/L'kr4.41( 	.,2,2X l e.:A2 ,I49AL) 	 ''C;Pla 0 5 
5211; 	i-6 , ;;i4T ( 	'1.1,.. u:',4:3' ) 

T 	526L Fo.i.lo .,. 	tilt:1510N T60 L' GE') 	 x1379 
:.ac.30 r6r2hATI ' ihEE. Is. A. ,N6o..N'lTi,„LLI;Y :EIVLEil ThE TtlIZasCUNC 	 ri,P1219 

u 	I;Ei:i:o(n[o ,o...) Till LAU] 1:4 Pt:u`JJGT 1 ,1u) 	 ta.,i- Liol 
724u 	ru,okit 	..i.., ) 	 -c' 1,-.1 

0 	5270 FLNMAT(11,//,2LIX,'CAPkCiTY iF PROOULTiun PAUILITIES'/(1°X,35('1 ') ';u4- 132 
1//) 	• 	 "to-'1303 

5255 FU:0-!AT(1n ,10X,32(' 1 ')/11X," THE UNITS ARE IN', 	19 0 S *1 /, 	PGP13:* 4 
illx,,e( 4.,)//) 	 rt,P1S5 

g) 	:02:11 FuRMA1( ' 	i.u1E---'7F6.1,' 	PENCENT OF GA)ACITY IS LEFT OUT OF 	"(1316 
1 hOoLL FOY LX-1 -, A oJoEL Ak,TIVITIES') 

5260 ForNIAT(lAt1lil l- ')/1X,'I s i7X117( 1 1',CX)) 
FiflY1 5270 FUmMAI,' 1 1 ,71.,'I',IuldA,A2,2X,'I'l) 

C) 	5i.80 FOKNAIllA,'I',1A, 1 4u 	1. 1 ,10(6X,'1')/1X11 1 CENTRE'', 	1 4.,..510 
11.,1(6X,'I')) 	 !,GP1311 

52:6 • I- 00.1,As (141'I l  1 -.2X, A4,1XI I I'116(F6.11,',.')) 	 'f,i-. 1.?12 
52'11 Foc:MATI1X, 1 1'isx,I2,2X,1 1',16(F6.1,'IL )) 	 PGF1S13 

G 	530U FOMII(' i,EOuLi1UN 10 rOnk oEhTkE CArAoITY 
 

 FUR POST HDRILOn PRLDUC gGP1S14 
17'00) 	 MuP1315 

5313 r0f0A1(1X,119('-1 )) 	 !.'Cle1316 
532C FurLiA1(11,,'1 1 ,1X,'LALIU:00.,'I',16(61.,''')/1X,''',1X,'FOkCE",1X,'I', wi.,P1317 

0 	u1L(EX,'J.1 )) 	 "GF131 8 
53SG Fir,AT(' ,1L33GlIUN IN LAU.0. FuRCE CAPACITY FOP. POST LIOKIZO'J PPOOU ''.61131.9 

1Ci1ON') 	 H6P1320 
534U f0PrATtlA01.1 ,1X, I LAjOU,;', I I'.16(6X,'I')/1Y1'11 ,1X,'FOP.CE1,101,1 , MGF1?21 

e) 	 ul,„(cA, , )/1A, 4.1 11Xt u/Ti-E1 , 1c(....X, L )) 	 . 	'4(21322 
5350 FORI-,All4A7 1 1','SlURA0L',1 1',1616X,'I')/IX,'I','CAPA6TY " ,"I'l 	'IC-P1:523 

11E(Fc.1,111)3 	
ISM 53b0 FORHAT(111U///1X,1200")////) 

0 	53/0 rOr&A1(20WINPJ1 OF LA4 rAiCkIALV/19X124( 1 ")//) 	"GP1324 
5360 FLgAi(21x,,2u(' - ')/21N,1 1',JX,'I',9A,'Il/21X,'I',' 1YPE'13X,'Is , 	!.q.,P13:2.7 

11 	1NPu .1 1 ,e/,, II1 /1X,5('-')) 	 ''GP1.)28 
53 ,,0 tORmAT(21X,'I',2X,I2,4X,'I1 ,F9.1,1 I') 	 06F1399 

41) 5430 -0r2MAT( ''Y 0(' -1 )) 	 • 	 VGc;13S0 
5410 rOKNA1(' FLDJOIION I KAil AATERIAL GAFALITY FOR POST HOFJZON 070PU 14.-,,qM 
• 1CT100 1 ///) 

5410 tOrt:IAT(1111,20X,'INPUT uF FINIS4E0 PPOCOCT I /19Y,270")//) 	hi,P1333 
g) 	543U FC:014 -1(///20X,'(ollIAL VALUE uF FLHIStIEJ GOODS = 00=11.1/19X, 	MGF13J4 

UJUl 	)) 	 4(.+1'1335 
5440 f0i2MATt//' cX1RA Vt.I.P. FOr2 POST HOx.iZON PkODUCTION',/1X,43(' 7 ) 	M.10  

1//,1X,10FE.1) 
(D 	 450 FV0A1(/,' IqITIAL INPJT OF CASH',F10.1,/,1X,220")) 	 MLPI3S8 

54uu FUi■MA4(11-.0///2JX 'OUTi. LONS OF CAS0/19X118("" )//) 	MGP1339 
1,470 FOKMATI8A,111('-i )/6X,'I'16,2,1u0I',&X)) 	 MGPI340 
5400 k- ukNAI(cA,'11 ,16(2A,Ae,2X,'i')) 	 M6P1341 

CD 	5490 i- 6RLT( ' 	I',16[F3.1,'I')) 	
. PGP1342 

54 -,:, 	F 0..MA I ( ' 1' I A.+ ,' 	i' y 1 o (I-  a .101') ) 	 !-'6131343 
54 ,10 FoKMAT( ' I.T.N.DoTI' )1oFo.11 ' I' )3 	 V.GP1344 
5497 	Fli.:MAI ( ' :tit...GALL' ,lo (F6.11 '11 )) 	 MGP/345 

e) 	5443 i- ORMAT( ' 1 	11 ,1-s (0X,'I')) 	 'IGP1345 
541‘1 F(P,MAT( ' 1 TOTALI 1 ,1u( - 6.1,'1 1 )) 	 PG013N7 
5500 FG,?MATLIcX,1140-1 )) 	 OGP1348 
5510 

 F
1

L
0
N

1.
1M
1AT

(
(
/
/
/
/
/
/eAX

0X
,'I

1hA
TE

T N 
E

O
S

F
I   UIiN I NITIAL F,AoK LOA

9Y
= E',F

2 
 

8.1
)
/ 
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T
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2
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 LUMFA03 11F/3.1
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PAYED 

 

 OVER', C  ZIpl 
1F3.0,' PEFiuD.;'//) 

554d FOxnull1n3///2JA,' 	EXTKA MODEL 9EiT 	'/19)(1_23( 14 ')//) 	 "GP1353 
45) 	55i0 FUt(NA1(//' INITIAL CREOIT JAM t..)Y CW. PANY 1 ,F10.10 	PAYED OVER', 1%P1354 

1F.J.6,' PEm1OUS'//) 	
%?lin 55130 FO2r4T2IAL//i20X,' 	EXTPA huDEL OKELIT 	1 /19X,2S('")//) 

55/0 Fur!MAT(//L0A, 1 u;c0,1TH lo sioCK OF FiNISHEO NODUCTS '/19Y,40( 4 ')/) ''G.P1357 
e 	55/1 FGrOA1(//2;;X,'GRuviTH IA SIO...;: OF Ad.■,AlERIALS 	1 /19X,40(14" )/) "GP1358 

55/5 rUthmil2uX,' TnE cKuiliFi is,,F8.1,' 	eLPCENT',20('-'),'MliCH IMPLi apiiq 

553G FORMAI(21A,2,10 - ')/L.IX, I i'OX,1 11 ,1X,'STOCK I ,3Y,'Il/21X,'I', 
1LS -'//) 	 • 

CD 	1 	IYPc ,c),, I ,IX, Gr"Ohlh',,L'X, I'/LIX,20( -')) 
5513 i. Or2.1x1(4X,'C 1 ,7X,LA2,1.115X11- 12.4) 	 '4 GP136,3 

	

501 F0m41(4X, I qr.. ,..;',7X,242,1L,4X,F12.4) 	 1'GP1364 
5u06 FOLnkli4A,'Lf:G 1 ,7X,c_A2,1.1,5X)F1L.4) 	 4GP1365 

0 	Sold 	 1,0 (4i., ' 	 ,7x,2,12,11,5X 7 F1G.4) 
5o..ia 	i-L:cl',..1 ( ' ...t.,Wild3 I  ) 	

MuF1366 
"GF1367 

564J FL - MAT(1A),-,1A,'FOLICY',4X,ZA2,211,A2,2X,F12.4) 	 ',"-,P1368 
5F,',6 r0.0ATC 't..L.oi.IA) 	 mGF1 769 

0 	56,.“.1 Fu-:PAI(///' 	LjONJS UATA HAS DEEN R7_AD IN') 
Zli;°I 56/C iOrMAT 0 Tri_F-L .Ls TOu is.n,4 l'OT 1-13-:12:3N FCA31.1 ) 

5700 i- O-MA11.11 ,- iA2,0/.1 1 7: 1 1L(A2,14), SY)) 	 ''L,F137? 
1.'705 rONMAilln ,J:'(A.2,15,1X,',.',16(A211X), 8X)) 	 MGP1373 
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)/J1 	i'L.:.-...T(In ,-'iAZ.,/•0 4J('-')11.0) 	 :LA 13,4 

ID 	5/6.!: FO.MAI(1,i •'2(1 .,,,,ILIA2s101 4.4)/ 
571u 	FJe. t:All.m1.///////,..:5h1 ' Ur"'(1': A:1D 10,c'. SALE :17T.1S to F:3,'!JCT .• '1 3_'///'5!; 

1 4,iL,/,///i////) 	
'''?cf:j 

5/4u 	Fuo.40-4x,',..:.,,;',4xj,..:,..2,a,F1c.4) 	
•a4;r1.3 /9 
• Gf 1!3 Qt; 57:5•:i rjr, 41(4Xliej.N.).7... 1 0,X,2A2.11,5)(0:12.4) 

i51Jj FunItiri 00,1;21 	 , vi-13'.I 

T. 	C 
L 

LND 	 7:;;Pii!j# 

	

C   "!_,P1315 

11) 	L 	 . 1 Pc.:10.),(1,7.N:%1C ;•,,,Mi., TYPL. (.7J-:+)1J  
 i.litS.i_P1.1 773d.r?! • 1.. 	. 	ALL V4,-JAYL.:_ I.A::L.: (..,DL !.',ArE L- "tc.: FOLLCV!. - 

G 
SULADUII.O.: COLOrtuULtn.,I,NALOYSTYL) 

	  '6'17,38 
'W-13°) 

C 
• Z:A.;'-/i e c, 	• 	ir11.:, ,Guii;ic LO:;:,1muCT, Thr. COLUMA vAIA.,Lc t•AM... 

C 
COl'AGN P:INT.(1L),..)PL,4)1,n,KUIV(24,5),C?0TY[10,..?U) 	

'-:,13J? 
m7-P13"33 

6) 	,uLkA(1),"Ih(i) 	 'Zti*V4 
INiEl,E.,: CCL;“-:(lel,iYPE,SiYPE I.)P-sED 

IF (rifrL•LT.Ilu) GO TO 10 	 "CP1317  
'1J7-1396 GOLNAG.A=NAHE 

TYPE.TIPL-.Gu 
Z1-34 a) 	..)711-L=KIJIV(KITYPE+1) 

10 	II' (11*Pc-lu) 1,2) .2 	
MGP1400 TYPE=K 

1 COLL.o(4)=TYPc.. 	 4?:4gic.,  
co 	CuLN)1.A=u 	 VuF14 03 

Gu TO 3 	 MGP1404 
2 COLN:i(J)=TYPE/10 	 "GP14,J5 

GoLk, i(4)=TIHI-10*GOLNN(31 	 MGP14?.6 
60 	3 CULN0(5).:ITYPE 	 110P1407 

KETU;04 	 9CP14n8 
LA/ 	 "Gi-1409 
3LIEFOUTINE P1(CuLue1,7OWNN,TI1E.TYPE,COEFF) 	 mGr)1410 

. 1 	C   '6,- 1411 

	

G   "GP1412 • TmIS :<01.111NL AKIM Of:LI NATrsIA LLt'MENT 

	

C   ':G/71413 
GutmoN NuhTn(10),Sekt9(26,4)040,<•KDIV(C'a,5),C°CTY(16.Z0) 	1'r:01414 

0 	InTEG:Ii• IIPZ,TIVE,COL1-I(J,SED,KONFO-1 	 V5P1415 
IF(TYL.GE.IJUil GU TO 5 	 Ni7F1416 
-1. -  (TYPE.G1.1J'A GO TO 10 	 "GP141/ 
li.(TYPL-lu)1,2,2 	 '"P1413 

0 	1 nm1atd.100)1,0LNM•nON1n(TImE),AL OWNMOIPE,COEFF 
.TURN v6P142.0 

'I0P1419 

2 hrtiTc(o,200)COLNM,KONiti1lI1E),KOWNM,TYPL,COEFF 	 FIGP1421 • 
r.E.111.-,N 	 nG?1422 

0 	5 	IY?L=TYPL/10+K 	 VGP1423 
lf(lYPE.o1.1606) GO TO 6 	 '1UP1424 
h;:l1fIO.310)0uLNNOONIH(T1e1E),ONNM,TYPc,COEFF 	 !IGP1425 
;- 	 !GP1425 .Eill.‘N 	 !-  

0 	6 	i..RLIL(1,40GICOLN:i0ONTHITIME),ROWNM,TYPEIC3EFF 	 mGP1427 
1,EiLLOi 	 .'t3r1425 

	

C 	 ' 	  HUP1429 

	

C 	. 	- 	lnIS SCT.ON FO.: IhE P.,,C:JJGT )1VIIOAS   !1GP1430 
0 	.0   "GP1431 

	

10 	TYrE=TYPE-160 	 "GP143? 
IF( iYFE.G1.1) GU TO 20 	 XGP1433 
NP=h)14(K e 1) 	 46?1434 

0 	uU of 10-1=Z,KP 	 “GP1435 
a0 

kETWin 
n:IT7Adl.:0000LNNOUNTn(TiNE),OWNM,N,KbIV(KOV1 f1),00EFF 

silliq;:if; 

	

20 	:1K1T(t5.500)00..iin.NONTritTI1E),;(0dNM,X0 NDIV(K,TYPE+1),COEFF 	'!G°1473 
4) 	.NLILJ.:A 	 ''.GF1439 

C 
L. . T:-.P.Vi . .„._ w.,,A1 s,:c110,- 

	

L.   r.GP1442 

CD 	i0j FLJ“:MAT(4A,2,12,211,A2.2X,2A2,11,5X,F12.4) 	
.!.;;'-"11=1.4i3r 2LJ FO,N.MAT(4X,2A21,211,A?,2A,2,42,I2,4X,F1L.4) 

3CI, 	fL.,!0Ait4A,2,42,2I102,2Xta2,11,Ac,4Y,712.4) 
gr414:Z 

	

C 	nall•L"LLSJ Tit ..•1 11 P7.0LUL.IS WILf GAN 37-.: 0A,J: OF SECTIOMS. 
J13 	r0A1141(4X,2k?,L1A,Ac,4A,A2,I3I:)X,F12.4) 	 ,-.GF1447 
4Uu 	FLI-:!1.T(4A,2,211,A2,2X,2A2,14,2X,Fit.4) 	 mGP14411 

LNLI 	 r5P1449 
:3U-1kk,U11., P2(COL.417A1AN:1,LII'1loiri:ITYPEICOEFF) 	 OGP1409 

4) 	C   "GP1451 

	

C 	• 	THIS r-:,,JTJ...t. .S J3ELJ "Cj:c ;--.1A-GULAk '1AT-{IX Frr -,..lcs   1'GP1452 

	

C 	 . 	- 	.•:.TLS It. 01E CJLU1% Hit :,LIFT ENT“ 3ET;I:ILN   4,;P1453 
G . 	Ihu .-.Uri I•lLiTIF.IE:3   "r,P1L54 

4) 	C   :1C:01455 
6u1;1CN NON111(1J),j?-.L.J12L,4), ,,,KJIVt2:15),C,'CTY(1),40) 	 v04.1455 

"GP1457 .::TLLA.7." C(..."4,1l-3),IYr't,HTi.la,jPN.LD,R...01!' 
UP1453 11-(11PgI-10)112,2 



- A - 231 - 

1 LC .3 1=L1i:.,HTi'L 	 "0 --,.4.,q 
j ...;ITE Iii,IUD Ojt.T109NTril1) i  •(J,'4.1,TYPC,Ceri-"F 	 ,I...,;:is,;,0 

.':1:,'I . Z .,.1 4 1=LTI'it:tHTIV 	 "7.#14:7 
1..:11C 13,21.1)L....:....,s,m)!■TH CA 1 -.).4:1r!, TYPE ,C..1..Fr- 	 ;• .. "1 ,•:, 3 

	

ID 	 KL. 11)i-:N 	 '',,P14.-) 
c r 4 -.7...5 
C 	 . Ili:. Fur:m.11 SECTI.DA 	 . ." 71455 
c ... o 	  '•,;-14 ,-, 7 

	

IP 	it:1 FONv.11(4A,2 1 211,AcIL:, ,4A2,11,5X,F1c.4) 	 1,'14i1 
2G. rui.H.I(41.,2mc le..1,121 cX,4ket,21 4A,F1e.11) 	 -5T14t9.  

END 	 N6g14/0 
.0.J.SrcuUT1 	73(C9L.iF1,.:Ji4A,TIAE I WTYPE,=,‘Y,..:D1) 	 "Grl'4 71 

	

g) 	C   "(0'1472 
G 

▪ 	

YrilS .'.) TI%i 1-,IT 	HAI lx LL-.A:NtS FOi 
 

	

 u:1 i,,,KA(   

• 

"G(14/3 
G '1.1-'1474 

LCrP.O14 ri,,NIACILO I SPN,..(2"4104M,K,K:siv[2i1,5),CPC7Yt1b,ar) 	l(;'1475 

	

g, 	uirtii31..;. 4.1,7,AY(4,'9,1,2g) 	 6176 
mtAL DJi..tY(lo) 	

" 14 
147 

INTEuCK LCLN1(5),TTHE I 3PF-.ED,104NA 	 '411-1473 
W=0 	 Hc.r1479 

	

0 	1.F(hP1.(li.100Gl GO TO le 	 "UF1410 
IF(Kel.Gr.lJuJ GU TO 16 	 "1P14-il 
Gu TO 9 	 "CP1412 

12 	h=KP1/1C00 	 HCP14?33 

	

0 	nP1=N01-10004N 	 MGP1411'+' 
9 	..01H= SF.:LO(K,KP1) 	 vGP1415 

LO 231 L=1.04TYPE 	 V(,r1.4R5 
DO 1 J.J1,WDIN 	 !I10 1457 
J,KK-7-1111-Air...1■14-JJ 	 11.7-P1433 
..Fliv011 1,4 	 "GF1109 

4 	IF(InK.GI.1.%) GO TO 201 	 '1GP1490 
IF(N.GT.;)) GO TO 6 	 m1P1491 

	

0 	5 iF(L-19)2,0,3 	 9CP1492 
2 nraTtl6,20a)3(.NM,HuNfH(IKK),?.0eNMIL,AFNA/(JJ,K,KP1.L) 	"GP1413 

GU TO 1 	 1-.GP14744 
3 	hP4TL(01 300)COLNHO0NTH(IK,),AOWNM,L,A;RAY(JJ,K,KF1,L) 	oGr1495 

	

4E, 	1 LOWTLNUE 	 N6P1495 
201 	CUNilWOE 	 !.LP1497 
3 	KE1U.01 	 LIGP14,13 
6 	LL=L+1,4 4 10D 	 1:GP1499 

	

.0 	IFiLL.11 1 1000 GO TO / 	 0..91500 
1,6,11:.(3,400)CuLNITOUNITI(IA:),F:OWNM,LLAYWIK,K71,0 	"LP1511 

GU TO 1 	 "uP1COZ 
7 	WRITE.(6,500)COLNhOuNTH(LKO,F:OdWM,LLIAFAY(JJ,K,01,0-1 	:16:1 15)3 

	

0 	GO Tu 1 	 :11PliO4 

	

C   ICP1C15 
C 	. 	- FOR 1.<4,4 MAlt.-. 1ALS :.0.,A3 OIL,: THE PXAAJGTION CYCLE 	 rGilq16 
G "17=1507 

	

I® 	/4 KPI=KP1-1.00 	 'GF1503 
kUlti=i,KEO(K I K131) 	 muP15ng 
u0 20 L=1,NTYPE 	 01.2P1510 
u0 li 1=109 	 VGP/511 

• 1) 	11 	DU1t1EY(I)=0.0 	 ri...0"1512 
LU 21 JJ=103TH 	 HGP1513 
1.Kn=T1ML-NULMIJJ 	 01:031514 
ir(iNK) 213 21,22 	 !10'1515 

	

C) 	22 	iF(InK.(ET.N.i) CU TO 21 	 Y,P1516 
CU 2.: iKr.1=1.KK,NM 	 VC0-'1517 

23 	uU11111(1Kts1)=LJUW11 IIKk1)4ARRAY (JJ,11/40(P111.) 	 N6P1518 
21 	u(04%idii.. 	 Hbr'1519 

	

0 	uo 45 1=1,N:1 	 NC,P15?0 
IF(0Jr..r(I).L0.0.0) GO TO 25 	 AGP1521 
IF1L.1:...1G) 1.0) TO 26 	 M1P1C22 
r4KiTt(3 1 20C) COL'W,03WTH(.1),(.10,1WOIL,DO"HY(1) 	 ,•1F1523 

	

0 	..(1 TO 25 	 C4,1524 
26 	pINIFE(P,SGC, COLAil,aiNTH(1)“0,ii44,L,DUMaY(I) 	 ,T,,-'15?5 
25 	CUNTINJE 	 nP15E6 

LPC11(1,L)=UOM1Y(N4) 	 "61-,15?7 

	

e 	20 	UOWTINUC 	 "GP1521 
...ETOKN 	 0. 1529 

	

C   Y.GP1570 
C 	. THE IJKI-DAT 3E01.01   NGF1551 

	

0 	C   .11,0 1532 
203 FORVAT(4x,2.12,211,42,2A,2,.?,11,5X,P1c.4) 	 ''0('1 33 
SUJ hUr.MAi(AAI2mc112A62A.CA2l12,4X,F12.4) 	 !iFi5S4 

4013 	EUKHATI4x,,4212I19/.Z.2A,c.tEt.T.313X,1716.4) 	 vf.:P1535 

	

0 	50J 	F0.-..H.1(qA,EA41 211 7,12,2A,242,14,2X,F12.4) 	 '1.'1535 
LW] 	 "f.-,P1q37 
,amOCTL'i :'4(-.3,...C.,L.T1:1E,KI.I.ME,K.TYPL,Aq:=AY) 	 '3P15"t 

	

C   r .0'1519 

	

(3 	C 	. ThI.; -,LUILAE VO.iu..) THL :11S vtCTO'. ELPIENT3 FL-.0,1 Ar.0).A 	 

• 

'GF1540 

	

C      'r-r'l'-,41 
cc:Irsm ,J,,T.(1,,),,or,lc2'i,4;,.iA,,,,,,,,,ivt21,5),c-,GTY(1.6,20) 	"6P154E 
J1MFNLUN AiLAYtlo t al 	 :IGP1543 
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C 

C 

11ILLZ.: ;,,LIk.t.Jr-;LU 	 -U-1'.,-.4 
!■:.,,-1:i43 uv j L=10.ifet. 

IA 3 L=a71::E,::<L'SE 	 ',;:'17/6 
11- 0A,-rt.1 1(1,1).Lu..:.L1 IA TO 3 	 "WAr.47 
.F(L 	-1r11 1 ,:,,: 	 IT.P1T..9 
iINA.T,_t.J;1J,AmOATh(1.;,:s0A4,m,L,AmRlYli,L) 	 .,7,7,1569 

't'Idlni 
u0 TO  

2 WkIT,(6 9 aC)MUNTli(I),P.Ori“t,,LIAV:AY(I.L) 

	  ';:15:24 
3 GONTI“OL 

	

5 mtillra4 	 "(,,'1r,c! 

r:-,i-153 
C 
0 	 . THE i- t.-1.141 aEG11'01 	 0 	 `j r-'15':o 

10.) FO,c,Mmi(4X t ri,- 1 ,7X.L.:411.6X,F1.4) 	 PG1157 
Zud FukXA1(4A, I xnz- ,(A.2.1dlip4X.F1.4) 	 f:r..?158 

LNJ 	 X(o71559 

4.2 	Input Data.  

i. Base data - line MGP 140 

NO. OF PRCCUCTS 2 	NO. OF OUTLETS 1 

NO. OF WOrK CENTRES 3 	NC. CF TYPES CF I./ MR 2 

N. OF SUBCONTRACTED 0 	NC. OF RAW MATERIALS 2 

NC. CF PERIOCS 6 

ii. Raw material data - line MGP 142 

CATA ON RAW MATERIALS 

PRICE/UNIT 	LAG 01 PAYMENT 	VCL/UKIT 

	

1.000 
	

1 
	

0.0. 

	

3.000 
	

1 
	

0.0 



. - A - 233 - 

iii. 	Labour force data - line MGP 145 

4) 	WORK CENTRE LABOUR FORCE REDUIPEmENTS FRS/HR 

0 	m/C1 	1.000 	0.0 
M/C2 	1.000 	2.000 
m/C3 	1.000 	1.500 

4) 	OVERTIME RATES 

	

3.000 	1.000 ._ . 

iv. 	product data - line MGP 161 

PRODUCT 	2 IS MADE OF 	1 SECTICKS 
4) 

THE NUMBER OF OUTLETS FOR THIS PROCUCT IS 1 

4) 
SALES DATA BY MARKET OUTLET 

4) 	CODE 	 LIST PRICE 	CISCCUAT 	LAG ON PAYMENT 

MK 	 50.000 	 O.0 	 2 
C 

4) 

4) 

4) 

	

DIVISION 	1 	CF PRODUCT 	2 

C 
MACHINE TIME REQUIREMENTS MINS/UNIT 

	

M/C1 	6.000 
C 	m/c2 	10.000 

	

M/C3 	0.0 

RAW MATERIAL REJUIREmENTS UNITS/UNIT 

	

A 	20.000 
4) 	B 	2.000 
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0 

v. • 	Production capacity data - line MGP 802 

* 	THE UNITS APE 	IN 	100 S * 

	

CAPACITY 	CF 	PRCOUCT1CN FACILITIES 

****** ***g************************* 

NOTE--- 	0.0 	PERCENT CF 	CAPACITY 	IS LEFT CUT OF 	mOCEL FOR EXTRA mODEL ACTIYITIE 

C 1 
I 	I 	PI 	1 	P2 	1 	P3 	1 	P4 	P5 	1 	F6 

C 1 	1 	1 	I 	1 1 
1 	WCRK 	I 	. I 	I 	I I 	I 

CENTRE! 
1 	M/C1 	I 	0.81 	0.81 	0.81 	0.7 0.71 	0.71 

14/C2 	I 	0.81 	0. 81 	0. 71 	0.7 0.71 	0.61 
1 	N/C3 	I 	0.41 	0.4! 	0.41 	0.3 0.31 	0. 31 

C 
1 	I 	.1 	I 	I 	I 	I 	1 
REDLCTICN 14 WORK CENTRE CAPACITY 	FOR .POST 	FoRltou PRODUCTION 

C 1 	M/C1 	I 	0.01 	0.01 	0.0I 	0.0I' 	0.01 	0.01 
i 	M/C2 	1 	0.01 	0.01 	0.01 	0.01 	0.01 	C.01 
I 	M/C3 1 	0.01 	0.01 	0.0I 	0.01 	0.01 	0..01 

C 
I 	LABOUR! 	I 	I 	I 	I 	I 	I 
1 	FORCE 	I 	I 	I 	1 	I 	• 	I 	• 	I 

0 1 	1 	I 	1.51 	1.51 	1.51 	1.51 	• 	1.51 	1.51' 
I 	2 	I 	1.51 	1.51 	1.51 	1.51 	1.51 	1.51 

C I 	I 	I 	I 	I 	I 	I 	I 
1 	LABOUR! 	I 	I 	I 	I 	I 	I 
I 	FORCE 	I 	I 	I 	I 	I 	I 	I 

0 I 	0/TIMEI 	I 	I 	I 	I 	I 	I 
1 	A 	1 	0.1! 	0.11 	0.11 	0.11 	0.11 	0.11 
I 	B 	I 	0.1/ 	0.11 	0. II 	0.11 	0.11 	0.11 

0 
I 	I 	I 	1 	I 	I 	. 	I 	I 
TSTORACEI 	I 	I 	I 	I 	I 	I 

0 TCAPACTYI 	0.51 	0.51 	0.51 	0.51 	0.51 	0.51 

vi. Raw material stock data - line MGP 909 

INPUT OF RA4 MATERIALS 
0 

C 
I 	I 	I 
I 	TYPE 	I 	INPUT 

0 
I 	1 	I 	200.01 
1 	2 	1' 	30.CI 

C 
REDUCTION IN RAW MATERIAL CAPACITY FCR 	FCST HORIZON PRCCUCTION 

*****************c*****w******** 
C. * 	THE UNITS ARE 	IN 	100 S * 

*************i***.******* 	 

C• 
I 	I 	I 	I 	I 	I 	I 	I 

C I 	I 	PI 	1 	P2 	I 	P3 	I 	P4 	I 	P5 	I 	F6 

I 	1 	I 	I 	I 	I 	I 	I 
C I 	A 	I 	0.01 	0.01 	0.C1 	C.0I 	C.01 	0.01 

I 	B 	I 	0.01 	0.01 	0.01 	0.01 	0.01 	0.01 



0 

tp 

0 
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vii. 	Finished goods stock data - line MGP 958 

INPUT OF FINISHED PPOCUCT 

0 
_ 	 

1 0 	 I TYPE 	1 INPUT 

I 	1 	1 	5.01 
(. 	 1 	2 	1 	5. CI 

viii. Debt data - line MGP 972 

	

INITIAL DEBT OWED TO COMPANY 	5CC.0 	PAYED OVER 1. PERICCS 

EXTRA MODEL DEBT 

	

*** ***** ** 	  

******************** ******* ***** 
* THE UNITS ARE IN 	100 S * 
******************************** 

. I 	I 	I 	P 
C; 	I P1 I P2 I P3 I P4 I PS I P6 

I 
I 	o.o t 	o.ot 	0.0 1 	0.0 t 	0.01 	o.o t 

ix. 	Credit data - line MGP 992 

INITIAL CREDIT OwED BY CCPPAAY 	400'.0 PAYED OVER 1. PERIODS 

C 
EXTRA MODEL CREDIT 

************ ***** * 	  
* THE UNITS AFE IN 	100 S 
**********4**********1**** ***** * 

I 	I 	I 	I 	I 	I 	I 
I P1 I P2 I P3 I P4 I P5 I P6 I 

I 
I 	0.01 	0.01 	C.01 	0.0I 	0.0I 	C.01 

C 

IC 

C 

C 

C 
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x. Cashflow data - line MGP 1012 

C 

INITIAL 	INmiT 	nF 	r AS14 in(1,0 

0UTFLCsS CF CASH 

C * 	THE UNITS 	ARE 	I:. 	100 S * 
*s***** ****** .***t. 	 

Pt. 	T 	P2 	I 	P3 	1 	P4 	1 	P5 	I 	P6 	I 

I 	1 	I 	r 	t 	t 	I 
I IN.DBTI 	5.01 	0.0I 	0.01 	0.01 	0.0I 	0.01 
I 	I 	I 	I 	I 	1. 	I 	• 	I 
IEX PN 	1 	1.01 	1.0I 	1.0 1 	1.01 	1..EI 	1.01 

U I I N.CRTI 	4.0! 	0.31 	0.01 	0.01 	0.01 	0.0I 
I 	I 	I 	I 	I 	I 	• 	I 	I 
I 	T CTAL I 	—1.01 	1.01 	1.0 I 	1.01 • 	I. CI 	1.01 

U 

xi. Sales data - line MGP 1118 

a• 

C 
. _ 

C 

UPPER 	AHD LOVER SALES BOUNDS FOR PRODUCT 	1 _ 	. 

a 

.50 

40 

C MK 

MK 	- 
30 

• MK. 
MK 

MK 

0 20 MK 

C 10 

0 

e 
	P1 P2 P3 P4 P5 P6 
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5. 	The Report Writer Programme with Sample Outputs.  

C C 
. ',..' Tir 1 33i C 	 . 	Ira: -..:P0!-.1 i'LliENAIN. -W.:1: ;-.1S 14.-_: La 	c..:1_,T1)!-.. iNT!:; 

C 	. 	LE0..,Lt. J''ECIALISI 'te...,%T:', A:... U.-iLS rt-C-L. sa'E. JATA 

 	 t

• 

':TT 12: 
C 	. 	tA.,L TH.1T IS ;-iii.:LS'sLJ 24 THI m:T.!JA 6E4ttATC: 

CD 	L 
ttFT 1E1 5 
;-.PT 195 

GOVMON ALP 1-1.!.. 4,N_ ( lo).6AN:Zu(10,t5(1E;), 
1 	G.1.-!i1,-)6'....1(1.),CJhi,;;7 2,., 	J'sic..-:=t1o), 

4T 107 2 	ULSCPI1.;,,:),i;UAYILL,21),J.,;(A1=,16)1 1Lr- (1..D..3).).:ASH(16), 
a 	.....011 (16,1L),Iu.ht(L9),LL.,1 3.)7(1:1),..)=1(lo,9), 

r.PT 1'19 4 	0:.,Ft1u111).1A1.-Ti10) (1),:-..X;SA(.11.17), 
5 	F...11,111,1.J),u,,j,,t5,1-.01T..<21V(I'J,KN,,jr(lLA. 

;':il Ili c . 	0 
7 	

LIST11u,21,L.Ft16,:i0...)(16,31,(10,,:).LECAP(16,3), 
L,"..a.)11;.,,S).L.,,,m,An,i,161, L;4:)L1(1-,,,3,10,9,...4Ti,(10), 

mPq 113 b 	l':',Aibol::), (1,1t,101;;P,70:,N6,19:14C/NLFI NKIIINM, 
7 	Cl1(106a1-;nun(3).°6(1011L0 	 N°T 114 

=PT 115 Cutv,31. m:.,,t,o,5),N.11“('..),-.:!La....15)..2,..8(5), C 	1 	.sr,t1t1.5),...Ful16,1l:),aii.s.E(16),Ju.°(15).S7ILAC.,(1;;),SUP.(16.), ;FT 116 
EPT 117 

gl 111 

2 	a!_AG(10,2) ,:....U: .4,...(15) ISOJ T(5.1 .i.P.,,i.- ..A; 094) ...)U.21:(1f '151, 
3 	Stizi,.,0t1,1,4),SE(-0.1u,d) 4TO:.<111D, q0L(3), 4 	AU,-tI2,1d1,WL:AP(109ii),Ko(lUllo),WErAir, 918/9WIP , 

0 	5 	hLLOAJ(131 	 .1PT 120 
LNTEuE,c AGTIV,LLIN,ULId.::UAL,VNAt,E 	 PP( 121 
KCAL LAJAL,L4JT,LEI 	 ,.!Pi 122 
NtAL 	...1S11.1.i1T,LFCAP,LOOAP.CSHFL(16),iU3P 	,RMB .110 	°rT 1e3 

F.PT 124 
21T 125 

0 	DuUil,..E P").ECISI0.4 NAt;E,C..),WiN(.50).VALUES(7),6NOSEC 
1Nia....E7, SK1P.Dil 	,i1Nt1.6,18),SUES115),a..)Li,G,SLA3.:MAS 
iNTELIEN 	SJJ1,JU"141,11;,Su,..,.7t:1EP!:L...,..,FS,.LANK,SJLCD.SLJUT, 	-.:0T 126 

1 	LILSS0,-4.03.,,aA..rs;m1 t)A,.K,;,=xe,w1D,FG -. 	 r.PT 127 
f) 	INTEGLN FILL.F4DICOYPE(j3) 

gl 151 iNTE.„ Z 
IhTEuct: R0WS(23,2).NCODE(20) 

' 
	13C 

 ENuJEL/'LLNJaLCE 1 / 	 !,51 
LAIN KLOuLiI G1 .1 LF 1 ,'S1','S,O.'SFJ,'071 ,ICT 1 , 1 0C.,'LC1 , 1101 , 	RPT 132 

1. 

	

	I Ga'.'E.0,'SV1 ,1 e15 1.1 PP',1 CN1.1 1-0/ 	 1-,PT 133 
AUTIV=1 WIT 134 • 

0 	
LL 1M=3 
JL/M=4 	 rPiVT liZ 
DUAL=5 	

rel-7 
137 

 viNAME=8 
6 
C 	.' ThE L) Su.JTLui4 13 S TU?LJ 0,1 FILL: 	

cFT 139 
4) 	 

▪ 

°PT 140 
	  NPT 141 

FILE=9 PFT 142 
C 

' 

0 	c 	
KEW -1140 9 	 RPT 143 

	  N T in C 	. IIIITIALISE 	 .  
e.,1 1;9 

C 	• 
Cu 1 J=1,20 

C 	utiaMI(J)=0 	 RPT 148 
00 1 1=1,16 	 oPT 149 
GNOSS(1,I)=0 RFT 153

1.0. uk..0.,(4,1)=0 
4) 	6Lmy(1,J)=0 	

WI 

152 

 

,--;PT 15S 1 	CuHl.HUt. 
U0 2 1,=1,18 

0 	2 	
00 2 12=1,10 
ILNE,.(1,11.12)=0.0 
OU.3 K=1,16 	 gI M  
U0 a 1=1.16 	 KPT 158 
Du a J=1,2 	 RFT 159 C 	3 	SALE(K,1,J)=0.0 	 FPI 160 

PT 161 ..0U '+ 1=106 	 P  
DU 4 J=1,3 	 RPT 162 

4D 	
u0 4 K=1,18 RFT 1b3 
LALIAL(1 1.100=0.0  RPT lo4 

4 	LA'301(1....0K)=0.0 	 'PT 165 
ICAAPIT=0 	 Ni -T 166 
NuJT1=0 	 RPT16( 

() 	ALFLu=2 m NI ALPhil=i.5 

. 
31 170 C 

C 	. Tric F‘J"--1A1 SECTION 
0 	C   =!--1 17? 

593G FOT(MAT (1h1.////i(///((:(//,15WPr;lv.IOUT OF THE FILED ',AS) 	mPT 173 
91(.i Fui:.11 li,auA,AS) 	 ''PT 174 
592U FON;;,T411-110;:u.i:, 00N1 TA,.LY',3C( 1 .') 1 A5) 	 f!PT 175 

0 59.3 FOr0:m 	c. 1(1'1 .A1,' 	HAS .10W 3LEH KEAO'l 	 20T 176  
400u F(.11(2iial 	 °PT 177 
4C1C i- ur.0,,T(2(F0.3.i4.11 8.31) 	 --;PT 178 

r;FT 179 
Fri 1P0 

41.)e:u 	r0<.',..T(8.61 
0 4aJt. ri,,thATft:A4) 

400,)  i-,,,,J1.4(1.,F6.4) 	 H-07 151 
4u40 t- ...;,:.T(1311- 8...5,15) 	 F-,PT 182 

0 	
4Ga F00:11ATlaL2) 	 ',PT 1d3 
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4J5t, FORMA11uF13.0) 
41/01 FURMmT115:42/ 

41.11 FOW1■41(51- 6.J) 	 r2:ii ri 

4Jtu 1-6,-;[,.T(164. 	 3...$,I4) 	 -r1 1,4 
40/j r61.1'..Ttl2,A2,L,2,Fo.3J 	 KFT 115 
4u:.3 r. U.',A11A,:/ 	 ,''PT 1P5 

41P.2 r(-WAItu.lrA 
id.“.ili 	For,'1,t1 (.1.2 0 .1.F) (I: .1 .12) ) 
41Ju FC/%11:4'151212,F3.a•IX/) 

C 411G ru.,cAT(.)A1A21,5) 
9=J11 ,:u-JI.T(.5,I .,,e1'i.2) 
999i FORr;A)L ' 'AL 	',OF15.1.) 
G 

JJ,N3J1,:,1,.;,IL=,J7;,dr-sA, !.;1,INT 	
FerT N3 ,LAL4,2,4,10.) (,,,(J),,,,,,,ic,.(,),...1,1,N,0) 

c: . 	t:LA012,11.) 11i,Gt.611.0),%=1,AF),14.11 (q1,G) 
7 
	rcPT 

	 . RtkOle,4u3/ (,“:.F(1.-(+1,101.1=1,1W6/ 	 FIT 
nt_l1j12,4',;35) (h.',..04u1,,,L=10^.2./ 	 r\PT 2r3 
,:LAu(21402)) 1JAAGE(L)iL=1,,tLF/ 	 tif 1" 204 

€ 	 It(NSLP.!oLli00) :/k., TO 102... 	 K)'T 2I5 
TcEALite,4u40) (..luce4G(J),(J),S3LAiJ),J=1,NS6:31 	rrT 205 

1001 CONTINUE 	 RPT 207 
G 	 - 	 k6T 203 

4) 	C 	 - THE DATm I-0; EACH eilouucr 	 . PPT 2C9 
C 	 crT 210 

DO li:uc ri=1,:,1 ZOO 	 KPT 211 
REA0(214d5G) 1.4KI&DIVOOIKAOJI(K) 	 r1PT 212 

C 	KF=KDIVO0 	' 	 ')-'1.  213 
C 	 :PT 214 
C 	• 	- FnuJUGT SALL:S OAFA rOn ,-_,AFI OUTLET 	 . '-.F. T.  215 
G 	 'FT 216 e 	nNO=KNOUI(K) 	 KFT 217 

DG lulu J=1,10J 	 KFT 218 
READ122406G)11SLOUT 	, LIST(K,J)l0IS12(K,J)ISLAG(K,J) 	RPT 219 
iF(NOUil.t.....i) Co TO 1014 	 RPT 22J 

0 	G1J 1u12 JJ=1,NJ6T1 	 FFT 221 
1F(SLOuI.EtT.S.JUTiJA) 50 TO 1013 	 RPT 222 

101c CuATIMUE 
1014 NOUTi=NOUT11.1 	 RPT iR 

:.1 , 0v11itylif1/=:11-00T 	 PPT 225 
aJ=NGUT1 	 RPT 225 

101,5 J0:ICa(K,J)=JJ 	 RPT 221 
1016 LUNTINU 	 RPT 223 

0 1011 CONTINUE 
C 
C . 	 . ..-:Fri 

229 

 - M/G r■LQUIP.--.AENTS . l"mEVERSED TO :15?) 
C 	 KPT 232 

4) 	UO 190J :.P1=1 .1/P 	 I-FT 233 
pLAD1 2,4u /t. ) 13A.IISKT-IKT,SPeLD(K.KP1) 	 RFT 234 
IF(KI.G11.0) G0 TO 1020 
1.31:R=tAhL91K,KPI) 	

PPT 235 

40 	 WT N7 KtAu(e,41i,C) (LA,IVJOUN.1.(..A,IY/1&17 1=1 1 Kf) 
Du 1u25 ..xX=1,,.SeK 

0 	
. 	

IA=N.iF.s.fl-IxA 
Du 1u25 1Y=10MC 	

gi 1P1 MCKE,4(1Xli),n)=00EUlA,IYIK)+0J3Y(IXX,IY) 
10e5 uunTi1AX,1V)=0.0 	 PPT 24? 
1020 CONTI:NUL: 	 RPT 243 
C 	 ,,TT 244 

0 	C 	 SK I P mAlEmiAL:. ;E:01.;!.cmcNIS 	 . RPT 245 
C 	... 

rPT 

t:0 1.  P54 

C 
o 	 31.  M LW 104U K=1,4P;Oil 

KP=KUiV(K) 
-iL=6 	 41 EN 
TI=SPEO(Kil)-1 	 RPT 260 

0 	 1FOW.LL.1) uu TO 1050 	 RPT 261 
uu 1a60 1J)1=2,N15 	 RFT 252 
It. (.1.1.. GT .1-..eN.z: J (K 0.r1) )61.) TO 1u60 	 PPT 2o3 
II1=,Pe.LG(r.,NPi) 	 .0''T 264 

4) 	10 ,-JU CC-ill -1'1:1/E 	 RFT 255 
i1=ii.t.,11 	 RPT 265 

105.; jr(..i.Lu.u) GO 10 1070 	 r,FT 2".:!7 
Ncuu( 1,4u '1 ) ti-- GAST (100 '1=1, II) 	 RPT 263 

0 

0 	KT= 	10-1)/5+1 
. 0) 	CU 	TO 	1030 iF(K.LL 

 (S&IPIJ=1,KT) 

PVT 190 PVT 	190 
PPT PPT 	1/1 1/1 
rJT 142 rJT 	142 
RFT RFT 	193 193 
hF1 hF1 	194 194 
PPT 195 PPT 	195 
	<IT 196 <IT 	196 
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'-'vT 2.)9 

NI  .' s.  FIP'• TIT.  7:27/787r"  

cpr 2'f5 

PFT 2 ,43 

DO 1330 IN=1,KEXC 	 =PT 215 
10..30 kLAD(29407L) (LXCSH(IK+1,I),I=2,NH) 	 .'FT 297 

Q 	km=i41-1 	 KPT 298 
RLAD(2,4680) - S4IP 	 kPT 299 

C 	  RPT 390 
C 	. 	PkEPAmt TO i-.Lto r..:On THE r.GiiS StCITON   RP!' 301 

0 C 
alil  .AD(FiLt) NAM: 	 (i 

lo 	mEAD(FILL) W.:: 	 UT FA lt(NAMI-..NL.t.Nu:)EG) GO TO 1G 
4D 	mtAtArliEl :44M:_);10CL 	 nPf 3:;5 

KEAD(tit._) (...OLUMe.(N)04=1,NOCL) 
I;LADtFILEA 	 i*c ig73 

C 	  RPT 333 
0 	C 	. 	- dORKCEAikE ..ChcOoLE 

.M 11? C 

KEAL(FILE) 	(VALUES(1),1i=1,uuCL) 

0 C 
G 	 . 	- ,./1:iCOI. FG,IoL SCHLOU,E 

,,-rTI: fi; 
4) 	

. 	1COuNT=JA;OW.i4-1 
IF(PCUurAlCoU,i1).11E.ROW.A1COJNT,1)1 GO TO 5030 <FT 320 
iF(muA:1(1COUJI12)..0) GO TO 500  
OU 2,26 L=IINLF 	 41 M 
0, 2ut. i=1,.1?l 	 RPT 321 

4D 	 :LAOtFILt) (V.+LLJE(N)0=1111JCL) 	 RPT 330 
OLF(A.,L)=-VILCL•5tCUA-5 	 P.P.T 331 
LI-xEU(.025=J4LUES(U,P1) 

202i, LF(l,L).ALJES(AuT1V) 	
RRAT

. 	
T 312 

Ki'T 333 
0 	500 CUNTIAUE 	 RF-T 3.T4 

C 	  PoT 335 
C 	. 	- S10-:AGE   kPT 336 
C 	 F-Pr 337 

0 	ICOULT=1oOWN1.1. 	 DPI 33F 
IF( 1;CODL(1000NT).4E.1;0.431I0OJNI.1)1 GO 70 5CjO 	 FPT 339 
1h(RJ.IS(IOUJ:J,2).E...J) 1/0 T) 5030 	 tol 340 
DO cu3. -1=1,dM 	 RFT 3l 

4) 	,LAweILL) 	(jA2UES(N),N=1INJC'.1 	 IXT .542 
USlOiNCtli=VALUCAO4ALA 	 NPT 343 

c040 GUNI1NUE 	 '.PT 344 
50-)0 CONlitWE 	 KDT 345 

CD 	C 	  KPT 346 
C 	 - NAhAAlzkIALS SFOCKa • ''1 V 7  C 	  ‘;.:1 

ICOu:A=1i.OuAi+1 	 t.PT 349 
CD 	...F(,6,UJL1:Culi...E.:316tICOJW.1/) "...0 TO 'JUG 	;PT 356 

iF(7:onSI.CUo,I,21.E4.J) GU 11 5040 	 -PT 3.j1 
30 21:44 J=1, .,,I 	 i-PT 352 
00 2:240 .,.=-11NUI KPT 353 

0 	C 

	

0 	
G.) 	10 	134C 

	

1Ciu 	KLAO12,301 	SKIP 	 ki, T 	270 

	

1043 	CONIINJE 	 Kpr 	271  

	

C  	nFT 	272 

	

C 	• 	- 	GE4.1.. 	T-EA:0:: 	4AiJ 	:Oli 	DAIES  	,;i 1 	273 

	

0 	C 	 . .. 	•eT 	?74 
kLAG(214.81) 	(ciu;11riti)11=1,N1) 	 is.0 T 	275 
NiA042,4J03) 	i.:J4 
kZA012,4:1J1 	((kCP■SNIJJ/JJJ=1,2),J=1,&c.010 

	

G 	 . 	- 	LAr2,;17t, 	I,!IfIAL 	4'4 -- 	EX-iOul- L 	CO4na1ON5 	. 	k::. T 	PH 

	

G  	-TT 	250 
RcADi2,409.7 	(C..,:Cki-(I),_321:1011),L=1,NnC) 	 31 	5;1 

	

0 	' 	 mcAL;(2,4:::0)(Lrk.mi,(1,L) ,L=1,,.1) ,L=17:.LF) 
tkr...k',(2,4L,.:AILL ( ,,l) 	,I=100),L=1,NLF) 	 '•r-T 	293 
NLA4.)12,41.19u1 	(:..TO:Ai(l),1=1,N1) 	 "UT 	2g4 

	

C 	P.E.A0l4,4u93)(1ul%(..),J=1,N.:111 
NLAL+12,4b92) 	wIF 	

,•1-T 	2P5 

riku1224,:9.)t.STOi.e.I(isl,K=100,ZOD) 	 i:0 T 	287 
kti..,(2,4.96) 	o311 	 kPT 	233 
ktAut2,4.ya1 	(.1xa3r(r),I=1,N1) 	 ur 	299  

	

(1: 	mgAule,4.7ci, 	ctri 	 ,:UT 	299 
N2AD(2,409:A 	(c..T(.1.),i=1041) 	 ..FT 	291 
mEAL(2,4j5C) 	C,H1 	 kPT 	292 
kt6612,4:J951 	KLY....,(CACSrill,I+1),EXCSHIlt1,1),I=1,KEXC) 

	

0 	LAUSH(111)=Ki.X0 	 Pr .( 	214 
NII=Ni.41 	 RPT 	295 

u:PT 	313 

.-PT 	322 



- A - 240 - 

,tmu(F„L) 	(v.,...0E,(.),,4.10JcL) 
ec4u cNoc„.)).-,A-uL)tuu4_, 	

-i— .7t, 
.PT 155 

:440 GONil;.U.-E 	 RJ-1 3.,5 
U vPT 7'17 
C 	. 	- FIN.stILu t.,,JJJ3 .•Tocns   ::Pl" 3r•I 

SP T 353 0 	C 	 . . 	  
I 	53 IL0uNi=JuONNi+1 	 W 3  

IFU,,..6.-LliuuUNik•NE. ,...,...IfiCUJNT,11/ uu TO 5000 	 PPT 351 
It(Run,(1COUNT 1 2).Lu.u) Lu T J 5050 	 kPT 3.2 

=;1 353 0 	Du 2C.5,3 N=1 1 1.1-'it05 
U0 c.r. 1=1,N!! 	 PPT 354 
kLAO1I- Lc) (VALUES(.00i=1,NJCL1 	 RPT 355 

C  205J uSF(1,r.)=-VAL.0.--)tau;a3 505u Lu“I-NUL 	
'IFT 366 

	

 	 ir; 
c 
G - sKIe 0,:.0 ..,o cxuri EukAiluNs 

	

C   

• 

;TT 373 
C 	uo 2J6u J1=1.2 

1u4JUAT=IUOUN1+1 	 ,rer:T. 
371 

 GO TO 50t0 	 r'T 373 

e 
uU nou J=1.Nt1 
7,La..,() 	(vALJESINJ,N=1,NOOL) 	

P.PT 374 

2060 GUNT1NUE 	
RPT 375 
rFT 3/5 

	

C   tl-T 377 
C 	- GASH GONTINJIIT 

	

 
C  

 RPT 373 
	 KPT 379 

1C0UNT=1UOU:414-1 	 ?PT 3.40  

N;fPIT   3: 0 

	

	Uu e
3  

IF(Au0J(ICCUNI).NE.,,j,15 ( 1COJNi1 1)1 GO TO 5000 
L76   i=1,Nr, 

KE4u(FILI:.) 	( VA,....JE3(A)14=1,NOCL)  	
RPT   332 

20ii;   UGASN(.)=-VALU:S(.UJA-) 	 R=T 344 

	

C    mPT 585 
RPT 3A5 C 	 - LuAA umARGE.5, Ca 	C   r02.1 387 

10UUNT=1C0uAlf1 	 RPT 383 

RPT ili 

IFIriCuUEUGGUI•1/.NE.:.0.tS(IGLIONT,1)) u0 TO 5000 
If(kuN,11L-OLnd.EC,.01 LU 10 50o0 
00 200 J=1, NN 

KPT 392 REAU(FILL-.) (VAuuE:J1A IN=1 9 NOCL) 

UT IN 

f., r 4 

2060 610N711•Ut 
506G GuNT1NUE 

() 	C   RP: 39051  	
 KFT 37;5 G LAuGu.t OVEmAlML 

	  =PT 337 C 
iCOUi•F=TuJUjIti 	 KPT 535 ® 	iF(RiuiclICOuNTI.NE.(OWS(ICuJNT,11) GO TO 5000 	 RPT 319 
iF(1-..04SliLuJr.1,2).EL.3) 00 TJ 50/0 	 PPT 400 
CO 2090 1=1 1 NN 

a90 DLL1MY(1)=3. 	 FJ'T 402 
RPT Gas 0 	UO 21JJ '-',=-1,NLF 

00 2100 1=1/NM 	
NI 4 4,LAu(FLLL) 	(vLuEs(N) ,=1,4Jc_) 	.2 

LJUAtifft/= UU1-riY(1) tOALULS(AGTIV)40,-.A6E(11)/ 	 RPT 496 0 	DLoci,.,)=-VALUE(!jUt.1.) 	 TNT 407 
LUCE, NJ =,/tALUt.:6 (ALT1 V) 	 al al 2100 U0 NhNk.12  

(D 	
. 	DU 2110 i=1,NN 

OVT11)=0oWri(I) 	 NI 410 
2.110 OUrIMY(I)=0. 	 APT 412 
50 /d CONTA.NuE. 	 SIT 413 
C 	 TT LOA 

e rrT 415 G 	. PREOAtE 10 NLA0 F:01 THE_ L:OLU.NS SECTION 
C 	 PPT 415 
et,:o ra.ho1FILLA (VALUE,(NI,N=1,N,J,3L) 	 K11 417 

1-(VALuLS(1).NE.61.GSc.A u0 TO 2190 
h -  NLAO(F1LL ) NAN10JCL 	 •4 tll 
kPT 420 KLAu(FILH) 1COLUNi.(N),N=1.0,JOL1 

KEAO(FiLE) 	 ePT 421  

. 3f ',5.i 
C 

C 	C 	 - .3., uUCI N PROFILE_ 
U 'F-T 4;74 

PO zuUJ h=1,NPm00 NI ►5 hP=KulvW 	 4E e 	Do 3_100 /031=1,KP 	 PPT 427 
00 5udJ 1=1,AM 	 DPI 423 

RPT 1+29 KLAL1r..LL) tVALUES(N1,1.=1,NJGL) 
11-0,P1.U1.1, LO TO 3JUO 	 i.P1 430 
1-0(K11)=4J,LULS1AU1IV1 	 TT 451 

4000  

 

uuNILNUL  432 
••..  	

1 u - 5ALLS P,CFLut 	 . 	44 0 G 
 

	  KPI 475 
U0 3u3) k=1,.14':011 	 kFT 4.i5 
Kriu = r.N.JJTO.•/ 	 =PT 43 7 
ui, 3d3d J=10040 

0 	 KPT 443 



4) 

t) 

0 

CI 

4;.50 

C 
C 
C 

30bu 

3u7u 

sC50 
.)06e 
C 

uU 	susJ 	.=1,N4 
kt.,11.ilr,LL/ 	0.:11..ji),.:=1,0JCIT 
til.,_,7 4 is, 1, JJ = J.:-...._ 	..31;-Li i .A 
tor.uS-s1J,L)=10sSistlit/...uFa(t,CTiv)+LI.S1(KIJT 

I 	4(iIi1,-ulSGP(n,J))/1J°.) 
	-. 	 

. 	- 	.,U1.,Oul-,k..11:., 	(c...: 	s) 	IN.:Jvccli 

ih(1.,o.).LL.,5) 	GO 	10 	SW/2 
DO 	z.ssd 	J=1,"1; 
GLJ,,,(,)„).c 
Lu 	sup!, 	.i=1,NSUS 
SUoil(J,N)= 	0.  

... 0L. 	..i .7j 	P:A=1,NS0a 
mtlAC(FILE) 	(V..L0ESZG),:(=1,NUCL) 
suu,(.„(,1=„:„A4Giiv, 
bc;Int(..)=5v-;NY(,). 	071_GLSCALIIV/*SUE.PtCA/) 
JUL (J)= 	ut,,,,y(J) 
GUiiTINOE 
G01'41,141E' 

• 

0 C 
C 

. 	- AL,OCATcj LY100{ 4,;111/11TES 

• 1. 00 al90 =1,.,4M 

. 51 1424 o 	
U3 3.,.30 L=1,:,LF 
DO a190 M=1,14:Nt; 

PPT 41s5 IF(rk,i1-1,0-:).E..i.3.01 GD TO 5191 
itanti-lirD ( vt—u..,s (::),1.=1,:iuct.) 	 KET 460 

,,i7T 457 A,,o1L(I,‘,;',/=V.11_,,E501GTIV) 
4:- 	i1J1 LuNTII4Lic_ 	 :.PI 468 

RpT 469 3150 CONI1toJE 

C  C 	 ... O 	 
. m ,44;? . - kAn  
 APT 

 ?1.1.--<CNASES 
41 C 

	  5Ii f:i 00 3460 J=1,Nrcd 
PT 474 00 .5.3j 11=1,N:1 N  

NEAUtrit-1/ (1iA,_JES(N),N=1,NC,A) 	 r.PT 475 
NArim1193)=VALOLSCALiIV1 	 i%FT 416 

30d0 GJNI1NUE 	 ;!PT 477 
C 	 . 	  I.PT 478 

0 C 	  31 ta 
C 	 .• 	- t2;“4 MATcr.TA- STOCK LEJELS 	

* 
 

00 326u J=1 1 NNM 	 P'T 451 
1432 JO 3eAL 1=1,NA 	 kr].   

O 320U sr(111i,JJ=VALUt3(1%,IIV) 	 'r!rf 1411 
RLAD(FILL) (.ALOESINJ I N=1,NOCL) 

G   es.I'T 495 . 
C ' 
C 	

. 	- FINlitSHLU GiO9S Sp:‹ LEVELS 
• ;-'4,1 ',4.1 

ID 	 U0 321U N=1,141",t(Ju 	 RFT 433 

LAU1F.L,E1( VALUES(Ni0=1,NuCL) 	
:101.  489 

K PPT 490 
DO 3210 1=100 

.21U IFL1(1,K)=VALUES(ATIV) 	
':PT 1:11 0  c 

C 	. 	- mLL.L.A. LAo0Ur{ oUENT,„ 
	 •= ',3- '34 , C 

03 3095 I=1,NM 
;4 a, 0 	GU 3095 L=1,NLF 	 gf .?  

. 0:0 .31:9:i $.=1,1.140 	
iTi ' .4 48 7  J.I- (6C,LF (L. ) 41) .E.1.0. r) GO 10 3396 	 r  
'PT 499 rszAC(r.LLJ (VA-Gc_S(N),N=1,AuCL) 

e LAt:01(i,,..01)=1,hiLUES(AL.1-10 	 !CPT 500 

4015 6ONTINUE 	
KrT 501 Sfriu CuNTLiwc 

	  TT 502 
G 0 	G 	 . 	- CASH JAL:1`4L. 

• {--"i7-4 N14 C 
00 s1GU J=10...i 
  rim NA0(rIL -) CiALJES(N),4=1,N3G-)   

4:0 	 GSH(J)=VALUic:30:6TIV) 	 It','1' 508 
5100 LuN14.NUE 	 r:PT 509 

P.PT 510 C 	... 	  
i:°1 511 IF(IiiT.E...0) GJ 1J 314i 

0 C 

   ' 	Mu 	

▪ 	

- ,JAr:K LCANS 	
•  c 	 ,fl 

DO 3I13 J=1,NN 	 'PT 515 
4; 	

• 
r,:EAu(rILL) 	(VA_JE:S(A)IN=IINJGL) FF-T 515 
l...v.I)/ = 4ALULS(AGIIJ) 	 PPT 517 

41IG CUNTINJE 	 i\PT 518 

C 	  r4-1 M 0 	c 	 - . 	- w.11,,. 7u_PAIW=NES 

	

c   ,‹E'r 521 
R7T 522 Du 31.&J J=1“4:1 

r.CAL) ( F1,_LI 	(UA,_U-.:SINTIO=1,NJGL) 	 PPT 573 

RcT 4'9 
"FT 440 
cur 441  
c',1 44? 
K7T 443 
=- 1.  444 

Z'Os 
me1 104 7 
°F

T 4 ! :',,. 

451 
taq 450 
, .,'T' 
"r7 42 1) 
AeT 453 

'' -,4 
454

0,T 455 

'31 nT. 
,r7 459 

-'CT 451 
:::,TT 44 :32 
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C/  

C,  

0 

C' 

C 

C 

0 

C 

C   

312U 
C 
G 
G 

J133 
G 
3145 
G 
G 
C 
G 

3146 
G 
C 
C 

3150 
C 
C 
C 

/9 
50u0 

- 	- 	- 	- 
ui.,:.<I, Li/ 	= 	vALoL4(4...T.:4) 
GuNT..hoE 	

. 

	 4 	  

. 	- 	LtAl..,. 	C-1.APIL3 

JC 	3...),-; 	J=1, r.11 
KLAOtriLL) 	(VALQLS(.00=1,NJGL) 
.:.kNisC1..i1 	= 	vALJEIA4:iV1 
uGNTINO 

CONTINUE 

. 	. 	- 	GKLJII 

U0 	614., 	J=1,AN 
KEAu(FILL) 	(VALUES(N1.r4=1,NuCL) 
uKT(J)=.AL1c.,(AU1LV) 
GuNT...1UL 

. 	- 	utLiT 

JO 	315t 	J=1,. 
P.C4ULF1LE/ 	1V4LUCSIN1,N=1,NiC.-) 
ut..i(J)=VALUE...“A...I1V/ 
CUNTINuc 

. 	PKI..1 	IHL 	,-(LP 	RTS 

LAIL 	r2EFRTA 
CALL 	KEF.-Jo 
CALL 	Ac.P,,TC 
CALL KLPKTG 
CALL 	tiEr.2T1 
NLAiNO 9 
..)TOP 	- 
WKLIL(.i7 59.1) 	i:C06E(ICUUNT) 
GO 	JO 	19 
ENO 

-.:1 
AFT 
"-T 

. 	;PT 
, -1' 
1-,,,11 
Ki-T 
kFT 
,-.PT 
7-TT 
Ki'T 
FPT 
" PT 

. 	PPT 
iPT 
NPT 
NPT 
r.:Pl.  
PFT 
Lur 

. 	PPT 
Pk1 
PPT 
NPT 
RPT 
RPT 
PRI" 

. 	RFT 
	-FT 

RPT 
KIIT 
.-.FT 
Ki'l 
kPT 
;;PT 
KPT 
KPT 
PPT 
L,PT 

t).24 
575 
525 
527 
,_;73 
529 
r30 
531 
532 
5!3 
5!4 
535 
535 
5.7 
534 
539 
540 
541 
542 
543 
544 
545 
545 
547 
54e 
549 
550 
551 
552 
F53 
554 
555 
555 
557  
553 
559 
550 
5o1 
5t,2 
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i. 	Report A 

SuoRIJOTINE REP :TA 	 kPT 563 

	

C   rPT 534 
4) 	C 	. THIS EPC),<,T JETA4.,.s THE PLANNE:) P.ODuCT-'1LX   RPT 555 

C 	. 	- PLR PERIOD 	 '   KPT 536 

	

C   iPT 567 
C(MHUN ALP61A,A,Ft.t.,J;;IJKL(15)0ANKC(16),J(16), 	

v 

is 	i 	C•oh(lo),CRI ( 16),CSh19,,,,JI, 	OSTORi(16), 	
RPT 5o8 

gl-  M 2 	0/1,CPl10,Zlr OUM1(16,20),OriCTIG218),DLFElo,3)271:AS4(16), 
3 	ii,_0(10.41,3116,10),JUMaT(e0),JuTI,037(16),D4(16,9), 	PIPT 571 
4 	u..)F116,10) ,E.A06T (l6) ,tXGRT (461 2LAGS3(11717) 9 	kFT 5/2 

4) 	5 	FCAST(1,10),GRu5S(5,13),INT,KUTV(13),KNOUT(10), 	PPT 573 
6 	LISI(10,2),LFt16,3),LJ(16,3),LOCAP(16,3),LFCAP(16,3), 	PPT 574  
7 	U.REu(16,3),LAuAL(1613,15), ',./DOI(16,3,13),MONTh(16), 	RPT 575 
8 	MO(16,18) 1.1LREL,(1,13,10)“:PK00 0IOUTIN4C,NLF,I.SUS,NR61,1M, 	RPT 576 

() 	9 	OiT(16),GriAGE(.5),PU ( LJ,16) 	 .PT 577 

FPT E75 
GUMnON RAN6(16,31,RAIN(3),a:!LAS(5),(5)?  

1 	St:Mtlo,5),FG(16,1G),STOKatlblu_;Pl15),3SLAG (15),SU3(16), R 579 
2 	:AG(1C,4),SUJdO(15),O0UT(5),JPEUI10,4),SUOA(16,15), 	F.PT 580 

() 	- 	3 	SUoGOt1J,),SALi ( lu,45,e),STJCKI(10) 1  VOL(9), 	 RFT 581 
4 	. 	1,:.;,t(?.,1d),ACOAP(161 1o),WC(16,1d),Wvr:EO(16,10),WI° , 	PFT 58? 
3 	i4„'.. 
REAL LALAL,LAJOT,LFNEU 	

RPT 583 
KPT 584 

0Au(18) 

4D 	Kr_AL 	L,sloic,:E,,ilir,LFu.0,LccAp,csHFL(16),sulp 	,R93 ,m0 	PPT 585 
iNiLfaEr: K.P,OVT 	1 4x.(16,13),SoDE:,(15),S3-AU,SL.AS,PV_AS 	' 	PPT 585 
iNTLUEli 	SUUTIOUUMY,Wk:OU.:AiCISPNEL),JES,OLANK,SUdCOISLOUT$ 	.PT 587 

1 	SC5o9GNOSO,0ANK■I zANKL:,=XP,W/P,FG 
Vfl ;;311 4D 	Du 1G K=1.0,PROD 

10 	DU141(m)=TUL:KI(K) 	 FPT 590 

G 31 U2 G . Hr_ALIIMiS 
4D 
	C 

   ... . 	  ▪ NFT 593 
00 56 J=1,14M 	 NPT 594  
ISP=u 	 PPT 595 • 
uu 11 K=1,NPROO 	 RFT 596 ® 
	Nu=N,I400 

ql ;473 DO 11 nb1=1,K0 
PPT 599 IF(13P.GE.JP.:CJ(K,Kul)) GO TD 11 

LSP=SPmEJ (K,K01) 	 RPT 600 
4) 	11. 	iJUNTia4UE 	 RPT E01 

16(1SP.L.i.1) WaTE(41101A) AUNTH(J) 	 RPT 602 
1F(Ise.c.0.1) GO TO 1c 	 KFT 603 
i .-,P=ISP-1 	 KPT 634 

4) 	vINiTE(S 1 106u) MJNTh(j),(15P1,1SP1=1,1oP) 
	  inT 

605 
c 

. ppT 607 G . PLANAE3 P-:o0UCT....04. (+ 31,1T K) LEVE,.S PV=', P•30UUCT 
	  PfT 6118 C 

12 	uu Cu  
(D 	

0.=1,1+?.0 	 r‘,1 ,..!/ 
.5P=D 	 KPT  i".10 
KU=KOLI(K) 	" 	 li-1 611 
uU 9 ,:.11=1,K0 	 7PT 612 
iF(IP.6.11.':,P,:6.J(K,K01/) CO TO 4 	 -;Pr 613 

0 	1St-SP:-,L,(N,Kul) 	 FJ:.1' 614 
9 	Uo..TillUt 	 Nig 6.15 

:....0=1Se-1 	 RFT E1E 
,Jto.a.,.1) JP,:i4=STLIGKI(K) 	 •.:PT 617 

0 	,6(.J.uT.1) JHLJ=SrIJIJ-1,N) 	 r:'1 r.13 
hi.;.-,K1 = 3 	 KPT 611 
Kl=e,..vuT(K) 	 rPT 1.20 
oU 13 L=1, KT 	 P.71 621 

0 	15 14,,,,,K1 = i;i).-.1 + SA4Eln,J,L) 	 L.J,T 622 
GLCS._=SFu(u,K) 	 AT b23 
IF(I',.F.L1G.) Go TO 17 	 RPT 624 
,J0 16 iSr2=1,1SP 	 7..P1 625 

0 	lor1=-ur-1?1t1 	 --bT 626 
uUlY(ISvi,K)=PD(K IJ+LSP2) 	 ..PT 627 
iFi(J+1- 5..c2).61.k10 u11Y(ISP1,1()=3.3 	 KPT 62B 

lb 	Lo.,II.AUc 	 r:F, 629 
b,TE(J 101u) K,OPEI,I PO (n,J),WJ:tKlycLOSE, ( OUF:Y(ISP1,K) I ISP1=1,ISP) ;PT 630 
SO Tu 2 	 kPT 631 

17 	KRiTrA3,1313) K,uPEN,PG0:,J,,d3RK1,CLUSE 	 .-t. 632 
20 CuNTINUt. 	 -031.  633 

4) 	G 	 KIT 634 
50 GOUTiNUE 	 .:FT 635 
G.. 	  rrT 635 
G . THC rGk:IAT SLCTL0,4   RFT 627 

	

 
C   EFT 638 
100J FliKtiAT t1H1,////,1X, 	 "PT 639 

l'NEPumTA 	PKOOUCTION Sr;HEDuLE FOR °E.=.103 1,42,///,1X. ki-T 640 
2' ?RuOUCT 	OPENII,C., 	P,WDUCTIOt. 	SALES 	CLOS,NO 0.FT 641 

ID 	3,10X,4(11,1 .10.4TH ,i,P')5X)/,1X, 	 ,:;PT 642 
4' 	SOCK 	 STGCK' FFT 643 
5,/) 	 KFT 644 

1010 60NMAT(/,I81 4(5X,F9.2),10X,4(F10.21 5Y)) 	 P.D1 645 
4D 	Nciur;:N 	 PIT 646 

Fr60 	 KPT 647 
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C 

C 

 

C 

 

C 

 

C 

 

C 

REPORTA 

PRODUCT 

1 

2 

REPORTA 

PRODUCT 

1 

2 

PROCUCTION SCHEDULE 

OPENING 	PRCDUCTICN 

	

5.00 	20.56 

	

5.00 	3.ES 

PRODUCTION SCHEDULE 

OPENING 	PRCDUCTION 

	

5.56 	 19.67 

	

8.89 	 3.67 

FCR 	PERIOD 	P1 

SALES 

20.00 

0.0 

FCR 	PERIOD P2 

SALES 

0.31 

2.52 

CLOSING 

5.56 

E:ES 

CLOSING 

24.92 

10.03 
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ii. 	Report B 

. 	_ 	. 
.5U5RuO4INE kEPRT6 	 kPT 648 

C 	 FT 649 
0 	C 	. THIS k6;10.4.7 UtTAI.-5 THE P.-ANNED P:OdOCT-MLX. 	 . NFT 650 

C 	 • 	- PER PrWUUCF   mPT 651 

	

C   7ePT 652 
kPT 653 
c,'PT 654 

COMK.N ALPhA I ,LFLG,64.4KL(1(..),(JAW,C(16),6ANKi(16), 
•O 	1 	CSM(100.:T(16),G5HI,G:(TI, 	OST07:;-.(16), 

	

L 	uICP(1U121,UunY(16,e_6/10NC(16,13),(:LP(15,3),3CASH(161, 	Pi.T 655 

	

3 	..4.0(15,3),J5,;.(15,101,JU:VIT(2J),5:.71,j3T(1.6),DVICI6,3), 	kPT 656 

	

4 	UoF C16110) ,tAJG1(1.6) l'EXCiNT (.1.6) ILXCSH(11 1173 9 	 KPT 657 
411 	5 	FGAST(1,101,GPUSS(5,15),INT,<OIV(10),<NOUT(10), 	 RPT 658 

	

6 	L.11(.Lbli2l,LI:(10,5),L0(16,3),LOCAF(16,3),!Pf:AP(16,3), 	FFT 659 

	

7 	LF-tEUti6,31,LAtAL(16,3,131, -Abut (16,i,18),ACITH(16), 	RPT 660 

	

8 	MU (1.011(3) ,.-il;-,E.,,(111.8110) tli'KJO,NIAT,N14COLI'phJSUi.:INKily■IM, 
iRF, PFP IT 

6663
6  66  1 0 	6 	Uvitio),JdA:,E(.3),P0(1u,lb) 

COMOON NAWM(16,5),NGIN(5),PM(..AG(5),(5), 

	

/ 	SNM(16,5),:,F6(16,16),.,TJP7(161,S4.GNI5),SaLA16(15),SUBIlu), PPT 664 

	

Z 	5(.46(1&,i.),G90C(15)!.i0UT(5),Sr-mL0(10,4),SU.3.0(16,15), 	RFT 665 
ED 	3 	SULCD(10,4),SALE(11,1 13,2),STOCK1(10), V0L(9), • 

kPT al 

	

.4 	- 	sICLE. ( c,13/ ,Wt.■•■•■P(.(6,1.3)., r1,..(16,15), el...P.:-.0(16,18), hIP , 

	

5 	UL;s0AD(18) 	 k°I. 668 
rEAL LA6AL,LAEJI,LFREJ 	 PPT 669 

4) 
 

,t-A1 	LISIO.ICKti.,INIT,LFCAO,LOCAP,CSHFL(15),SUrIP 	,RM9 ,M) . 	PPT 670 
FFT 571 ...NTEGE:: 4C(P,041 	,MN(16,18)1 30ES(15) 1 65'_AG,S(. 47:,,R3.-AS 

II(TEGER 	SOUTIOU4KY OM,SU3v;C,SPr(ED,5FS OLANKISU3CD,SLOUT, 	UT 672 

	

1 	JUS.,,GNO.)..),GAAKN,3ANKL-;,FX?,WIP,FG 	 kPT 6/3 
4) 	C 	 7PT 674 

C 	 HEAuiNGS 	 • FPT 615 
C 

 

	

'.KITE (4,1et10)  
 UT 616 

C 	Nk=ii.1-1 	
P:PT 677 

PPT W4I . ii 

	

C   
 
RPT 

 ET1 
e 

 C 
	

. PLANN.:.0 r7k000criu4 (+SIOCK) 1.7:11::LS 9E,2 PROJJCT 
	  7P7 682 

OU 5J K=1,LeR0U 	 kPT 683 
i = L+1 
Kt.°=KNOUT(X) 	 UT M 

685 4) 	k:1) 5 u=104:1 P 
JUMY(J,1,=0 	 VP

PT 
T 637 

UC 5 L=100U kPT 65I 
5 GLO(J,1)=LJO(J,1) I SALE(K,J,I) 

 
kr- T 689 

14k.(7.7_(3,1013) < 	 kPT 6Y0 
riKill:(J1102:.;) ( nONTu(J),J=1,NM) 	 PPT 691 
ilF.17c(a,IL3Li) ...1.U..;K:(r(),(SF..)(IIK),I=IINN) 	 KPT 692 

WkIlL (J.1040) (V0(K,J),J=1,A0) 	 RFT 693 
4) 

i.kiTrA.321.-.::::,) (11GrIt(J,13,j=1,N,) ) 
iiN...1..: (3,105J ) (Sr (,1,00,•=1, .!1.) 	

K°1 694 
FPT 615 

	  tT 635 

	

C   Po'T 617 
L 	 PPT 613 L 	 . :1;rde Tu NON PAGE FO-L LV A F.,Vt P'.0)0JC.S 

e 	 IF (L-5) 56,4u,20 	 k:T 6 99 
=-4.q.  in 

2..; 1 = li 	 rPT 701 hNIIL (.L,10,,t;) 
0P1 	Si. Gu.dii...:E 	 KFT 7 ,12 

to 	 rsi_TUNN 	
NPT 703 

	  1.1.FIT 77j045 C 	. T r 1E r(Rrii4 SZCTIO) 	 . )t-'1.  705 

C 	 krI :17 C 	1.:L. FL.-;M;-1 (1H11/1 
lult; FUKMAA(///,1X,'NtPUNI u',24X,"Pi.00J0IION S:.HEDULE FO PRODUCT ', 	-1. 708 

)121. 799 
ILC/) 

C 	
1:e.0 FGMAT (1X,' 	PEPICO 	',16(5X,A2)) 
1.J...3 Fjr.M.1(/11X,' 	OrE,.I.;G SIG.:<1,1567..:j 	

P,PT 710 
mc'T 711 
GPT 712 1,, ,..... F:J,..!144 (1)(1' 	PI;u0tJCilON 	',15F7.2) 

1j5J Fli...1141 (IX,' 	:At.f. 	',16F7.2) 	
44 W. 1,64 rukhR, (IX,' 	L,LGSING SiL.00,16P7.e) 

C 	 I Nu 	 NPT 715 

PFOCUCT ION SCHEDULE FOR PRODUCT 	1 REPORT B 

PERIOD 
	P1 	P2 

OPENING STOCK 	5.00 	5.56 
PRODUCTION 	20. 56 	19. 67 
SALES 	20.00 	0.31 
CLOSING STOCK 	5.56 	24.92 

P3 P4 P5 

24.92 40.89 22.44 
18.44 17. 56 14. 89 
2.47 36.00 28.00 

40.39 22.44 11.33 

P6 

11.33 
15.67 
23. 00 
0.0 
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iii. Report C & D 

SIJRGUTINE RLP^ITC 
	 gg11 ; C  

4) 	E 	
. (HIS REPORT OETAiGs THE SALES P-AN 	 . .PT 713 
	  RET 719 

RFT 720 COMMON ALEHA,AGFG4 1 0ANN.-(16),u4NKO(1b),L)ANN::(10), 
' RPT 721 1 	C3H(lo),CRit16),CsHITi, 	DSTORE(1.6), 

2 	CISCPt1j.2).JUM1(16.2J),64C(lu,18)0LF(15,3),1CASH(16), 	RPT 722 
4) 	3 	ul_0(1b,3).2.Si.(16,16),JuMMY(20),G3Ti,J3T(lb))0.:1116,3), 	PET 723 

4 	OSF(16,10),EnGT(16),c-XS'NT(ii),EXCS9(11,171, 	 RFT 724 
5 	FG4S1(11...L),UNOSS(59:6)iiNT,KJI.4(10),KNJUT(10), 	RFT 725 
b 	u1Si(10,2)0-F(16.6),L0(16,3),LOG(15,3).1.FCAP(16,3), 	RPT 726 

4) 	7 	LFE3(1O,3).4u4..(15pit/8), LAz3)(16,6,13)1110!JTH(16), 	~;PT 727 
8 	MG(1oplb),,IGNEC(111611.1),UPROGy..OUT,N4C,ALriNSOBJeclAOM, 	RFT 723 
9 	OVT(lo),U.4GE(3JpRO(1J lo) 	 RFT 729 

4) 	
0U4MUN R4W4t16 2_5),NiiiN(5),RAL J(o),R.mu(5). 	 RPT 730 1   

Srolt16,7),3F(3(16,10),JT3kt(16),AuP115),.)3LAG(15),SUO(16), RPT 731 
2 	S,4u(10,),SUu4C(15),SJUT(5),SP::16(11)14).S113h(16,15), 	APT '732 
4 	SUbGbtlu,2),SALE(1u,1J12),UX-1<i(1.0), UJL(9), 	 RPT 733 
4* 	 koCLF(2,10),WC;AV(16114),WIAiUti8)0(i45,10),WIP , 	NPT 734 

4) 	5 	WOLOAJ(18) 	 NPT 735 
NEAL LAOm,,LAG 	 PET 736 " 

PADT 73Z REAL 	LIST I MC.FEU,Ii(IT,LFCAe,LOCAP tCSHFG(16),SUdP 	,Rrn 1 40 
PET 73d iNTtGEA: :AIP,OVT 	,..15t(16,13),S.106(15),SULAu tSLAS,RALAG 

4) 	1NTEvEm 	sJUI,-;UMMto,,SULAC,SPNED,DELANK,SJoCD,LOUT, 	:-RPT 733 
/ 	SGSS,GROSa joANKR,BA,(KCIFXPIWIr,tG 	 PPT 740 

	

C   F.PT 741 
C 	.CEPORT,) wAOWS 111 SALES. FIGURES PER OUTLET (IN UNITS) 	 ?FT 742 

4) 	C   PPT 743 
u0 150 Jk=1,NoJT 	 UT 744 
GO 124 K=1,NPROO 	 RFT 745 
U0 14U i=1,NA 	 =PT 746 

4) 	14J OLimYt1,K)=1J 	 F\PT 747 
NNO=NNOUl(N) 	 PPT /48 
OU 131 J=1,KNU 	 RPT 749  
1F(SUCGU(K,J).NE.JA) GO TO 131 	 NPT 750 

0 	.,,,, 1:,U I=1,Nd 	 RPT 751 
13J LUMY(1,N)=SALE(4 1 I,J) 	 RPT 752 

131 	CO:(T1HUE 	 RPT 753 
C  1c4 CUNTINUL '.PT 

m 
754 

4D  
ws..acc.,,louo, 	 RET 756 

riRITL(3,102.0) (AudTH(J),J=1,AM) 
41 7;i 

0NITE(.5,401) SOOT(JA) 

4D 	IIN.TE(G,1650) 
LO 110 K=1,NPROj 	 RFT 760 
WRIIL(.11 1030) K,(uUMY(1,K),L=1I NM) 

gl gl 11J CGATANUL 
D 15J GONT1NUE 	 PPT 763 

	

C   RFT 7E.4 
C 	 . RZPONTI) StiOn3 THE sALLS EiGUNLS PER OUILEI (BY VALUL) 	 !CPT 765 

	

C   "FT 766 
4? 	 UC 5u JA=1,AGUT 	 KPT 767 

u0 24 K=1,“PROJ 	 =FT 768  
PPT 763 Ju 4.1 1=1,MM 

4J GUWi(i,K)=3 	 Fi-T 770 
41) 	 Ntio=NN,JUT(K) 	 APT 771. 

W., 31 J=1,KHU 	 F,PT 772 
1F(s.J.;LU/K I J)..1E....A) GU TO 31 	 -,=T 7'3 
Liu ju L=1“. I 	 =PT 774 
uumvcro0=5ALE (K,I,J).LIsi(K,J).(104-0isc,(‹,J»/I0 	LET 775 

ol 	UONT1NUc 	
LET /76 30 	Cu.:T1NGE 

2* Gu.(11NJL 	 r.r,I 7/;73 AM. 

,1/4:-T 	I e -, 
0 	hr....C1c.(:;00CJ) 	 nPT 7°0 

.1-..;JF(.;,IGiu) .S0Ji(JA) 	 ; 	,FT 731 
v.N17_(3,11223) (viOlid(J),J=10A) 	 NET 7'2 
ANITc(S,1G5u) 	 Ri'T 73 

el 	LAI 1J N=1,141-NOJ 	 F.FT 754 
"NIT'..(3,1U3Z) N,(UUmY(I.K),I=1,NM) 	 RPT 7.45 

10 CuNT1NJL 	 ;- 1.1  775 
hr,LTE(..),1040) (GNOSSCJA I J),J=1,14M) 

5J OG.ili:WE 	
-'T 717 
,-.T 733 

Rbill-,N 	 FFT 713 
L 	•••. 	. 	. 	S .. 	 'ET 730 
C 	. ihL I-G.,01;.' ..) C110.4 	 . :':-"I' 7,31 

e, 	L. 	 ',E1-  732 
luOJ FUrJ AT (1h1,/) 	 5=1. 793 
4,C) FGRhAT (1WRErORT L',20(,' SA-ES PNOCNAM:'E FOR OUTLET ',Ai?, 	RFT 794 

4:. 	
1' it. u1.411 1 / 2 J/Ayl.C(l"):/) 

11:4i:i iUH,1AI (iX, AEr'u=.1%.)',25A, 	WIT SALES F'il,GRIE FUR OUTLET ',A.?, 	
K5T 795 
-Ii:I. 795 

1. iN FOUNO:31,/,..)/X,41(1"),/1 	 RPT 797 
1 bE0 ruk.;...1 (1X,' 	 rmR103 	1,1315X,4c)) 	 RFT 738 

0 	1..1z.j FUNPAI(./15X)&81.-...X.plol:7.0 
14;43 IGR..:AT (1X,///,' GROSS SALES',4X1161.7) 	

NET 739 
RPT 800 

1J50 tURMAT(65X,' PRUDuCil li) 	 5ET R11 
C 	 NET 8J2 

— 	`Nil 	 E'er An3 
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0 
REPORT C SALES PROGRAYME FOR CUTLET MK It. LAITS 

*******************************4,*******4 

C 

PERIOD 	P1 	P2 	P3 	P4 	P5 	P6 

PRODUCT 

1 	23. 	O. 	2. 	36. 	28. 	27. 

2 	0. 	3. 	10. 	C. 	3. 	10. 

REPORTD 	 NET SALES PPOGRANME FCR CUTLET VK IN FCUNCS 
*****t*****************4„i***""*„***,** 

PERIOD 	PI 	P2 	P3 	P4 	P5 	P6 

PRODUCT 

1 	403. 	6. 	49. 	720. 	560. 	540. 

'2 	0. 	126. 	500. 	C. 	171. 	500. 

GROSS SALES 
	

399 	132 	548 	719 	730 	1038 
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iv. 	Report G & H 

e 	.Li7;kt•JI.LNE NEFAJC7 	 4f ar. 

	

C   RPT 805 
C 	 . 	1H-14 c..ERO‘i Ji:JAILS 1HE ';01.1,46TION 4ChF.J.J...F.   kFT 805 
C PST 607 	 . 	  

ft 	CvMHGN ALFHA7A...F,G,E;ANNL(15)7PANSG(16),E 	IINKR,(15)7 	 PPT 808 
1 	(.Sh(10)7..A.111u)7C:-.H17,:aIlip 	0(LIF-7(1E), 	 RPT 809 
c.• . 	DISLi'lia72)7,,UHY(1674u)0DWC(if- 71.3)7-ILF(loy3)7JCASH11F0 7 	rIPT 810 

4 
3 	L60(1c,S ) pilS:(16,11: ) 11UMtlY(e2 ) 10.01,3i, T(10),DR4(10,9), 

USF(lo,.u),EXacT(1b),:,XC,J(1u),tLACSm(11,17), 
	°PT 81/ 

RP"( 812 
5 	FC40.:A- 1171017G;,JS(571:))7L41.74.J1V(1:1),<N001. (10), 	 RFT 813 
o
7 	

LLS111072)7Li- (1u7.i) ILJ (1673)7i. iiCA ;'(167.3)7LFCAR (1673)7 	kPT 314 
L- N/J11o7.i

A
)7LA::AL(1574718)7 LtuuT(/57518)vWq1(16)7 !'FT 515 

• a 	N3(ibpldlpL.,<LAL1,18,13),NPrJU,NOUTONU,N1.,NS:3,NRMOM, 
 

 RFT 815 
9 	Ovli1010.)dAGE1Z1)7PLAluliG) 	 RPT 817 
L.UMMON kAWM(11575)7rMIN1,17-0-LAU(71.7X.M9(5)7 	 KPT 818 

1 	S.:M(1t77)7SFy(16716)7ST3mci1617SURt15)7SELAG1 15)7SUn(16)7 RFT 819 
44 	2 	 SLAG(1U12)1aUL-ii,(15),.i0JT(5),SP,,,E0t1614), (16,15), 	

OT g J SUiCJ(1U72)7S4Lc(1U7167e),SiJCKiliC)7 VOL(9), 	 g. 
4 	idU-F(2,10),WC;;AP(16,13)04,(16,.18/1W3iE0(16,18),WIP , 	?PT R22 
5 	WC.L0A0(181 	 RPT 823 
KEA/. LAcAL7,..A60T7LFmEO 	• 	 r:PT.824 
RcAL 	Llt..T7M3Kt'47IIIIIT7LFCAP7LOGAF70HFL(16),SU?P 	,,010 7)10 	RPT 825 
INTEGER ...KIP7OiT 	7MK(16714)!SUE(15)7SnLAG7SLAG7V-1LAG 	 RPT 826 
LNICGEk 	SOUT7OUNOInClUoriGISPmC070ES1AANKI3USCD7SLOUT7 	RPT 827 

44 	1 	SCSSIGRUSS7DANKA7L.ANKC7XP7WIR7FG 	 iPT 828 
LATA LiNc P--'/7JLANK/"I 	 kPT 829 

C 	 . THE FGRHAT SECTILL4 
• fl2 

C 

O (3 
3'10 	FOI<MAT(1H , a 	IFAUTCAYi's2)(A2,4X9'11 )1 	 RPT 833 
4G0 	FOralA1(' 	1CAr'C1Y I 1 1 21J(I-3.01 , 1')) 	 UT 834 
465 	FCRM,011d ,' 	id,: L0ADI , ,k3(F6.3 , I, )) 	 FFT 835 

4; 	41a 	FUhMAW 	IAVA1Lti6i 1 ,10(F5.01'1.1 )) 	 RFT 836 
430 	FORMAT(' 	I.1E .:JY&,0 I',20(I:ii.0, 1 I')) 	 F:PT 8/7 
440 	FOP,MAY(' 	iilE;O:.T L'128(F6.011P)) 

M 
Cr 	

450 	FOmmAlc , 	IJ/I LiE 1.,,o,F6.1,iiin 
	 )'PT 

	 I 
4e0 	ruKMAI( 	10/1 L.P L 740(rG.07 L )) 	 kPT 840 
499 	&Okelpli(///' KLPUTH'77X7 1LALGUR Ft.hkCc 1 7x37' 	IN-HOUSE MANNLJG aCH rPT 841 

1Lu1JLE1//) 	 KPT 842 
560 	F.OKNAit1H/L1X7' R.EPORFG1 7 7X7 2 WURK CENTRE SCHEOULE F0.2 FERIOU I , 'riPT 843 

4) 	4 112,//10:15:5('")//) 844 
501 	r,O,F.Ait,    ',20(A2, 1 	 ')) 	

kYT.  

rvf 84.; 
:1)02 	F1KMAI111( ,' 	I ht/-:K i'723( 	.1 4 72X7 1 1. 1 )) 	 RPT.846 

PPT 647 50' 	FURHAIlld p' 	I i;L:.TXEI lpcj(A2,4X,'I')) 
0 	514 	FONMAI(' 	Ldmuu.,Clii,eC(ad,4x1,11 )) 	 ITT 848 

Pio' 849 520 	Fu,RMAT(1m ,' 	i'11.4,jX,'I',20(F6.111 P)) 
52E) 	F00MAT(1H 0 	1 ICA At. 1' ,e..J(A:?,4X,'I')) 

[N-  :';(1 525 	FGRMA1(1H 7' 	L 	I'720( 	A472X7'11)) 
C 	521 	F6.(MAI(' ShoL11 7Fo.0711,2utr6.1,',.

1.
4 )) 	 WIT 857  

528 	1;01 AT(' 0/Till',F6.0,' I',20(F6.1,'I')) 	 PPT 853 
53U 	FOmM.T(' Crt:ii i ,r5.0, 1  1. 1 ,2j(A2,4X1'1')) 	 WIT 854  
/Ou 	FUN MAT(' 	11 77X7'1'726 ( A274X7'Ili) 	 PST 855 

0 	c   UT 8Si, 
C 	. 1 ITIALISz. 	

1; C 	 q T 857  

c) 	 u0 6e0 J=17NWG 	
gi Hi 

U0 10 1=19N1 

OutINY(J)=5 
DuMY(1pJ)=0.0 	 cPT 86' 

a 	 -PT 853 DvilY(21.1)=0.0 

	

e   7 -'7.  IL5 
“i '3(74 NI.NIN., 

. FrIE .:u-'1'.-..:L'Il. 	S;H:DOL:. 	 . i,.PT 32c1 

	 ri- T 8r17 

PYT  .iti 

e 	
. 

	  

Ir

- 	c,4:,.4',a 	

i 	

'.1N wLTL(3,5..;; .iJi,T. li) 	r  

1.,,,ITE(u,51 1) t-IA'::0=1,KI) 	 1-si- T 812  

C 	 ANITai.al7C2) 14:.:-.N:_t:+17J),J=17NWO) 	 :;-1.  873 
fl,,LTt:t,i750.0 (.:,k ,,,,,J=1,W.C) 	 :=P7 R 74 
.1-,,IT:..CL,70:.) ('L:pJ=1,1,1'i;) 	 r,:sT 315 

C 	,.,„.1- 	( 3 , 7;14) 	(,,_,-c;:e.,J:-1.,...:,C..) 	 :.?7, T 877 

KFT 375 i.:-Lict.,,501) (L1 ,--_,J=1,-;1) 

6213 

C:
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C 	.. 	  
C 	 r,/I; As-LuGAT.:01 
C 

C 	u0 61U l<=1,NPRJ 
U0 6.2 J=10AC 

6C 	Utim7(1,Ji=u.0 
h..F'R=0 

i: 	 me=m01V(K) 
Du 61.1 mei=1,KP 	 . 

'=.1.  378 
. 	i.PT 673 
 	:PT 889 

F'PT 3'1 1 
mFf 3,17 
.:PT 363 
PPT 384 
PT .;.
PT 'O 

885 
386 

It(:Jemr.DtK,Kel).GT.MSPm) NSPN=SPREO(KIKP1) 	 rPT 
M 601 C0kTLAUE 

0 	CU6 (. 3 J=11TriC 	 - 	- 	 OT 213 ..,u v9j 4=1,1t,Pn 
mFT 341 
PPT 892 

iFtItN3Fm-:.-14h) :185,535,593 
585 	OUAIllyJJ=bUh7(1,J)+FOlm,Ifi.SPR-A)*MCRE4WSPR4.1-ti,J.K) 

C 	59u L.U.iTANUt 	 i..PT 393 
60J 	uuNY(2,.A=OUX((2,J1+DOHY(1,J) 	 PPT 894 

..RITE(0.520) KODUHY(1.J),J=i,NWC) 	 rf-T 8)5 
61J L6NTINUE 	 RPT 896 

1) 	C.     RPT 897 
C 	 . 	- 	AvALL JLE 6APAULTY 	 MFT 893 

	

C   PPT 899 
-,TTE(.3,5C.1) (L111C.J=1.KT) 	 RPT 900 

4) 	1:,11E(4,70i) (....ANK,K71.1.0“) 
,,,ITL(,„Au) (w_NN,,J=2„.) 	 Fpn.  Ta 
11-,ITCC4) 45J) tviCCAPII A 	 RPT 903 IJ=1,NWC) . 
hm.it.(3,/uu) 	tu-ANK.Ki1=1.KT)  PPT 904 

4) 	iimlfEl3,405) C-4CLOAU(L)IL=1,4WC) 	 RPT 905 
h.c1Tt(3,5u1) (Li0E,J=1,K1) 	

PPFTT 99 90: 
AN.LTLC.5,411A (WCPLU(I I JI,J=i0WC) 	 RPT 907 
f4,11TL(J,501) (LINE.J=1.Ki) 

4) 	hMITL(S,ZuuI 	(6LANKIKI1=1.KT) 	 RPT 939 
WmITC(31 430) (JUAY(2,J),..1=1,NVIC) 	 RPT 910 
hisiTtl3,7u0i 	(uLANK,K11=1,KT) 	 RFT 911 

	

C   PPT Q12 
8 	C 	 . 	- 	.AJOCONT:3'ACTING   RPT 913 

	

C   RFT 914 
iF(NSUO.a.ki) UU TO ilit . 	 RPT 915 
UU 614 l=1,NAC 	 rPT 916 

FFT 917 .1., 	uvdy(4,.)=0.,..; 
UU 613 1.41,J(:1=1,NSUi 	 RFT 918 
L-7-46;2nCt ,ISU61) 	 RPT 919 

013 	LAJdY(4,L)=SUt'Inli,NSUBI) 
4D 	ARTIL(3,440) (ju;1Y(4.1..),L=1,AWC) 	 5I c91P. 

0.1.1Ta(o,705) 	(JLANK,P.T1=1,0) 	 "MDT 972 
624 COiiIINUE C 	 RFT 923 

	

   NT M 4) 	C 	. 	04EmTV.IE 

	

C   ▪ .?,PT 925 
u0 615 J=1,11i4C 	 MPT 927 
OUrY(5,J)=J.0 

n1 4S; e 	.00 616 L.--:10,.F.  
1.0,,CLF(L,J).L'.4.0.0) GU TO 610 	 RPT 930 
.....,MT (5, ,.) r-L.6.1Y (9 1 J) +L. aoJi (10. 7 ,31/WULF CL, J) 	 :;FT 931 

610 	CoNT1NUc 	 1;PT.  932 
O 015 	COoiTINUE 	 :.PT 933 

.4;,. iTE.(3,46C) (7U,IY(5,J),J=1,1)W;) 	 7Pr 174 
nm,.1.-:.(3s,01) Lii1E,K1 1=1, KT) 	 LtPT 935 

C 	  mPT q36 
• G 	 . THt LaudlN rOmi.t. ;CH DULE 

	

U  
 I:PT 937 
	 qFT 938 

C 	 . 	  mPT 933 

4) 6 C 	
. 	HEAoiNGS  

	 gi "in 
JO 612 L=11,4LF 	 .:PT 94? 
6MITL(o,499) L 	 RPT 943 
.nil-(3,-Ju1)(L.LAi_,J=1,KT) 

It) 	 01,.14L(a,526) (.■0LF(NLi+1.J).J=1,Ni4C) 	 -':IP)I ' 93 Lt: 
kPT 945 rimITL(3,:.026) riLko.K.J=1INF.C,  

wkiiLl.),5U1) (LII,;L I KT1=11 KT) 	 '?FT q47 
am 	C 	 . 	  -Pr 945 

• ',:=T lA t 	
. 	CAFAulTY 

ormIli.(3,63L) 	.- EJtI,LJ,(L?1_,IiKIMi1=1,T) 	 ,.-T 93. 
C 

	''r 1 971,i 
C' 	C 	 1 	  • mPT954 

ut..MY 1 1,1)=.;.j 	 OCT 055  
,A.1Y(1,2)=j.0 	 P91 95 
u0 c.)0 J=1.A4C 	 MPT 957 

C 	1 6;Y(1,1)=...;011Y(1,1)+LA4AL(i.-,J) 	 RFT 959 
oSu 	Lu.;1(1,2)=-L-U.It(1,21+LAsol(I,L.J) 	 RFT 955 

t.NiT:I.::,527) LWIr11,1),(L:..:AL(.,L,S),J=1.N4C) 	 :.,7'T 960 
ni,IFE(3 1 /06) 	(aL.Akt:7 1,.T1=1,<T) 	 PPT 0.--,1 

4: 	Ai.T,(.,,.3e0) DuY(1,.:1 ,1 LA30T(i,L,J),J=1,11;,C) 	 mPT 952 
NmITr_ t.;,5u1) ti..L.EyJ=1,&T) 	 1-,.T 9c3 

612 	Gu,ITI%JE 	 ,,.PT 954 

N 	
RPT 965 
"?Fll.  %6 

1J CJN1JNJE 
4! 	 mLIUM 

cri0 	 PPT 9A7 
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RE PORTG 	WORK CENTRE SCHEDULE FCR PERIOD P4 

*******************************-*******. 

C 	 I WORK IM/C 1 I M /C 2 14/C3 I 
I CENTRE I 	I 	I 	I 
I . 	I 	I 	I 	I 

C 
I PRODUCT I 	I 	I 	1 
I 1 I 52.7I 35.11 35.11 

C 	 I 2 I 20.31 33.91 0.01 

I 	I 	I 	I 	I 
() 	 'FACTORY 1 	I 	. I 	I 

ICAPCTY I 	73.I 	69.1 	34.1 
I 	I 	I 	I 	I 

C 	 IWC LOAD! 1.0001 1. 0001 1.000! 

IAVAILBLI 	73.1 	69.I 	34.1 
C 

I 	I 	I 	I 	I 
IREQYP.D I 	73.1 	69.1 	35. I 
I 	I 	I 	I 	I 
IO/TI ME I 	0.01 	0.01 	1.11 

RE PORTH 	LABOUR FORCE 1 IN-HOUSE MANNING SCHEDULE 

() 

	

I 	I 	M/C 1 IM/C2 II/C3 I 

	

() 	
I 	TOT t L I 	I 	I 	I 

	

CP: TI 	11C. I 	I 	I 	I 

	

SHDL I 	110. I 	77. 01 	0. OI 	33.31 
C 	 I 	I 	I 	I 	I 

	

0/ TMI 	0. I 	0. CI 	O. CI 	0. OI 

0 

RE PCRTH 	LABOUR FORCE 2 IN-HOUSE MANNING SCHEDULE 

C 
I 	I m/C1 	IM/ C2 IMTC3 	I 

	

I TOTAL I 	I • I 	I 

CPC TI 	150. I 
SHO L I 	151. I 	0. OI 146. CI 	5.31 

0/TMI 	1. I 	0.01 	0.01 	1.31 



0 
WITIdJ 	(,t1,q774,7,1YTaT 
zroll.IN 	P,,,T,'xITgz.TT-le,7,4Ynt:',Prv0  o.NT!'n1:,,IX0T' )illtoW.J04 	?ET 
TfeTlIa 	la*It'XIT42•TT4',"16X0Ogt1r1C c'tITS'0171‘XP T' iT1It'V'"1.2 	ToT 
rECTI-P4 	(CT1',i,3,0414hTT"/"Xl,7g PT)!7vi:s.0.4 	o2T  
62011do 	(s*siX.',S'."..411^2 71wS,4Y/T ' Pillt'-!\0A 	/2T 
V3011.4.4 	to*,1:0-Z‘2"if.1111G'-.0 -13 	vN.Iy],,,,,,Ig  LiT)Irl...Nca 	c'T 

af:TIld 	(,,,,')olz,z.c.ce,ir,L 1;:rPP 1r4IY-'.'X'116 AT)1~10.'C74 	2'2T 
92011dN 	(C71 l*seXt2l0cT4,1C'IC1,'X5V HT)P"rr"^-1 	T2T 	0 
S2OTI3J 	((s-1191'. *,1)(4-Cif,-,)S2'xSog PT)twil., 	'2T 
h2011.i.4 	(02T‘m,w,gYq2'0oT'IN'PJ, OTV: rlqvtiP.; N"VcIgYP' "T)l'IW.T-1 	P11 
£(.]:111do 	(02Vitl'Xt2.'01I'vIrlu1v. 	\!Ntfr"tc;Ti wT)It.tdvn4 	/TT 
nOTIMN 	1,A,'Xa/goc7,gva4 HT),":.!v0.4 	aTT 	0 
12nT160 	Co*,'Xa!',!nnIgYa4 6'T11.-wv1J 	(-TT  
[qUTI,JH 	(1*,‘Yr",g07T"01"(C7' HTI1V%)0 	hTT 
6TUTIJH 	C it, gX:',./.citHsvn 1.1•"^l .!?ilY 	gsC; T ' IJT. )1"ICPC; -1 	£T1 

LTC
(02I'lIiX413`3TI•X2`c_.^.::f''ITlaVN.P")0aOS,‘Xie LIT) It'0-0-2 	TTT 	0 

iTCTI:16 	(321',*1 )0;2 2"CiTa X12'.GnA ElVd -:11.`1":All.'"<5.T' HT)PIWOJ 	"TT 
9151/aN 	(021'1,te‘Xt2'2'Oe'71'C'Ig HT) 17104a? 	FOT 
5ATUTIaa 	(1*I'X'2541  '.0:1 ox y4 cltm-sivf .,,,,,v0, wr)t-i.,00, 	-1,  

siTOTImN 	(OZI'l*i xt17'oTT X07,  04n,  N.I.c..xTz' HT)IVW:.'04 	/q/ 	a 
1:10113= 	((o*** 	***110X5T‘ PT)17,4-0J 	aCT 
;r1OTIda 	(1,1T l'2"CIPXTT'll'ilX0£'1,1"3N0 5L11,17440,gY9:' t-,T)It's,..04 	.0T 

OTOIld24 	
(3448"07',41(YTnT r.TOIldm 

	

/go*Im!XTT'2*TT.PsTI'XO0eHeVn 9NTN3dne'XfIg "Tilt1X-(13("OT 	10 
VICTId 	t 

	

o 	(g*I'XIT'2'TTJ'eIg4XnE'il£C cINT471des'YST‘ 1-12)10. 	20T 
UUO1lda 	toki4fe-04*PXCal MI;(1.%n; 101 
2CPT1da 
90CTITA 	ii*Ille-OCVXS/R3IVO 01 4V1114X0TgokeiX721InnTv3d vTN14'Y7r // T 	0 
5LOTIod 

 
(D*1)7t‘X4721fZV'f' 

410011dW 1 	NINOW 3HI )413 IP3w3Ivis -s(iNnd 20 mr114,')(97'.11ved7-.'1‘iT)IvwNO3 	nOT 

	

.1)(111,1! 	(,..,'x +a,  14T)1.rw,10,1 	66 
2u(1Ido  	3 	0 
LGOTIdd ' 	NCTIO?S 1V:404 3H1 	• 	0 

OGUIldc 	0 
c66 IdN 	6 
S66 idN 	0'0!.1421fM2 	C) 
L6F ida 	0? T=-' 6 n 

gT41=I 6 00 '366 Icl: 
56E Idv 	0 
476E 1d • 	3SFIVIIINT ' 	0 	G £6E. 	0 
266 1d>i 	. 021d1MgeXmin5INIPli)'YNIIrgSSn94SCOS 	1 
1b6 idd 	111101S'LJEnStNNV1FiS?a(Ca'40S'OMUISsCm'AMT"Inns 	511q?1NT 
66E idyl 	OS'11.?'971Eg9t"S'(ST1o3oro'(P1laT)Nv, 	1A0gAI9c •310:4tNi 	0 
64;6 /cre. 	VW' sH01" 	dPCS'(9T)'..4H.S'idV10"eVOAVIINT'N'15I7 	1V1' 
566 ldd  OtP417100V'•1'nVI Telv 
L66 luN(2.1,11V01.!'m 

	
5 

996 1A?' 	' d/Pg(6T4(..I)G31-3MilOT'9TInm'Ccit9T7cV0.70(ST1213''.:”" 	4/ 	0 
SEI la? 	'(6)70P '10T)TNCnIS.1(2'elL;11.1""S'WCT)POIPS 	£ 
tP6 lad 	4(ST'aT)4Fr1S1(h'91)(17:ae.34(S)InW(ST1^Mfr:1(7‘3TV'V'S 	z 
£66 1dd 6(ST)ERS"(S1)9111FS"(ST)0:. 	-- 

	

rS'(9T)arlE'fP1'c'T19AS'CS'STINS 	T 
266 1d'E 	'l5)6":24(5)etinWI't(a)NNN'fa'91)! 	NOWW00 	6 1P6 ld'AI 	(c1TirT)CeifF)7.9Vt'n'C5T)1A0 	6 
O56 Ilt 	Grit,m1110£1CFNgirgONN'1110"00:?40(9T‘PI1T)CTdOW1IPT'51/01.: 	9 
6L6 1a? 	i(9T)HI(.OV'IW49T110f::71 'coT'OaTrIt'btl'fr'9T)C]v41 	1 
9L6 Ida 	'(2497)t17011'(E19T)0-'1E'9T)01'N'aI)41'("'"_'7)15T1 	q 	0 
LL6 1cN 	'(01)1147NPIST)AIry 1tIT'(9T'SlccOv9'10T'T1 I`'7^3 	G 
916 1M?' 	'CLI'ITli-SOXii(ST)110X3'(aTlIf:CX7*(0T'ST1Ja0 	41 
5c6 ieN 	'W9T]w‘oTtif,tilze'coz)At.inc'InT'qT)?isvp.'0T1010 	£ 
t/6 Id 	4(9I)HSVOCO(E'YT):1-31)0P(i'fF2 9T),wric'c2 nTle7sT0 	2 	a. £26 ie,.. 	'(9T)=--('ISO 	iI11.10dT4aCifIT)1%'0'('IT)H!.0 	I 

2I6 Ida 	'(91-).1(a1)06'(aT)ivmA-T491-1-7'vwflv Nrwwen 
1L6 1dm  
0L6 Ida ' 	SOV 	.71 

	

14 a F:^13 F:^13'.H1 .-tf11^ I IwPd-Jv 	
3 
? 	a 

69b /aN 	0 
9'16 1,_'' 	I1Vd3)' 111II"INCrIS 

f 	liodau 	•A 

- ISE - V - 



1:5.3 
13/ 

200 

41U 
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Fu.LAI(In 	 I") 
Fu.,111(11 ,“14('-')!'", ;?X,2,f('-')/ 	

R711934 
r3 KFT1035 

rU:NAitln 
,14X,'LJEJ1+.;ASm-OD/1 1 ,30X,'L',I1516A,'1", 	r- %-T10 37 

1LA,'1') 	 f.. i1U38 
m;T1039 l'Omh^T(1,11,6 -.L,JursIJI,40A,NPLOti 1..JMA?I'////) 
PPT1049 
r.PT1041 

FL-:mmilLA 

hGm!1ATiln 	 R7T1)42 
tG71N: 	 nT13 411r. , 1 1mATH', 	 V 04  

'' 	JAK u.OAYI I 	SALLS I EX.10CEL 	7P- 1'1544 
106Eu i Pioc KLPT i br4( GrIKG I 0/T1NE 	I SJONT I -ZAW tIAT • CL. 
ELLSr. ") 

i- C,i1.4(11 	 ,' •',F9.00 "13(;9•C1,8 i'), 	 i-ciT1047 
7PT1P48 16011 ,F.1.0,1X),'"IF9.0,1 4') 
9nT1049 f-ucsi!AT(111 ,gi 	*1 ,3X,' ".3(9X,' I'), 

41 ) 	 "T1050 
RPT1051 

UU 1u I=1,NM 	 kRT1052 
	  PcTiG53 
. ht/lJ1NG 
	  

▪ 

'4111n 
hNITc1J,1UC1 MOdThil/ 	 P7T105b  
LIUONX(2)=0 	 °PT1057 
1:mITEl3,1011 	 RPT1C58 

• arii 
▪ L,PEA.L.NU PCIITLON 

/F(I.U1.1) vU TO 1/ 	 PFT1057  
PFT1063 

• - FO- ThE FIST 	
 Ulign 

,,,,i1(3,1c2) 0,1, 	 P.P1.10‘55 
UO -11(1,1)=CSHI RPT106/ 
nmITLiS,10.3T CSHI  
'or,,TE.(31104) c,rr gf132; 

mtri? ul.Wt(5/=-10iitni-OATI1 
GU TO 13 	 °P1.1072 

	  °P-T1073 
. - FOri A (+O,CMAL P=RIUD 	

• 	 WilcIA 
CoNTINUE 	 RPT1076 
uP)-psiNG DE:IT 	 RF11077 
NtsITL(42102/ 03T(I-11 	 PFT1078 
utN1Yt111)=1,SH(i-1) 	 PPT1079 
wNITE1S,1C4) CS111.1-11 	 RPT1010 
“rait13,104/ Cm1(1-1) 	 ri°1-1081 
HRITE(3,161) 	 RFT1OR2 

gTIONCONT/NUL 
Wm 	 ;;PT1J85 
	  141.1035 

ITEt3,100  

• uANK LOANS   

• 

R;T1037  
	  PFT1088 

DullY(T,2)=6.0 	 RPT1"119 
1.7(1,4T.c-..4) GJ TO 49 	 kg°1.1090 
OUmo'f(1)=:;A:iKL(i) 	 RPT1091 
IA D.A (i,D=L.A.AKL(1) 	 T!PT1092 

GUMrY(::/=oUti,,V(3110UNVY(1) 	 KPTI193 
hNIIE(:,3107) 

SALES 

▪ 	

O 	 SF T1o!5 

	

. 	ALES P.EVLNUE 
	

• C,PT/095 
 PFT1097 

Wm1Tc13,j91 	 R01108 
hNITE(3,12/) 
DUmil(4)=j 	 F.PT1100 
UU 40 K=10GUT 	 °P1.1101 
OUNhY(1)=0 	 RFT1102 
Uu 41 J=1,i1Fm0i) 

3111N KNJ=nNyUi(j) 
DC 4d KNO1=1,KNU 	 i%PT1105 
IF(Su....;;AJIKliuol).E.T.K) GO TO 43 	 mPT11C5 
CukTiNUc 	 rtPT1107 

PPT1108 
IrlIJK.LL.0) GO TO 44 	 '-.F.T1109 
wijOhl(1)=SALE(J,101)*LIST(J,KNul)*110.C-)1z.CP(J,K301)//100 	EPT1110 

	

1 1-■:;Ld.'11 / '( ) 	 :-.P11111 
CuNT,%Ut 	 °PT1112 
CQNT1NUE 	 rJ-71113 

n L'UT-'.4t4)=.(4)+,-,J.1Y(1) 	 PT1114 
Z;u:ItlY(11+osi,01)= olVIY(lu+NA01)i0JHmT(1) 	

TT111Z S,JUTIK)tuJO.-.1(11,OU1NY(10+nail) 
uU.11(1.,..))=UU:4MY(4) 	 16-T1117 
uUrItit 	 131 4.,U.r.',1 14/ 	 iRFT1118 
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01.11r=(3,12:,) mPillig 
I' wmii—(,),12i) uu1...f(4),OummY(IJ,   -3r:,rileo 

. g-Trn C 	 . EANA-MOut'L CASHFLOW 
	  RP111 

C 	C 	W-cLTc(411.1) 	 %L'11124
23  

KcK;=EASK(111) C  l?F-1.11/5 
IIK...Tt(3,11.6) 	 F'PT1125 
uU 46 11.=1,KEYC 	 K,=1.1127 

C 	J..P(EX,:a!iliK+1,1).GT.5.0) GO TO 45 	 KFT1129 
.7. Du0:11(i)=-L-.XLS1U.O.111+1) 	 DT1129  

UU.1E1(4)=GUAI:Y(c)+DO:ilf(i) 	 :-.P1.1130 
OWIY(1,4)=61,..:Yti,4)-JuiVIY(1) 	 =PT 1131 

C 	nKIT:(4,114) ExG.411(1,1K1-1),04MMY(1) 
4b 	LT1NUE 	

RFT1132 
U;4 :P1.1133 

 6KiTEJ3.1151 RPT1134  
C 	.10 47 1K=1,KLXC 	 ll 

IFOLA(.3Ht1m+1,11.LT.1.0) GO TO 45 
UTTITIP Di,,,,(1)=4Acir,(40-1,i ,i) 

OOKKY(2)=LAJMr.((2)fOU'llf(1)• 	 RPT1135 
60eiTtl.,41 -m66oi(1,51+JU61V(1) 	 RFT1139 in 	hm1TE(41114) EKG4m(1110.1),OJMAY(1) 

45 	GGNTINUE 	
RFT1140 
RFT1141 
0PT1142 J.Tc(3,12'.1) 

OGANT(1u)=DUMXY(10) +OG,1t(Y(2) 	 PF- T1143 
4D 	4i.J.TE(3,121) Ou9MY(2),0UMMY(10) 	 RPT1144 

	

hKA7m(309)  

 :7

▪ 

711: 
KPT1145 C  

C 
 C 	 . diAle< KEeAlnENTS 

RPT1148 
JUMY(L,6)=0.0 	 KPT1149 
OU67(i17)=0.0 

Uftlfl ..F(.1.i.T.EG.0) GO TO 29 
41 	u011OY(1)=BA..KK(I) 	 RPT1152 

i)WIYIT16,='4ANK,((1) 	 KPT1153 
hKITL(3,11i) DUMMY(1) 	 RPT1154 
IIKITL(3,j9/ 	 %PT1155 

e C 	  RPT1156 
G 	 3ANK CHARGES 
	  uTitC 	 g 

OU1".Y(1)=0 	 KPT1159  
T1150 4) 	.11.=L-ALFG5 	 rIt-  

' IF(11.,-E.0) GO TO 30 	 KPT1101 
DohNY(1)=BANKClii) 	 PPT1152 
OUNI(1,71=6AJKO(il1 	 %PT:163 

4) 	30 	CONiiNGE 
wKiTt(31118) OUM1Y(1) 	

RPT11.64 
;:PT1155 

	

C   RFT1166 
C 	. OVEKTIAt WAGES 

	- nfiVes 4) 	G 
29 	WRITE(3999) 	 RPT1159 

OGMY(.4.111)=OVT(I) KPT1170 
Util1mk(d)=)thloY(8)+OVT11)  PPT1171 

40 	rim.LTL(3,L1U) 0vT(1)04114Y(8) 	 °PT1172 
WPIT(3,.49) 	 EPT1173 

	

C   -4:q1174 
C 	SUGCJ,.1AO11G PAYer:.14TS 	 • RPT1175 

0 C 

iE1111 

oUlMY(4)=0 
1.1-(Nz,Uj.E.I.U) GO TO 19 
JO SS NJ,..1.1,TJJJ 
IJK=43CLA0(14SU31; 
It(IJK.G1+,3) GU TO 44 	 2PT1181 
uUd4!Y(1)=6 	 UT11e2 
uld TO 35 

34 	CONTLNOL 

glIM 
UO:11.:(1)=SIPIW(IJK INSUbl)*SU3PCISL41) 

35 	LUNTJ.NOE 
43 	LAJMOY(v)=Uo1MY(4)*UUMOY(1) 	 1PT1187 

GUMM(9)=JOAAY(J)+JuMMY(4) 	 RPT1188 
KKlit.(4,111) uoolit4),ou1ly„, 

'grItiu 
	  PPT1191 69 	

Ludy(,),fliy(4) 

	 ' "411tH 

C 	L. 	• PAYMtIva F. ,I.Ari MAINIAL FU-tChASES 
C 

ARLTE(3,1U4) 
JO 21 .111=1,N,,:M 	 Pf 71105 
L' 	 .:P711.95 O it f=u • j 
i...irs= --..mt_Au I ;iF ;1)    ''11197 
1 (1:K.;T.CI )11=:A”M(1Jr;,;1:,11)*KMEt(itd:11) 	 :T1193 
idiJ :I ( i f  lq)=......LY4T. ,IC) + -),,y 	 r,?11139 

O ,k.rin ( 4... -cti 1 ) =Juli:;r (5f. ■4 ;;11) 4. ulY tlel 	AisiTaC4,1U9, ii,1,1,J-4Y19,:WY(51NK11) 	 WiEi 
C 

 
	  i-JTIeJ2 

G 	r.A1-',.-AuGc:L G-,.iLUI1   R.YT1e03 
0 
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C   'F11294 
C 	iirs.1.1LC3 1 19/ 	 PvT120F. 

mmITL(..),125) LXCiall) 	 ;.F:1120 
C   C:1.1207 
C 	• EAT:iA-MOuCt. LILLIT   ...),PT1203 

	

4: 	C 	...     rieT1.209 
WR1T1-..(3 1 7) 	 r,;-1.1210 
O:c11E1.:1 122A LADJT(I) 	 rFT1211 

C 	 kRI1212 

	

0 	N.L1'(3,106) 	 NFT1213 
6miTL(3,11111 	 =6:1.1214 

C   7PT1215 
C 	 . 	cL.t...)1,,,,, r'0.)L1 l (, 

	• 	1":".Itila 
 

L. 
Wik...1E(3,131) UJI(L) 	 mPT1218 
✓ ITL(S,132) CSh(I) L'PT1219 

	

A"' I c. (.., 1 1Z:” :: -,1" ( I) 	 '"+J.2•_71
C 	C 	 Kri12L1 

HmITE(37/O1) 	 KPT1222 
10 	CcNT/NUt 	 .F.1.1223 
C 	 r'P  T1224 

C 	c 	. 	R.EruRT J GIVE:., A 3UNE4.11.2Y jr ThE CASHFLOWS 	. ,tPT1225 
C .   RPT1226 

WKIft(3,200) 	 PPT1227 
WKITLCS,L05, 	 RPT1228 

	

0 	hrOJE ( Z 1210) 	 PFT1229 
WkiTZ(3.220) 	 RPT1230 
V.mIT':.(3,21.0) 	 KPT1231 

	

11) 	
DU 3j0 1=10i RPT1232 
AR1TL(3,231) 	

—.  
KPT1233 

DU.IY(1,11)=GUWI(I 1 1)+0U1,(112)+DUn(I.3),UUMY(I,41 	RPT1234 
1-JU1iY(10)-LJUhY(I.D)-uUMY(1.7)-0Olit(12(1)-UJMY(i,9)-jJMV(Ip10/ 	F1PT1235 
.0,ITE(..),a30) MOUTH(/),(OUtq(i,J),J=1,11/ 	 RPT1235 

	

0 	viR1TL(41t10) 	 KPT1e37 
500 	CU.II1NUL 	 RPT1238 
C 	 ':PT1239 

C 	
REPOI L ij GALLao fU GIVE A F-13TLIK.LAL SUMilARY 	 . RPT1240 

	

011 	C   RPT1241 
CALL riEPkTL 	 PR:1242 
RLIUmN 	 PPT1243 
Rtili 	 L7T117..hh 

REPORT! 
	

FLOP, CF FUNDS ST AT EMENT FCR THE MONTH P6 
*4 A* # 	.***1:t..,x,..: 	 icv:****** Sc= -7314  

THIS PE IOD 

	

OPENING DEBT 
	

171.11 

	

OPEN IN C CASH 
	

927.56 

	

OPENING CREDIT 
	

0.0 

*** 	1:4 ***** 	****** 	11-:-!•.**** 	****** 	***4** 	 4**** 

SALE RECEIPTS 
PK 	 539 

TOT AL 
	

539 
EXTRA MODEL CA SHFLCW 

IN 
OUT 

XPN 	 10C 

	

TOT AL 
	

100 

	

OVERTIME PAID FCR 
	

0. CO 

RAW MATERIALS PA ID FOR 
1 	 0.0 
2 	 0.0 

	

EXTRA MODEL CREDIT 	 0.0 

	

EXTRA MODEL DE ET 	 C. C 
*** 	**);.-*** 	****** 	*****X 	***.*** 	****** 	4***** 

	

CLOS INC DE ET 	 I 	671.11 

	

CLOSING CASH 	 I 	1365.56 
I 

	

CLCS I NG CREDIT 
	

C. C 



R EPORTJ 

RECEIPTS 
	************ 	  

II 
II 

CA SHP L DI SUMMARY 

PAYMENTS 
I 

************ 
I MNTH* OPN.CASH * BN( LOAN I SALES I E X.MODEL II EX. MCOEL I BNK REP Y I BNK C I- PG I 0/TI ME I SUBUNIT I R A h MAT * Cl. 	CASH * 
	************ 	 	 ****** ***** 4 
I 	* 	 * I I II I I I I I * 	 * 
I P1 	* 	100. .* 0. I 399. I C. II  I 100. I 0. I 0. I 1. I 0.  . I -3. * 	4C1. 	* 

************ 
I 	* 	 * I I II I I I I I * 
I 	P2 * 	498. 	* 0. I 6. 1 0. II 10C. I 0. I 0. I 1. I 0. 1 C. * 	4C3. 	* 	************ 	 ************ 
1 	* 	* 1 1 II I I I I I * 	* 
I 	P3 * 	402. 	* 0. I ' 	49. 1 0. II 10C. I ' 	0. I 0. I 1. I 0. 1 351. * 	-0. 	4 	************ 	 ********h *** 
I 	* 	 * I I I I I I I I I * 	 * 
I 	P4• * 	0. 	* 0. I 845. I 0. II 100. I 0. I C. I 1. I 0. I 119. * 	625. 	* 
	************ 	 	************ 
I 	* 	 * I I . I I I I I I I * 	. 	4  
I 	P5 * 	625. 	* 0. I 1058. I 0. II 100. I 0. I C. I 2. I  C. I 655. * 	926. 	* 
	************ 	 *** ****** *** 
I 	* 	 * I I II I I I I I * 	 * 
I 	P6 * 	928. 	* 0. I 539. I 0. II 100. I 0. 1 C. I 1. 1 C. I 0. • 1366. 	* 

************ 	 *****r****** 
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a 
vi. 	Report L 

SUdmOUTINE kEPKTL 	 RPT1245 

1HIS REPORT PRINTS OUT THE CASH POFIE 	
kPT1245 

t 	
• 

C 	
."=PT1247 

COMMON A:.PHA,ALrLG,DAIKL(16),,EANKC(15J,sANKR(16), 	
2°71243 
kPT1249 

O.I.SCPt1U,2),OJNY(IL120),GWO116,18),3LF(16,3),3CAS4(15), 	Ufffll 2 	
CSm(15),ua(15),CSNI,URTI, 	OSTORE(16), 1 

3 	ULu(1o,S)IDSm(16,1(,),JUNNY(au),JJTI,JT(16),DP,4(16,J), 	KPT1252 
4 	u.ii7.(16,1u),EA)EiT(1G),cACKI(10),EXCS4(11,17), KPT1253 
5 	FGAST11,1,1),GSS(5,1s),INT,KO1V(1a),KNJUT(18),  RPT1254 
6 	L.4.ST(10,2/ILFtio,$),L0(16,3),LOCAP(13,3),LFGAP(15,3), 	RPT1255 

4) 	8 	MO(losld),M6,..E1(111),1G) NPROJINOUT,NHC,NLF,NSUP.INR0,14, 	
RPT12C5 7 	Lica)(1b,S),LA:JA,iliplieib), LAUGT(15,3118),MOUH(16), 
RPT1257 

9 	0.It1b),GelAUE(3)IrD(IJ,1 )  
U1101 Gomm:A, ,,,,(16,5),,miu(5),,m_Ai.,(5),kn(5), 

1 	S-'4 (16,t)),:,FG(lu.16),SljN:_ ( lo),:)u.,P(15),S3LAG(15),SU3(16), RPT1260 
4) 	., 	SLAI.,(10,),U.3.4C(15),.,GUI(5)!SFrtEU(10,4),SUdW(16,157, 	PPT12b1 

3 	SU5CO(lu,21,SALEtibl1),C),SToOKI(10), VOL(q), 	 RPT126? 

40 	KEAL L,AL,LA,..vtLFRE0 	
rr,:fpliRZ 

4 	iiG6I't2,18),I,CuAP(16,181,Hu(16,18),WG:<ED(16,18),WIP , 
5 	NCLUA0(18) 

riEAL 	..i3I,cowmcIA,I1.4iT,LFCAP,I.00AP,CSHFL(16),SUOP 	,143 00 	
RPT1255 
P.PT12b5 

INTEGER SKIP,UVT 	,r1R(16,1i),S30ES(15),ST-AG,SLAG,t4LAG 	 RRT1257  
/NTEGEA 	LiOUT,JUI-1.001.I,SUsWC,sPi:Eu,jES,3LANK,SUIAO,SLOUTI 	Pi'T1260 

C 	1 	SuSSOANJSSI64Nt.rt,6ANK,),FYPor1P,iG 	 istPT1269 
KEAL INAX,I:M/N 	 KPT1270 
INIEGLft oLN.C1,31...K4OI0(26),CHArGE(2j) 	 KPT1271 
..1)-0- A MOl1OPCASW/,oLNK4/' 	8 /,uPN/ 1 0i="66LN41/"61YE.PI'/ 	PPT1272 

40 	C 
C 	 • INITIALIS:.

• 

 RFT1273 

KTIM C 
II=W1+1 

W i 4) 	AMAX=U.0 	 31.1  
U0 5 1=1,11 	 PPT1278 
OH4NsE(I)=0 	 KP11279 
uUM-n(1)=bLNK4 

3I12g4 	
C 
	HiC(.1=0LNK1 	

-?P1128
i
2 

C 	 . CASHFLUA 	 . RPT1233 
C 	'PT1184 

4) 	UuMY(1,1)=OSH1/1000 	 RPT1285 
u0 lo J.=1,NN 	 ki-T1285 

10 	bU4Y(1,1+1)=CSH(1)/1000 	 , P11437 
AK1TEISI'i91 	 E'PT1288 

	

C   kwil:-9 
0 	C 	. D..- TE:"..i.;.E in= ..,;;ALE   :.0T1290 

	

C   °,T12-31 
OQ LJ 1=1,1I 	 ,FT1 2,1? 
IF()oi(1,11.1..t..ioAX) GO TO 2U 	 7PT1213 

irl 	AMAX=Iie:Y(1,0 	 r;r:Tlai4 
r.  20 	LuAl,,IJE 	 11295 
: OAA=Xm4Xr0.5 	
P
.Prle96 

41-E=1 ',DcT1297 .: 
el 	IF(1.4..--L.GL;.X) GO TU SI 	 :H"T1'e98 

u0 ...)2 ISL'.:LE=5,1)3,2 	 :T.PT1239 

.2 	1...uNII;.J:. 	
PPT1313 
..PTI.301 

Li- (..:,CA:-.vE.N..A) 60 I) J1 

L, Si; i.:,jALE=L50,2E:00,251. 	 F.:C.7 4 32 7  
1F(1....5.6E.4).) GO 70 S1 	 :=T1313  

a0 
 

CO;IT.NUE 	
UTtg 

G
l 	G..41INUE 	 t I 	4 

	 ctT1315 
C 	 P.07 Ttla 	 RAPh Ll.iE -1 LI:TE 	

•:717 C 	 1;18 
Cu 5O 1C=101 	 711309 e 	ISAAA= ( 52-..Cfc,.SuALE/50 	 For1710 
/.11:=(51-IJ)'ISCALE/50 	 R0 7.1311 
.0 51 1=1,1J. 	

-Air=i1115 lrltuUel't(1,I).GE.,SNAX).0m.(OUrtY(1,11:LT.1SMEN)) GO TO 51 
e 	uU=:(I)=r7JTIf, 	 1PT1314 

1F(.L.(1).EU.IYE) CmA,,k;E(I)=1 	 KPT1315 
i131E MiD(I)=.1:fT 	 ;-,--  

irli.i....1) Gt.; TU 51 
,,,:ftil'a 4) 	IFlvlO(i-1).L4.0L) L.HANGE(I-1)=1 

0(1-1)=-1YE 
, 
'Ti
, .i13 51 	CL:JJ.NJE 

1r((I.a.-11-5.4'((1C-1)/5)).E0.J.0) G3 Tu 55 	 F-:PT1321 
4) 	 “7,./1(.5, 	

RFT1323
15u) (JUANY(I),NIO(I),A.=1,11) 	 NPTI322 

uO lu 50 
:,5 	isC-=(1S'.:ALt4'(51-I6)) 4. 20 	 1;°11324 

k-T1325 v.r.:J.Ic (,), 1 t,l) 1:-.,.;i_ , R.I./Mtn (1) , m10(1) '1=1, i.L) 
60 	DU 61 1=1,1I 	 !WT1325 

..F(CIIA.4t,i7(1).N.:.1) GO TO 51 	 °f-T1327 
1,1i(1LNKI 	 PPT13?3 

ki1329 LhANA,c(1)=0 
0 	51 	uu,4T/NUL 	 5PT1330 

5U 	CONTII.UE 	 k4=q1331 

	

C   mPT1332 
C 	. A 	THE ILA.: St,ALE 	 • FPT1333 

	

G   r<-11334 
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RFJORT - L 	 CASH PROFILE 
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APPENDIX B 

THE LONG-TERMHCORPORATE MODEL  

The model described in Appendix A assumes that the company will 

continue to operate within the framework laid down by capacity 

constraints, product mix, and current purchasing patterns. In the 

longer term all these factors may themselves be changed by 

management. In this Appendix we introduce modifications to the 

previous model to incorporate these activities. 

1.1 Data Definition 

budget(I) 	Limitation on amount of capital expenditure in 

period I. 

cost (K,I) 	The capital outlay required to service project K 

in period I after initiation of the project. 

excapm(K,I,M) The amount of additional capacity of work centre M 

that results from project K, I periods after project 

initiation. This allows a finite lifespan to be 

accomodated. Positive entries refer to additions 

in capacity; negative entries for reductions in 

capacity. 

excapf(K,I,L) Additional capacity for labour group L resulting 

from project K, I periods after project initiation. 

nproj 	No. of different projects considered 
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1.2 Variable Definition 

COST(I) 	The capital spent on all projects in period I 

of the planning period. 

EXCAPM(I,M) 	The total addition to normal-time capacity of 

workcentre M in period I of the planning period. 

EXCAPF(I,L) 	The total addition to normal time capacity of labour 

group L in period I. 

PROJ(K,I) 	Project K initiated in period I of the planning 

period. The life span of the project is defined 

from the point of initiation in order to take 

account of possible ordering and planning delays 

before the first physical or financial activity is 

effected. This variable is integral. 

2. The Model Equations  

Three different additions to the basic corporate model may be adopted 

to model extension of the product range; extension of existing 

facilities and an extension of 'vertical integration' (namely 

in-house manufacture of some raw materials currently bought-in). 

Each of these facets may be considered in isolation - encorporation 

in the model may allow the relevant decisions to be made in 

the framework of all the other activities that are simultaneously 

selected. 

2.1 Extension of the Product Range  

This is done simply by extending nprod and the SALES (I,K,J) 

vector to take account of the potential new products that may be 

manufactured by the company. (This will have to be accompanied 

by the appropriate 'mcreq' and 'rmreq' data). 
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(1) 
	

Work-Centre Capacity (cf Eqn. 211) 

Let the left hand side of Eqn. A.1 (the production 

requirement to be worked in normal time) be represented 

by MCAP(I,M). Then Equation A.1. would read 

MCAP(I,M) 2  capwc(I,M) 

The revised equation is 

MCAP(I,M) - EXCAPM(I,M) 2 capwc(I,M) 	(B.1) 

(ii) Labour Force Allocation  

It is conceivable that management may wish to increase 

(or decrease) the labour force. This decrease shall be taken 

in recognition of the fact that the current labour force 

availability (caplf(I,L)) is not constant - due to 

retirements and staff turnover - and against a requirement 

for manpower to accomplish a production programme in 

order to satisfy the sales demand. 

Let the left-hand side of Equation A.4 (the labour force 

capacity constraint) be LCAP(I,L). The equation reads 

LCAP(I,L) 2 caplf(I,L) 

The revised equation is 

LCAP(I,L) - EXCAPF(I,L) 2 capf(I,L) 	(B.2) 
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Note that the overtime capacity may be linked to 

the normal time labour capacity. If the overtime 

is some fraction of such normal time capacity (i.e. is 

linked to the number of men working) then the Labour 

Overtime Capacity equation (A.5) would also require 

reformulation. 

(iii) Capacity Expansion (cf: Eqn. 2.12) 

An increase to capacity of (for example) work-centre 

M in period I can come about through the possible 

adoption of a number of projects in previous periods. 

This equation sums the cumulative effect of undertaking 

these projects. 

nproj I-1 	1_71 
EXCAPM (I,M) = 	E 	E PROJ(K,L).excapm(K,LM) 

K=1 1=0 
(B. 3.) 

To take account of the increase in labour capacity substitute 

EXCAPL(I,L) and excapf(K,I,L) appropriately in the above 

equation. 

(iv) 	Cost (cf. Eqn. 2.13) 

Projects undertaken in any period may require financial 

servicing in suceeding periods 

nproj I-1 
COST(I) = 	E 	E PROJ(K,I-I).cost(K,I) 

K=1 '1=0 

COST(I) is now included as an outflow of cash in the Cash 

Position Equation (Eqn. 1.17, A.8) 

(3.4) 
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(v) 	Budget Constraint  

Many companies operate in an environment of.capital budgeting. 

This may be a total constraint on spending in any period. 

i.e. COST (I)< budget (I) 	 (B.5) 

or it may be a constraint imposed by the company on 

spending on new projects 

nproj 
i.e. 	E 	PROJ(K,I).cost(K,1)2 budget(I) 

	
(B.6) 

K=1 

2.3 Vertical Integration 

(i) 	Substitute Production (cf. Eqn. 2.14) 

In order to consider the possibility of making in-house 

components presently bought-in, these components must 

be considered as separate, identifiable, raw materials. 

Extend the vector of products to include 'pseudo' products 

corresponding to these raw materials. The only 

difference between these 'psuedo' products and the 

others is that no sales outlets will exist for them: 

in all other respects similar data definition (e.g. mcreq 

and rmreq) will be required. There is no need to 

restrict the work-centre requirement to those work-centres 

available: if the manufacture of a certain 'pseudo' product 

requires work done on a work-centre not currently owned, 

then the programme will have to consider, simultaneously, 

the asquisition of such work-centre capacityt) 
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The new in-house production is now considered as an 

extra source of the particular raw material. Let 

Equation A.12 be expressed as 

STOCKR(I,R) = STOCKR(I-1,R) +RMB(I,R) - RUSE (I,R) 

where RUSE (I,R) is the amount of raw material R used in 

production in period I. 

The revised quotation is 

STOCKR(I,R) = STOCKR(I-1,R) +RMB(I,R) +PROD(R,I)-RUSE(I,R) 	(B.7) 

where PROD(R,I) is the amount production of 'pseudo' product 

corresponding to material R completed in peirod I. 

(ii) Cost 

Clearly the cost (Eqn. B.4) and budgeting (Eqn.B.5 or B.6) 

constraints still apply. 

(iii) Irrevocability (cf. Eqn. 2.15) 

In the event that a supplier will not accept intermittent 

ordering or management impose the constraint that the 

decision to extend the amount of in-house production be 

made once and for all (to take account of the once off (labour) 

cost of getting such a project under way) the irrevocability 

constraint may be modelled as follows: 



- B - 264 - 
nproj I 

RMB(I,R) + M E E PROJ (KR, I) M VR 
K=1 I=1 

(B . 8) 

Where M is a large multiplier, and PROJ (KR, I) is 

a project to produce raw material R in-house undertaken 

in period I. 

3. The Model in Use  

This model formulation has been transfered to a computer model 

by WILSON (147) who experienced a number of difficulties in getting 

the model to run. One of the problems he encountered was simply 

that large mixed integer programmes (the number of projects 

is clearly an integral variable!) are difficult to solve. 

Clearly more work needs to be done on the model formulation 

to resolve a number of remaining problems. These centre 

on firstly how to deal with projects that extend beyond the 

planning horizon - will the introduction of unequal time 

periods be sufficient to cater for the problem or will some post 

horizon terminal value ascribed to each project have 

to be included in the objective function - and secondly on the 

definition of a long term profit maximisation objective function. 

The definition of profit in the short term model was the difference 

in the sum of cash plus debtors less creditors positions at the horizon 

from the position at the beginning of the planning period. This 

will not do for the long term case since the physical environment 

is not held constant! Following our definition of profit in 

Chapter 3.l.ii we will define a profit maximisation objective 

as the change in the value of the "Shareholders Account" 

over the planning period. But this in turn requires that we ascribe 

prices to the assets and liabilities in the balance sheets, which 
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to be consistent with the methodology, should be linked to 

the dual variables associated with the respective constraints. 

However, in Chapter 6.3.3.ii, we show that the dual variables 

themselves form an arbitrary pricing mechanism. This dilema 

will require resolution before the model can become a useful tool 

for long—term strategic planning. 
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MATHEMATICAL FOUNDATIONS  

This Appendix may be split into 2 sections. The first is concerned 

with definitions of terms and the second with establishing some 

basic theorems in Linear Algebra and the geometry of cones. 

1. 	Definitions  

1.1 Vector Space. (108) 

Let K be some given field of scalars, and V be a non-empty set 

such that for any u,v elements of V the sum u + v is also an 

element of V, and for any u e V, X e K the product Xu E V. 

V is termed the vector space over K. The following axioms hold: 

i. u +v=v+ u 

(u + v) + w = u + (v + w) 

iii. u + 0 = u 

iv. a(u + v) = au + av 

v. (ap)u = a(pu) 

vi. (a +(3)u = au + Pu 

vii. 1.0 = u 

1.2 Subspace of a Vector Space. (123) 

A subset W of a vector space V is a subspace of V if W is itself 

a vector space with the binary operations defined in V. i.e. 

if x,ze Wthenx+zeW 

X E W 	then ax E W and 0 e W 
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1.3 Coset (123) 

If W is a subspace of V and X is a vector in V then the sum 

W + 	termed a coset of W. 

A coset is not a subspace of V unless x is an element of W. 

1.4 Dependancy (115) 

The vector z is linearly dependant on a subset X of V if there are 

points x1, 21.1, 	x
r 
 of X and (real) scalars X1,...., X such 

that 

	 + X x 
r—r 

Y is affinely dependant on X if in addition 

X1 + 	 + X
r 
= 1 

z is convexly dependant if 

X. 	0 	V i also holds. 

1.5 Convex Sets. 	( 60) 

A set M is termed convex if M contains every segment joining a 

pair of points from M. 

if x,Y e M then Xx + (1- X)z.  ; 0< X< 1 	E M 

1.6 Cone (60) 

A set C is termed a cone if 0 is in C and for all x E C 

X E C for all non-negative scalars 
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A subset of V, closed under the operations of taking non-negative 

linear combinations is called a convex cone. 

For x 	,x EC 
1' 	—r 

2C-  = AlE1 	X12-CT 	Xi'  ° 	i  

If x e C then C is a convex cone. 

1.8 Convex Hull. (77) 

The 'smallest' convex set which contains A is called the convex 

hull of A. 

A more precise definition in (115)is that the convex hull of a set A 

is the set of all convex combinations of (finite) subsets of A. 

1.9 Convex Polytope (115) 

The convex hull of a finite set of points is termed a convex 

polytope. 

1.10 Basis (123) 

A basis B of a vector space V is a linearly spanning set for V. 

V x in V 	x = E X.e. 
e.E BL 
1 

1.11 Dimension (123) 

A vector space is said to be 'finite-dimensional' if it has 

a finite spanning set. 
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2. 	Basic Results  

2.1 Convex Sets.  

THEOREM C.1. If L is a family of convex sets in a real vector 

space En  then the intersection of the sets is also convex. 

Proof: Suppose xi,x2  E ^(L) _so that xi,x2  E C for all 

C e L. Since C is a convex set Xxi  + (1-X)x2  E C (for 

OM 1) for all C in L. Therefore Xxl  + (1-X)x2  E ^ (L). 

Interior and Boundary Points. (77) 

An e neighbourhood about a point a is defined as the set of points 

inside a hypersphere with centre at a and radius (>0. 

N = (x / L-a 12 E 	E >0 ) 

A point a is an interior point of a set A if there exists an e 

neighbourhood about the point which contains only points of 

the set A. 

A point a is a boundary points of a set A if every e neighbourhood 

about that point (regardless of how small E >0 maybe) contains 

points which are in the set and points which are not in the set. 

A set is closed if it contains all its boundary points; open 

if it contains only interior points. 

Support Properties. (115) 

A hyperplane divides a real vector space En  into two half-spaces: 

Let the hyperplane be 	H = (x E E
n
/ a.x = a ) 
	

(a00) 
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The set of points lying on, or to one side of, the hyperplane 

is called a closed half-space. 

H' = ( x e E
n
/ a.x 	n) 

If the inequalities are replaced by strict inequalities, (i.e. 

removing the boundary points from the set), the set is termed 

an open half-space. 

The vectors a and -a are the normals to the hyperplane, pointing 

in either direction. Conventionally, witha positive and the 

half-space defined as 

a.x a the a is the inward normal  

i.e. it points into the defined half-space. 

Consider a closed, bounded convex set K in E
n 
. A hyperplane H 

is said to support K if 	H ^ K A 0 and K is contained in one 

of the closed half-spaces defined by H. H is termed a supporting  

hyperplane of K. 

THEOREM C.2. Given any closed convex set K, a point x either 

belongs to the set or there exists a hyperplane H which contains 

x such that all of K is contained in one open half-space formed 

by H. 

Proof: (77) Assuming that x is not a member of K find the point w 

in K that is closest to x i.e. 1w7L = min ]u-yi 	VUE K 

(note that only one such point exists, since the line joining two 

points is included in K, and by the triangle inequality the midpoint 
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would be closer to z  than either of the two.) Constructing a hyperplane 

passing through z with the vector joining w to z as the normal, 

it can be shown that the entire set K lies in one open halfspace. 

THEOREM C.3. (115) Every closed bounded convex set K in En  is 

the intersection of all its supporting half-space. 

THEOREM C.4. (115) Through every point x on the boundary of 

a closed convex set K passes a supporting hyperplane H. 

2.2 Convex Cones. (60) 

The dimension of a convex cone is defined as follows: 

The smallest subspace S(C) of the vector space En  which contains 

the cone C (i.e. the intersection of all subspaces containing C) 

has dimension d(C). This is termed the linear dimension of the 

cone C. 

A ray (or vector) x of a convex cone C is an extreme ray of C 

if x is not a positive linear combination of any two linearly 

independant rays of C. 

Clearly any ray which is the only ray in the intersection of 

a supporting hyperplane and a convex closed cone is necessarily an 

extreme ray. 
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THEOREM C.5. If x is an interior ray of a convex cone C and / 

is a boundary of interior ray of C then every ray ( ax + (3y) 

with a,P positive scalars, is an interior ray of the cone. 

A cone is termed polyhedral if it is the convex hull of a finite 

number of rays. The polar of a polyhedral cone is the intersection 

of a finite number of half-spaces. 

2.3 Convex Polytopes. (115) 

If H is a supporting hyperplane of a closed bounded (n dimenstional) 

convex set K then H n K is called a face of K. 

Every face F of K is convex and 	0 < dim F < n-1. 

The 0-faces of K are called vertices, the 1-faces are edges, and the 

n-1 faces are termed facets. 

THEOREM C.6. A polytope has only a finite number of distinct 

faces, and each face is a convex polytope. 

THEOREM C.7. A convex polytope is the convex hull of its set 

of vertices. 

It follows that the vertex vector of a convex polytope P is a vector 

of P which is not a convex combination of the other vectors in P. (123) 

THEOREM C.8. 	If a n-polytope in En  has d facets, then it can be 

written as the intersection of d closed half-spaces. 

This follows from the fact that a convex polytope is a hounded 

polyhedral set. 
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THEOREM C.9. Let F
1 
be a face of a polytope P and F

2 
be 

a face of the polytope F1. Then F2  is a face of P. 

THEOREM C.10. Let F1,F2,... Fr  be a family of faces 

of a closed bounded convex set K. Then ^ F. is also 
1=1 

a face of K. (For this purpose the null set is considered 

a face, but is clearly of little interest.) 

Special Polytopes: 

Simplicies. If V is any set of n+1 affinely independent 

points in En, then 	Sn = cony V is called an n-simplex. 

THEOREM C.11. Every k-face (0 	n-1) of a n-simplex 

n . 
S is a k-simplex, and every k+1 vertices of Sn  are the 

vertices of a k-face of Sn. 

Pyramids. A n-pyramid P is the convex hull of a (n-1)-

polytope Q (termed the basis of P) and a point x which is 

not a member of the affine hull of Q. (x is termed the 

apex of P) 

2.4 Basis (77) 

THEOREM C.12. The unit (e) vectors form a basis for 

En. 

' Proof: The set of unit vectors is linearly independant since 
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x
I  e1 

 + 	x e 	= 	
1
,....x

n
) = 

n—n  

implies that Xi  = 0,...;Xn  = 0. 

Any vector x can be written in terms of the unit vectors 

as 

x =x
1
e
1 +x21

e +x
22
e+ 	 x e 

— 	n—n 

with the scalars x. equal to the components of x in each 

dimension. Hence the set of unit vectors form a basis. 

THEOREM C.13. The representation of any vector in terms of 

a set of basic vectors is unique. 

Proof: Assume the contrary. Then 

x= X a + 	+ X 
n—n 1-1 

and 	x = nial  + 	+ 
n
n a 
—n 

Then ( 

 

( Xn—  nn).an  = 

 

Since the basic vectors are independant (Ai—TO must be 

zero for all i. 

THEOREM C.14. Any two bases for En  have the same number 

of basic vectors. 

It follows that a basis has precisely n members (from 

Theorem C.12), and that any set of n linearly independant vectors 

from En  will form a basis. Furthermore, any n+1 or more 

vectors are linearly dependant. 
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APPENDIX D 

EXAMPLES OF RESULTS 

1. 	Introduction  

In this Appendix we present some results from test runs of the 

corporate model formulated in Chapter 1. To preserve the 

anonimity of the test-case company the results shown here arise 

from a constructed example where a mythical company sells two 

products through a single marketing outlet. The production process 

coverts two raw materials through three work-centres, that have 

no sub-contracting facilities, manned by two different labour 

groups. The company has no facility to borrow or to lend funds, 

and the planning horizon, over which the model is run, is six 

periods. 

Section 2 of this Appendix details the procedures and programmes 

used to construct the alternate dual space from the optimal 

solution of the model. In Section 3 we discuss the attempts 

made to resolve this space. 
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2. 	Generation of the Alternate Dual Space. 

FROCRAM( 'r1EI'l 

. THIS PRCURAMVE CCHW:RIS TFF LF r'7'RFL INTO) k 

. TOTALLY DFULkEPATE SYSTEM 

INITIALZ 

. RUN THE "ATRIX CENEATOR 

FREECCRE 
PGP 

• CCNYERT THE CATA ANC RUA THE LP 

POVEIXDATA,'PHOiiXHPL'I 
PCVEIXP8NAMEOEXM3L') 
CCNVEFT('FILE'..FT08FC011) 
SETLPIIMAXI I 1RANCES'I'RANGES'y'ECLNCS'f'POLIC11 ,1 5CkLE'l 
POVEIX0Bj,1 P6LA11 ) 
NpVEIXRAS,'PHS') 
CRASF 
FRIPAL 

. STORE ALL THE INFrIRMATICN 

•• SAVEPNAME','ORIGIN') 
ETDCLT I'PLNCH.OFILE','FTC7F0C1', 1 CNE'CLISTI, ,F0-1 1 
SOLUTIONI'FILE'OFTOSF0011 , 

1 RSECTICIOte1/2/3/4C/5C/hR/7C/80 1 1 
1CSECTION','1/2/3/4D/50/'D/7C/80') 

. 	THE S9LLTION IS LIKELY TC 9E PRIMk1 kLTERNklE, 

. DEGENERATE 

. 	FIRST - IDENTIFY THF 9.TERNAT7 HYPEPFLAt,E 9Y FI*IN.0 

. 	THF SOLLTION, THEN fRYThC TC NCYE ArtY 

FRELCCRE 
ALT 
NCVEIXDATA,■OHYES 1 ) 
PCVEIXO(JJOJECTIV2') 
NCYEIXFHS r 'RFS') 
NCVE(XOLUNAME F IEXMPL') 
FCVFIXPUNANE,'EXPFL2 1 ) 
REYISEI'FILE 1 ,1 FT1IFCC11 1 
STLF(INSAX',IRAtCFS',IRANCES','FCLNCS'. 1 PCLICY','5UE',1 ) 
FESTCRF 
FRIFAL 
SCLUTIC:A('FIL,-:','FT0CFCHI1't 

3/41/5  
'CS':CTIDrg, 1 1/ ,3/1/ 4R/5r/i.n/7FP:() 1 ) 

. THE ALIEFN".IF HYPF:PF.LbtIF FAS Nrr-Zi ,:r CHAL 
• ;ITCOHH - CHfirS IMF CCNIPr PCINI 	ht>1' 

• ItSrr!,ITIOTY 	SCLHTTCN Tr 	 I' TI-' ;"1-: 

0001 
0062 
0003 
0004 
0305 
0006 
0100 
01C1 
0102 
0103 
01C4 
0105 
0106 
0107 
0108 
01CS 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 
0118 
0119 
012C 
0121 
0121 
0121 
0122 
0123 
0124 
0125 
0126 
0127 
0128 
Cl2S 
0130 
0131 
0132 
0133 
C134 
0135 
C136 
0137 
0138 
0139 
013'1  
0135 
C14C 
U141 
0142 
0143 



- D - 277 - 

X 

x 

0144 
0145 
0146 
0147 
0140 
0145 
0150 
0151 
0152 
0153 
01 54 
C155 
0156 
0156 
0156 
0157 	/ 
0158 
0159 
0160 
0161 
0162 
0163 
0164 
0165 
0166 
0167 
0168 
0165 
017C 
0171 
0172 
0172 
0172 
0173 
0174 
0175 
017o 	 4 

0177 
0178 
0179 
C16C 
0181 
0182 
01E3 
0184 
01E5 
0186 
0187 
C188 
018S 
0190 
0150 
0150 
0151 

FP:EECORE 
(EN1ALTM 
14 1-NEWATA liC.MIwSALI) 
puvrIXOLDNAmF.,ELi) 
h[vElxP8N4vE, , ExtdPL2,) 
PCvE(x08JI , JECTIVF:i) 
roCvE(xRHS I,PFS,I 
PEvISEPFILEt,,PT11F001,) 
SE:TLPI *MAP , 'RANGES I , IP ANL2E 	ect.Ncs , PCL Cv 	Er.41. E 
RESIOREMAPE,,,CRIGIN,1 
FPINAL 
SOLLTIONI ,FILE,,,ETCsFOC1'. 

lasECTICro. ,1/2/3/4[/5C/6C/7[/E[ 1. 
TSECTION 0 1 1 1/2fl/40/50/60/717./80 , 1 

. TFIRD - IMPOSE THIS SUUTION [N TIE [PHINAL v9rii 

FREECORE 
FIXIT 
PLIVE(X0”.WEARMINGS'I 
PCVEIXDATA,'WhiCEGEN') 
PCVE(XRHSORHS') 
FCVEIXOLONAME,'EXMPL2') 
PCl/E(XPLINAMEOEXPPL3') 
REVISEI'FILE'f'FT11FCC1') 
SETLP('MAX'I'RAt■GES'''rANGF5',I ECL4CS'I'PCLICA','5CM_7'1 
FESTORE(WNE'l'ORIGIN') 
PRIMAL 
StVEIINAME'OFIFST') 
5CIA7ION('FILE'OFTCSF001 1 , 
'RSECTION',1 1/2/3/40/50/60/1G/EC I, 

1 CSrZCTIUNI,'1/2/3/4C/5:1/6C/7C/140 1 ) 

. FCUFTH - MAKE ThE SYS7EM TOTALLY DEEFNE9A1C 9Y 

. CCLLAPSING TI'S YODEL CN 1FIS nrw scicicr, 

FFEECCNE 
CEGENTOT 
N'LVEIXOBJ,'P6C41'I 
FCVEIXDATA,'FiF,CECEN'I 
YCVE(XRHS,IRHS') 
FCVL(XULCNAME,'EXMPLI) 
hcvE(xp3NAmE,,ExrpL3,) 
FC‘iiSEA'FILF'''FT -LIFCC1 1 ) 
STLF(ImAX',1 KANCES'I'F"C="v'ECLArS I tu'r.LICN I ,'ECtlf ') 
FSTCkEI 1 N4I4E','CRIGIN') 

SCLLTIGN('FILC:',1 FT10E-101') 
.SCIATION 
Sr,LUTILNI,FILL,,,FTG9Fnolit 
IMEECTIC1','1/2/i/6 C/513/6C/7E/PP, 

I IPN't ' 1/2/ 	/5I' 0:1 /7C /s." I 
F I CTIrr 
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0152 
0193 	 • 	IC AID SELECTICA IN ThF tLTERPAT(. att. SPCCF 	• 
0154 	a 	• colsTRucT TIE C,LAL PRMEN EXPLICITLY 	• 
0195 	t 	•• O 	 S000 	  

015e 	FFEECOFE 
0157 	TRANS 
0198 	P0VE(XDATA,'NEWhATRX') 
0199 	POVEIXPONAMEOE)LMRL4') 
0200 	CCUVERTIIFILE'''FT08F001 1 / 
0201 	NCVL(XRHS,'NENRFS') 
0202 	EETLPI'MAX',1110LNDS'I'FCLICY'OSCYLE1 / 
C203 	NCVEIXGATA,'PROFIT'I 
C2G4 	PCVE(XUBJ,INGDALS'I 
0205 	MCVEIXPENAMWE)'MPL4'( 
0206 	PCVEIXOLCNANE,'EXMPL4') 
0207 	REVISE 
0208 	SETUWMAX 1 ,1 80UNDS'Y'POLICY'r'SCALE'I 
02CS 	FICIURE 
0210 	PUVEIXDATAt'REDLCC 1 / 
0211 	hCVEIXIIBNAME,'EXPPL4 1 / 
0212 	PCVEIXOLDNAMEt'EXYPL4'1 
0213 	FEVISE 
0214 	SETLF('MINIOOCLNDS'ORCLICY'OSCALE 1 ) 
0215 	PCVEIXDA7AI'NEliFF81 / 
0216 	PLVEIXR8NAMEt'EXMPL4') 
C217 	PCVE(XNLDNAME,'EXRPL4 1 / 
021b 	MOVEIXO8J,'UNDER'I 
0215 	FEVISE 
0220 	SEILP('MIN'OBOLNDS'OPCLICY'OSCALE') 
0221 	FICTUREI'FLIMIT/,'NE1NCEIJ',"/ 
0222 	FRINAL 
0223 	SULLT1ON 
0224 	EXIT 
0225 	FENC 



I. 

C 
C 
C 

10 

50 
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ALT - see line 129. 

//UMTSIIRJH JOB %0120,PMT5,0.59.19CC,: EILON-COURIEP: 
// EXEC FORTHOD,PARM.OI:PCD,HOSOUROE:,PARM.L!;LIST,XREF: 
//C .SYSIN DO * 

ALT IDENTIFIES THE ALTERNATE HYPERPLAHE 
- FIX THE OLD SOLUTION, THEN TRY TO MOVE AWAY 

INTEGER FILE1,FILE2,ROWS(200,4) 
REAL*S COLNN(S),YALUES(S).ENDSEC,NAME,COLUM, COLUMN,RHS 
REAL*8 OBJ,XVAL 
INTEGER DUAL,ULIM,LLIM,SLACK.ACTIV,VNAME 
REAL uLAL,mIUIJS 
INTEGER FILE 
DATA OBJ/'F6EA1 	'/ 
DATA ENDSEC,'SENDSEW/,COLUMN/' 	,/ 

ONE=1.0 
MIKUS=-1.0 
XVAL=9999 . 999 
UL=100000.0 
LL=-100000.0 
ACTIV=I 
LLIM=3 
ULIM=4 
DUAL=5 
VHAME=S 

. 	THE SOLUTION IS STORED ON FILE2 

. 	THE HEY REVISE FILE IS WRITTEN OH LIST 

FILE2=9 
LIST=II 

PREPARE THE FILES 

REWIND LIST 

REWIND FILE2 
READ(FILE2> NAME 
READ(FILE2) HAVE 
IFCHAME.HE.ENDSEC) CO TO 10 
READ(FILE2) HAME,NOCOL 
READ(FILE2) (COLIIH(IN),111=1,NOCOL) 
READ(FILE2) 

. NEL' OBJECTIVE FUNCTION HILL MAXIMISE LAMDA 

HRITE(LIST,200) oeJ 
WRITE(LIST.205) 
WRITE(LIST,21)) ONE 

. 	ADD SLACK/SURPLUS VARIABLE LAMDA TO EACH CONSTRAINT 

READ(FILE2) (VALUES(IH),IN=1.NOCOL) 
IF(VALUES(1).E0.ENDSEC) GO TO 100 
IF(VALUES(LLI11).EO.VALUES(ULIMi)G0 10 50 
IFi(VALUES(LLIM).LTAL).ANDAVALUES(ULIH).GT.UL)) CO Ti) 60 
IF(VALUES(ULIM).LT.UL,  WRITE(LIST,215) VALUES<VHAME),OHE 
IF,01ALUES(LLIM) GT.LLYAND (VALUES(ULIM) GT.UL,) 

WRITE(LIST,215) YALUES(VNANE),MINUS 
GO TO 50 
IF(VALUES(VHAME) HE OBJ) GO TO 50 
0/AL=VALUES.O.,CTIV 
GO TO 50 

ENSURE THAT PROGR,',MIE YIRLD THE SAEiE VALUE FOP THE . ' . 
OLD OBJECTIVE FOHCTION 

CONTINUE 
HPITE:LIST,2Q0% OSJ.XVAL 
HRITULI91,n0.. 
END FILE LIST 
REWIND LIST 
RFHIND FILE2 
STOP 

1. 	 THE JPRI4T SEOTIO;i 
C. 	. 
200 	F0PMAT('11AHE',10X,'OHYES 	'l'ROWS'/' MODIFY'/' E 

210 	
FORNkfc' AFTER'/' II JECTIVE ') 
FOFHAT('COLUMHS'/' AFTER'/4X,'LAMDA 	JECTIVE ',F14.4) 

215 	FOPHAT4Z,'LAMDA 	',2X,AS,F14.4) 
220. 	FORHAT('PHS'/' 	MODIFY'/4X,'PHS 	',2X,A8,F14.4) 
2'M 	FORHAT('EHDATA') 

END 
/* 

ALT 

Z/L.SYSIN &D 
ENTRY MAIN 
NAME ALT 

IS STORED ON AREA UMTMI18A ON DISC 4C002 
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ii. 	CENTALTN - see line 146. 

//U11TS118Q JOB %0120,RMT9,0.30,9CI,: EILON—COURIER: 
// EXEC FURTMOD,PAF:M.C!:BCD,NOSOURCE:,PARM.L!:LIST,XREF: 
//C.SYSIN DD 
C 
C 	CENTALTH CHOOSES THAT POINT IN THE ALTERNATE PRIMAL 	. 
C 	. SPACE THAT MINIMISES THE SENSITIVITY OF THE SOLUTION . 
C 	. 	TO VARIABILITY IN RESOURCE AVAILABILITY 
C 	. 	— THE CHOSEN POINT WILL MAXIMISE THE MINIMUM 
C 	. 	DISTANCE FROM ALL NON—ALTERNATE HYPERPLANES 	. 
C 	. (DISTANCE EXPRESSED AS FRUIT OF RHS FOR COMPRARILITY) . 
C 

INTEGER ROW,ENDATA 
REAL COEFF(200,2) 
INTEGER GT,LT,STORE,H,E,REVROW(200,3),ROWI,ROW2 
INTEGER FILE1,FILE2,ROWS(200,4),FILE3 
REAL*8 COLNM(S),VALUES(9),ENDSEC,NAME.COLUM,COLUMN,PHS 
REAL*8 XCOL,COL,OVALU,XVALU,OBJ,VALUE 
INTEGER DUAL,ULIM,LLIM,SLACK,ACTIV,VNAME 
REAL UL.LL 
DATA COEFF/400*0.0/ 
DATA GT/' G'/.LT/' L'I,E/' E'/,N/' N'/ 
DATA XCOLP***t****,/ 
DATA BLK/' 
DATA ENDSEC/'SENDSECS'/,COLUMNP 	./ 

ONE=1.0 
2ER0=0.0 
UL=I00000.0 
LL=-100000.0 
I=0 
4=0 
L=1 
ACTIY=1 
LLIM=3 
ULIM=4 
DUAL=5 
VNAME=6 

C 
. MATRIX COEFFS STORED OH FILET 

SOLUTION STORED OH FILE2 
. 	INTER—ROUTINE RECORDS KEPT OH FILE3 

C 	 . THE NEW REVISE FILE IS WRITTEN ON LIST 

FILE1=7 
FILE2=9 
FiLE3=13 
LIST =11 

. PREPARE THE FILES 

PEYIND LIST 

REWIHD FILE3 

REIdIND FILE2 
READ(FILE2) NAME 

10 	READ(FILE2) MAME 
IF(NANE.HE.EMDSEC) GO TO 10 
READ(FILE2) MAME,HOCOL 
PFith ,  FTIF-;) t UALNHiT 	.1-ii1ii1 
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REWIND FILE! 

RE40(FILE1,200) INANE 
READ(FILE1,200) INANE 

C 
IDENTIFY THE ROWS WITH NON-ZERO DUALS 

C 	 - THESE ARE THE ALTERNATE HYPERPLAHES 
C 
50 	READ(FILE2) (VALUES(IN),IN=1,HOCOL) 

INVALUES(1).EQ.ENDSEC) GO TO 100 
1=1+1 
READ(FILE1,210) ROWS(I.1),ROWS(1,2),ROWS(I,3) 
POwS(I,4)=0 
IF(ROWS(1,1).E0.GT) ROWS(I,4.)=-1 
1F(ROWS(1,1).E(?.LT) ROWS(I,4)= 1 
IF(VALUES(DUAL).E0.0.0) GO TO 50 
ROWS(I,4) =0 
IF(R01S(1,1).E0.E) CO TO 50 
1F(ROwS(1,1).E0.N) GO TO 50 
J=J+1 
REVROW(J,3)=0 
REYROW(J,1)=ROWS(1,2) 
REVROW(J,2)=ROWS(I,3) 
IFC(VALUES(LLIM).GT.LL).AND.(VALUESCULIM).LT.UL)) REVROW(J,3)=I 
GO TO 50 

100 	CONTINUE 
LIMR=I 
LIMREV=J 
READ(FILE1,200) INANE 

C. 	READ THE MATRIX COEFFS, SQUARE, AND STORE 

630 	READ(F1LE1,230) BLANK,COL,ROWI,ROW2,VALUE 
IF(GLK.NE.PLANK) GO TO 650 
IF(XCOL.EO.COL) GO TO 600 
XCOL=COL 
•J1=1 

600 	DO 610 J=1,LIMR 
IF(ROWI.NE.ROWS(J,2)) GO TO 610 
IF(ROW2.EO.R0WS(J,3)) GO TO 620 

610 	CONTINUE 
620 	JI=J+1 

COEFF(J,1)=COEFF(J,1)+VALUE,VALUE 
GO TO 630 

C. FIND THE RHS VALUES 

650 	CONTINUE 
1=0 

400 	READ(FILE1,230) DLAHK,RHS,ROWI,R0612,VALUE 
WRITE(4,300) ROW1,YALUE 
IF(SLAHK.HE.BLK) GO TO 500 
1=1+1 
IF(ROWI.NE.ROWS(1,2)) GO TO 420 
IF(ROW2.11E.POWS(I,3)) GO TO 420 

410 	COEFF(I,2)=YALUE 
GO TO 400 

420 	DO 410 I=1,LIMR 
IF(R041.NE.ROWS(I,2)) GO TO 430 
IF(R0W2.ED.ROWS(1,3)) GO TO 410 

430 	CONTINUE 
WRITE(3,310) 

500 	CONTINUE 

C. OUTPUT 

WRITE(LIST,270) 
YRITE(LIST,275) 
IF(LIMREV.EP 0) GO TO 520 

C 
. KEEP THE ALTERNATE HYPERPLAHES TIGHT 
...... 	. 	.......... 	......... 

WRITE(LIST,260) (REVRON(K,1 1,REVPOw(K,2),K=1,11MKEV) 
520 	CONTINUE 

WRITE(LIST,264) 
WRITE(LIST.290) 
WRITE(LIST,293) ONE 
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iFRCNT OF NORiiALiiED RHS, FkON 
C 
	

ALL THE OTHER HYPERPLANES 
C 

WRITE(LIST,260) ONE 
DO 510 I=1,LIMR 

XYALU =COEFF(1,2)*ROWS(1,4)*(SORT(COEFF(I,1))) 
COEFF(I,2)=XVALU 
IF(COEFF(I,2).E0.0.0) GO TO 510 
WRITE(LIST,250) ROWS(I,2),ROVS(I,3);XVALU 
WRITE(FILE3,251) ROW8(1,2),ROWS(I,3),XVALU 

510 	CONTINUE 
WRITE(FILE3,252) 
WRITE(LIST,305) UL 
DO 530 K=1,LIMREY 
IF(REVROW(K,3).GT.0) GO TO 540 

530 	CONTINUE 
590 	WRITE(LIST,295) 

END FILE LIST 
REWIND LIST 
REWIND FILE2 
STOP 

C 
C. 	IF THE ORIGINAL EQUATION IS RANGED AND HOW REQUIRED 
C. 	TO BE TIGHT, THE RANGES ENTRY NEEDS MODIFICATION 

540 	WRITE(LIST,310) 
WRITE(LIST,315) UL 
DO 550 KK=K,LIMREV 
IF(REVROW(K1,3).GT.0) WRITE(LIST,320) REVROW(KK,I),REVROW(KK,2), 

1 	 ZERO 
550 	CONTINUE 

GO TO 590 

. THE FORMAT SECTION 

FORMAT(A4) 
FORMAT(A2,2X,244) 
FORMAT(4X,A8,2X,A8,2X,F12.3) 
FORMAT(A4,A8,2X,244,2X,F12.4) 
FORMAT(4X,'LANDA 	',2X,244,2X,F12.8) 
FORMAT(2A4,F12.8) 
FORMAT('tENDSEW) 
FORMAT(4X,'LANDA 	',2X,'JECTIVE ',F14.3) 
FORMAT('NAME',10X,'CENTREAL'PROWS') 
FORMAT(' MODIFY') 
FORMAT(' E P6EA1') 
FORMAT(' E ',2A4) 
FORMAT(' AFTER'/' L DUMMY 	'/' H JECTIVE') 
FORMAT('COLUMNS'/' AFTER') 
FORMAT(4X,'DUMMY 	',2X,'DUMMY 	',F14.3) 
FORMAT('ENDATA') 
FORMAT(1H ,'THE LAST ITEM TO eE READ WAS 	',AI2,F15.4) 
FORMAT(' DELETE'/4X,'LAMDA ') 
FORMAT('RHS'/' 	MODIFY'/4X,'RNS 	',2X,'DUMMY 	',F14.3) 
FORMAT('RANGES'/' MODIFY'/) 
FORMAT(4X,'PANGES ',2X,'DUMMY '.F14.3) 
FORMAT(4X,'FANGES ',2X,2A4,FI4.2) 
END 

/* 
* 
* 	 CENTALTN 
* 

//L.SYSIN DO * 
ENTRY MAIN 
NAME CENTALTM 

IS STORED ON AREA UMTM118R ON DISC 4C002 

CC 
is 
200 
210 
220 
230 
250 
251 
252 
260 
270 
275 
276 
280 
284 
290 
293 
295 
300 
301 
305 
310 
315 
320 
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iii. 	FIXIT - see line 161. 

/ZUNTS11S0 JOB %0120eRNT5e0.30,9CI,! EILOH—COURIER: 
// EXEC FORTMOD,PARM.CHBCD,NOSOURCE:,PARM.L!:LIST,XREF: 
leT.SYSIN DD 
C 

FIXIT READS THE SOLUTION OF THE PREVIOUS RUH AND 
FIXES THE VARIABLE BOUNDS AT THEIR ACTIVITY LEVELS 

INTEGER FILE2,FILE3 
REAL ULeLLeMINUS 
REAL*8 COLUM(S),VALUES(S),ENDSECe NAME,COLUM,COLUNH,RHS,DUMMY 
INTEGER DUALeULINALIMeSLACK,ACTIVeVNAME 
DATA DUMM7/'DUMNY'/ 
DATA ENDSEC/'SEHDSECS'I 
UL=I00000.0 
LL=-100000.0 
ACTIY=1 
SLACK=2 
LLIM=3 
ULIN=4 
DUAL=5 
VHAHE=S 

THE SOLUTION IS STORED OH FILE2 
C 	THE HEW REVISE FILE IS WRITTEN OH LIST 
C 

LIST =11 
FILE2=9 

PREPARE THE FILES 

REWIND LIST 

REWIND FILE2 
READ(FILE2) NAME 

10 	READ(FILE2) NAME 
IF(NAME.NE.ENDSEC) GO TO 10 
READ(FILE2) NANEeNOCOL 
READ(FILE2) (COLNWIN),IH=1,HOCOL) 
READ(FILE2) 

11 	READ(FILE2) NAME 
IF(NAME.HE.ENDSEC) GO TO 11 
PEAD(FILE2) NAME,NOCOL 
READ(FILE2) (COLNM(IN),IN=1,NOCOL) 
READ(FILE2) 

C 	WRITE REVISE HEADINGS AND KNOWN CHANGES 

WRITE(L1ST,200) 
UPITE(LIST,205) 
WRITE(LIST.206) 
WPITE(LISTe210) 
WPITE(LIST,215) 
WRITE(LIST,220) 

. FIX THE VARIABLES 
C 
50 	READ(FILE3) (VALUES. IM),IN=1,NOCOL) 

IF(VALUESI>.E9..ENDSEC) GO TO 100 
IF(VALUES(VHAME).E0 DUMMY) GO TO 100 
YRITE(LIST,250) VILUESCVNAHE.VALIJES:ACTV) 
GO TO 50 

100 	MRITE(LIST,290) 
END FILE LIST 
REWIND LIST 
RF!AiND PILa2 
STOP 

C 	. FORMAT SECTION 
..... 

200 	FORMAT('NAME',10X,'NuYDEI,EN' 
Ff,PM6Tt 	r47!FTF'.J. 	Pr) 

EAK111--NIPS' 
210 FORNAT('COLUNNS'/' DELETE'/ 	DUMNY'/' LANDA —, 
215 FOPNAT(' MODIFY'/ 

  

• • 	....... 

PECHOI 	EARNINGS 	1.0./ 
e. 	 P6CROI 	EARNINGS 	—1.0' 7 	

. 
220 	FORNAT,'BOUNDS'/' 	MODIFY DE01 

	EARNINGS 

END 	
ENDATA') 	

') 
250 	FORMAT(' FX POLICY 	 ,A8,Ft4.7) 	

1 0') 

290 	FOPMAT(' 
 

,/ 4 

FIXIT 	IS STORED ON AREA UMTM11511 OH DISC 4C002 

//L.SYSIN DD 
ENTRY HAIN 
NAME FIXIT 
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iv. 	DEGENTOT - see line 178. 

//U11TS118P JOB %0120,RMT5,0 30,9CI,: EILON-COURIER: 
EXEC FORTMOD,PARM.C!:BCD,NOSOURCE:,PARM.L!:LIST4XREF: 

//C.SYSIN DD 
C 
C 	DEGENTOT MAKES THE SYSTEM TOTALLY DEGENERATE BY 
C. 	REDUCING THE RHS VALUE TO THE ACTIVITY LEVEL 
C 

INTEGER FILE2,FILE: 
REAL UL,LL,HINUS 
PEAL*S COLUM(S,YALUES(S),ENDSEC, NAME,COLUM,COLUHN,PHS.DUMMY 
INTEGER DURL,ULIH,LLIM,SLACK,ACTIV,VNAME 
DATA RNDSEC/'tENDSECV/ 
UL=100000.0 
LL=-100000.0 
ACTIV=1 
SLACK=2 
LLIM=3 
ULIM=4 
DUAL=5 
VNAME=S 

. 	THE SOLUTION IS STORED OH FILE2 

. 	THE NEU REVISE FILE IS WRITTEN ON LIST 

LIST =11 
FILE2=9 

PREPARE THE FILES 

REWIND LIST 

REwIND FILE2 
READ(FILE2) NAME 
READ(FILE2) NAME 
IF(NAME.NE.ENDSEC) CO TO 10 
READ(FILE2) NAME,NOCOL 
READ(FILE2) (COLUM(IN),IN=14NOCOL) 
READ(FILE2) 

NRITE(LIST,200) 

C. 	IF A CONSTRAINT HAS NON-ZERO SLACK REVISE THE RHS 

5O 	PEAD,  FILE2 ) (VALUES,  IN ), 111=1, NOCOL 
IF(VALUES(1) EO.ENDSEC) GO TO 100 
IF((VALUES(LLIM) LTAL).40V.(VALUES(ULIM).GT.UL)) GO TO 30 
IF(VALUES(SLACK‘4.E0.0 0) GO TO 50 
4RITE(LIST,210•4 VALUES(HHAME),VALUES,..ACTIV) 
GO TO 50 

100 	HPITE(LIST,290) 
END FILE LIST 
REWIND LIST 
STOP 

C 
C 	THE FOPMRT SECTION 

200 	FORNAT( 'NAME' .10X 'HOWDEGEN 	RHS'.' 	 MODIFY ;  
210 	FORNATt 	'PHS 	' ,2X,AS,F14 7) 
2 90 	Fr,OI Rrt1447( Et'IDA TA ' 
300 	FORMAT('NAME',10%-'110DECEN'/'POWS'/' 	MODIFY') 
310 	FORHRT(' E ',AB) 

//* 	DEGEHTOT 	IS STORED ON AREA UMTMlION ON DISC 40002 

//L.SYSIN DD 
ENTRY MAIN 
NAME DEGENTOT 

C 
C 
C 

C 
C 

10 

... 
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v. 	TRANS - see line 197. 

//UMTS118N JOE '40120,RMT5,0.30.9CC,: EILON-COURIER! 
// EXEC FORTMOD,PARM.C!:BCD,HOSOURCE:,PARM.L!:LIST,XREF: 
//C.SYSIN DD * 

TRANS CONSTRUCTS THE DUAL PROGRAMME 
C 	 - TRANSPOSE THE MATRIX COEFFICIENTS. 
C 	 - FREE THE DUAL VARIABLES, 
C 	 - CONSTRUCT THE NEW RHS AND OBJECTIVE FUNCTION 	. 
C 

REAL*G NAME,ENDSEC,COLNMCB),VALUES(8),XCOL,OBJ,OLDJ 
INTEGER FILE1,FILE2,NEW,ACTIV,VHAME,ULIM,LLIM 
REAL LL,UL,MINUS 
DATA XCOL/'XXXgI1XXX'/,RHS/'RNS '/,COLUMOCOLU'/ 
DATA ENDSEC/'!ENDSEC1'/,BL4HK/' . 	'/ 
DATA OBWPSEA1./ 
ACTIV=1 
ULIM=4 
LLIM=3 
VHANE=8 
UL=10000 0 
LL=-10000.0 
ONE=1.0 
MINUS=-1. 

C 
THE COEFFICIENTS ARE STORED OH FILE1 

C 	THE SOLUTION IS STORED ON FILE2 
C 	THE TRANSPOSED MATRIX COEFFS ARE WRITTEN OH FILE NEW 	. 

FILEI=7 
FILE2=9 
NELI=8 

PREPARE THE FILES 

REWIND HEW 

REWIND FILE! 
10 	READ(FILE1.999) XHAME 

IF(XNAME NE COLUM,  GO TO 10 

REWIND FILE2 
READ(FILE2) NAME 

15 	FEAD(FILE2) NAME 
INHAME.NE.ENDSEC) GO TO 15 
READ(FILE2) NAME.NOCL 
READ(FILE2) tCOLNN:H),11=1,110CL) 
READ(FILE7) 

. 	NAME THE NFU ROWS TO CORRESPOND TO TH= OLD COLUMNS 
L 

WRITE(NEV,1000) 
20 	PEAD(FILE1,999) ',iNAVE.HkHE 

IF(XNAME EO.RHS) GO TO 100 
IF(1iAME.F.0./.COLl: GO TO 20 
MPITE(NEL.!,1010) 
XCOL=NAME 
GO TO 20 

100 	HP17E:NE1,3,1020) 
110 REAC.i=11.E2) •,. ALUES.:H),N=1,HOCL) 

IF<YALJES(1).E0.EHGSEC; GO TO 200 
,F• 	11Lr.! VihME 1. F2 	l:..1') 	ill 1).1.7).01 TIP S<.,GTTV, 

. 	.......... 
vpITE THE NUJ OBJECTIVE FUNCTION 

I. 
C 
C 
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C 
C 
C 

IFC(VALUES(ULIM).GT.Ut.).AND.(VALUES(CL(M).LTAL)) GO TO 110 
IF(VALUES(ULIM).LT UL) WRITE(NEY,1040) VALUES(VNAME),VALUES(ULIN) 
IF(VALUES(UL111).GT.UL) WRITENEW,1040) VALUESCVN,iME),VALUES(LLIM) 

TRANSPOSE THE MATRIX ELEMENTS 

REVIND FILET 
120 	REAO(FILEl,999) XNAME 

IF(XHAME.NE.COLUM) GO TO 120 
130 	READ(FILE1,999) XNAME,XCOL,NAME,VALU 

IF(XNAME NE.BLANK) GO TO 110 
1F(NAME.NE.VALUES(YNAME)) GO TO 130 
WRITE(NEW,1030) NAME,XCOL.VALU 
GO TO 130 

200 	CONTINUE 

C 	 . 	ENTER. THE ORIGINAL BOUNDS EQUATIONS 

READ(FILE2) NAME,NOCL 
READ(FILE2) (COLNM(N),N=1,NOCL) 
READ(FILE2) 

210 	READ(FILE2) (YALUES(N),H=1,NOCL) 
IF(VALUES(1).EQ.ENDSEC) GO TO 300 
1=0 
IF(VALUES(ACTIV).EQ.VALUES(ULIM)) I=ULIM 
IF(VALUES(ACTIV).E0.VALUES(LLIN)) I=LLIN 
IF(I.E12.0) GO TO 210 
IF(I.EQ.LLIN) WRITE(NEW,1050) VALUES(VHAME),VALUES(VNAME),NINUS 
IF(I.EQ.ULIM) WRITE(NEW,1050) VALUES(VNAME),VALUES(YNAME),ONE 
wRITE(NEW,1060) YALUES(VNAME),YALUES(ACTIV) 
GO TO 210 

C 
. CONSTRUCT THE NEW RHS 

300 	WRITE(NEW,1070) 
WRITE(HEW.1075) OLDJ 
WPITE(3,1070) 
REWIND FILE! 

310 	READ(FILE1,999) XNAME 
IF(XNANE.NE.COLUM) GO TO 310 

320 	READ(FILE1,999) XNAME,XCOL,NAME,VALU 
IF(XNAME.NE.BLANK) GO TO 400 
IF(NAME.EQ.OBJ) HRITE(NEW,1030) X0OL,VALU 
GO TO 320 

ALLOW THE DUAL VARIABLES TO BE UNRESTRICTED (I E 
C 
400 	WRITE(NE51,1090) 

REWIND FILE2 
415 	READ(FILE2) NAME 

IF(NAME.NE.ENDSE0) GO TO 415 
READ(FILE2) NAME,NOCL 
READ(FILE2) (COLIIM(N),N=1.NOCL) 
READ(FILE2) 

420 	READ(FILE2) (VALUES(N),H=1,N00L) 
IF(VALUES(1).EQ.ENDSEC) GO TO 430 
IF(VALUES(ULIM).0T.UL).AND.(VALUES(LL111).LT.LL)) GO TO 420 
WRITE(NEw,1100) VALUES(YNANE) 
00 Ti) 420 

430 	READ(FILE2) NAME,NOCL 
READ(FILE2) (COLNM(N),N=1,110CL) 
READ(FILE2) 

440 	READ(FILE2) 'VALUES(N),N=1,I100L) 
IF:VALUES(1).E0 ENDSEC) GO TO 450 
IF(VALUES(ACTIV).E0 vALUES(ULIM); 	URITE(NEW,1110) VALIJFS,V(tAI(E) 
IF(VALUES(ACTIV),E0.VALUES(LLI(l)) 	MRITE(HEW•1110' vALUES,'YfiAmir) 
GO TO 440 

450 	NPP..ITE(NEm,1200) 
STOP 

. THE FORMAT ,,,ECTION 
C 
999 	FORMAT(A4,AS,2:4,AS,114.5) 
1000 FORNAT('NAME' , 10X,'NEuMATRX'I'RONS') 
1010 FOPNPT(' E ',AB) 

_1_1211 FnPmf.soc ,  F NFmnA.pr'rnlomq= 
1030 FORMAT(' P',A8,1X,A8,F14.5) 
1040 FORMAT(' 	P',A9,' NENOBJ ',F14.5) 
1050 FORMAT(' 	',A9,2X,AS,F14.5) 

10‘30 	FORMAT( ' 	' ,A8, ' 	NEIJOBJ 	' , F14.5) 
1070 	FORMAT( 'RHS' 
1075 	FORMAT( ' 	IIEWRHS 	NEYOBJ 	,114.5) 
1030 	FORMAT(. ' 	1.1PIRHS 	(+8, F14.5 ) 
1090 	FORMRT( 'BOUNDS ' ) 
1100 FOPHA ' FR POLICY 	P' 
1110 FORMAT(' FR POLICY 	 ) 
1200 	FORMAT( ' ENDA 	) 

END 

//s 	TRANS 	IS STORED ON AREA UKTM118T OH DISC 40002 

//L.SYSIN DD 
ENTRY MAIN 
NAME TRANS 
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3. 	Multiple Balance Sheets  

As discussed in Chapter 6.3.3.ii, arbitrary selection of dual 

variable vectors from the alternate dual space allow us to 

construct different balance sheets from the same optimal period 

solution. These results have been published and are included 

in Appendix E.1: Figure E(.1) .3 shows three different balance 

sheets constructed for the same period, and Figures E(.1) .4 

and 5 show different profiles over the planning horizon for 

Profit and Asset Value. It has been this multiplicity of results 

attempting to portray the same 'physical' solution that has led 

us to draw our conclusions in Chapter 7. 

We attempted to impose secondary conditions on the alternate 

dual space in order to resolve the alternate dual solutions to 

select particular dual vectors that would reflect certain desirable 

attributes. For example, we imposed a variety and combination of 

conditions that 

the shareholder account (in the balance sheet) grow 

by at least same specified amount; 

the value of stocks be positive; 

the acid test yield a value greater than one; 

the fixed asset valuation be non—negative; 

the return on assets yield at least some specified 

level; 

etc 
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The results of this experimentation were disappointing: 

We found that the dual space generated was unbounded. The imposition 

of a variety of the conditions mentioned above resulted in the 

solution to the 'revised' dual programme switching unstability from 

an infeasible to an unbounded solution. Furthermore selection of 

computer solutions (making an unbounded solution) often resulted in 

many assets taking a zero value, thereby negating one of the prime 

objectives of this work. 

To overcome this problem, one would have to resort to goal programming. 

By including a number of secondary conditions (that would otherwise 

result in infeasibility) one can aim to select a point that satisfies 

these conditions "as closely as possible". 

A formulation that may overcome the zero value attributed to assets is 

shown below: 

Min E 

s.t. 	A x < b 

Y = f 

g.Y + u. 	G. 

where Y is same variable (e.g. profit, stock valuation) linked to 

thephYsicalvariablesoftheraodel. M bY gemefurictionf.t to  

which same special performance G. is sought, and where some under 

achievement (u.) of the goal is permissible. 
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However, selection of a particular dual vector, resulting in 

a particular balance sheet will not give a third party reader 

of the accounts any particular 'true' view of underlying physical 

activities of the firm. 
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APPENDIX E.1 

VALUATION OF RESOURCES 

A.E/LON, R. FLAVELL, & G.R. SALKIN 

Paper read to Operations Research Society Annual Conference October 1974 
Paper submitted for publication to O.R.Q. 

ABSTRACT 

This paper presents an overview of results of research into problems 

of financial reporting faced by an average manufacturing company. 

The paper demonstrates how Linear Programming can be used to overcome 

some of the shortcomings encountered by standard accounting procedures. 

However, the widespread occurrence of degenerate solutions to 

such LP corporate models requires a fundamental revision to our 

interpretation of the economic meaning of the dual variables: 

a revision that may be extended to the dual of non-degenerate optimal 

solutions. 
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1. INTRODUCTION 

The purposes of this paper is to present an overview of some 

results of research that has been undertaken in the area of 

financial reporting in a typical manufacturing company. 

Some problems of present—day accounting procedures are demonstrated 

first. It is then shown how Linear Programming (LP) can be used 

to overcome some of these shortcomings, drawing to the attention 

of the reader the problems of interpreting degenerate solutions. 

The problems of interpretation will be demonstrated with the aid 

of a simple model of a manufacturing company. 

It is currently accepted that using different, but equally 

acceptable, accounting assumptions very different balance 

sheets can be produced from the same basic economic data. 

This has been clearly established in the current debate over 

inflation and how it should be recognised. A number of the 

assumptions and problems associated with producing accounts 

are enumerated in Section 2 below. 

2. ACCOUNTING PROBLEMS  

The currently accepted accounting procedures can be shown to 

possess a number of shortcomings, viz 

(a) 	The allocation of revenues or, more usually, overheads 

amongst joint production facilities is arbitrary. Yet 

the procedures play a central role in standard accounting 

methods. 
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(b) Generally accepted accounting procedures normally approach 

the task of valuation in a modular fashion - each class of 

asset is valued individually. The value of the entire 

enterprise is then assumed to be the sum of the values 

of the component parts. Yet in actual fact, the usefulness 

of any particular asset is often affedted by the holding of 

others. 

(c) There is continuing disagreement about which of the 

plethora of techniques for valuing stock - LIFO, FIFO, 

and inflation accounting techniques - is the most appropriate, 

or presents the 'truest' picture. Yet all of these methods 

are based on the central concept of historical or 

replacement cost: a concept at variance with the purpose 

of stockholding. Companies generally hold stock because of 

their expectation of demand and variation of demand in the 

future - demands that they may not be able to meet with their 

present or expected manufacturing capacity. This idea, that 

'future usage is the relevance of stock' is totally divorced 

from that of cost. 

(d) Depreciation hides two very different functions when 

presented as a single figure in the balance sheet: firstly 

it represents the means for retention of profits to be 

used for the replacement of the assets worn out in service, 

and secondly it gives a value to the remaining assets. 

(Depreciation serves a further function where it is used 

in the Profit and Loss accounts as a charge against the 

revenue produced by the assets). In practice depreciation 
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is calculated according to some arbitrary function related 

to cost. But valuation ought to reflect the usefulness 

of the assets to the business as an on-going concern. 

Once again, such a valuation would be totally divorced 

from cost. 

(e) 	Traditional balance sheets do not value all the assets 

that comprise the company - for example labour (an 

essential input to the company's activities) does not 

appear on the balance sheet. Furthermore it is not yet 

widely accepted that the labour force may have a value 

over and above its wage bill. 

In traditional accounting practice the process of valuation 

is undertaken without reference to the objectives of 

the organisation. Two similar businesses pursuing 

different goals would yield similar valuations - a result 

that is unsatisfactory. 

We have searched for an alternative valuation technique in an 

attempt to overcome these shortcomings. 

3. 	LP MODELLING 

In this section we have assumed that the activities of a firm 

may be accurately represented by a linear deterministic model, 

so that LP may be used as the model solving technique. (This 

assumption is primarily for discussion purposes, the conclusions 

are equally valid for any mathematical programming model.) 
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The advantages are: 

(a) LP is an optimizing technique producing a solution that 

maximises an objective, or satisfies a set of goals, 

pursued by the company. If the objective function 

represents profit over the'time period being considered 

then, through the dual LP, it is possible to allocate 

such profit to the various inputs used to generate 

the profit. These allocations can be considered to be 

valuations of the inputs relative to the objective of 

the company and to the interactions in their use. From 

such valuations balance sheets can be constructed with 

the profit attributed to each period being the difference 

in the Shareholders' Account between any two consecutive 

periods. 

(b) Financial flows are modelled adopting the marginal costing 

approach, thereby obviating the need for an allocation 

of joint costs and revenues. It has also been argued 

(4) that the dual LP gives a 'realistic' allocation of 

overheads if that be required (e.g. for pricing purposes). 

(c) Despite the assumption of a linear system the average 

value chosen (the dual variable) for valuation purposes 

does reflect the phenomenon of decreasing utility 

in that the value is calculated at the margin of a fixed 

and known combination of the entire set of assets and this 

marginal value has been shown to decrease with 

increasing availability of resource (1). 
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(d) LP takes an overview of the company as a whole, thereby 

allowing valuation of component inputs to be made in 

accordance with the contribution they make in reaching the 

stated objectives of the company. In this manner 

valuation is related to the opportunity value and not 

to the concept of historical cost: 

(e) The model can recognise the role played by inputs not 

normally acknowledged by generally accepted accounting 

procedures •(e.g. the labour force) by the inclusion of 

extra constraints portraying the scarcity of such 

resources. 

With these principals in mind we have modelled a manufacturing 

company as shown in Fig. 1. This is a multi-time period model 

which concentrates on the physical flows (from purchases 

through to sales). Financial flows are linked through the 

marginal costing approach so that overheads (including rent, 

rates, wages etc.) are paid centrally, and only direct costs 

(such as purchases and overtime payments) and revenues from 

sales are directly linked to the finally selected plan. A 

more detailed description of the model is to be found in the 

Appendix. 

4. DEGENERACY  

The optimal solution of practical models of this type are almost 

invariably degenerate, and this renders the normally accepted 

economic interpretation invalid. 
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Degeneracy occurs when the solution vertex is overspecified 

e.g. vertex A in Fig. 2. This could occur, for example, 

when a product is being manufactured on two machines, one of 

which is being used to capacity and thereby limiting 

production, and when the storage capacity is simultaneously 

being fully utilised: thus the factcr that is uniquely 

limiting the plan cannot be identified. 

Degeneracy, although often regarded an an undesirable feature 

of LP, has a number of desirable attributes. Consider the 

optimal solution of the LP.rnodel. In general there will be a 

certain number of resources being used to full capacity, with 

others being under-utilised. The dual LP will only attribute 

value to those resources without slack: in other words any 

resource not being used to full capacity is valued at zero. 

This is consistent with the marginal costing concept, but is 

obviously unacceptable when trying to construct a balance 

sheet: no management will accept that some of its resources 

are totally valueless. Indeed, if the slack of a particular 

resource were to be removed, then the resource would be used 

to its full capacity, and should therefore have a non-zero 

value. By eliminating all the slacks the problem is made 

totally degenerate, thus providing the opportunity to 

value all the resources. Furthermore, the totally degenerate 

system represents the ideally desirable (deterministic) economic 

system (3), since there are no wasted inputs! 
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Now let us turn to the problem of interpreting the dual 

programme. We know that some of the dual variables are 

asymmetric at a degenerate point (1) but deeper investigation 

• shows that the problem is more complex (2). In fact, it 

may be shown that, if the primal optimal solution is 

degenerate, there exists an infinite number of sets of dual 

variables that satisfy the Strong Duality Theorem (that the 

optimal value of the dual programme equals the optimal value 

of the primal). These sets form a closed polytope which 

may extend beyond the positive orthant. 

The implications of this are: 

1. We can only consider the dual variables as elements 

of sets. It is incorrect to use one dual from one 

set and another dual from a different set since 

this would lead to non—comparable valuation. 

(In non—degenerate solutions the set of duals in 

unique so that this condition is met.) 

2. Using different sets of duals to construct balance 

sheets (as suggested in Section 3 (a) above) will 

result in different valuations of the same physical 

(primal) solution: Fig. 3 shows three different 

balance sheets constructed to portray events in the 

same period; Figs 4 and 5 show how different profiles 

of profit and asset.  value emerge over the time 

horizon. Taking advantage of this, different balance 

sheets can be drawn up that will show the company 
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in entirely different lights. 

The different combinations (all of which are equally 

acceptable) of values of inputs appear to rule out any 

unique or meaningful balance sheet for a company. 

If, however, the idea of a unique balance sheet at one 

moment in time is rejected•in favour of the view that there 

are many participants in the subjective interpretation 

of the economic effects e.g. creditors, bankers, workers 

shareholders as well as management, then it may be 

possible to impose constraints on the space of dual 

variables. Further constraints may also be desired, for 

example the very practical ones of ensuring that the 

valuation given to real resources are never negative. 

These' constraints will reduce the dual space, but the 

multiplicity of choice within the resultant subset may still 

be too large for the selection of a valuation vector which 

may be used to construct a presently acceptable balance 

sheet. Furthermore, a third party could retrieve information 

from a balance sheet constructed in this manner only if 

he knew the subjective basis on which it is based. 

The attempt to allocate a given (and known) value of the 

enterprise as a whole over its component, joint facilities 

is inevitably arbitrary (whether the model solution is 

degenerate or not!). The view that valuable economic 

information can be gained by inspecting such an allocation 

of value is clearly in need of revision. 
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5. CONCLUSIONS  

The shortcamings of standard accounting procedures, when applied 

to valuation, have been discussed; particularly in light of their 

cost and modular foundation. 

We have shoWm how a linear deterministic model of the manufacturing 

company can illuminate some of these problems. 

It has been argued that a totally degenerate system is (ideally) 

economically desirable, and enables us to value all the resources. 

However, we have shown that at degenerate solutions the duals 

are not unique; that they need not all be non-negative (even at 

the optimum); that they must be considered in terms of coherent 

sets and not as individual elements. These sets result in different 

allocations of the value of the company over its component assets, 

and all such allocations are equally valid. 

Allocations may be selected so that the resulting balance sheets 

will satisfy the various interest parties' anticipated requirements. 

This leads us to question the economic significance of the dual 

LP since any allocation of value over joint inputs is necessarily 

arbitrary, as in reality it must always be. 
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APPENDIX  

The structure of the multi-time period corporate model is based on the 

following relationships: 

1. The Production Function  

(i) Production Capacity 

The requirement for each work-centre in each period must 

not exceed the normal-time capacity of that work centre in 

that period, plus any overtime worked plus any subcontracting 

done (if applicable). 

(ii) Labour Force Allocation 

Total in-house production (i.e. total work-centre 

requirement less any work sub-contracted out) for each 

work-centre for each period must be allocated amongst 

the labour groups capable of doing the work. 

2. 	Physical Constraints  

(i) Production Limitations 

Limit the production of each product in each period by some 

upper bound (e.g. availability of jigs). 

(ii) Labour Force Capacity 

The requirement for each labour group in each period must 
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not exceed the work scheduled to be done in overtime 

plus that scheduled to be done in normal shift time. 

(iii) Labour Overtime Capacity 

Limit the total overtime load on each labour group in 

each period by some upper bound. 

(iv) Market Constraints 

Limit the sales of each product in each market outlet in 

each period by some upper (and lower) bound. 

(v) Storage Capacity 

Storage space required in each period must not exceed 

the space available. 

3. 	Financial Flows  

	

(i) 	Cash Position 

The cash balance at the close of each period must equal the 

balance at the opening of the period plus inflows resulting 

from sales made in previous periods and loans taken up, less 

outflows resulting from loans repaid; overtime payment for 

work done in that period; sub-contracting costs, purchases 

and bank charges incurred in previous periods and net 

outflows resulting from extra model activities. (This 
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latter factor includes payment of overheads, and net flows 

from sections of the company not modelled e.g. sale of 

goods taken in part exchange etc.). 

(ii) Creditors Account 

Credit at the close of each period must equal purchases of 

raw materials made plus sub—contracting work carried out 

but not yet paid for, plus interest charges outstanding. 

(iii) Debtors Account 

Debt at the close of each period must equal revenues due 

(from sales made in previous periods) but not yet 

received. 

4. 	Inter—Period Continuity Equations  

(i) Cash Continuity 

Cash balance at close of each period must equal the 

balance at the opening of the next period. 

(ii) Finished Good Stocks 

The stock of each product of the close of any period must 

equal the stock at the close of the previous period plus 

newly completed production less sales made in the period. 
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(iii) 	Raw Material Stock 

The stock for each type of raw material at the close of 

each period must equal the stock at the close of the 

previous. period plus any new purchases less the amount 

used in production during the period. 

5. 	Objective Functions 

A number of objective functions have been used e.g. 

(i) 'Profit' earnings 

Max cash plus debt less credit positions at the close of 

the flowing period. 

(ii) Turnover 

Max Turnover. 

(iii) Penetration 

Max number of units of product sold. 

This simple structurecan.be considerably extended to include 

inflation, investment of cash surplus, dividend payment, 

investments in production facilities, as well as taking account 

of any managerial constraint, such as ensuring that certain 

financial ratios are adhered to. 



- E - 304 - 

FIGURE 1 THE LP MODEL 

FIGURE 2 EXAMPLE OF A DEGENERATE VERTEX 



CREDITORS 687.56 

2414.97.  

3102.52 

1405.19 

SHAREHOLDERS A/C 

•PROFIT THIS PERIOD' 

2888.24 

2183.55 •PROFIT THIS PERIOD• 

CREDITORS 	. 687.56 

CREDITORS 	 687.56 

SHAREHOLDERS A/C 	2190.69 

SHAREHOLDERS A/C 	1963.69 

2651.25 

'PROFIT THIS PERIOD' 	772.93 

630.89 
122.33 

DEBTORS 
CASH 
STOCK R/M UNITS VALUE 

1 446.1 446.11 
2 	0.0 	0.0 

STOCK F/G 
1 40.9 817.78 
2 .3.4 169.44 

638:89 
122.33 

DEBTORS 
CASH 
STOCK R/M UNITS VALUE 

1 446.1 446.11 
2 	0.0 	0.0 

STOCK F/G 
1 40.9 817.78 
2 3.4 169.44 

1433.33 
WORK CENTRE CAPACITY 	308.00 
LABOUR FORCE CAPACITY 	0.00 
STORAGE CAPACITY 	599.97 

.3102.52 

1433.33 
WORK CENTRE CAPACITY 	148.93 
LABOUR FORCE CAPACITY 	158.94 
STORAGE CAPACITY 	 387.77 

2888.24 

DEBTORS 
CASH 
STOCK R/M UNITS VALUE 

1 446.1 446.11 
2 	0.0 	0.0 

STOCK F/G 
1 40.9 817.78 
2 3.4 169.44 

1433.33 
WORK CENTRE CAPACITY 	306.57 
LABOUR FORCE CAPACITY 	0.00 
STORAGE CAPACITY 	150.93 

2651.25 

638.89 
122.33 

- E - 305 - 

FIGURE 3 DIFFERENT BALANCE SHEETS FOR THE SAME PERIOD 
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FIGURE 5 DIFFERENT ASSET VALUE PROFILES 
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APPENDIX E.2 

OMEGA. The Int. 11 of Mgmt Sci., Vol. 2, No. 6, 1974 

Note on "Many-sided Shadow Prices" 
A EILON, R FLAVELL 

Imperial College, London 
(Received May 1974; in revised form June 1974) 

It has been previously shown, with the aid of a simple example, that linear pro-
grammes may have two different non-negative marginal values at the optimum if the 
solution is degenerate. It is demonstrated in this note that other marginal values 
exist which may take negative values. 

STRUM [I], in his paper entitled 'Note on two-sided shadow prices', brings to 
the attention of linear programming (LP) users, and particularly accountants, 
the fact that, at the optimum, a resource may have two marginal values. These 
may be shown to relate to the change on the objective function (OF) due 'to 
increasing a resource by one unit' and also 'to decreasing the resource by one 
unit'. If the optimal vertex is degenerate, then these changes are asymmetric; 
if it is non-degenerate, the changes are of course symmetrical. 

This view is however an oversimplification of the problems that a degenerate 
LP can cause. As a vehicle for our discussion, let us consider Strum's example; 
namely 

Maximise P = 2x -I- 3y 
s.t. 	 3x + y 	48 (1) 

	

3x + 4y 	120 (2) 

	

x + 2y 	56 (3) 

	

x , y 	0 

Basic optimal solutions to this problem yield P = 88 with x = 8, y = 24 (point 
0 in Fig. 1) and with the three constraints all being exactly satisfied; hence the 
problem is degenerate at this point. The alternate optimal bases are (x, y, 
(x, y, s2) and (x, y, 53) where st, s2  and s3  are the slack variables in the three 
constraints respectively. The question is: what are the marginal values of these 
three bases? 

Let us consider this question indirectly by examining the more general problem 
of maximising P = ci x c2y, subject to the same set of constraints and subject 
also to the proviso that c1, c2  > 0. At the optimal vertex, we may construct 
Table 1. The limitation row is calculated from the usual condition that, at the 
optimum, all the marginal values should be non-negative. 

821 
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Eilon, Have—Note on "Many-sided Shadow Prices" 

TABLE 1. THE MARGINAL VALUES OF THE ALTERNATE OPTIMAL BASES 

Bads 	 (r. y. s) 	 y. 
Marginal value (OA - 	- + —34) 	(4 —14A — + 2 	2 	5 	3 	5 I 5 

(x. v,1 ) 
4 	1 	1 	1 (ict  — 	its.0) 

Marginal. value 	 I 1 
ee..3) 

1 ei  3 Limitation 	 - 2  - 4 — ca 4 

(10.3)  

1 4 51 43 2 es  

1 7 

3 et  
- 4 — 4 3 4 es  

The first two sets of marginal values in Table 1 are those obtained by Strum; 
the last is the set generated by the third, hitherto unconsidered, basis. This last 
set contains a negative marginal value, and yet it is derived from a feasible basis 
describing the optimal vertex. The result would appear to be a direct violation 
of the Necessity Theorem for defining an optimal point in a LP; for example, 
Vajda [21 proves the following theorem, 'If xo. minimise c'x subject to Ax>b, 
then there exist a vector yo ?...0 such that c=A'yo and (1:-Axo)`y0=0'. Clearly, 
in a degenerate LP where there exists more than one xo (i.e. alternate bases), 
it is not necessary for yo>0 for all the alternate x0. Briefly the condition for an 
optimal vertex is that the inward normal to the OF is internal to the cone of 
inward normals to the planes defining the vertex. If the vertex is degenerate, 

.then there exist a number of combinations of planes that define the vertex, and 
it cannot be guaranteed that each cone generated by a combination will contain 
the normal to the OF; as demonstrated in the above example. Work on this 
problem, and on similar problems arising from degeneracy in LP's, is continuing 
and will form part of a forthcoming PhD thesis by one of the authors. 

Our concern at this point is the interpretation of the three marginal sets. and 
in particular the final set. Strum is correct in his interpretation of the marginal 
values he derives; they do reflect the resultant change in the OF were an indi-
vidual resource increased or decreased by a small amount. They may however 
be interpreted somewhat differently by regarding each set as representing the 
marginal values that would result were that constraint (whose slack is in the 
particular basis), completely omitted from the problem. As an example, consider 
the third constraint (3). Strum pointed out that this constraint has two non-zero 
marginal values associated with it. This implies that the optimal vertex always 
lies on this constraint, for any small perturbation. Hence it follows that the 
omission of this constraint entirely would result in a different optimal vertex. 
This is of course precisely what the negative marginal value reflects; omission of 
the third constraint implies that s, should enter the basis and a higher optimal 
value of 90 (at x =o, y = 30) will result (i.e. the optimum will move from 0 to A 
in Fig. 1) Omission of either of the other two constraints still results in non-
negative marginal values and hence the optimal vertex will remain stationary. 

822 
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Omega, Vol. 2, No. 6 

Flo. 1. Geometry of the problem. • 

If the value of et  is increased to 3, the optimal vertex remains the same but 
the set of marginal values relating to the first basis now contains a negative 
value and the other sets contain only non-negative :•alues. This result is of course 
expected from the limitations calculated earlier and demonstrates one method 
of determining all the feasible bases that describe the optimal vertex through 
the use of the Simplex algorithm. 

This note highlights some of the problems that arise in degenerate LP's. 
Firstly, there exists a number of alternate bases that define the optimal vertex. 
Secondly, each basis has a different set of marginal variables associated with it 
and these may not be all non-negative. Hence, at any degenerate vertex, it is 
possible for any one marginal variable to take a number of different values. 
Consequently, the use of a LP to value resources at the margin is not as straight-
forward as Strum indicated because the shadow prices (marginal variables) are 
many sided. 
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