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In reviewing the literature, particular attention is paid to the functional response, preference and the effects of prey aggregation, which provide the theme of this: work. The problems of abstracting the parameters of the Random Predator Equation are examined and an alternative least squares approach suggested. Models which vary these parameters are considered.

The functional responses of Coccinella septempunctata L. to two size classes of an aphid prey are modelled. Predation when both prey classes are present is found to be well described by predictions based on the individual functional responses.

Functional responses of Anthocoris nemorum (L.) to ovae of Pieris brassicae (L.) are examined in a simple arena. Four different arrangements of the prey, of increasing aggregation, are used. The responses to the different arrangements, at three different time intervals, are analysed and compared. Only the most aggregated distribution produces results differing significantly from the others. Recording predation at the three time intervals confirms the casual observation that long periods of predator inactivety occur.

Using a more complex arena, the effects of the distribution and arrangement of the ovae on plants are examined. The functional responses to individual ovae on the edges of the leaves and to clumps of ovae on the centre of the leaves are examined, as well as the predation when both distributions are offered. Predictions based on the functional responses to the individual prey arrangements give a poor description of the observed predation when both arrangements are used. Continuous observations reveal that the anthocorids, by the end of the 20 hour experimental period, search to a greater extent in the areas of highest prey density.

A computer simulation programme is developed to imitate predator searching behaviour. The programme is able to mimic and extend some of the observed behaviour.
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INTRODUCTION

The interactions of polyphagous predators with their prey are complex, and so, it is necessary to abstract simple components of such an interaction and study them individually. The simplest interaction which can be abstracted is that involving one predator species and one prey type. This simple situation can be further broken down into components by considering the effects of the density, distribution, and arrangement of the prey, and the density and life-stage of the predator. The next stage in understanding the complex interactions of polyphagous predators and their prey is to consider the effects of the presence of two prey types. This.is the main theme of this work.

In view of the relative simplicity of the single prey type interaction, most previous work, as can be seen from the literature review in Chapter 1 , has been on interactions of this form. In spite of this, some aspects of the single prey type interaction merit further consideration, and hence, in Chapter 2 various aspects of the functional response are considered, while in Chapter 4 the effects of prey distribution on the functional response are examined.

Because of the complexity of predator-prey interactions with several prey types, two simple abstractions involving two prey types are examined in this work. In Chapter 3, the more simple arrangement is used, of a predator searching in an homogenous environment for two size classes of prey. If the predation of the two prey types can be predicted from the individual functional responses, then this approach can be extended to higher levels of complexity. In Chapter 5, a more complex situation is examined. Within a relatively heterogenous environment two parts contain prey: in one part, which is easily and readily searched, prey are widely spaced, while in an alternative area, less easily or readily searched, prey are highly aggregated. Thus, in these
two chapters, the ability of predators to select larger (and, therefore, energetically more rewarding) prey within an homogenous arena, and the abiliy to select the most rewarding part of an heterogenous arena are examined.

The use of computer simulation models in ecology is rapidly increasing, and one area where they are of relevance is predator-prey interactions. In Chapter 6, a simulation model is developed which is used to model predator searching behaviour and hence examine the effects of using various search strategies, prey distributions and combinations, upon the functional and aggregative responses.

CHAPTER 1

LITERATURE SURVEY


#### Abstract

1.1 INTRODUCTION

In this section, the previous work of relevance in the field of predator-prey interactions is examined. As intimated in the Introduction, much of this previous work has dealt with interactions involving only one species, and, accordingly, this situation predominates in the following survey. The literature is, here, divided into three categories:


Functional Responses (Section l.2) introduces the various types of functional responses and the derivations of the models of the normal, type II response are dealt with in some detail. This leads up to the work of Chapter 2, where further aspects are considered and models of non-type II responses examined and proposed. Further models are also developed in Chapter 3.

Preference and Switching (Section 1.3) covers previous work in the field of polyphagy. Various models/indices of preference are examined, including the model which is used in Chapter 3. The evolution of the functional response models to incorporate two prey types is examined, and the resultant models are used in Chapters 3 and 5. The previous work on switching, together with the theories of bird foraging stategies, summarized here, are also of relevance to these two chapters.

The Effects of Aggregation of the Prey (Section 1.4)
refers, in particular, to its effects upon predation. Both behavioural observations and theoretical considerations are covered. These provide the background for Chapter 4 and, to a lesser extent, Chapters 5 and 6.

### 1.2.1 Introduction

Solomon (1949) introduced the terms 'functional response' and 'numerical response' to describe two components of predatorprey (and host-parasitoid) interactions. A functional response describes the change in the number of prey killed per predator (or hosts attacked per parasitoid) in response to the prey (or host) density, while a numerical response describes the change in the predator (or parasitoid) reproductive rate in response to prey (or host) density. Through use, the term functional reenonse has tended to become restricted in meaning (Murdoch, 1973) and, as now used, is usually applied to the results from experimental arrangements, such as those described in Chapters $3,4 \& 5$, in which the predator (or parasitoid) searches for a fixed time intarval, in a restricted area, for a range of prey (or host) densities.

The principal difference between a predator-prey and a host-parasitoid interaction is that predators remove the prey by eating them whereas after parasitization hosts remain present, This means that the prey become unavailable for further predation but hosts continue to be available for parasitization. If each encounter is taken to be instantaneous, the resultant numbers of prey eaten and hosts parasitized will be described by the same model. Once an allowance is made for the time taken to encounter a prey or host, different models will be necessary. This difference is demonstrated in the discussion of models in Section 1.2.2.

Holling (1959a) recognised three distinct types of functional response (Fig. 1.1), although others have since been found (Section 1.2.3). The'normal' or type II response has been reported and modelled most frequently. Some. of these models are reviewed in Section 1.2.2; the type III response, and two other responses which do not fit into the Holling classification, are briefly introduced in Section 1.2.3 and considered in more detail in Sections 2.3 and 2.4 .




FIGURE 1.1 Classification of functional responses after Holling (1959a).
1.2.2 Type II Functional Responses

There are a number of models of the type II functional response. The models of Thompson (1924), Nicholson \& Bailey (1935), Holling (1959b), Rogers (1972) and Griffiths \& Holling (1969) will be reviewed in this section. Royama (1971) has reviewed these and other models, including those of Ivlev (1961), Hassell \& Varley (1969) and Watt (1959).

The models of Thompson (1924, 1939) and Nicholson \& Bailey (1935) are of a similar form. Both formulate the average number of encounters per 'prey-position' or host which will occur in the time available, and distribute these attacks at random amongst the 'prey-positions' or hosts. 'Proy position' will be used in this work to refer to the position of a prey, which, once that prey has been eaten, can be searched again. The encounters, if distributed at random, will generate a Poisson distribution of the frequency of encounter per 'prey-position' or host (Fig. 1.2). Knowing this, the frequency with which a given 'prey-position' will be searched (or host attacked) n times is given by the standard equation (e.g. Southwood, 1966):

$$
\frac{\text { Nenc }_{n}}{N}=\exp \left(\frac{- \text { Nenc }}{N}\right) \cdot\left(\frac{(\text { Nenc } / N)^{n}}{n!}\right)
$$

where Nenc ${ }_{n}$ is the number of 'prey-positions' searched $n$ times per predator (or hosts attacked $n$ times per parasitoid), Nenc is the total number of encounters per predator (or attacks per parasitoid), and $N$ is the initial prey (or host) density. Using Eqn. 1.2.1, the frequency with which a prey (or host) escapes detection for the whole time period can be found:

$$
\frac{\text { Nenc }_{o}}{N}=\exp \left(\frac{- \text { Nenc }}{N}\right) \cdot\left(\frac{(\text { Nenc } / N)^{0}}{0!}\right)=\exp \left(\frac{- \text { Nenc }}{N}\right) \cdot 1.2 .2
$$

and hence, the number of prey eaten (or the number of hosts attacked) is defined by the number of 'prey-positions' searched (or hosts attacked) one or more times:

$$
\mathrm{Na}=\mathrm{Ne}=\mathrm{N}(1-\exp (-\mathrm{P} \text { Nenc } / \mathrm{N})),
$$



FIGURE 1.2 An example of a Poisson distribution of the frequency of encounter per prey-position or host. In this case, 200 encounters are distributed amongst 100 prey-positions, and 13.4 prey escape detection.

Where $N a$ is the number of hosts attacked, Ne is the number of prey eaten and $P$ is the number of predators (or parasitoids).

The models of Thompson and Nicholson \& Bailey differ in the formulation of the term -P Nenc/N. Thompson, whose model is applicable to host-parasitoid interactions only, suggests that the number of attacks made by a parasitoid is determined by the number of eggs it can lay, and that all parasitoids lay all their eggs. Therefore, if the average number of eggs laid per parasitoid is $N x$, substitution in Eqn. 1.2 .3 gives:

$$
N a=N(1-\exp (-P N x / N)) .
$$

Nicholson \& Bailey, however, define the number of encounters in terms of the 'area of discovery', an approach which can be applied to both predator-prey and host-parasitoid interactions. Nicholson (1933), in describing the searching behaviour of parasitoids, introduced the term 'area of discovery'. This he described as the total area searched, under the given conditions, by an average individual during her lifetime. In modelling functional responses, the animal's lifetime can be taken as the period of the experiment. Since the parasitoid (or predator) is assumed to search at random, it will search some areas more than once, and so, as the 'area of discovery' increases, the proportion of the total area searched (one or more times) will asymtotically approach unity. Nicholson (1933) called this relationship (Fig. l.3) the 'competition curve'. The number of encounters with prey-positions per predator (or hosts per parasitoid) is now defined as the product of the 'area of discovery', the number of prey-positions (or hosts) and the number of predators (of parasitoids). Substitution in Eqn. 1.2.3 gives:

$$
N a=N e=N(1-\exp (-A N P / N))=N(1-\exp (-A P)),
$$

where A is the 'area of discovery'. Although Nicholson \& Bailey do not formally state Eqn. 1.2.4, it can be readily obtained from their work by substitution.

## Area coverered

(Proportion of prey/hosts encountered)


[^0]The number of encounters (Nenc) and the number of prey eaten (Ne) (or hosts attacked, Na) as functions of the prey density, and the logarithm of the proportion of prey (or hosts) surviving as a function of the number of prey eaten, are plotted in Fig. 1.4 for the models of Thompson and Nicholson \& Bailey. It Can be seen that for the Nicholson \& Bailey model, the number of encounters and the number of prey eaten are proportional to the prey density (slope of the former $=A P$, and of the latter $=1$ $\exp (-A P))$, and hence, a constant proportion of the prey survives. In the case of Thompson's model, however, the number of encounters is constant, irrespective of prey density and is defined by the number of eggs laid per parasitoid. This means that the number of hosts attacked levels off at this value, giving a type II functional response. At low prey densities, a largeinumber of eggs is distributed amongst a small number of hosts, leading to a small proportion of hosts surviving (Fig. 1.4F).

Holling (1959b) described a simulation experiment, in which a blindfolded subject, by tapping with a finger, searched for sandpaper discs pinned upon a square table. Whenever a disc was found, it was removed from the table. The functional response thus obtained was a 'normal' type II response, and Holling deduced that the levelling off was due to the time necossary to remove each disc leading to a maximum rate at which the discs could be removed. To describe these results, Holling deduced an equation which has become known as the Disc Equation. To do so, he defined the situation:

$$
\mathrm{Ne}=\mathrm{a} \mathrm{P} \mathrm{Ts} \mathrm{~N}, \quad \text {. . } 1.2 .5
$$

where a is the 'instantaneous rate of discovery' (i.e. the proportion of the area searched in unit time; this is equivalent to $A / T$ ) and Ts is the time available for searching. This definition is not accurate, since no allowance is made for exploitation of the prey (or host), a point which will be discussed below. The time available for searching will be reduced by the time taken to 'handle' prey (or hosts):

$$
T s=T-T h N e,
$$

- 17 -


FIGURE 1.4 Figures to demonstrate the models of Nicholson \& Bailey (1935) (A, C \& E) and Thompson (1924) (B, D \& F).
where $T h$ is the handing time for each prey and $T$ is the total time of the experiment. The handing time, Th , is taken as the total time made unavailable for searching by the removal of a prey (or parasitization of a host), and can include such elements as identification time, digestive pause, grooming, and time lag until the next egg is ready to be laid. Ts, as defined in Eqn. 1.2.6, can now be substituted in Eqn. 1.2 .5 to give:

$$
\mathrm{Ne}=\mathrm{a} P \mathrm{~N}(\mathrm{~T}-\mathrm{Th} \mathrm{Ne}),
$$

which rearranges to give the Disc Equation:

$$
\mathrm{Ne}=\mathrm{a} P \mathrm{~T} /(1+\mathrm{a} P \mathrm{Th} N) . \quad \text {. . } 1.2 .7
$$

Holling used the Disc Equation to describe several publisined functional responses, and, by abstracting the parameters a and $T h$, obtained good descriptions of the experimental data.

However, as mentioned above, Eqn. 1.2 .5 can not be considered a suitable description of searching behaviour. The prey density does not remain constant during a predator-prey interaction, because prey are removed by predation. Similarly, the density of unparasitized hosts changes as parasitization occüurs, and Eqn. 1.2 .5 should thus be written as :

```
Nenc \(=a \mathrm{Ts} \mathrm{N}\),
. . . 1.2 .8
```

Where Nenc is the number of encounters, with prey-positions or hosts. Since the predator (or parasitoid) searches at random, these encounters can then be distributed amongst the prey-positions or hosts, by the same reasoning as for the models of Thompson and Nicholson \& Bailey. Substitution can now take place for $P$ Nenc/ $N$ in Eqn. l.2.3. A difference between predatorprey and host-parasitoid interactions now becomes important. P Nenc/N can be defined for a predator by substituting Eqn. 1.2.6 into Eqn. 1.2 .8 and rearranging to give:

$$
P \text { Nenc } / N=a P(T-T h N e),
$$

which can be substituted in Eqn. 1.2.3 to give:

$$
N_{e}=N(1-\exp (-a P(T-T h N e))) .
$$

For a host-parasitoid interaction, however, Eqn. 1.2.6 is not suitable; at each encounter $T h$ is used. Therefore, Ts should be defined as:

$$
T s=T-T h \text { Nenc, }
$$

which can be substituted into Eqn. 1.2.8, and rearranged to give:

$$
\text { Nenc } / N=a T /(1+T h N) .
$$

This can be substituted into Eqn. 1.2.3:

$$
N_{a}=N(1-\exp (-a P T /(1+a T h N))) \ldots \text {. . . 1.2.10 }
$$

Rogers (1972) derives Eqns. 1.2.9 and 1.2.10 which he calls the Random Predator Equation and the Random Parasite Equation.

Royama (1971) derives Eqn. 1.2.10 as above, but obtains Eqn. 1.2.9 in a different manner. Since Eqn. 1.2.5 and hence Eqn. 1.2.7 are correct if the instantaneous number of prey present, $N$, is correct, these equations can be considered as instantaneous equations for the predation rate. Therefore, the Disc Equation (Eqn. 1.2.7) can be written in the differential form as:

$$
\mathrm{dN} / \mathrm{dT}=-\mathrm{a} P \mathrm{~N} /(1+\mathrm{a} P \mathrm{Th} N), \quad \text {. . } 1.2 .11
$$

where $d N / d T$ is the rate of change of prey density, which, since prey density is decreasing, causes the minus sign in front of the right hand side of the equation. Equation 1.2 .11 can now be integrated with respect to $N$, over the period $T$ :

$$
\begin{aligned}
N e & =\int_{T \cdot 0}^{T \cdot T}(-a P T N /(1-a P T h N)) d N \\
& =N(1-\exp (-a P(T-T h N e)))
\end{aligned}
$$

which is the Random Predator Equation (Eqn. 1.2.9).

The Random Predator Equation (Eqn. 1.2.9) and the Random Parasite Equation (Eqn. 1.2.10) provide a good, simple description of the type II functional response, based on random search by predators and parasitoids, and constant values of the parameters for search efficiency and handling time.

The models considered so far have been based on a random (or Poisson) distribution of attacks. Griffiths \& Holling (1969) suggest a model for a host-parasitoid interaction based on a negative binomial distribution of attacks. For such a distribution to be suitable, some hosts must be more likely to be found than others; hence they will have disproportionately more attacks than would be expected if the parasitoids searched at random. However, whereas the Poisson distribution is described by only one parameter (the mean), the negative binomial is described by two (the mean and $K$, an index of aggregation which varies from infinity to zero with increasing aggregation).

The equation corresponding to Eqn. 1.2 .1 (for the Poisson distribution) is, for the negative binomial (Bliss, 1953):

$$
\frac{\text { Nenc }_{n}}{N}=\frac{(K+n-1)!(m /(K+m))^{n}}{n!(K-1)!(1+m / K)^{K}},
$$

where $m$ is the mean number of attacks per host (i.e. Nenc/N). Hence, the equation corresponding to Eqn. 1.2.2 (for the Poisson distribution) is:

$$
\frac{\text { Nenc }_{0}}{N}=\frac{(K+0-1)!(m /(K+m))^{0}}{0!(K-1)!(1+m / K)^{K}}=(1+m / K)^{-K},
$$

and substituting Nenc/N for $m$ :

$$
\text { Nenc }_{o} / N=(1+\text { Nenc } / N K)^{-K} .
$$

Hence, the number of hosts attacked can be formulated:

$$
\mathrm{Na} / \mathrm{N}=\left(1-\mathrm{Nenc}_{\mathrm{o}} / \mathrm{N}\right)=1-(1+\mathrm{Nenc} / \mathrm{NK})^{-\mathrm{K}},
$$

and therefore:

$$
\mathrm{Na}=N-N(1+N e n c /(N K))^{-K}
$$

$$
\text { . . . } 1.2 .12
$$

To test the negative binomial distribution of attacks, Griffiths \& Holling fitted it to thirty sets of data of the frequency distribution of eggs of the ichneumonid, Pleolophus basizonius, parasitizing the sawfly, Neodiprion sertifer. Comparing the fit obtained by this method with that obtained usiy tribution, they found that the negative binomial gave a better fit to more sets of data. This effect was more marked when just the zero and greater than zero frequency classes were considered. However, since two parameters are estimated from the data in fitting the negative binomial distribution, and only one in fitting the Poisson, the better fit obtained using the former distribution is not very surprising. To use Eqn. 1.2 .12 as a model for the functional response assumes that $K$ has a constant value. In order to test this, Griffiths and Holling plotted $K$ against the number of eggs laid per host offered, and found that the regression did, not differ significantly from zero, showing that $K$ is not affected to any great extent by the number of attacks. However, examination of the values of $K$ in Table IV in Griffiths \& Holling (1969) shows that $K$ varies widely. They fitted this model to the distribution of attacks to data from a number of published host-parasitoid interactions and obtained good fits. Rogers (1972), however, pointed out that the host-parasitoid interactions quoted are suspect. Due to the confined experimental conditions, many of the parasitoids, which normally avoid superparasitism, were induced to exhibit this behaviour.

Griffiths \& Holling used the Disc Equation (1.2.7) to substitute for Nenc/N in Eqn. l.2.12, giving the functional response equation:

$$
\mathrm{Na}=\mathrm{N}\left[1-\left(1+\frac{a P \cdot T}{(1+a \operatorname{Th} N) K}\right)^{-K}\right]
$$

$$
. . .1 .2 .13
$$

This was criticized by Rogers (1972) on the grounds that, having demonstrated that eggs are distributed in a non-random manner,

Griffiths \& Holling assume that the parasitoid searches at random when they generate the number of attacks to substitute into Eqn. 1.2.12. Thus, Eqn. 1.2.13 is unsuitable as a functional response model. The use of the negative binomial to distribute attacks amongst hosts could prove suitable in some cases. It seems likely that parasitoids will restrict their searching, and that some hosts will be more obvious. The major drawback to this approach is the formulation of the term Nenc/N of:Eqn. 1.2.12, if non-random search is assumed. The work of Thompson (1924) suggests one solution; if the number of encounters is defined by the number of eggs laid by the parasitoid ( $N x$ ), substitution in Eqn. 1.2.12 gives:

$$
N a=N-N(1+N x /(N K))^{-K}
$$

The negative binomial distribution of attacks could also be applied to a predator showing aggregative behaviour (Section 1.4), but the difficulty of formulating the term Nenc/N makes this approach difficult to apply.

### 1.2.3 Other Functional Responses

Although the Holling type II functional response is probably the most widely found, other types of response have been predicted and recorded.

Sigmoid, or Holling type III, functional responses (Fig. l.lc) were recorded by Holling (1959a) when small mamals fed on sawfly cocoons. The experimental arrangement differed from that normally used in that an excess of a less preferred alternative food (dog biscuits) was always present. Hassell, Lawton \& Beddington (1977) give further examples and suggest a possible model. This model is examined and one of related form is used in Chapter 3 (Section 3.3.2).

The dome shaped functional response (Fig. 1.5A) was first found by Welty (1934), who considered it to be due to a confusion effect. He suggested that, when several prey are present simultaneously in the field of vision of a fish, feeding is inhibited. Mori \& Chant (1966) also found a dome shaped response for a predatory mite, but concluded that this was due to interference with the predator by the prey at high densities. Holling (1965) on the basis of some assumptions about learning, predicted dome shaped functional responses to distasteful prey. Reeve (pers. comm.) and Williams (pers. comm.) both found domeshaped responses in aquatic systems. The latter example (see Section 2.4.3.1) was thought to be due to confusion effecta,

Complex or 'stepped' functional responses (Fig. 1.5B) have been found by Haynes \& Sosojevic (1966), Sandness \& McMurty (1970) and Savan (pers. comm.). Hassell, Lawton \& Beddington (1976) pointed out that the example of Haynes \& Sosojevic is adequately described by the Random Predator Equation.

Rogers (pers. comm.) suggests a model for varying the parameters of the Random Predator Equation. This model, and the functional responses introduced above, are examined in Chapter 2 (see Sections $2.3 \& 2.4$ ).

Ne



FIGURE 1.5 Two types of functional response which do not fit into the classification of Holling (1959a).
1.3 PREFERENCE AND SWITCHING

### 1.3.1 Introduction

Animals may show a hierarchy of preference towards different food types. This can occur for various reasons; for example a food type may be easier to find and capture, or it may provide a richer food source, and as a result animals will concentrate on finding and feeding upon that food type. However, if a preferred food type becomes scarce, there will arise a point at which it is no longer feasible to concentrate on that type, and the animal will switch to the most suitable alternative food. Conversely, if a formerly scarce, preferred prey becomes common, animals will change over to that food type. This phenomenon is called switching and has been commonly found in vertebrates. The term switching was introduced by Elton (1927) as a contributory factor in the regulation of animal numbers; since as a food type becomes too scarce for its consumers to feed upon it, it will have the opportunity to recover in numbers, whilst as it becomes common more animals will switch to it, and so reduce its numbers.

More recently, ecologists have looked for preference and switching in invertebrate predators (Murdoch, 1969; Murdoch \& Marks, 1973; Lawton, Beddington \& Bonser, 1974) and, in some cases, have found evidence of such behaviour.

The cases examined can be divided into two types: those in which an homogenous mixture of prey is available and those in which different prey types occupy different parts of the habitat. The former arrangement is used in Murdoch (1969), Murdoch \& Marks (1973), Lawton, Beddington \& Bonser (1974) and in Chapter 3 of this work, whilst the latter arrangement is used in Ivlev (1961), Murdoch, Avery \& Smyth (1975) and Chapter 5 of this work. Tinbergen (1960) proposed an hypothesis which would make the occurrence of preference and switching equally likely in either case, whereas the work of Royama (1970a)
suggests that this behaviour will be more readily found in the latter case (see Section 1.3.5).

In this section on preference and switching, some methods for measuring preference will be examined in Section 1.3 .2 ; the possibility of predicting preference from functional response data will be covered in Section 1.3 .3 , the published models and examples of switching will be reviewed in 1.3 .4 , and the theories of Tinbergen and Royama and the effects of spatially separated prey types will be examined in 1.3 .5 .

### 1.3.2 Indices of Preference

In order to evaluate the effects of preference, some method of quantifying it is necessary. A number of different methods and indices have been used in the past. These will be described and discussed to show their drawbacks, and to indicate that many of them are basically similar, although often introduced in new forms or as new methods.

In interpreting these methods, the following symbols will be used:

| Ne | - number of prey type I eaten |
| :---: | :---: |
| Ne' | - number of prey type II eaten |
| N | - number of prey type $I$ present in the environment |
| $N^{\prime}$ | - number of prey type II present in the environment |
| Se | - total number of prey eaten; for the two prey situation $=\mathrm{Ne}+\mathrm{Ne}{ }^{\prime}$ |
| S | $\begin{aligned} & \text { total number of prey present in the } \\ & \text { environment; for the two prey situation } \\ & =N+N^{\prime} \end{aligned}$ |
| C | - index of preference; subscripted symbols refer to the various indices. |

Further symbols are introduced and defined in the text as necessary.

Scott (1920) measured preference by the term ( $\mathrm{Ne} / \mathrm{N}$ ), the ratio of food items in the diet to food items in the environment. The former was measured as numbers per unit time (dimension $T^{-1}$ ), whilst the latter was measured os numbers per unit area (dimension $L^{-2}$ ), resulting in an index, which should have been dimensionless, having dimensions of $L^{2} T^{-1}$. No measure of the total food eaten or available is incorporated in this index, and so, it can not give any real estimate of preference. This measure does not seem to have been used since.

Savage (1931) defined the index:

$$
C_{S}=(\mathrm{Ne} / \mathrm{Se}) /(\mathrm{N} / \mathrm{S})
$$

Positive preference causes the value of this index to increase from unity to infinity, which can be difficult to interpret. Shorygin (1939), Greze (1939), and Ivlev (1961) all independently re-established this index. It has since been used by Menge (1974).

Larsen (1936) used the reciprocal of $C_{S}$ :

$$
C_{L}=(N / S) /(\mathrm{Ne} / \mathrm{Se})
$$

This has the disadvantage that as preference increases, the value of the index decreases from one to zero. The small range, however, is easier to use than the index of Savage ( $C_{S}$ ) e

Ivlev (1961) developed a more sophisticated index of the form:

$$
C_{I}=\frac{(\mathrm{Ne} / \mathrm{Se})-(\mathrm{N} / \mathrm{S})}{(\mathrm{Ne} / \mathrm{Se})+(\mathrm{N} / \mathrm{S})}
$$

This index will vary from zero to minus one for increasing negative preference; and from zero to plus one for increasing positive preference. As such, it is much easier to use and to understand. Due to the different scale, the index is more sensitive to slight preference. However, as Landenberger (1968)
has pointed out, the maximum (or minimum) value attainable for $C_{I}$ varies with the prey ratio in the environment. For example, if five of each of prey types $I$ and $I I$ are present, the greatest preference which could be shown for prey type I (i.e. all of prey type $I$ eaten and none of prey type II) would result in a value for $C_{I}$ of $0.33\left(C_{I}=(1-0.5) /(1+0.5)\right)$, whereas, if two of prey type $I$ and eight of prey type II are present, the greatest preference which could be shown for prey type I would result in a value for $C_{I}$ of $0.67\left(C_{I}=(1-0.2) /(1+0.2)\right)$. Thus, preferencescalculated using this index for different prey ratios are not directly comparable. The proportion of the maximum attainable value for each ratio could be compared, but this is rather cumbersome.

Murdoch (1969) defined an index to measure preference:

$$
\mathrm{C}=\left(\mathrm{Ne} / \mathrm{Ne}^{\prime}\right) /\left(\mathrm{N} / \mathrm{N}^{\prime}\right) . \quad . \quad .1 .3 .1
$$

This has a similar disadvantage to the index introduced by Savage in that the scales are again awkward to handle; one to zero for negative preference and one to infinity for positive preference. This index is less sensitive to slight preference than that of Ivlev, because of the scale used.

Jacobs (1974) considered two previously proposed indices and suggested two new ones. Firstly, he referred to "the so-called Forage Ratio". He gave no references for the term; there do not seem to be any. He defined it as, in the bywiviso used here:

$$
\text { Forage Ratio }=(\mathrm{Ne} / \mathrm{Se}) /(\mathrm{N} / \mathrm{S})=\mathrm{C}_{\mathrm{S}} \text {, }
$$

which is the index suggested by Savage (1931). Secondly, he derived the formula:

$$
\text { Index }=\frac{(\mathrm{Ne} / \mathrm{Se})(1-\mathrm{N} / \mathrm{S})}{(\mathrm{N} / \mathrm{S})(1-\mathrm{Ne} / \mathrm{Se})}=C,
$$

which, by substituting for $S e$ and $S$ and by rearranging, can be shown to be identical to the index of Murdoch (C), and so, suffers from the same drawbacks. However, as Jacobs points out, this can be alleviated by taking the logarithm of the index. Negative preference would then vary from zero to minus infinity, and positive preference from zero to plus infinity. The second index, based on that of Ivlev, he defined as:

$$
C_{J}=\frac{\left(\mathrm{Ne} / \mathrm{Ne}^{\prime}\right)-\left(\mathrm{N} / \mathrm{N}^{\prime}\right)}{\left(\mathrm{Ne} / \mathrm{Ne} e^{\prime}\right)+\left(\mathrm{N} / \mathrm{N}^{\prime}\right)} .
$$

This index, like that of Ivlev ( $C_{I}$ ), varies from zero to minus one for negative preference, and from zero to plus one for positive preference; unlike that of Ivlev, its maximum values are not defined by the ratio of the prey types available.

Population geneticists, studying the maintenance of polymorphisms, have also approached this problem. Cain \& Sheppard (1950, 1952, 1954, etc.) worked on the selection of colours and patterns in Cepaea nemoralis by predatory birds (e.g. thrushes). In presenting their data, they did not formalize an index as such, but they did compare the ratio of the prey types in the diet with the ratio in the environment. This is equivalent to the index introduced by Murdoch (1969). Kettlewell (1957 etc.) presented his results on predator selection of the Peppered Moth, Biston betularia in a similar manner.

Elton \& Greenwood (1970) suggested a mathematically derived description of preference and switching. In the absence of switching, this model is of the form:

$$
\left(\mathrm{Ne} / \mathrm{Ne} \mathrm{l}^{\prime}\right)=\left(\mathrm{N} / \mathrm{N}^{\prime}\right) .\left(\mathrm{v} / \mathrm{v}^{\prime}\right), \quad \text {. . } 1.3 .2
$$

where $v$ and $v^{\prime}$ are the visibilities of the two species to the predator. As used, the ratio $v / v^{\prime}$ is equivalent to the preference index of Murdoch (C). The adaptation of this model to describe switching is described in Section 1.3.4.

Another relationship was proposed by Manly, Miller \& Cook (1972):

$$
\operatorname{Prob}=\mathrm{Ne} / \mathrm{Se}=\mathrm{N} /\left(\mathrm{N}+\alpha^{\prime} \mathrm{N}^{\prime}\right), \quad . . .1 .3 .3
$$

where Prob is the probability of the next prey being of type I (which is equivalent to $\mathrm{Ne} / \mathrm{Se}$ ), and $\alpha$ is an index of preference to prey type II. Solving for $\alpha^{\prime}$ gives:

$$
\alpha^{\prime}=\left(N / N^{\prime}\right) /\left(\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}\right)=1 / \mathrm{C}
$$

Hence, if the preference towards type I is the reciprocal of the preference towards type II, this index is, once again, equivalent to that proposed by Murdoch (C). They also pointediont that, if prey are offered in equal numbers, Eqn. 1.3 .3 will take the form:

$$
\text { Prob }=1 /\left(1+\alpha^{\prime}\right)=C_{M},
$$

where $C_{M}$ provides another measure of preference. For this index, positive preference will give values varying from 0.5 to 1.0, and negative preference will give values from 0.5 to zero. This means that it can be readily understood.

Tinbergen (1960), studying predation by small insectivorous birds in the field, approached this problem from a slightly different angle. He defined a model which, for two prey types, takes the form:

$$
(N e / S e)=r N /\left(r N+r^{\prime} N^{\prime}\right), \quad . \quad .1 .3 .5
$$

where $r$ and $r^{\prime}$ are the'risk indices' of the two prey types. The risk index is defined as the instantaneous rate of capture per prey individual (Ne/N T). Rearranging Eqn. 1.3 .5 gives:

$$
\left(\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}\right)=\left(N / \mathrm{N}^{\prime}\right) \cdot\left(r / r^{\prime}\right),
$$

showing that $r / r^{\prime}$ is equivalent to the index of Murdoch ( $C$ ).

This model will be returned to in Section 1.3.3. The searching image hypothesis of Tinbergen and the work of Royama will be discussed in Section 1.3.5.

Rapport \& Turner (1970) proposed a model of preference based on the use of 'standard prey densities'. This term they defined as the minimum density of prey at which the predator can obtain its food requirements. To measure food requirements, the most feasible approach is to take the upper asymptote of a functional response. This, however, makes estimation of the standard density subject to large errors. In Fig. 1.6A, it can be seen that a small error in estimating food requirements at the asymptote, will lead to a large error in the standard density. This drawback seems unavoidable. 'rie 'no preference' model assumes that, when two prey types are present at half their standard densities, the predator obtains half its food requirements from each:

$$
\mu=\left(\mu^{\prime}+\mu^{\prime \prime}\right) / 2,
$$

where $\mu$ is the total consumption, and $\mu^{\prime}$ and $\mu^{\prime \prime}$ are the consumptions of prey types $I$ and II at their standard densities. When preference occurs, Eqn. 1.3 .7 can be written as:

$$
\mu=\left(p^{\prime} \mu^{\prime}+p^{\prime \prime} \mu^{\prime \prime}\right) / 2,
$$

where the parameters $\mathrm{p}^{\prime}$ and $\mathrm{p}^{\prime \prime}$ are stated to "have an obvious interpretation", presumably the ratio of the observed consumption to the expected consumption. They continue by defining the preference for prey type I to prey type II, $P_{12}$, as the difference between $p^{\prime}$ and $p^{\prime \prime}$. Since, due to the use of standard densities, $p^{\prime}$ and $p^{\prime \prime}$ will vary from zero to two, and sum to two, preference will vary from zero to minus two for negative preference and from zero to plus two for positive preference. If the predator has different functional responses to the two prey types, strong preference may result automatically. For example, if the two responses are as shown in Figs. 1.6B \& C, strong preference will result for the second prey type. Although this model can be expanded to include more than two species of prey, the difficulties caused by its structure and interpretation


FIGURE 1.6

Hypothetical functional responses used in the
interpretation of Rapport \& Turner's (1970)
model of preference (see text).
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render it an unsuitable alternative to the models previously described. This approach has been used by Rapport, Berger \& Reid (1972) studying food preference of Stentor coeruleus; but it does not seem to have been used elsewhere.

Of the methods used to describe preference, it can be seen that some are unsuitable (Scott, 1920) or difficult to apply (Rapport \& Turner, 1970), Some have awkward ranges (Murdoch, 1969; Manly, 1973) and others are difficult to interpret due to their formulation (Ivlev, 1961; Jacobs, 1974).

The most widely used and readily understood method is to compare the ratio of the prey types found in the diet with the ratio of the prey types available in the environment. This is the method used by Cain \& Sheppard (1950etc.) and Kettlewell (1957). It was formally defined as an index by Murdoch (1969), and has also been introduced and defined in various forms by Tinbergen (1960), Elton \& Greenwood (1970), Manly et al. (1972) and Jacobs (1974).

The index proposed by Jacobs (1974), $C_{J}$, has the advantage of varying from minus one to plus one as does that of Ivlev (1961), $C_{I}$. Jacobs' index does not suffer from the drawbacks of Ivlev's index (Landenberger, 1968), and so may prove to be a useful index.

### 1.3.3 Predicting Preference from Functional Responses

Murdoch (1969), in proposing his model of preference (Eqn. 1.3.1), suggested that an appropriate predation model could be used as a null hypothesis. In this section, the derivation of such a null hypothesis is shown.

Preference can be defined in terms of the search constants used in the Disc Equation of Holling (1959b):

$$
N e=a N T /(1+a T h N),
$$

where, as previously defined, Ne is the number of prey eaten, a is the instantaneous rate of discovery, $N$ is the number of prey present, $T$ is the total time available and $T h$ is the handing time for the prey (see Section 1.2.2). This, as pointed out by Murdoch (1973) and Lawton, Beddington \& Bonser (1974), can be adapted for two prey types:

$$
\begin{aligned}
& \mathrm{Ne}=a N^{T} /\left(1+a T h N+a^{\prime} T h^{\prime} N^{\prime}\right), \\
& N e^{\prime}=a^{\prime} N^{\prime} T /\left(1+a T h N+a^{\prime} T h^{\prime} N^{\prime}\right),
\end{aligned}
$$

where the primed symbols refer to a second prey type. Dividing the equation for Ne by that for $\mathrm{Ne}^{\prime}$ gives:

$$
\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\left(a / \mathrm{a}^{\prime}\right) \mathrm{N} / \mathrm{N}^{\prime}
$$

This is analogous to Murdoch's model. Therefore, if exploitation is negligible, or prey are replaced as they are eaten, preference (C) can be defined as the ratio of the search constants for the two prey types (a/a'). This situation is similar to the preference models of Tinbergen (1960) (Eqn. 1.3.6) and of Elton \& Greenwood (1970) (Eqn. 1.3.2). It can be seen that the risk index of Tinbergen (r) and the visibility of Elton \& Greenwood (v) correspond to the instantaneous rate of discovery of Holling (a). Indeed, the definition of the risk index of Tinbergen ( $r=\mathrm{Ne} / \mathrm{N} T$ ) is the same as that of the instantaneous rate of discovery.

As previously noted, however, exploitation of prey is often significant, making the Random Predator Equation (Rogers, 1972) (Section 1.2.2) more appropriate than the Disc Equation. This Random Predator Equation:

$$
N e=N(1-\exp (-a(T-T h N e))),
$$

can be adapted simply to the two prey form (Lawton, Beddington \& Bonser, 1974):

$$
\begin{aligned}
& \mathrm{Ne}=N\left(1-\exp \left(-a\left(T-T h N e-T h^{\prime} N e^{\prime}\right)\right)\right) \\
& N e^{\prime}=N^{\prime}\left(1-\exp \left(-a^{\prime}\left(T-T h N e-T h e^{\prime} N e^{\prime}\right)\right)\right) .
\end{aligned}
$$

Dividing the equation for Ne by that for $N \mathrm{~N}^{\prime}$ now gives:

$$
\frac{N e}{N e^{\prime}}=\frac{N}{N^{\prime}} \cdot \frac{1-\exp (-a \mathrm{Ts})}{1-\exp \left(-a^{\prime} T s\right)}, \quad \bullet .1 .3 .9
$$

Where $T s=(T-T h N e-T h ' N e ')$. The definition of $C$ is now more complex and dependent on Ts, the time available for searching, which itself depends on the numbers of prey types eaten. Indeed, $C$ is now variable, suggesting that Murdoch's model is too simple a description when exploitation occurs over the time considered. Although the preference term in Eqn. 1.3.9, $\left((1-\exp (-a \operatorname{Ts})) /\left(1-\exp \left(-a^{\prime} T s\right)\right)\right)$, can not be estimated directly, the Random Predator Equations can be used to predict actual consumption, and hence, the ratio $\mathrm{Ne} / \mathrm{Ne}$ ', when both prey types are present.

Using this approach, preference can be calculated to show how the term in Eqn. 1.3.9 differs from a/a' derived from the Holling Disc Equation. Thus, four combinations of high and low handling times have been used to calculated preference in Fig. 1.7. It can be seen that when the handling times for either both prey or the highly preforred prey are low, the preference approaches a/a'. When the handiing times for both, or for the preferred prey, are high, the resultant preference is considerably less than $a / a^{\prime}$, this effect being more marked when both handling times are high. Therefore, as handling time increases, and hence searching time decreases, the effective preference will decrease. This, therefore, is an important qualitative difference between the non-exploitation model (Holling Disc Equation) and the exploitation model (Random Predator Equation) of the functional response.

This approach is used in this work. The functional responses to individual prey types will be used to predict the null hypothesis of predation when both prey types are present (see Chapters 3 and 5). An alternative approach, used by Lawton, Beddington and Bonser (1974) is to carry out but a single experiment using prey mixtures and then fit Eqns. 1.3 .8 to these data of predation on the two prey types.


FIGURE 1.7 Hypothetical preference situations calculated using the two prey-type Random Predator Equation (Eqns. l.3.8), showing the effects of the handing times. Parameters used: $a=1.0, a^{\prime}=0.1, T=1.0$, and initial prey densities such that $N+N^{\prime}=120$. $A$ - no. preference $\left(a=a^{\prime}, C=\right.$ 1.0); $B$ - no handling times $\left(C=a / a^{\prime}=10\right) ; C$ - both handing times low $\left(T h=T h^{\prime}=0.001\right)$ and low handling time for preferred prey, high handling time for less preferred prey ( $T h=0.001$, $T h^{\prime}=0.1$ ); $D$ - high handling time for preferred prey, low handling time for less preferred prey ( $T h=0.1, T h^{\prime}=0.001$ ) ; $E$ high handing times for both prey ( $T h=T h^{\prime}=0.1$ ).
1.3.4 Switching

Preference is measured in terms of a deviation of the ratio of the numbers of two prey types in the diet from the ratio of the numbers or densities of the two prey types in the environment. The no-preference null hypothesis normally used states that these are equal. It can be seen from the last section (1.3.3) that the null hypothesis can also be based on predictions from the individual functional responses.

Switching is assessed by the variation of preference from the null hypothesis situation. Murdoch (1969) stated that, for a switching behaviour to occur, there will be negative preference when the term $N / N^{\prime}$ is less than unity and positive preference when it is greater than unity. In other words, if predators show positive preference towards whichever is the commoner prey, switching occurs. As described in the last section, a more sophisticated alternative hypothesis, based upon the prediction of predation from the individual functional responses can be derived and used. . Preference is considred to be acting if the ratio of the actual numbers eaten differs from the ratio of the expected numbers eaten. Hence, switching will occur if there is negative preference when the ratio of the expected number of prey eaten is less than unity, and there is positive preference when the ratio is greater than unity.

Elton \& Greenwood (1970) described a model of switching based on the same null hypothesis as that used by Murdoch (1969) (Section 1.3.2; Eqn. 1.3.2). This null hypothesis:

$$
\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\left(\mathrm{V} / \mathrm{V}^{\prime}\right) \mathrm{N} / \mathrm{N}^{\prime}
$$

is modified to the form:

$$
\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\left(\mathrm{VN} / \mathrm{v}^{\prime} \mathrm{N}^{\prime}\right)^{\mathrm{b}} .
$$

The effect of varying $b$ when the ratio $v / v^{\prime}$ (which is equivalent to C) is unity, can be seen in Fig. l.8. The switch-over point is defined by the preference ( $v / V^{\prime}$ ). Values of b greater than one result in a switch to the commoner prey type, whilst values

## $\mathrm{Ne} / \mathrm{Ne}^{\prime}$

FIGURE 1.8 A generalized diagram of Elton \& Greenwood's (1970) model of switching. The preference term, v/v', is taken as unity, and the effects of several values of the switching term, $b$, are shown. The switch-over point is defined by the preference term.
of less than one lead to a switch to the rarer prey type. The alternative null hypothesis based on the functional responses (Section 1.3.3) can be used in this model.

Manly (1973) also developed a switching model based on a null hypothesis equivalent to that of Murdoch (Section 1.3.2; Eqns. 1.3.3 and 1.3.4). The total preference, $\alpha$, is defined as:

$$
\alpha=d+s(N / S),
$$

where $d$ and $s$ are constants, and $N$ and $S$, as used in Section 1.3.2, are the number of prey type $I$ and the total number of prey respectively in the environment. For switching to occur, d must be less than unity and s must be greater than zero. The effects of varying $s$, with d equal to zero, are shown in Fig. 1.9. It can be seen that the switch-over point is defined by both constants, (ef. the model of Elton \& Greenwood (1970), Fig. l.8, where the switch-over point is defined by the preference constant alone). This, more general model is likely to be of greater use than that of Elton \& Greenwood.

A coccinellid-aphid interaction was examined finr.preference and switching by Marks (Marks, 1970; Murdoch \& Marks, 1973). The coccinellids were reared on one of three aphid species, and in experiments were offered a choice of two of the species in various ratios. He found that the ratio of the prey in the diet was the same as the ratio of prey present (i.e. the results fit Murdoch's null hypothesis), and that this result was largely unaffected by the species on which the coccinellid was reared. In view if this, it seems likely that the coccinellid has a similar search efficiency for all the aphid species.

Ivlev (1961, Chapter 4, Fig. 17) demonstrated switching by carp. When offered a choice of four prey types, carp initially showed a strong preference for chironomid larvae; after three days the larvae had become rare, and the fish then showed a strong negative preference for the larvae, and an increased positive preference for the previously second most preferred prey, amphipods.
$\mathrm{Ne} / \mathrm{Ne}^{\prime}$


FIGURE 1.9
A generalized diagram of Manly's (1973) model of switching. The residual preference term, $d$, is taken as zero, and the effects of several values of the switching term, s, are shown. The switch-over point is defined by both terms.

Murdoch (1969) examined the predation of marine whelks (Thais emarginata and Acanthina spirata) when offered mussels (Mytilus edulis and M. californianus) and barnacles (Balanus glandula). In several laboratory experiments, Thais and Acanthina showed a strong and consistant preference for $\underline{M}$. edulis over M. californianus. This was not due to a difference in encounter rates, since observation showed that the prey were encountered in the ratio at which they were present. Both whelks showed weak overall preference when results were pooled, and strong individual preference when offered $M$. edulis and Balanus. When Thais were offered a selection of ratios of $M$. edulis and Balanus, there was no evidence of switching. However, when Murdoch 'trained' the Thais on a diet of one prey type only, switching occurred when both were offered. This was considered to be anelogous to the predator becoming trained within a patch of one prey type.

Murdoch, Avery \& Smyth (1975) looked for evidence of switching by predatory fish. Guppies, Poecilla reticulatus, were given two prey: Drosophila on the water surface and Tubifex worms on the bottom of the aquarium. The guppies showed high individual variation in preference when the prey were offered in equal numbers. Over twelve days the ratio of the food offered was varied from l:4 to $4: 1$ for one half of the fish and from 4:1 to 1:4 for the other half. The diets and time spent in different parts of the aquarium,(top, bottom, or middle), were recorded. In response to the changes in the available prey, the guppies were found to switch to the more common type. A separate group of fish, with a preference for the bottom of the aquarium (and hence, for the tubificid worms), were slow to switch, and, as a group were less efficient predators.

### 1.3.5 Foraging Strategies of Birds

Tinbergen (1960) and Royama (1970a) have proposed two contrasting strategies to account for the predation of insectivorous birds. These strategies and their implications for the general theory of preference and switching will be examined below.

Tinbergen (1960) made extensive observations on the diet of great tits, Parus major, and the available food in pine woods. He found that the tits do not immediately notice a new food source. For example, Panolis larvae of suitable age occur in the diet of some individuals several days before it is taken by others. These others then switch to the new prey and often take it in large numbers. Food is often collected in runs of the same prey type, and individuals specialize in different prey types. Tinbergen states that these phenomenacan be due to local differences in the prey available, different hunting techniques or conditioning to different parts of the habitat. Some cases, however, suggest that none of these explanations are adequate. To account for all cases, Tinbergen suggests that the birds may be using a 'specific searching image'; if, by chance: a bird comes across several prey of one type, it will become 'aware' of the specific characteristics of that prey type, and these will be assimilated in a learning process as a specific searching image. Having acquired such an image, the birds concentrate on that prey type.

By observation and the examination of the crop contents of drugged birds, Murton (1971) obtained data on the diet of wood-pigeons. Within an experimental area, the 'prey' (leguminous seeds of various species) were distributed in known arrangements and numbers. These seeds contained a drug, and when the birds succumbed, their crop contents were examined. The pooled data showed that the flock fed at random; the seed types were eaten in the ratio at which they were present. However, examination of individual diets showed that many birds specialized in feeding on one particular prey type. For example, when offered tic beans and maple beans at approximately equal densities, $33 \%$ of the birds selected tic beans, $39 \%$ selected maple beans and $28 \%$ took either by chance. Murton was also able to demonstrate that the specialists tended to be more efficient; invariably the most successful birds in a.run were specialists. Various risk indices were obtained and used to test Tinbergen's model of preference (Section 1.3.2); the deviations found were considered to be caused by social facilitation of feeding within the flock.

Gibb (1962) presented the now generally unaccepted hypothesis of 'searching by expectation'. Tits, (Parus spp.), are predators of the larvae of an eucosmid moth, Ernarmonia conicolona. The larvae feed in pine cones, and the tits locate them by tapping the cones, leaving obvious signs of successful predation. Gibb sampled cones from a 15 x 15 metre grid in a pinewood. (One might expect this to result in 225 metre square plots; Gibb lists 302). He counted the number of larvae per cone, and the number eaten from each cone. He then plotted his results as the percentage predation against the intensity of larvae per ten cones. Intensities of from nine to sixteen occur infrequently, and, in replotting his data (Fig. l.lOA) the results at these intensities are pooled into two groups. Gibb suggested that the tits hunt by expectation; having established some ustimate of the normal density of the prey, they search a cone until they have found this number and then cease searching. In Fig. 1.10B, Gibb's data is plotted as the number of larvae eaten per cone against the intensity of larvae per cone. It can be seen that, at nearly all densities of larvae, a constant proportion is eaten. This suggests that tits spend a set time searching on any one cone. The predation at the highest larval density implies that this behaviour can be modified at very high densities of larvae. Thus, the somewhat elaborate hypothesis put forward by Gibb seems to be at variance with his results when plotted in this form.

A somewhat different approach to that of Tinbergen is put forward by Royama (1970a). This, like Gibb's work, is based on the fact that the distribution of prey is naturally discontinuous and different parts of the environment, on both a macroand a micro-scale, suit different types of prey. For example, within a wood, a given lepidopterous species of larva may be found on only one species of tree, and within individual trees it will occur only in restricted areas, such as within crevices of the bark or between spun leaves at the tips of branches. Royama (1970a) worked on Great Tits, and recorded the food brought by the parent birds to the nestlings, and compared it with the food available in the environment. Based on his observations, he proposed a searching strategy dependent on maximization of profitability by the parent birds. Each prey type


Number eaten/cone

has a profitability measured in terms of calorific return per unit of effort expended in obtaining the prey and bringing it to the nest. There is a minimum profitability below which it is more profitable for the parent bird to eat the prey rather than take it back to the nest. The environment can be divided into areas or niches of profitability. The birds concentrate on the most profitable niches, occasionally checking the other niches to see whether new food sources have become avallable. If such a new food source makes some other niche more profitable, the birds will respond by spending more time searching in that niche, and hence, give the appearance of switching. Therefore, Royama considered the search image hypothesis put forward by Tinbergen to be redundant, its apparent effects being caused by habitat selection in response to changes in niche profitability.

Smith \& Sweatman (1974) made observations on feeding tits, which support Royama's hypothesis. In laboratory experiments, they showed that search intensity and predation are maximized in the areas of highest prey density. Furthermore, if the area of greatest density and area of least density were changed over, the birds tended, initially, to concentrate on what had been the area of second greatest prey density. In a further experiment, involving a choice of areas of constant prey density, the tits concentrated their searching activity in the area with the largest (i.e. most profitable) prey. Field observations showed that hunting birds specialize in a particular habitat (niche), until the time taken to find the prey is similar to the overall average for the environment. These results support the views of Royama rather than those of Tinbergen.

### 1.4.1 Introduction

So far in this chapter, the effects upon the prey death rate of prey density and the preference of the predator have been considered. In this section, the effects of the distribution of the prey upon the searching behaviour of the predator, and hence upon the prey death rate, will be considered.

Many species of animals are normally found in patches. This is true of both prey species used in this work: aphids (Chapter 3) and Pieris brassicae eggs (Chapters 4 \& 5). Although the effects of aggregation will not be considered with respect to the aphid prey, this aspect will be of importance in the work done with eggs as prey.

The work done on the effects of prey aggregation with respect to predator-prey and host-parasitoid interactions can be divided into two aspects. In Section l.4.2, the searching behavicur of predators in response to prey and their distribution will be examined, and in Section l.4.3, some models of the effects of prey distribution will be reviewed.

### 1.4.2 Searching Behaviour in Response to Prey Distribution

The searching behaviour of predators often results in their collecting in areas of high prey density. Such behaviour is predicted by Royama (1970a) for foraging tits, and this work is described and compared with the work of Tinbergen (1960) in Section l.3.5. Ecologists studying insect predation have tended to concentrate on small scale behavioural responses to prey, which cause predators to collect in areas of high prey density; other workers studying foraging birds have tended to look on a broader, more generalized, scale. Results from these two approaches will be considered in turn.

One widespread mechanism which causes predators to spend more time searching in areas of high prey density than would be expected on the basis of random search, involves a change in searching behaviour subsequent to feeding. The search path of many predators becomes more tortuous after feeding. This is achieved by shortening the distance between turns, and increasing the angle of turn. Frequently, the speed of movement decreases simultaneously. This behaviour results in an intensification of search in the area where the prey was found. Examples of such behaviour have been found in sticklebacks (Thomas, 1975), coccinellids (Banks, 1957; Marks, 1970), and anthocorids (Evans, 1973). The behaviour of anthocorids will be considered in Chapters $4 \& 5$.

Murdie \& Hassell (1973) studied the behaviour of houseflies feeding on various arrangements of sugar droplets in square perspex arenas. The search track of the flies was traced on the lid of the arena, and time intervals of three seconds marked. They found that, after feeding, the searching behaviour changed; the angles of turning were increased and the distance between turns decreased. This behaviour became rapidly less pronounced and normal search was resumed within half a minute. Computer simulations produced not dissimilar tracks. The resultant functional responses showed that the flies were more efficient at finding the clumped droplets; but, as the authors pointed out, the normal functional response models are not applicable due to the non-random search of the flies. Hassell \& May (1974) extended this work using mathematical models, as will be described in the next section.

Krebs et al. (1974) examined the searching behaviour of chickadees in the artificial habitat of an aviary. They concluded that the birds do not hunt by expectation (Gibb, 1962) (Section 1.3.5). Within one patch of the environment, the 'giving up' time was found to be constant; i.e. if the time which passed, in which the bird searched within a unit of habitat without finding any food, reached a threshold level, the bird gave up and tried another patch (. cf. Murdoch \& Oaten (1975), Section 1.4.3). The'giving up' time was found to be inversely proportional to the overall feeding rate for the environment.

Thus, if the environment is rich in prey, the birds will quickly give up any patch where they are finding food infrequently.

Tinbergen et al. (1967) studied the effecte of spacing within a clump. They put out camouflaged egge in an area of sand dunes, arranged in a small group of set inter-egg distance. The attention of predatory crows was drawn to the eggs by putting an uncamouflaged, conspicuous egg in the centre of the grid. As a result, they found that closely spaced eggs were more heavily preyed upon than those more widely spaced. On measuring 'giving up' times, they found that crows searching for widely-spaced eggs searched for the longest time. One might conclude that camouflaged animals will tend to be widely spaced, yet a small dense clump may escape detection. The distribution of prey and searching behaviour of predators will interact as natural selection acts on the prey to maximize survival, and on the predator to maximize foraging success.

### 1.4.3 Models of the Effects of Prey Distribution

In this section, the following models will be reviewed: Ivlev (1961), Royama (1970b), Hassell \& Rogers (1972) and Hassell \& May (1974).

Ivlev (1961) produced a generalized description of the effect of aggregation of prey. It is based on an index of clumping which is effectively the variance of the local prey densities. The unit of local density is not defined, but is important since the aggregation will appear greatest at the mean clump size of the prey. (Plant ecologists, by comparing the variance from different quadrat sizes, estimate the clump size of plants). The relationship between the number of prey eaten and their aggregation is, Ivlev suggested, curvilinear. Experiments with fish feeding on various prey aggregations vindicated such a viewpoint. He described this relationship with an equation of the form:

$$
N e=(K-N r)(1-\exp (-k A))+N r,
$$

where $K$ is the maximum possible consumption in the time available, Nr is the consumption when prey are arranged regularly, $A$ is the index of aggregation and $k$ is a constant defining the curve. By combining this equation with his functional response equation, Ivlev derived a general equation to define how the number of prey eaten varies in response to prey density and aggregation. Such a mathematical description could well be useful in some cases, but the biology and behaviour involved should also be considered.

Royama's hypothesis of maximization of profitability by niche selection (Royama, l970a) has been considered in Section 1.3.5. This hypothesis has been stated mathematically (Royama, 1970b), and will be described here. The model is id two parts: firstly, the relationship between the number of prey eaten and the local prey density, and secondly, the relationship between the number of prey eaten and the time spent searching by the predator. To describe the first, curvilinear relationship, Ivlev's equation for a functional response (Ivlev, 1961) was used, and to describe the second, Royama used a 'generalized Nicholson \& Bailey model" i.e. the Random Predator Equation. By combining these two relationships, he obtained an isoclime of the ideal distribution of predator time. Thus, for a given prey density, the optimum time to spend there and hence the prey consumption can be found. For any hypothetical distribution of predator time with prey density, the corresponding numbers of prey attacked at each density can be found, and hence the proportion eaten. This model was found to fit the percentage predation of parasitization data obtained by Varley (1941) (a slightly curvilinear relationship), Gibb (1958) (a strongly curvilinear and a domed relationship) and Holling (1959a) (a strongly domed relationship).

Another approach, not dissimilar to that of Royama, was used by Hassell \& Rogers (1972). Nemeritis, when given a choice of prey chambers containing various densities of hosts, spent most time in areas of greatest host density. The percentage time spent in each chamber increased as a function of the prey density, giving a graph of exponential shape. The density of Nemeritis altered this response; if four or more were used, the percentage time spent in each chamber was proportional to the density.

Extending this approach, Hassell \& May (1974) considered the aggregative response as the time spent per unit area in response to the prey density in that area. If a predator (or parasitoid) enters an area of known prey (or host) density, the time spent there and hence, the number of prey attacked (or hosts parasitized) can be defined. The authors constructed a model based on the searching behaviour of house flies, as described by Murdie \& Hassell (1973) (Section l.4.2). The flies show two modes of searching behaviour: random walk with short step lengths (mode I) and, forward directed or on-going random walk with long step lengths (mode II). Mode I is used for 30 seconds after feeding. It is followed by mode II if no further sugar droplets are found. By assuming the prey density remains constant, the authors were able to derive a model of the time spent per unit area as a function of prey density in that area. By introducing stochastic variation, a smoothed response of sigmoid shape was obtained. They continued by suggested other shapes for this response, and conducting stability analyses.

Murdoch \& Oaten (1975) suggested a slightly different description of aggregative searching within a patch. This involves a time limit, analogous to that described by Krebs et al. (1974), at which, if the predator has not found a prey, it leaves the patch. If the predator finds a prey, it then has a further time limit to find the next prey. The aggregative response (time spent per patch as a function of patch density), as in the model of Hassell \& May, is sigmoid in shape. Murdoch \& Oaten show that this would have a stabilizing effect over part of the range of the overall functional response.

The aggregative response, as used by Hassell \& May and Murdoch \& Oaten, provides a useful, simple description of the aggregative behaviour of predators and parasitoids.

CHAPTER 2

THEORETICAL ASPECTS OF THE FUNCTIONAL RESPONSE
2.1 INTRODUCTION

During the course of this work a number of theoretical aspects of the functional response, and modifications of the Random Predator Equation (Rogers, 1972) were examined, and these will be described in this chapter. Rogers (1972) suggested that, to abstract the parameters of the Random Predator Equation, a regression analysis of the logarithm of the proportion of prey surviving (ln $S$ ) against the number eaten (Ne) could be used. This technique is examined in Section 2.2, and alternative techniques proposed. Although the regression technique is not considered suitable, the figure of the logarithm of the proportion of prey surviving plotted against the number of prey eaten has been found to be useful in the interpretation of functional responses; some examples are given in Section 2.3. In modelling functional responses other than the normal, type II, one approach is to vary the parameters of the Random Predator Equation as functions of the prey density or the number of prey eaten; in Section 2.4, some such models are examined together with some observations on varying parameters during the experimental period.
2. 2 ABSTRACTING THE PARAMETERS OF THE RANDOM PREDATOR
EQUATION

Royama (1971) and Rogers (1972) both suggested a simple model for the type II functional response, for which Rogers proposed the name "The Random Predator Equation". It is of the form:

$$
\mathrm{Ne}=\mathrm{N}(1-\exp (-\operatorname{aP}(\mathrm{T}-\mathrm{Th} \mathrm{Ne}))), \quad \text {. . } 2.1
$$

where $N e$ is the number of prey eaten, $N$ is the initial prey density, a is the search efficiency, $P$ is the number of predators (taken as one in the following discussion), $T$ is the total time available, and $T h$ is the time taken to handle one prey. The derivation of this model is given in Section 1.2.2.

Since the parameters (a and $T h$ ) offer difficulties for direct measurement, they are normally abstracted from predation data. Thus, Rogers (1972) suggested the technique of linear regression analysis to abstract the parameters from data of the number of prey eaten ( Ne ) for various values of initial prey density (N). To do this, the Random Predator Equation (Eqn. 2.1) is transformed to the linear form:

$$
\ln ((N-N e) / N)=\ln S=-a T+a T h N e, \quad . \quad .2 .2
$$

where $S$ is the proportion of the prey surviving. The natural logarithm of $S$ will, in this work, be referred to as $\ln S$. By treatEqn. 2.2 as a regression of the form $y=c+m x$, and performing a regression analysis of $\ln \mathrm{S}$ on Ne , estimates of the intercept (- a T) and the slope (a Th) can be obtained. This technique has since been used by a number of workers (e.g. Evans, 1973, Hokyo \& Kawauchi, 1975).

However, in applying a regression analysis, certain assumptions are made about the data:

1. the two variables are independent of each other,
2. the $x$ values ( $N e$ ) are arbitrarily defined and not subject to variation,
3. the variance of $y(\ln S)$ is the same for all values of $x$ ( Ne ).

In this situation, it should be noted that $\ln S$ and Ne are not independent ( $N e$ occurs in both terms), and that the values of $x$ (Ne) are not arbitrarily defined but are the means of a number of replicates, and hence subject to variation. When the variance of In $S$ is considered, another problem becomes apparent. As this technique has been used in the past, the logarithm of the mean value of $S$ has been used; in fact, it can be seen that the mean of the logarithmic values of $S$ should be used. One reason why the mean of $\ln S$ has not been used in the past is that, at low prey densities, it is not unusual for all the prey to be eaten in some replicates and this leads to values of zero for $S$ and hence, minus infinity for $\ln S$ i.e. the mean of $\ln S$ can not be evaluated if total predation occurs in any of the replicates. Furthermore, it can be seen that that small changes in the value of Ne will, at low prey densities, lead to large changes in the corresponding values of $\ln S$, which leads to the variance of $\ln S$ at low prey densities (and hence values of Ne ) being much greater than the variance at high prey densities. In view of these problems, the regression analysis of $\ln S \mathrm{x}$ Ne is not a suitable technique for the abstraction of parameters. The resultant figure of in $S$ plotted against Ne is, however, often more informative than the functional response figure, as will be described in Section 2.3.

If there is no data involving total predation, an improved method of parameter extraction would be to find the best-fit linear relationship of $\ln S \mathrm{x}$ Ne, allowing for both variables being subject to error. Such a method is described by Davies (Davies, l97l; programme 22). However, in as much as ln $S$ is still subject to greater variation at low prey densities, this method is also unsuitable. Most functional response experiments result in data involving total predation, and in order to overcome this drawback, a least squares technique was developed, and the computer programme BESTFIT (see Appendix Section AL. 3 for a description and listing) was written. The values of the para-
meters which give the best fit to the observed data are taken as the best estimates. The major drawback with this approach, (apart from the large amount of computing time which may be necessary), is that the higher values of Ne have a larger effect upon the results than the smaller ones.

In Chapter 4, these three techniques are used to abstract the parameters of the Random Predator Equation for twelve functional responses, and the resultant estimate; are tabulated in Table 4.5. It can be seen that the technique of the least squares best fit to the functional response consistently yields parameters which give a better fit to the data. The results of Chapter 4 also provide a means of comparing the effects of using the mean of $\ln S$ and the $\ln$ of mean $S$. Both valuns, where they can be calculated, are given in Tables 4.l-4.4, and it can be seen that the deviation is most marked at the low values of Ne (and hence $N$ ). The ln of mean $S$ consistently underestimates the proportion of the prey eaten; the values of mean ?n $S$ tend to 'tail off' towards minus infinity at low values of Ne. This phenomenon is sometimes found when $\ln$ mean $S$ values are considered, and this is examined in Chapter 3 (Section 3.3.5).

It was mentioned in Section 2.2 that $\ln$ S. $x$ Ne figures can be more informative than functional response figures. In this brief section, some examples will be given.

The Random Predator Equation is simply interpreted in a $\ln S \mathrm{~S}$ Ne figure, in particular the effect of the search efficiency being more evident than in a functional response figure. In Fig. 2.3 the effects of varying the parameters a (search efficiency) and Th (handling time) are shown using both functional response and $\ln S \mathrm{x}$ Ne figures. The effects of the different search efficiencies are more evident in the latter figure, the intercept on the $\ln S$ axis showing the values of $a$ when the total time available ( $T$ ) is unity, as in this case. The intercept on the Ne axis can be shown, from Eqn. 2.2 , to be equal to $T / T h$ i.e. the maximum consumption rate. The straight line relationship makes both of these intercepts easier to interpret.

Deviations from the normal, type II functional response may be more obvious in the $\ln \mathrm{S} x$ Ne figures. A type III or sigmoid functional response is often very close to the type II in shape. In Fig. 2.4A, an obviously sigmoid functional response drawn freehand is interpreted as a ln $S x$ Ne figure; in place of the straight line relationship of the Random Predator Equation, a clear cut $U$ or $V$ shape is now apparent. This obvious shape was noted in the functional response of $\underline{C}$. septempunctata to type $I$ aphid prey in Section 3.4.2, enabling suitable models to be fitted. The freehand dome shaped functional response shown in Fig. 2.4C results in a curve of similar shape in the $\ln \mathrm{S} x$ Ne figure (Fig. 2.4D). In order to establish such a curve from experimental data, it may be necessary to link data points in a prey density sequence (see Fig. 2.10B of the analysis of data of Yao (pers. comm.)). One factor which becomes more clear from the $\ln S x$ Ne figure of the dome-shaped functional response is that $\ln S$ can not be defined by any simple function of Ne , a model of at least the complexity of the quadratic form being necessary.

Therefore, in view of the extra information and insight which may be obtained from a $\ln \mathrm{S} x \mathrm{Ne}$ figure, it is worthwhile examining in $S \times$ Ne figures during the course of the analysis of functional response data.


FIGURE 2.1
Hypothetical functional responses, and $\ln \mathrm{S} x \mathrm{Ne}$ figures, calculated using the Random Predator Fquation, to show the effects of varying the search efficiency (a) and the handilng time (Th).
(A) - functional responses and (B) - ln $S$ x Ne figures for various values of the search efficiency, with the total time ( $T=1$. ) and the handling time ( $T h=0.02$ ) held constant.
(C) - functional responses and (D) - In $S x$.Ne figures for various values of the handling time, with the total time ( $T=1.0$ ) and the search efficiency $(a=0.75)$ held constant.


FIGURE 2.2
Hypothetical sigmoid and dome-shaped functional responses to show the relationships with the corresponding $\ln S x$ Ne figures.
(A) - functional response and (B) - In $S x$ Ne figures for a sigmoid or type III functional response.
(C) - functional response and (D) - In $S \times$ Ne figures for a dome shaped functional response.

### 2.4.1 Introduction

In order to describe functional responses other than the normal, type II response, the Random Predator: Equation can be modified by defining the parameters (a - search efficiency, Th - handling time) as functions of the prey density or the number of prey eaten

There are two approaches to defining the parameters, analogous to the instantaneous and overall forms oi the functional response equations described in Section 1.2.2. Thus, in the first approach, the search efficiency and handling time can be instantaneous functions of the prey density or the number of prey eaten, in which case the functions must be integrated over the period of the experiment before they can be substituted in the Random Predator Equation. Alternatively, the instantaneous relationships can be substituted into an instantaneous equation such as the Holling Disc Equation. (Section 1.2.2; Eqn. 1.2.7), and the whole equation integrated over the experimental period. In the second approach, the parameters can be defined in an overall form i.e. used as a mean search efficiency or handling time, and substituted directly into the Random Predator Equation. The former approach may be easier to apply from the practical viewpoint, but the latter is easier to incorporate into and handle as a modified Random Predator Equation.

Rogers (pers. comm.) has suggested a simple linear model using the latter approach, and the possibilities of this model are examined in Section 2.4.2. In Section 2.4.3, data from dome shaped functional responses suggest alternative models. Two sigmoid functional responses models, one suggested by Hassell (pers. comm.) and the other by the results of Chapter 3 of this work, will be described and compared in Chapter 3 on the work using coccinellids and aphid prey.

### 2.4.2 Rogers' varying parameter model

Rogers (pers. comm.) has found data showing that the parameters of the Random Predator Equation (a - search efficiency, Th - handling time) can be defined as linear functions of the number of prey eaten. Accordingly, he has suggested a model of the form:

$$
\mathrm{Ne}=N(1-\exp (-\overline{\mathrm{a}}(\mathrm{~T}-\overline{\mathrm{Th}} \mathrm{Ne}))) \quad \text {. . } 2.3
$$

where $\bar{a}$, the mean search efficiency, and $\overline{T h}$, the mean handling time, are defined by the linear relationships:

$$
\begin{aligned}
\bar{a} & =m \mathrm{Ne}+\mathrm{Q} \\
\overline{\mathrm{Th}} & =\mathrm{nNe}+\mathrm{H},
\end{aligned}
$$

where $m, n, Q$ and $H$ are constants. Substitution in Eqn. 2.3 gives:

$$
\mathrm{Ne}=N(1-\exp (-(Q+m \mathrm{Ne})(\mathrm{T}-(\mathrm{H}+\mathrm{n} \mathrm{Ne}) \mathrm{Ne}))), . .2 .4
$$

which can be rearranged to give:

$$
\ln S=-Q T+(Q H-T m) N e+(H m-Q n) \mathrm{Ne}^{2}-m n \mathrm{Ne}^{3} .
$$

This equation can be treated as a multiple regression equation of the form:

$$
y=a+b x+c x^{2}+d x^{3}
$$

The results of a multiple regression analysis can, using Newton's approximation, yield estimates of the parameters ( $m, n, Q, H$ ) defining the mean search efficiency and handling time.

The range of functional response shapes which this model describes, can be seen by varying the parameters m (Fig. 2.3) and $n$ (Fig. 2.4) - the effects of varying $H$ and $Q$ being similar to varying a and Th in the Random Predator Equation (Fig. 2.1). Varying $m$, the change in the mean search efficiency for each prey eaten, produces a range of apparently normal type II responses.


FIGURE 2.3 Hypothetical functional responses and $\ln \mathrm{S} \mathrm{x} \mathrm{Ne}$ relationships, calculated using the Rogers' varying parameter model (Eqn. 2.6), to show the effects of varying the parameter $m$ (change in mean search efficiency per prey eaten) with the other parameters held constant $(T=1.0, \overline{T h}=0.05$, $Q=0.2$ ).


FIGURE 2.4
Hypothetical functional responses and $\ln \mathrm{S} \times \mathrm{Ne}$ relationships, calculated using the Rogers' varying parameter model (Eqn. 2.6), to show the effects of varying the parameter $n$ (change in mean handling time per prey eaten) with the other parameters constant $(T=1.0, \bar{a}=0.2, H=0.05)$.

Comparing Fig. 2.3 with Fig. 2.1 of the Random Predator Equation, it can be seen that decreasing $m$ has a similar effect to decreasing the handling time of the Random Predator Equation, while increasing $m$ produces patterns similar to the effect of increasing the search efficeincy of the Random Predator Equation. Increasing $m$, however, also adds a sigmoid element to the functional response, which is only apparent in the ln $S \times$ Ne figure. Comparing the figure of the effects of varying $n$, the change in the mean handling time for each prey eaten, (Fig. 2.4.) with Fig. 2.1 of the Random Predator Equation, other similarities can be seen. Thus, increasing $n$ has an effect similar to increasing the handling time of the Random Predator Equation, while decreasing $n$, at least initially, is similar to decreasing the handing time of the Random Predator Equation. However, when the negative value of $n$ becomes too large, the relationship diverges from the Random Predator Equation, a steadily increasing proportion of the prey being eaten. This is due to the individual prey handling time becoming effectively negative in order to produce the necessary decrease in the mean handling time; as a result, the more prey that are eaten, the more time is available to find further prey, and the model becomes unrealistic.

To determine whether this model will adequately describe sigmoid and dome-shaped functional responses (see Section 1.2.3), the parameters necessary to obtain the responses shown in Fig. 2.2, with either the search efficiency of the handling time constant, were calculated and are shown in Figs. 2.5 (sigmoid) and 2.6 (dome-shaped) both as functions of the prey density and as functions of the number of prey eaten. It can be seen that only a as a function of $N e$ for the sigmoid response approaches a linear relationship; this is in agreement with the fact noted from Fig. 2.3 that when $m=0.001$, the $\ln S x$ Ne figure shows a shape suitable to describe a sigmoid response.

Therefore, on the whole, this model results in type II responses adequately described by the Random Predator Equation. However, increasing mean search efficiency as a linear function of the number of prey eaten can lead to a sigmoid functional response.


FIGURE 2.5 Mean parameter ( $\bar{a}$, mean search efficiency; $\overline{T h}$, mean handling time) values calculated from the hypothetical sigmoid functional response of Fig. 2.2A. Th is kept constant at 0.0833 , and $\bar{a}$ is shown as a function of $N$, the prey density (A), and as a function of $N e$, the number of prey eaten ( $B$ ). $\bar{a}$ is kept constant at 0.8 , and $T h$ is shown as a function of $N$, the prey density (C) and as a function of Ne, the number of prey eaten (D).


FIGURE 2.6. Mean parameter ( $\bar{a}$, mean search efficiency; $\overline{T h}$, mean handling time) values calculated from the hypothetical dome-shaped functional response of Fig. 2.2C. Th is kept constant at 0.0833 , and $\bar{a}$ is shown as a function of $N$, the prey density (A), and as a function of Ne , the number of prey eaten (B). $\bar{a}$ is kept constant at 0.8 , and $\overline{T h}$ is shown as a function of $N$, the prey density (C) and as a function of $N e$, the number of prey eaten (D).

### 2.4.3 Models of the dome-shaped functional response

2.4.3.1 Model based upon the data of Williams (pers. comm.)

Williams (pers. comm.) obtained data on the predation of Notonecta glauca L. upon Gammarus pulex (L.), in a bucket over a period of five hours. The resultant functional response (Fig. 2.7A) was dome-shaped. To obtain further information, Williams made some continuous observations, and the time taken for successive feeds was recorded.

This data of the individual handling times can be defined using an instantaneous function of the number of prey eaten. A logarithmic relationship of the form:

$$
\mathrm{Th}=\mathrm{n} \ln \mathrm{Ne}+\mathrm{c},
$$

where n and c are constants, was found to be suitable. This relationship can be integrated with respect to Ne and substituted into the Random Predator Equation to give:

$$
\mathrm{Ne}=N(1-\exp (-a(T-[n(N e \ln N e-N e)+c \text { ive }] N e))) .
$$

This equation is rather cumbersome, and the logarithmic relationship did not provide a good description of the data, and so the handling time was defined as an overall function of the number of prey eaten. Thus, transforming the individual handling time to mean handling times, a log/log relationship of the form:

$$
\ln \overline{\mathrm{Th}}=\mathrm{n} \ln \mathrm{Ne}+\mathrm{c}
$$

was found to be necessary to obtain a good fit to the data ( $\mathrm{n}=$ $-0.3288, \mathrm{c}=3.836 ; \mathrm{F}=455, \mathrm{df}=1,6, \mathrm{P}<0.001$ ). This relationship is shown in Fig. 2.7C. Transforming Eqn. 2.5 gives:

$$
\overline{T h}=\exp (n \ln \mathrm{Ne}+c)
$$

which can be substituted into the Random Predator Equation to give:

$$
N e=N(1-\exp (-\bar{a}(T-[\exp (n \ln N e+c)] N e))) \cdot \cdot 2.6
$$



FIGURE 2.7 Figure of the model developed for the dome-shaped functional response based upon the data of Williams (pers. comm.). (A) - functional response and (B) - ln $S x$ Ne figures fitted with the model (Eqn. 2.8) with parameters calculated from (C) and (D). (C) - In Th plotted against in Ne to show the relationship of Eqn. 2.5 ( $\overline{T h}=\exp (n \ln N e+c) ; n=-0.3288$, $\mathrm{c}=3.836 ; \mathrm{F}=455, \mathrm{df}=1,6, \mathrm{P}<0.001$ ). (D) $-\overline{\mathrm{a}}$ (calculated by substituting Eqn. 2.5 into the Random Predator Equation and, for each set of predation data, solving for $\overline{\mathrm{a}}$ ) plotted against $N$ (the prey density) to show the relationship of Eqn. 2.7 ( $\bar{a}=m N+d ;$ $m=-0.0001284, d=0.004407 ; F=41, d f=1,5, P<0.01)$.

By substituting for N and Ne in Eqn. 2.6, a series of values for $\bar{a}$ (the mean search efficiency) was obtained. These were descibed by the relationship:

$$
\overline{\mathrm{a}}=\mathrm{m} \mathrm{~N}+\mathrm{d},
$$

as shown in Fig. 2.7D (m = -0.0001284, $d=0.004407 ; F=41$, df $=1,5, \mathrm{P}<0.01$ ). Substituting Eqn. 2.7 into Eqn. 2.6 now छives:

$$
\mathrm{Ne}=N(1-\exp (-[m N+d](T-[\exp (n \ln N e+c)] N e)))
$$

Using this Equation (Function XNEWTW, Appendix Section Al.2.3), the functional response fitted to the data (Fig. 2.7A; $F=41$, $d f=1,5, P<0.01$ ) and the $\ln S x$ Ne relationship (Fig. 2.7B, $F=120, \mathrm{df}=1,5, \mathrm{P}<0.001$ ) were obtained.

It can be seen that, at low prey densities, the effects of the decreasing search efficiency and handling time cancel each other out, leading to a normal type II functional response. At high prey densities, however, the rate of change of the handling time is greatly reduced, and the continuing decrease in the search efficiency leads to a drop off in the numbers of prey found.

Comparing this model with the values of the search efficiency and handling time suggested by Fig. 2.6, differences can be seen. Thus, the initial increase in search efficiency in Fig 2.6 is not necessary to produce a dome-shaped functional response, but is a result of the initial freehand figure of the functional response (Fig. 2.2). In the case of the handling time, Fig. 2.6D shows a relationship which could be described by Eqn. 2.5. The two parts of the dome in Fig. 2.6A (increasing $N e$ and decreasing $N e$ ) could, if symmetrical, be described by the one equation. The occurence of a minimum handling time at the maximum prey consumption would not, by itself, produce a domeshaped response, but it would accentuate one.

Thus, decreasing the mean search efficiency as a linear function of prey density will produce a dome-shaped functional response. Extrapolating such a model to higher prey densities
would lead to negative values for the search efficiency; a more suitable function is found in the next section.
2.4.3.2 Model based upon the data of Yao (pers. comm.)

Another model of a dome-shaped functional response was developed in collaboration with D.J. Rogers and D. Yao using data of Yao (pers. comm.). In Yao's work, 24 hour continuous observations were made of the predation of the mite Phytoseilus persimilis Athias-Henriot on another mite, Tetranychus urticae Koch. This yielded estimates of the handling time and search efficiency over a range of prey densities.

The handling time was found to be desribed by the linear relationship:

$$
\overline{\mathrm{Th}}=\mathrm{n} \mathrm{Ne}+\mathrm{c}, \quad \text {. . . } 2.9
$$

where n and c are constants (Fig. 2.8C; $\mathrm{n}=-0.000451, \mathrm{c}=0.0224$; $F=176$, $\mathrm{df}=1,4, \mathrm{P}<0.001$ ). The search efficiency, however, was best described by the relationship:

$$
\begin{align*}
\ln \bar{a} & =m \ln N+d \\
\text { or } \quad \bar{a} & =\exp (m \ln N+d),
\end{align*}
$$

where $m$ and $d$ are constants (Fig.2.8C, line 1 ; $m=-1.940$, $\mathrm{d}=$ 6.324; $F=31, \mathrm{df}=1,4, \mathrm{P}<0.01$ ). Hence substitution of Eqns. 2.9 and 2.10 into the Random Predator Equation gives:

$$
N e=N(1-\exp (-[\exp (m \ln N+d)](T-[n N e+c] N e)))
$$

. . . 2.11

This equation, together with the parameters ( $n, \mathrm{c}, \mathrm{m}, \mathrm{d}$ ) derived from the continuous observations, was used to calculate the functional response (Fig. 2.8A, line l) and the ln $S \times$ Ne relationship (Fig. 2.8B, line 1). It can be seen that these calculated lines give a very poor fit to the data.

Since, in making continuous observations, the search efficiency is more likely to be estimated incorrectly than the handling time, substitution of $N$ and $N e$ in Eqn. 2.11 was used to


FIGURE 2.8 Figures of the model developed for the dome-shaped functional response based on the data of Yao (pers. comm.). (A) - functional response and (B) - In $S \times \mathrm{Ne}$ figure fitted with the model (Eqn. 2.11): line 1 - all parameters obtained by continuous observation; line 2 - parameters describing $\bar{a}$ abstracted from functional response data. (C) - $\overline{T h}$ plotted against Ne (the number of prey eaten) to show the relationship of Eqn 2.9 ( $\overline{\mathrm{Th}}=\mathrm{n} \mathrm{Ne}+\mathrm{c}, \mathrm{n}=-0.000451, \mathrm{c}=0.0224 ; \mathrm{F}=176$, $\mathrm{df}=$ $1,4, P<0.001$ ). (D) - In $\bar{a}$ plotted against $\ln N$ to show the relationship of Eqn. 2.10: line 1 - data obtained by continuous observation $(\bar{a}=\exp (m \ln N+d), m=-1.940, d=6.324 ; F=31$, $\mathrm{df}=1,4, \mathrm{P}<\mathrm{O} .01)$; line 2 - data obtained by substituting Eqn. 2.9 into the Random Predator Equation and solving for $\bar{a}$ ( $\bar{a}=$ $\exp (m \ln N+d), m=-1.082, d=4.361 ; F=258, d f=1,4$, P<0.001).
obtain estimates of the search efficiency. The resultant estimates were found to be well described by Eqn. 2.10 (Fig. 2.8D, line 2; $m=-1.082, d=4.361 ; F=258, d f=1,4, P<0.001$ ). Using the new values for the parameters $m$ and $d$, the functional response and $\ln S \mathrm{x}$ Ne relationship were recalculated (Fig. 2.8A line 2 and 2.8B line 2) and resulted in a good fit to the data (functional response $-F=120$, $d f=1,4, P<0.001 ; \ln S \times N e-$ $F=252, \mathrm{df}=1,4, \mathrm{P}<0.001$ ).

The use of Eqn. 2.10 to describe $\bar{a}$ is applicable over any range of prey densities, and so is more useful than Eqn. 2.7 proposed in the last section. The model of the handling time (Eqn. 2.5) of the last section is, however, applicable over a wider range of prey consumption, and so may be more useíui than the relationship used in this section. Accordingly, a more widely useable equation to describe a dome-shaped functional response would be:

$$
\begin{aligned}
\mathrm{Ne}=N(1-\exp (- & {[\exp (m \ln N+d)] x } \\
& (T-[\exp (\ln \ln N e+c)] N e))) .
\end{aligned}
$$

In abstracting the parameters of the Random Predator Equation from functional response data, the ln $S \times \mathrm{Ne}$ regression technique suggested by Rogers (1972) is not suitable, and an alternative least squares best fit technique is proposed. The figure of ln $S \times \mathrm{Ne}$ can, however, often be informative in the interpretation of functional response data (Sections 2.3-2.4).

2 Type II functional responses can often be obtained by varying the parameters of the Random Predator Equation (Section 2.4.2; Figs. 2.3 \& 2.4). These responses can still be adequately described by the Random Predator Equation, the parameters giving an overall measure of searching efficiency and handling time (Hassell, Lawton \& Beddington, 1976).

3 Sigmoid functional responses can be obtained by defining the mean search efficiency ( $\bar{a}$ ) as an increasing function of the prey density or the number of prey eaten. This relationship can be linear (Section 2.4.2, Fig. 2.3) or curvilinear (Fig. 2.5). Hassell, Lawton \& Beddington (1977) and Hassell (pers. comm.) have suggested sigmoid functional response models based on an increasing value of a in response to the prey density which levels off at some maximun value (i.e. similarly to the type II functional response). Since predation at high prey densities is largely defined by the handling time, rather than the search efficiency, this difference is unimportant. Functional response equations based on this description of $\bar{a}$ are introduced in Section 3.4.2. An alternative approach which results in sigmoid functional responses is to define the mean handling time ( $\overline{\mathrm{Th}}$ ) as a curvilinear function of the prey density or number of the prey density or number of prey eaten, such as are shown in Fig. 2.6C \& D.

4 The dome shaped functional response is obtained by defining $\bar{a}$ as a decreasing function of the prey density. This can be linear (Section 2,4.3.1, Fig. 2.7D) or curvilinear (Section 2.4.3.2, Fig. 2.8D). The dome shaped functional response is emphasized by defining $\overline{T h}$ as an increasing function of the prey density (Section 2.4.2, Fig. 2.6C).

PREFERENCE EXPERIMENTS WITH COCCINELLA SFPTTFMPUNCTATA L. AND BREVICORYNE BRASSICAE (L.)

### 3.1 INTRODUCTION

In this section, a predator-prey interaction is examined, in which two types of prey are available. The functional responses to the individual prey types are used in an attempt to predict predation when both are present. The predators used are adults of the coccinellid beetle, Coccinella septempunctata L. (the seven spot ladybird). The prey are the cabbage aphid, Brevicoryne brassicae (L.), either as first instar aphids (type I) or as apterate adults and large aphids of similar size in the penultimate instar (type II).

Various descriptions of preference have been discussed in the literature survey (Section 1.3.2). In measuring preference, Murdoch's (1969) model is a simple starting point. He suggested that, in the absence of switching, a constant parameter C can be used to describe preference. He defined $C$ as the proportional difference between the ratio of the prey types in the environment and the ratio in the diet:

$$
\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\mathrm{C} N / \mathrm{N}^{\prime}
$$

$$
\text { . . . } 3.1
$$

where $N$ and $N$ ' are the numbers of the two prey types present and Ne and Ne ' are the numbers which are eaten. This relationship is shown in Fig. 3.1 where the null hypothesis is represented by a slope of unity. Murdoch (1969) also suggested that an appropriate predation model may be used as a null hypothesis in preference


FIGURE 3.1 Generalized graph illustrating Murdoch's (1969) model of preference: $\mathrm{Ne} / \mathrm{Ne}=\mathrm{C} N / \mathrm{N}$, where N is the number of prey type $I$ present, Ne is the number of prey type $I$ eaten, and $N$ ' \& Ne' refer to the same figures for prey type. II. The lines $a, b, c$ show three possible situations: a - no preference ( $C=1$ ); b - preference for prey type II ( $C<1$ ); c preference for prey type I (C>1).
studies. The derivation of such a model is given in Section 1.3.3.

In this section, the functional response: are used to predict predation when both prey types are present; hence, the ratios used in the Murdoch plot (Fig. 3.1) are found. These predictions are compared with the actual numbers and ratios observed.

### 3.2.1 The Arenas

The arenas used in this study are based on those used by Marks (Marks, 1971; Murdoch \& Marks, 1973) in similar experiments using coccinellid larvae. The arenas were plastic petri dishes of diamter 9 cm , with a moistened filter paper on the bottom. The sides of the petri dish top were coated with fluon to prevent the experimental animals leaving the bottom of the arena. The aphids were distributed on the filter paper at 10.00 h , a conscious effort being made to distribute them at random. The aphids were then left to disperse and settle down until 11.00 h when the coccinellids were introduced. One coccinellid was put in the middle of each arena. Each run lasted two hours and was conducted at $20^{\circ} \mathrm{C}$ under constant illumination from fluorescent tubes. At the end of each experiment, the number of prey eaten, and prey types if appropriate, were scored.

### 3.2.2 The Prey: Brevicoryne brassicae of two size classes

Cultures of B. brassicae were mainatained on potted brussels sprout plants in a greenhouse, and in a constant environment experimental room ( $20^{\circ} \mathrm{C}$ and $60 \%$ R.H.) . The two types of prey mentioned in the introduction were:

Type I: first instar aphids. A sample of ten was weighed giving a mean weight of 0.0324 g (S.E. of mean $=0.007$ ),

Type II: adult apterous aphids or nymphs of similar size in the penultimate instar. Weighing a sample of ten gave a mean weight of 0.624 g (S.E. of mean $=0.095$ ).
3.2.3 The Predators: Coccinella septempunctata adults

Adults of C . septempunctata were collected daily during the course of the experiments at approximately 15.00 h . They were obtained from the patch of broad beans at Hill Bottom (Silwood Park). It is assumed that when collected all the coccinellids were satiated, due to feeding upon the large numbers of

Aphis fabae Scop. present on the bean plants. The coccinellids were then kept without food in individual $3^{\prime \prime} \mathrm{X}$ l" glass tubes at $20^{\circ} \mathrm{C}$ until the experiments started at 11.00 h the next morning. Any coccinellids which did not look healthy or which had appendages missing were discarded. No differentiation of the sexes was made for this work, since there was no difference in the mean numbers of aphids eaten by males or females in experiments when ten type $I$ prey were exposed to predation under experimental conditions (Table 3.1). These results are sufficiently homogenous to warrant pooling of the experimental results using male and female coccinellids. Details of the sexual differences are given by Pope (1953).
3.3 RESULTS AND ANALYSIS

The predation results are tabulated in Tables 3.2 (both prey present), 3.3 (type I present only) and 3.4 (type II present only).

| SEX | NUMBERS EATEN | MEAN | S.E. OF <br> MEAN |
| :--- | :---: | :---: | :---: |
| Kale | 54957107375 | 6.58 | 0.66 |
| Female | 558386910 | 6.75 | 0.84 |

TABLE 3.1 Predation of $\underline{C}$. septempunctata when offered ten type II prey under experimental conditions. The means are not significantly different ( $t=$ 1.45, df = 18, P>0.1).

| PREY <br> DENSITY <br> TYPE I / <br> TYPE II | NUMBER OF PREY FATEN TYPE I / TYPE II | \#UMLER EATEN |  | RATIO OF |
| :---: | :---: | :---: | :---: | :---: |
|  |  | S | OF |  |
|  |  | TYPE I / II TYPE I / II | $\mathrm{N} / \mathrm{N}^{\prime}$ | MEAN S.E. |
| $16 / 2$ | $\begin{array}{llllllllll}6 / 2 & 8 / 2 & 11 / 2 & 6 / 2 & 11 / 1 & 16 / 2 & 15 / 2\end{array}$ | $10.43 / 1.861 .53 / 0.14$ | 8.00 | $6.00 \quad 1.13$ |
| $12 / 4$ | $\begin{array}{lllllll}3 / 3 & 10 / 4 & 10 / 4 & 7 / 2 & 8 / 4 & 10 / 4\end{array}$ | $8.00 / 3.501 .13 / 0.34$ | 3.00 | $2.33 \quad 0.33$ |
| $8 / 6$ | $\begin{array}{llllll}8 / 4 & 7 / 6 & 2 / 4 & 0 / 3 & 0 / 3 & 1 / 5\end{array}$ | $3.00 / 4.171 .46 / 0.48$ | 1.33 | $0.64 \quad 0.32$ |
| $4 / 8$ | $\begin{array}{llllll}0 / 4 & 1 / 4 & 1 / 7 & 2 / 5 & 4 / 6 & 2 / 4\end{array}$ | $1.67 / 5.00$ / $0.56 / 0.52$ | 0.50 | 0.330 .10 |

TABLE 3.2 Predation of C. septempunctata on B. brassicae when both prey types are present.

| DENSITY | ^UMBER EATEL | $\overline{\mathrm{Te}}$ | S.E. | $\ln \bar{S}$ | $\overline{\ln S}$ | S.E. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 00111111111 | 0.8 | 0.12 | - 1.71 | * |  |
| 2 | 0011111222 | 1.1 | 0.23 | - 0.89 | * |  |
| 4 | 0001122234444 | 2.08 | 0.45 | - 0.73 | * |  |
| 8 | 022445667888 | 5.0 | 0.77 | - 0.98 | * |  |
| 16 | 910121314141416 | 12.7 | 0.82 | - 1.59 | * |  |
| 32 |  | 22.5 | 2.57 | - 1.21 | - 1.54 | 0.43 |
| 64 |  | 27.00 | 2.62 | - 0.55 | - 0.56 | 0.07 |
| 100 |  | 25.2 | 3.43 | - 0.29 | - 0.30 | 0.04 |

TABLE 3.3 Predation of $\underline{C}$. septempunctata on B. brassicae with type $I$ present only. Data given of the number eaten ( Ne ), the mean number eaten ( $\overline{\mathrm{Ne}}$ ), the logarithm of the mean proportion of prey surviving ( $\ln \bar{S}$ ), and the mean of the logarithmic values of the proportion of prey surviving ( $\overline{\ln S}$ ). The symbol * is used to denote a value of $\overline{\ln S}$ which can not be evaluated due to total predation in one or more replicates.

| DENSITY | NUMBER EATEN ( Ne ) | $\overline{\mathrm{Ne}}$ | S.E. | $\ln \bar{S}$ | $\overline{\ln S}$ | S.E. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0111111111111111 | 0.9 | 0.06 | - 2.81 | * |  |
| 2 | 01122222222 | 1.6 | 0.19 | - 1.80 | * |  |
| 4 | 011122334444 | 2.4 | 0.42 | - 0.93 | * |  |
| 8 | 0223333344666678 | 4.1 | 0.54 | - 0.73 | * |  |
| 16 | 13333444568891416 | 6.07 | 1.07 | - 0.48 | * |  |
| 25 | 5688881010111112121417 | 10.0 | 0.85 | -0.51 | - 0.54 | 0.06 |
| 50 | 8910121515 | 11.5 | 1.23 | -0.26 | - 0.26 | 0.03 |

 only. Data given of the number of prey eaten ( Ne ), the mean number of prey eaten ( $\overline{\mathrm{Ne}}$ ), the logarithm of the mean proportion of prey surviving ( $\ln \bar{S}$ ), and the mean of the logarithmic values of the proportion of prey surviving ( $\overline{\mathrm{In} S}$ ). The symbol * is used to denote a value of $\overline{\ln S}$ which can not be evaluated due to total predation in one or more replicates.

### 3.3.1 Application of Murdoch's Model of Preference <br> Murdoch (1969) suggests that preference can be readily examined by plotting the ratio of the numbers of the two prey types occurring in the diet against the ratio of the numbers of the prey types in the environment. The resultant slope $C$ is a measure of preference (see Eqn. 3.1 and Section 1.3.2). This is shown in Fig. 3.2 using the data from Table 3.2. The null hypothesis of no preference implies that the ratios for the diet and the environment are equal (i.e. $\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\mathrm{N} / \mathrm{N}^{\prime}$ ) and C the measure of preference is unity. In Fig. 3.2 the data has been described by a line through the means and origin, giving a value for $C$ of 0.725 which is significantly different from unity ( $t=2.54$, df = $25, .02>P>.01)$. This shows that the coccinellids demonstrate preiference towards prey type II.

In order to try to explain this preference, the functional responses to the individual prey types will be used to predicit consumption of prey in the mixed prey situation.


FIGURE 3.2 Predation by $\mathbb{C}$. septempunctata when both prey types of $B$. brassicae are present - graph of the ratio of the two prey types eaten ( $\mathrm{Ne} / \mathrm{ne}^{\prime}$ ) plotted against the ratio of their initial densities ( $N / N^{\prime}$ ). The fitted line (through the means and the origin) has a slope of 0.73 which is significantly different from unity ( $t=-2.54, \mathrm{df}=25,0.02>\mathrm{P}>0.01$ ).
$\mathrm{Ne} / \mathrm{Ne} \mathrm{I}^{\prime}$ plotted as the mean $\pm$ S.E. of the mean.

Examination of the plotted functional response (Figs. 3.5, 3.7; from data in Table 3.3), shows that the response is somewhat sigmoid in shape, and that a slightly reduced number of prey is eaten at the highest prey density. This tendency for the response to be dome shaped is probably due to experimental error and will be considered as such in this analysis. Dome shaped and sigmoid functional responses have already been considered in Chapter 2. When the $\ln S \mathrm{x}$ Ne plot (logarithm of the proportion of prey surviving plotted against the number of prey eaten; see Sections 2.3 \& 2.4) is examined (Fig. 3.3) the deviations from a Holling type II response are obvious. Interpreting this graph as described in Section 2.3, the relaiionship can be divided into four parts as shown in Fig. 3.3. Part 1 is due to the phenomenon of 'over-predation' at low prey densities which will be dealt with in Section 3.3.5. Parts 2 and 3 are are the two phases of the sigmoid response - part 2 being density dependent and part 3 inversely density dependent. Part 4 is due to the dome shape which is not considered significant. Due to the small number of data points at the high prey densities, a prey-density-sequence plot was necessary to show this domeshaped response (see Section 2.3).

Rogers (1972) suggested that in order to fit the Random Predator Equation to data, the regression of $\ln S \mathrm{x}$ Ne can be used to find values for the parameters a (search efficiency) and Th (handling time) (Section 2.2). Figure 3.3 shows the calculated regression line; the resultant functional response gives a poor fit to the data ( $F=19.7$, $\mathrm{df}=1,7, \mathrm{P}>.05$ ).

An alternative model of this response is shown in Figs. 3.4 and 3.5. The model involves the elimination of the two points for $N=1$ and 2 , where, as previously noted, 'over-predation' at low prey densities occurs. The remaining points are then considered to form a $V$ shape (Section 2.3) and a regression is fitted to each arm of the $V$. The points for $N=4,8,16$ are fitted to one regression, while the points for $N=16,32,64,100$ are fitted to the other. Due to the negative slope and intercept of the first regression, a negative handling time results. This, as discussed below, can be considered in terms of increased appeptite or
rate of search, which is measured in terms of increased time available for each prey eaten. The resultant equations are:

$$
\begin{aligned}
& \mathrm{Ne}=N(1-\exp (-0.0046(T+17.58 \mathrm{Ne}))) \\
& \mathrm{Ne}=N(1-\exp (-0.0226(T-3.635 \mathrm{Ne}))) \quad \cdot \cdot 3.2
\end{aligned}
$$

These equations can be solved simultaneously to give an intersection point of $N=16.46, N e=13.22$. When the functional response is calculated from Eqns. 3.2, it provides a good fit to the data (Fig. 3.5, $F=61.6, \mathrm{df}=3,4, \mathrm{P}(0.001)$.

Another model of the sigmoid functional response is sugisested by Hassell, Lawton \& Beddington (1977). They suggest that, to obtain a sigmoid functional response, the search efficiency varies in response to prey density in much the same way as prey consumption varies with prey density in a type II functional response. Accordingly, they suggest an equation to describe search efficiency of the form:

$$
a=b N /(1+c N)
$$

where $b$ and $c$ are constants. This can be taken as an instantaneous equation for a and substituted into the Holling Disc Equation (Eqn. 1.2.8):

$$
\mathrm{i} i \mathrm{e}=\mathrm{b} N^{2} /\left(1+c N+b \operatorname{th} N^{2}\right)
$$

To allow for exploitation, this can be integrated over the period $T$ :

$$
\text { Ne }=N(N-N e)(c \ln S-b \operatorname{ThNe}-b T) \quad . \quad .3 .4
$$

Alternatively, Eqn. 3.3 can be taken as an overall equation and substituted directly into the Random Predator Equation (iassell, pers. comm.) to give

$$
\mathrm{Ne}=N\left[1-\exp \left(\frac{-\mathrm{bN(T-Th} \mathrm{Ne})}{1+c N}\right)\right]
$$

This simpler approach will be used to model the functional response to type $I$ prey, and subsequently be referred to as the HLB model.

The authors suggest that the parameters of Eqn. 3.4 can be extracted from predation data by multiple regression analysis, but obtained poor descriptions of functional response data by this method. For the HLB model (Eqn. 3.5) this method will be used to find the parameters. Bearing in mind that the logarithm of the mean value of $S(\ln \bar{S})$ is used instead of the mean of the logarithmic values of $S$ ( $\overline{\ln S}$ ), this seems to be a reasonable approach. Furthermore, since the range of variation in the value of $\ln \bar{S}$ is not very great, the fit should not be excessively biased by any particular part of the response (cf. regression technique for the Random Predator Equation in Section 2.2). The resultant parameter values were: $b=0.0019, c=0.025, \mathrm{Th}=$ 4.09 min . Once again, the first two points of the response were not included due to the deviation previously noted. The figure of $\ln S x$ Ne based on these parameters is shown as Fig. 3.6; the functional response (Fig. 3.7) provides a good description of the data ( $F=234, \mathrm{df}=2,4, \mathrm{P}<0.001$ ). The shapes obtained are basically similar to those obtained using the two-regression model. The ln $S x$ Ne figure shows, however, that the two models diverge at extreme values of Ne . The HLB model shows a lower proportion of prey eaten at extreme values. Other differences will become apparent when predictions of the mixed prey situation are examined.


FIGURE 3.3 Predation of $\underline{C}$. septempunctata on type I $\underline{\text { E }}$. brassicae - figure of the logarithm of the proportion of prey surviving (ln S) plotted against the number eaten (Ne) with the points linked in a prey density sequence and showing the linear regression. The relationship is divided into four parts, as is explained in the text (Section 3.3.2). The regression line (slope $=0.019$, intercept $=1.122$ ), clearly, is not a good fit.

Ne plotted as the mean $\pm$ S.E. of the mean, ln $S$ plotted as the logarithm of mean $S$ (ln $\bar{S}$ ) with limits calculated from the S.E. of the mean of Ne .


FIGURE 3.4 Predation of $\underline{C}$. septempunctata on type I B. brasscad - figure of the logarithm of the proportion of prey surviving (ln S) plotted against the number eaten (Ne) fitted with the two regression model. First regression (using the points for $N=4,8,16$ ): slope $=-0.081$, intercept $=-0.553 ;$ a $=0.0046 / \mathrm{min} .$, Th = - 17.58 min. Second regression (using the points for $N=16,32,64,100):$ slope $=0.082$, intpercept $=-2.707 ; a=0.0226 / \mathrm{min} ., \mathrm{Th}=3.635 \mathrm{~min}$.

Ne plotted as the mean $\pm$ S.E. of the mean, $\ln S$ plotted as the logarithm of mean $S$ (ln $\bar{S}$ ) with limits calculated from the S.E. of the mean of Ne.


FIGURE 3.5 Functional response of $\underline{C}$. septempunctata to type I S. brassicae - the number eaten (Ne) plotted against the initial prey density (N) - with the two regression model fitted. Below the point of inflexion (PI):
$\mathrm{Ne}=N(1-\exp (-0.0046(T+17.58 \mathrm{Ne})))$,
and above the point of inflexion:
$\mathrm{Ne}=N(1-\exp (-0.226(T-3.635 \mathrm{Ne})))$.

The number eaten is plotted as the mean $\pm$ S.E. of the mean.


FIGURE 3.6 Predation of $\mathbb{C}$. septempunctata on type I B. brassicae - figure of the logarithm of the proportion of prey surviving ( $\ln \mathrm{S}$ ) plotted against the number eaten (Ne) - fitted with the HLB model (Eqn. 3.5). The parameters used to calculate the line are $b=0.00187$, $c=0.0252, \mathrm{Th}=4.088 \mathrm{~min}$; these were obtained by a multiple regression analysis on the $\ln \mathrm{S} x \mathrm{Ne}$ relationship (Section 3.3.2).

Ne plotted as the mean $\pm$ S.E. of the mean, $\ln S$ plotted as the logarithm of mean $S$ (ln $\bar{S}$ ) with limits calculated from the S.E. of the mean of Ne.

Ne


FIGURE 3.7 Functional response of $\underline{C}$. septempunctata to type I B. brassicae - the number eaten ( Ne ) plotted against the initial prey density (N) - fitted with the HLB model (Section 3.3.2). Parameters as for Fig. 3.6. The number eaten (Ne) plotted as the mean $\pm$ S.E. of the mean.

### 3.3.3 Functional Response to Prey Type II <br> The functional response to prey type II is rather

simpler than that to prey type I. Examination of the ln $\mathrm{S} x \mathrm{Ne}$ figure (Fig. 3.8) shows that the first two points again demonstrate 'over-predation' at low prey densities, which is dealt with in Section 3.3.5. It can be seen from the figure that the regression line based on all the points gives a poor fit to the data. The regression obtained by eliminating the first two data points, and the line obtained using the parameters resulting from the least squares technique (see Section 2.2 and Appendix Section. Al.3) are effectively identical in this case, and provide a good description of the functional response (Fig. 3.9; $F=169$, $\mathrm{df}=1,89$, P < 0.001) .


FIGURE 3.8 Predation of C . septempunctata on type II. B. brassicae - figure of the logarithm of the proportion of prey surviving (ln $S$ ) plotted against the number eaten (Ne) - with three fitted lines. Line I: fitted regression using all points ( $a=0.017 / \mathrm{min} ., \mathrm{Th}=10.0 \mathrm{~min}$.$) ,$ line 2: fitted regression ignoring points for $N=1$, 2 ( $a=0.00808 / \mathrm{min} ., \mathrm{Th}=7.21 \mathrm{~min}$.$) , line 3: para-$ meters obtained by the least squares best fit to the functional response ( $a=0.00817 / \mathrm{min} ., T h=7.185 \mathrm{~min}$.$) .$

Ne plotted as the mean $\pm$ S.E. of the mean, In $S$ plotted as the logarithm of mean $S$ (ln $S$ ) with limits calculated from the S.E. of the mean of Ne.


FIGURE 3.9 Functional response of $C$. septempunctata to type II B. brassicae - the number eaten (Ne) plotted against the initial prey density (N) - fitted with the Random Predator Equation using the parameters obtained by the least squares best fit to the functional response ( $a=0.00817 / \mathrm{min} ., \mathrm{Th}=7.185 \mathrm{~min}$.$) .$

The number eaten ( Ne ) plotted as the mean $\pm$ S.E. of the mean.
3.3.4 Prediction of predation with both prey types present

Roth models used to describe the functional response to type I prey (Section 3.3.2) will be used, with the Random Predator Equation for the response to type II prey (Section 3.3.3), to predict predation when both types are present. This was done using a modified version of the computer programme PREDICT (see Appendix Section Al.5). The resultant predictions, together with the observed predation are shown in Figs. 3.10\&3.11. Figure 3.10 shows that the predictions based on the two-regression model of the response to type $I$ prey give a good fit to the observed predation $\left(X^{2}=0.69, \mathrm{df}=7, \mathrm{P}>0.99\right)$. The prediction based on the HIB model (Fig. 3.11) clearly is not such a good fit ( $\chi^{2}=1.49, d f=7$, $0.95<\mathrm{P}<0.99)$. The number of prey type $I$ eaten is consistently overestimated, whilst the number of prey type II is consistantly underestimated. Examination of the figure of $\mathrm{Ne} / \mathrm{Ne}^{\prime} \mathrm{x} \mathrm{N} / \mathrm{N}^{\prime}$ (Murdoch's model) (Fig. 3.12) shows that the two regression model gives a good fit to the observed ratios, whereas the HLB model predicts a switch in preference from type II to type $I$, which is clearly a very poor fit of the observed preference. These two apparently similar models of the sigmoid response give very different predictions when combined with a normal type II functional response to predict predation with both prey types present.

The explanation for this difference lies in the variations of a and Th incorporated into the model. The HLB model assumes a constant handling time and a search efficiency defined by the initial prey density. The two-regression model for most of the range of prey densities considered involves a constant search efficiency and a negative value for the handling time. At the highest densities of prey type I considered there is a switch in parameters to a higher search efficiency and a small positive handiing time. A negative handling time means that for each prey found, the time available for searching is increased by the 'handling time'. Since the experiments are of fixed duration this can not be the literal explanation. This apparent increase in searching time could be interpreted as an increase in activety (i.e. rate of search), as stimulation of appetite, or as some similar mechanism which could be measured as a negative handling time.

The important differences between these two models become apparent when predictions of predation are made for the situation with both prey types present. In both models the search efficiency increases over a range of increasing densities of prey type I. In the case of the two-regression model the search efficiency for both prey types is effectively increased as a result of the sigmoid response to prey type $I$. This is the result of search efficiency being defined as 'negative handiing time' which leads to an increase in the time available for searching and handling both prey types. In the HLB model, however, the effect of varying the search efficiency is restricted to the one prey type due to the way it is incorporated into the model. In a simple experimental arena, as used here, where the prey are mixed together, it is to be expected that an increase in the searcherifciency for one prey type will effectively also cause an increase in search efficiency for the other. In a more complex arena, Where different techniques are used to search for different prey types, or where the prey types occur in different parts of the environment, one would expect the search efficiencies to be independant of each other (see Chapter 5). This difference would have to be considered whenever forms of the Random Predator Equation (or other predator prey models) involving varying parameters are combined to predict predation with two or more prey types present.


FIGURE 3.10 Predation of $\underline{C}$. septempunctata with both types of B. brassicae present - the number of each prey type eaten (Ne \& Ne') plotted against the combination of the initial prey densities (N.\& li' - arranged such that $2 N+N^{\prime}=20$ ) - predicted predation calculated using the two regression model of the functional response to type $I$ prey and the Random Predator Equation for the response to type II. Symbols used: $\Delta$ - number of type $I$ eaten, o - number of type II eaten.

The numbers eaten (Ne \& Ne') are plotted as the mean $\pm S . E$. of the mean.


EIGURE 3.11
Predation of C . septempunctata with both types of E. brassicae present - the number of each prey type eaten (i'e \& Ne') plotted against the combination of the initial prey densities ( $N \& N^{\prime}$ - arranged such that $2 \mathrm{~N}+\mathrm{N}^{\prime}=20$ ) - predicted predation calculated using the HLB model of the functional response to type I prey and the Random Predator Equation for the response to type II prey. Symbols used: $\Delta$ - number of type I eaten, - - number of type II eaten.

The numbers eaten (Ne\&Ne') are plotted as the mean $\pm$ S.E. of the mean.


FIGURE 3.12 Fredation by C. septempunctata when both prey types of B. brassicae are present - graph of the ratio of the two prey types eaten ( $\mathrm{Ne} / \mathrm{Ne} \mathrm{I}^{\prime}$ ) plotted against the ratio of their initial densities (N/N'). Line a shows the predicted predation based on the two regression model of the functional response to type I B. brassicae, and line b shows the prediction using the HLB model of the functional response to type II. prey. Both predictions use the Random Predator Equation to desrcibe the functional response to type II B. brassicae.

The ratio $\mathrm{Ne} / \mathrm{Ne}$ ' is plotted as the mean ratio $\pm$ S.E. of the mean.

### 3.3.5 'Over-predation' at low prey densities

In analysing the functional responses of $C$. septempunctata feeding on the two size classes of $\underline{B}$. brassicae, a significant deviation from the Random Predator Equation was found. dt low prey densities the coccinellids found and ate more prey than would be expected on the basis of the search efficiency and handing time evident from the predation at higher prey densities. If the graph of $\ln \mathrm{S} x \mathrm{Ne}$ is examined, this shows up as increasingly large negative values of $\ln \mathrm{S}$ as Ne (and hence $N$ ) decreases. This is particularly clear in the response to type II prey (Figs. $3.8 \& 3.14$ ) and is present, although complicated by a sigmoid response, in the figure for type I prey (Fig. 3.3). At first, this was thought to be an unusual case, but examination of other data showed several other examples which had not previously been commented upon. Two examples are shown in Fig. 3.13 from the work of Mogi (1969) and Fernando (pers. comm.). Other examples were found in the work of Hokyo \& Kawauchi (1975) and Reeve (pers. comm.). This phenomenon is referred to in this work as 'over-. predation' at low prey densities.

To obtain a non-biological description of this 'nverpredation' the linear form of the Random Fredator Equation:

$$
\ln S=-a T+a T h N e,
$$

can be modified by an additional term which causes the value of $\ln \mathrm{S}$ to tend to minus infinity as Ne tends to zero. The term (c ln $S$ )/Ne was found to be suitable, when $c$ has positive values. Incorporating this term into Eqn. 3.6 gives:

$$
\ln S=-a T+a T h N e+(c \ln S) / \mathrm{Ne}, \quad . \quad .3 .7
$$

where $c$ is a constant representing some measure of the degree of curvature of the relationship. This can be rearranged to give the functional response equation:

$$
\therefore e=N\left[1-\exp \left(\frac{-a \operatorname{Ne}(T-T h N e)}{N e-c}\right)\right]
$$

In order to abstract the parameters of such a model, Eqn. 3.7 can be treated as a multiple regression equation (of the form $y=a x+b y / x+c)$. Jultiple regression analysis of the data on C. septempunctata feeding on type II aphid prey (Taole 3.3) yielded the parameters used in Fig. 3.14, where it can be seen that the data is well described $(F=97.0, d f=2,4, P(0.001)$. However, such an approach is, strictly speaking, not correct for the same reasons noted for the linear regression tecinnique in Section 2.2. A least squares technique similar to that suggested for the Random Predator Equation could be used (using function XNENTO, Appendix Section Al.2), but since the low values of the number of prey eaten at low prey densities have little effect upon the result, the approach is, in this case, unresolvable.

Although a description of this phenomenon is readily obtained, an explanation is not so easily found. It was initially thought that a normal distribution of search efficiency values would, if used to calculate functional response data, yield such an effect. Accordingly, in collaboration with Dr D. J. Rogers, such an approach was tried using a simple computer programme. However, the results obtained did not differ significantly from the Random Fredator Fquation.

In examining examples of this phenomenon, it was noted that one factor in common for all experimental arrangements was the relatively small size of the arenas used. Thus, Fernando (pers. comm.) used leaf discs of 16 sq cm for mites, the work in this chapter uses nine cm dianeter petri dishes for coccinellids, Reeve (pers. comm.) used buckets for Notonecta, and Hokyo \& Kawauchi (1975) used the pentatomid bug, Podisus maculiventris Say, in small arenas of 8.5 cm diameter and larger arenas of 15 cm diameter. The results of Hokyo \& Kawauchi (1975) show that this effect is more pronounced in the small arenas. Therefore, this phenomenon appears to be connected with the small sizes of the arenas used. A possible explanation, however, lies in the derivation of the Random Predator Equation rather than the arena itself. ":hen the Poisson distribution is used to describe the distribution of encounters with prey (see Section 1.2.2 and Eqns. 1.2.1 \& 1.2.2), an approximation is made (Stoy, 19z2). This approximation assumes that the number of prey present is large, and hence the number of prey eaten is cosiderably less, and,
therefore, the area available is only partially searched. This assumption applies to the Random Predator Equation, and so, using small arenas and low prey densities such that all the prey may be eaten, it is violated, and deviations such as that observed might be found.

In order to elucidate this situation, the approach used will be the same as that used in Section 2.4 .3 on the models of dome shaped functional responses. Accordingly observations were made of the handling time for successive prey when individual coccinellids were offered ten type $I$ prey under experimental conditions. These observations include as 'handling time', such elements as the digestive pause, post ingestion grooming, and movement during which the coccinellid rejected all prey encountered. By making observations every 20 seconds, a number of interactions could be monitored simultaneously. The results, together :ith the mean for each prey eaten and the overall mean are given in Table 3.5. The mean for each successive prey eaten gives somewhat inconsistant results, but the overall mean (i.e. $\overline{T h}$, see Section 2.4) gives a smooth curve (Fig. 3.15A) which is well described ( $F=523$, df $=1,8, P(0.001$ ) by an equation of the form:

$$
\overline{T h}=a \mathrm{Ne} /(I+a \mathrm{bNe}), \quad \text { • . } 3.9
$$

: itn the parameters $a(1.753)$ and $b(0.0355)$ obtained by a least squares technique. This equation can be used to calculate $\overline{\mathrm{Th}}$ and, by substitution into the Random Predator Equation, values for $\bar{a}$ can be ootained:

$$
\bar{a}=\ln S /(T-T h N e) .
$$

!lowever, since ā can not be evaluated when lie exceeds 10.75 (as this causes $\bar{T}$ N $N e$ to exceed $T$ ), only five points are available for Fis. 3.15 of a plotted as a function of Ne. In order to describe these five points an equation of the form:

$$
\bar{a}=\exp (c \ln \mathrm{Ne}+\mathrm{d})+\mathrm{g}) \text {. . . } 3.10
$$

was used and, when the parameters c (-1.209), d (- 3.988) and E ( 0.003992 ) were obtained by a least squares technique,
a reasonably good fit to the calculated values of $\bar{a}$ was obtained $(F=30.3, \mathrm{df}=2,2, P<0.05)$. Equations 3.9 and 3.10 can be substituted into the Random Predator Fquation:

$$
\begin{align*}
M e=N(1-\exp (- & \bar{a}(T-\overline{T h} N e))) \\
N e=N(1-\exp (- & (\exp (c \ln N e+d)+g)(T- \\
& \left.\left.\left.a \operatorname{Ne}^{2} /(1+a b N e)\right)\right)\right)
\end{align*}
$$

and used to calculate the functional response using subroutine XivaTC (Appendix Section Al.2.6). The resultant figure of the functional response (Fig. 3.16A - line A) shows that, although a good fit to the data is obtained at low prey densities, the fit diverges, and overall it is not significant $(F=2.54, d f=4,2$, D $>0.05$ ). The $\ln \mathrm{S} x$ Ne figure (Fig. 3.162 - line A ) shows a similar situation, although the fit here is significant ( $F=32.6$, df $=4,2, P(0.05)$. The inadequate fit obtained is due to the upper asymptote of 10.75 defined by the parameters of rqn. 3.8. Accordingly, the parameter $b$ which largely defines this asymptote was varied, and the best value found by a least squares technique (using programme EESTFIT and subroutine XNE:יTC - Appendix Sections Al. 3 and Al.2.5). This resulted in $a$ best value for $b$ of $0.1 \geq 75$, and the resultant functional response (Fig. 3.16A - line B) provides a reasonable fit to the data $(F=19.2, d f=4,2, P=0.05)$, while the $\ln S x$ Ne relationship is a rather better fit $(F=43.7$, $d f=4,2, P(0.05)$.

Thus, the $\ln S x$ Ne figure (Fig. 3.16B) shows two phases of behaviour: (l) an initial high search efficiency and low handling time, followed by ( 2 ) reduced search efficiency and increased handling time. This means that the prey consumption rate as a function of time will be similar to the relationship shown in Fig. 3.15B - initially rapid consumption decreases to a steady slow rate. This, effectively, is a model of satiation. The coccinellid, initially starving, rapidly consumes two or three aphids, and then reduces its consumption rate to accomadate the rate at which food is passed through its gut.

This explanation may not suffice to explain the 'overpredation' observed in other cases; in particular it is unlikely to apply to the functional response of $\underline{C}$. septempunctata to type $I$ aphid prey (Section 3.3.2) where, in order to alleviate starvation, rather more first instar aphids would need to be consumed.


FIGURE 3.13 Examples of 'over-predation' at low prey densities: (A) - functional response and (B) - In S x Ne figure of the predation of third instar Harmonia axyridis Pallas (Coccinellidae) feeding on the aphid, Aphis craccivora Koch, (data from Mogi (1969)). (C) - functional response and (D) - In S x Ne figure from data of Fernando (pers, comm.) on the predation of protonymphs of Phytoseilus persimilis AthiasHeriot feeding on deutonymphs of Tetranychus urticae Koch (arena a 16 sq cm disc of bean leaf, time period 24 hours).

The data is given as the means only; the lines were fitted by eye.

Predation of $\mathbb{C}$. septempunctata on type II B. brassicae fitted with the descriptive model of 'overpredation' at low prey densities (Eqns. 3.7 \& 3.8).
(A) - functional response - the number of prey eaten plotted against the initial prey density (N). Parameters of fitted functional response obtained from (B); $F=97$, $d f=$ 2,4, $\mathrm{F}<0.001$.
(B) - $\ln S \mathrm{x}$ Ne figure - the logarithm of the mean proportion of prey surviving (ln S) plotted against the number of prey eaten (Ne). Model fitted by multiple regression analysis of Eqn. 3.7 (this relationship): $a=0.0072, c=$ 0.70, Th = 7.1l min.; $F=54, d f=2,4$, P < 0.01 .

Data (from Table 3.4) given as the means only. see Figs. $3.8 \& 3.9$ for the S.E. of the mean.


|  | 1 | 2 | $3^{F}$ | $\begin{gathered} \text { E E D } \\ 4 \end{gathered}$ | $\begin{aligned} & \mathrm{NU} \text { U } \\ & 5 \end{aligned}$ | $\begin{gathered} M B E \\ 6 \end{gathered}$ | $7$ | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Replicates | $\begin{aligned} & 1.3 \\ & 2.00 \\ & 1.00 \\ & 2.00 \\ & 1.3 \\ & 1.60 \\ & 1.00 \\ & 1.00 \\ & 0.3 \\ & 0.3 \\ & 2.00 \\ & 0.3 \\ & 0.3 \\ & 1.00 \\ & 0.6 i \\ & 0.3 \end{aligned}$ | $\begin{array}{r} 0.3 \\ 9.3 \\ 5.0 \\ 1.0 \\ 1.6 \\ 7.0 \\ 6.3 \\ 9.3 \\ 5.3 \\ 11.3 \\ 6.0 \\ 0.3 \end{array}$ | $\begin{array}{r} 8.33 \\ 7.67 \\ 13.67 \\ 1.00 \\ 4.00 \\ 0.67 \\ 6.67 \\ 3.00 \\ 10.00 \\ 4.00 \\ 2.33 \\ 1.33 \\ 17.33 \\ 19.33 \end{array}$ | $\begin{array}{r} 1.33 \\ 17.00 \\ 2.67 \\ 1.33 \\ 1.67 \\ 1.33 \\ 7.33 \\ 13.33 \\ 4.33 \\ 6.33 \\ 5.33 \\ 7.00 \\ 14.00 \end{array}$ | $\begin{array}{r} 8.33 \\ 24.33 \\ 4.33 \\ 23.67 \\ 3.33 \\ 10.33 \\ 3.00 \\ 12.33 \\ 24.33 \\ 30.33 \end{array}$ | $\begin{array}{r} 13.00 \\ 6.67 \\ 3.33 \\ 6.33 \\ 29.33 \\ 16.33 \\ 7.67 \\ 19.67 \\ 19.67 \end{array}$ | $\begin{gathered} 4.67 \\ 15.33 \\ 10.33 \\ 14.00 \\ 10.00 \\ 21.33 \\ 10.00 \end{gathered}$ | $\begin{array}{r} 28.67 \\ 12.33 \\ 4.00 \end{array}$ | $\begin{aligned} & 14.00 \\ & 12.33 \end{aligned}$ |
| Number of replicates | 16 | 12 | 14 | 13 | 10 | 9 | 7 | 3 | 2 |
| Mean | 1.10 | 5.25 | 7.10 | 6.38 | 14.43 | 13.56 | 12.24 | 15.00 | 13.17 |
| Running mean | 1.10 | 3.17 | $4 \cdot 48$ | $4.96$ | 6.85 | $7.97$ | $8.58$ | $9.38$ | 9.80 |
| $\begin{aligned} & \text { Calculated } \\ & \text { running } \\ & \text { mean } \end{aligned}$ | 1.6 | 3.07 | 4.38 | 5.57 | 6.64 | 7.63 | 8.53 | 9.36 | 10.13 |

TABLE 3.5 C. septempunctata feeding on type II prey: observations of handling times (in minutes, to the nearest 20 sec. ), under experimental conditions. The calculated running mean was obtained by fitting Eqn. 3.8 to the data and substitution.

FIGURE 3.15 Predation of $\underline{C}$. septempunctata on type II B. brassicae - results from continuous observations.
(A) - The observed mean handling time ( $\overline{\mathrm{Th}}$ ) plotted as a function of the number of prey eaten (Ne). Equation 3.9 ( $\overline{T h}=a \mathrm{Ne} /(1+\mathrm{ab} \mathrm{Ne})$ ) is fitted to the data using the least squares best fit technique: $a=1.753, b+0.03655$; $F=523, d f=1,8, P<0.001$.
(B) - The calculated mean search efficiency ( $\overline{\mathrm{a}}$ ) plotted against the number of prey eaten ( Ne ). Equation $3.10(\bar{a}=\exp (c \ln \mathrm{Ne}+\mathrm{d})+\mathrm{g})$ is fitted to the data using the least squares best fit technique: $\mathrm{c}=-1.209, \mathrm{~d}=-3.988$, $g=0.003992 ; F=30, d f=2,2, P<0.05$.

Data (from Table 3.5) given as the mean only.


FIGURE 3.16 Predation of $\underline{C}$. septempunctata on type II B. brassicae - fitting the satiation model to predation data.
(A) - functional response - the number of prey eaten (Ne) plotted against the initial prey density (N) - fitted with the satiation model based on Eqns. 3.9 \& 3.10, as described in the text. Line a - calculated functional response using the parameters obtained in Fig. 3.15: $F=2.6$, $\mathrm{df}=2,4, \mathrm{P}>0.05$. Line b - parameter b estimated by the least squares best fit to the functional response with the other parameters held constant: $\mathrm{b}=0.1375 ; \mathrm{F}=19.2, \mathrm{df}=3,3, \mathrm{P}<0.05$.
(B) - ln $S$ x Ne figure - the logarithm of the proportion of prey surviving (ln S) plotted against the number of prey eaten (Ne) fitted with the satiation model. Line a - as for (A): $F=32.6$, $d f=2,4$, P<0.01.
Line $b-a s$ for ( $A$ ): $F=43.7, d f=3,3$, P<0.01.

Data (from Table 3.4) given as the mean only see Figs. $3.8 \& 3.9$ for the S.E. of the mean.
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### 3.4 DISCUSSION AND CONCLUSIONS

When offered a choice between large and small B. brassicae, $C$. septempunctata clearly show a preference for the large aphids (Fig. 3.2). Examination of predicted prey consumption when both types are present (Figs. $3.10 \& 3.12$ ) shows that this preference can be defined by the functional responses to the individual prey types. It is clearly shown that this preference (Fig. 3.12) is the result of a greater search efficiency for the larger prey. This conclusion can almost certainly be extended to other coccinellids and their aphid prey.

The word 'preference', as generally used and defined, has connotations of deliberate choice (for example, the Shorter Oxford English Dictionary gives: the act of preferring i.e. to set or hold (one thing) before another in favour or esteem; to choose rather; to like better): in the case of a predator-prey interaction, the less preferred prey being rejected or the more preferred deliberately selected. Murdoch's mathematical description (Murdoch, 1969;Murdoch, Avery \& Smyth, 1975) really includes two components, only one of which is in accordance with the normal use of the word preference. The first component is the definition of the ratio of the prey encounter rates in terms of the ratio of the prey densities:

$$
\text { Yenc/Nenc' }=f\left(N / N N^{\prime}\right)
$$

wnere Nenc and Nenc' are the encounter rates for the two prey types. This relationship has already been defined in terms of the functional responses to the two prey types (Section 1.3.2) and, for the Holling Disc Equation, takes the form:

$$
\text { Nenc/Nenc' }=a / a ' .\left(N / N^{\prime}\right),
$$

whilst for the Random Predator Equation it takes the form:

$$
\text { Nenc/Nenc' }=\frac{1-\exp (-a T s)}{1-\exp \left(-a^{\prime} T s\right)} \cdot\left(N / N^{\prime}\right) .
$$

The second component of preference involves the definition of the ratio of the prey types eaten in terns of the ratio of the prey encounter rates:

$$
\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\mathrm{f}^{\prime}\left(\mathrm{Nenc} / \mathrm{Nenc}{ }^{\prime}\right)
$$

In the simplest case, analagous to Murdoch's model, the relationship is proportional:

$$
\mathrm{Me} / \mathrm{Ne}{ }^{\prime}=\mathrm{K} .(\text { Nenc/Nenc'), }
$$

where $K$ is a preference constant. This component involves selection or rejection of prey, and is in accordance with the dictionary definition of preference. The first component is entirely due to the different search efficiencies and should not be included as 'preference' on the basis of the dictionary definition. It is, therefore, useful to distinguish between 'searching' or 'automatic' preference (first component present; ratio of prey types eaten equal to the ratio of the encounter rates) and 'selective' or 'deliberate' preference (second component present; preference due to deliberate rejection or selection of prey encountered). To state this mathematically, 'automatic' preference is defined by the situation:

$$
\mathrm{Ne} / \mathrm{Ne}^{\prime}=\mathrm{Nenc} / \mathrm{Nenc}{ }^{\prime}=\mathrm{f}\left(\mathrm{~N} / \mathrm{N}^{\prime}\right),
$$

and 'deliberate' preference is defined by:

$$
\mathrm{Ne} / \mathrm{Ne}^{\prime}=\mathrm{f}^{\prime}\left(\mathrm{Nenc} / \text { Nenc }{ }^{\prime}\right)=\mathrm{f}^{\prime}\left(\mathrm{N} / \mathrm{N}^{\prime}\right) .
$$

If the search efficiencies for the two prey types are equal, there will be no 'automatic' preference, whilst if all prey encountered are eaten, there will be no 'deliberate' preference. Depending upon the presence or absence of these two components, four combinations can occur when a predator-prey interaction is examined for preference. These four combinations and examples of each are tabulated as Table 3.6.

In Chapter 1 (Section 1.3.5) two hypotheses of the foraging strategies of birds were described. Tinbergen (1960) put forward the idea of a 'searching image' to account for the

| PREFERENCE : |  | DEFINITION | PREFERENCE ACCORDING TO MURDOCH (1969) |  |
| :---: | :---: | :---: | :---: | :---: |
| 'AUTOMATIC ${ }^{\prime}$ | ' DELIEERATE' |  |  | , |
| - | - | $\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\mathrm{Nenc} / \mathrm{Nenc}^{\prime}=\mathrm{N} / \mathrm{N}^{\prime}$ | No | Murdoch \& Marks (1973) |
| + | - | $\mathrm{Ne} / \mathrm{Ne}^{\prime}=\mathrm{Nenc} / \mathrm{Nenc}^{\prime}=\mathrm{f}\left(\mathrm{~N}^{\prime} / \mathrm{N}^{\prime}\right)$ | Yes | This work (Chapter 3) Royama (1970) |
| - | + | $\mathrm{Ne} / \mathrm{Ne}{ }^{\prime}=\mathrm{f}^{\prime}\left(\text { Nenc } / \text { Nenc }{ }^{\prime}\right)=\mathrm{f}^{\prime}\left(\mathrm{N} / \mathrm{N}^{\prime}\right)$ | Yes | ```Murdoch (1969) - final experiments Murton (1971) - ?``` |
| + |  | $\mathrm{Ne} / \mathrm{Ne}^{\prime}=\mathrm{f}^{\prime}\left(\mathrm{Nenc} / \mathrm{Nenc}^{\prime}\right)=\mathrm{f}^{\prime}\left(\mathrm{f}\left(\mathrm{N} / \mathrm{N}^{\prime}\right)\right)$ | Yes | This work (Chapter 5) <br>  <br> Bonser (1974) <br> Tinbergen (1960) |

TABLE 3.6 The four combinations of the presence or absence of 'automatic' and 'deliberate' preference (as introduced in this chapter). Since encounter rates are not available from some of the literature, a probable example is listed with a question mark next to it.

Variable preference shown towards certain food types by birds. The deliberate selection of a prey type, perhaps due to a searching image', has since been demonstrated by Nurton (1971). Royama (1970) put forward an alternative hypothesis that predators can intensify their searching in areas where energy intake is maximized. The effect of this upon preference would be similar to the effects of the 'searching image'. This has deen demonstrated by Smith and Sweatman (1974). The resultant preference for a food type is caused by the different prey encounter rates, and not by selection or rejection of the prey by the predator. These two hypotheses, however, are not incompatible. Tinbergen's hypothesis describes 'deliberate' preference, whilst that of Royama describes 'automatic' preference. As noted above, both types of preference can occur together; a predator can restrict its search to the most rewarding part of the available haioitat, and use a searching image' to maximize its efficiency within that area.

In Chapter 5, an experimental arrangement is examined in which a predator can snow preference for part of its habitat, and nence show 'automatic' preference for the prey type in that area.

Comparison of the functional response figures with the corresponding $\ln S \times$ Ne plots (Figs. 3.533 .3 , prey type I; Figs. 3.9 \& 3.8, prey type II) clearly show how much more informative the latter figures can be. The 'over-predation' at low prey densities is apparent in the $\ln S x$ Ne plots for both prey types. That for prey type $I$ (Fig. 3.3) clearly indicates a sigmoid response, in contrast to the conventional functional response figure (Fig. 3.5). This useful approach to examining deviations from the type II functional response is discussed in Section 2.3 .

The differences between the predictions based on the two models of the response to type I prey have been discussed in Section 3.3.4. The predicted relationships in Figs. 3.10 and 3.11 both show an interesting result. The predicted response for the numbers of prey type II eaten shows a concave shape over part of the range of prey densities. This phenomenon is predicted for prey densities up to eight using the HLB model, and up to two
using the two-regression model, and results in the response to the density of prey type II being of a sigmoid shape. Therefore, a normal, type II functional response can be transformed to a sigmoid, type III response by using an alternative prey. To obtain this result, two conditions were necessary. Firstly, the functional response to the alternative prey was sigmoid in shape. The functional response of a predator to a less preferred prey is frequently sigmoid (Hassell, Lawton \& Beddingtón, 1977), and so this situation must often arise. Secondly, as one prey type increased in density, the other decreased, and vica versa. If both conditions are met, a sigmoid functional response to the preferred prey will result. Murdoch \& Oaten (1975) consider sigmoid functional responses to be important stabilizing factors, although Hassell, Lawton \& Beddington (1977), point out how this importance can frequently be reduced or masked by circumstances. It is of interest to see how a sigmoid response can arise for a preferred prey where it is not normally observed.

In conclusion, it has been shown that suitable models of the functional responses to two prey types can be used to predict, with some accuracy, the predation which occurs when both are present.

CHAPTER 4

THE EFFECTS OF THE DISTRIBUTION OF EGGS OF PIERIS BRASSICAE (L.) UPON THE FUNCTIONAL RESPONSE OF ANTHOCORIS NEMORUM (L.)

### 4.1 INTRODUCTION

In this chapter the variation of the functional response of a predator due to aggregation of the prey is examined. The predators used are adults of Anthocoris nemorum (L.) and the prey are eggs of Pieris brassicae (L.). Anthocorids have recently been extensively studied (Anderson, 1961; Dixon \& Russell, 1973; Evans, $1973,1976 a, b, c)$ and much has been recorded of their ecology and behaviour. Anthocorids eat a wide variety of prey, most of which are mobile. However, it is necessary to use an immobile prey in order to establish the effects of prey distribution. Mobile prey can be glued down (Dimetry, 1976), but this is not practical on the scale used here. Amongst the possible immobile prey types, lepidopterous eggs are suitable, and hence the use of P. brassicae eggs here.

Evans (1973), observing the searching behaviour of A. confusus Reuter in $20 \times 20 \mathrm{~cm}$ perspex arenas, found that the anthocorid's search track, after feeding, became more tortuous and, as a consequence, small clumps of prey (aphids) were readily exploited. If no further prey were found, the path became less tortuous and returned to normal over a period of five minutes. He also found that, subsequent to feeding, the anthocorids tended to turn successively in the same direction, resulting in circling movements around the prey's location.

In view of previous observations on anthocorid searching behaviour, it, therefore, seems likely that a greater proportion of prey will be eaten as the prey become more clumped. Ivlev (1961), working on fishes, predicted and found that prey consumption depends upon an index of aggregation in a curvi-linear manner. Accordingly, in this chapter the functional responses to four different distributions will be examined. The distributions will cover a range of aggregation from random to regularly arranged clumps of ten eggs. It is to be expected that the efficiency of the anthocorids will increase as the aggregation of the prey increases. The results of this work will form a basis for comparison with the simulation studies of Chapter 6 , and will be used to determine the intra-habitat distribution of prey for Chapter 5.

### 4.2.1 The Arenas

Square perspex trays with fitted lids were used as arenas. They were of internal measurement 20.2 cm and had sides 1.3 cm in height. Glued to the base was a piece of 15 x 15 cm graph paper leaving around it a 2.6 cm margin. This margin and the sides of the tray were coated with fluon.
4.2.2 The Prey: Pieris brassicae eggs

The functional responses were obtained for four distributions of $P$. brassicae eggs: random, using the negative binomial distribution with values for $K$ of 1.0 and 0.01 , and regularly arranged clumps of ten. In tnis chapter the first three distributions will be collectively referred to as 'scattered' and the last as 'clumped'.

The random distribution of prey was obtained by using random number tables. In obtaining the negative binomial dijsiributions, the graph paper on the base of the arena was divided into 225 units of one square centimetre. The frequency with which the densities per unit occurred was calculated using programme PUT (described and listed in Appendix Section Al.4). Using The value for $K$ of 1.0 to generate the frequencies, a good fit to the distribution was obtained. Due to the small number of units available, the fit using the value for $K$ of 0.01 was not so good. However, bearing in mind that the true value of $K$ in this case is greater than 0.O1, the generated distribution is intermediate between that based on the negative binomial with the value for $K$ of 1.0 and the most aggregated distribution involving the regularly arranged clumps of ten eggs glued adjacent to each other.

The eggs were individually glued to the graph paper using gum tragacanth. Since eggs of constant age were not easily supplied, their age in the experiments was variable, and this may be one source of error in the results.

### 4.2.3 The Predators: Anthocoris nemorum Adults

Since Evans (1973) states that A. nemorum can not be bred in the laboratory for more than one generation, no attempt was made to maintain a culture. Instead, adults and large nymphs were collected from the field and kept in the laboratory until used for experiments. They were fed on Acyrosyphon pisum (Harris) and kept in rearing containers, as used and described by Anderson (1961). Evans used A. confusus for his practical work, and was able to maintain them in culture. However, at Silwood Park during the period of study, $A$. confusus was too scarce to rely on for maintaining a culture, and hence obtaining $A$. nemorum from the field was considered more dependable. In 1976, perhaps due to the drought conditions, A. nemorum was scarce, but sufficient were obtained to complete the experimental programme.

Anthocorids are less reliable experimental animals than coccinellids, and between a quarter and a half of the experimental runs made were failures, due to the anthocorids failing to feed or dying. This, coupled with the difficulty of culture and timeconsuming culture methods, makes them a difficult experimental animal for general studies.

### 4.2.4 Experimental Procedure

Anderson (1961) states that anthocorids do not immediately attack on the first encounter with a new prey type. Several encounters are necessary before they recognise the prey and begin to feed. The level of this encounter threshold will be affected by hunger, and thus anthocorids of standard starvation have been used in this work. To achieve standard starvation, the experimental animals were isolated in individual $\frac{1}{2}$ dram vials at 15.00 h on the day previous to each run. Before each run, the anthocorids were examined and any with missing or broken appendages were discarded. The anthocorids were introduced to the arenas at 13.00 h and the eggs which had been eaten were counted at $14.00 \mathrm{~h}, 15.00 \mathrm{~h}$ and 09.00 h the next morning. The runs were conducted at $20^{\circ} \mathrm{C}$ and $60 \%$ R.H. Apart from a period of eight hours darkness overnight, the arenas were subject to constant illumination from fluorescent tubes.

Eggs which had been attacked could be distinguished by their deflated appearance caused by the loss of liquid. The eढहs' colouring is due to the fluid content; the egg walls being colourless. Therefore when an anthocorid consumed all the contents of an egg, a colourless deflated shell remained. However, more frequently it occurred that only some of the egg contents were consumed by the anthocorid and this resulted in the yellow colour remaining. Over the course of a few hours', evaporation causes the egg walls to collapse leaving a yellow deflated shell. This means that only some prey were totally eaten, and so the number attacked was recorded. Furthermore, since a pierced egg takes a few hours to deflate, it can be attacked more than once. Thus, in the short term, this situation is more characteristic of a host-parasitoid interaction than of a predator-prey interaction. Of necessity, in applying the Random Predator Equation to the results, the number of deflated prey is taken as the number eaten, and the possibility of a prey being attacked more than once is overlooked.
4.3 RESULTS AND ANALYSIS

The numbers of eggs attacked are tabulated as Tables 4.1-4.4.

Figures 4.1-4.3 show the functional responses for each of the three time intervals. It can be seen that in all cases there are no marked deviations from the normal, type II functional response. This is confirmed by the examination of the $\ln S x$ ive figures (Figs. 4.4-4.7) (logarithm of the proportion of prey surviving plotted against the number of prey eaten - see Sections 2.2\&2.3); all the relationships are reasonably linear. Accordingly, the technique of the least squares best fit to the functional response (Section 2.2, Appendix Section Al.3) has been used to find the parameters used in the figures. The parameters have also been calculated by the normal regression technique (Rogers, 1972) and by finding the best fit linear relationship using programme 22 in Davies (1969) (see Section 2.2). The results from these three methods are given in Table 4.5. It can be seen that there is no consistant trend for one method to yield higher or lower estimates of the parameters in comparison with the others: Eut the least squares best fit technique does consistantly yield the best fit to the data. The difference between the estimates is sometimes as high as 50\%, and so the importance of using the best method of parameter extraction can be seen.

| TIME | DENSITY | NUMBER EATEN | $\overline{\mathrm{Ne}}$ | S.E. | $\ln \bar{S}$ | $\overline{\ln S}$ | S.E. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| one hour | 2 | $0 \begin{array}{lllll}0 & 1 & 0 & 0 & 1\end{array}$ | 0.4 | 0.2 | - 0.223 | - 0.277 | . 170 |
|  | 4 | $\begin{array}{lllll}2 & 0 & 1 & 1 & 0\end{array}$ | 0.8 | 0.4 | - 0.223 | - 0.254 | . 127 |
|  | 8 | $\begin{array}{lllll}3 & 2 & 0 & 0 & 1\end{array}$ | 1.2 | 0.6 | - 0.163 | - 0.178 | . 089 |
|  | 16 | $\begin{array}{lllll}1 & 3 & 0 & 2 & 2\end{array}$ | 1.6 | 0.5 | - 0.105 | - 0.108 | . 036 |
|  | 32 | $\begin{array}{lllll}4 & 2 & 3 & 1 & 3\end{array}$ | 2.6 | 0.5 | - 0.085 | - 0.085 | . 018 |
|  | 64 | $\begin{array}{lllll}3 & 4 & 4 & 2 & 3\end{array}$ | 3.2 | 0.4 | - 0.051 | - 0.051 | . 007 |
| two hours | 2 | $\begin{array}{llllll}0 & 2 & 1 & 0 & 2\end{array}$ | 1.0 | 0.4 | - 0.693 | * |  |
|  | 4 | $\begin{array}{lllll}3 & 1 & 2 & 3 & 1\end{array}$ | 2.0 | 0.4 | -0.693 | - 0.808 | . 248 |
|  | 8 | $\begin{array}{lllll}3 & 3 & 1 & 2 & 4\end{array}$ | 2.6 | 0.5 | -0.393 | - 0.411 | . 094 |
|  | 16 | $\begin{array}{lllll}4 & 6 & 1 & 3 & 3\end{array}$ | 3.4 | 0.8 | -0.239 | - 0.248 | . 067 |
|  | 32 | $\begin{array}{lllll}6 & 5 & 4 & 4 & 5\end{array}$ | 4.8 | 0.4 | -0.163 | - 0.163 | . 013 |
|  | 64 | $\begin{array}{lllll}4 & 5 & 5 & 3 & 5\end{array}$ | 4.4 | 0.4 | - 0.071 | - 0.071 | . 007 |
| twenty hours | 2 | $\begin{array}{llllll}2 & 2 & 1 & 1 & 2\end{array}$ | 1.6 | 0.2 | - 1.609 | * |  |
|  | 4 | $\begin{array}{lllll}4 & 3 & 3 & 3 & 4\end{array}$ | 3.4 | 0.2 | - 1.897 |  |  |
|  | 8 | $\begin{array}{llllll}5 & 7 & 7 & 5 & 6\end{array}$ | 6.0 | 0.4 | - 1.386 | - 1.501 | . 248 |
|  | 16 | $\begin{array}{llllll}8 & 12 & 5 & 7 & 8\end{array}$ | 8.0 | 1.1 | - 0.693 | - 0.745 | . 170 |
|  | 32 | 91613151516 | 13.8 | 1.3 | -0.564 | - 0.574 | . 069 |
|  | 64 | $\begin{array}{lllll}12 & 19 & 18 & 9 & 24\end{array}$ | 16.4 | 2.7 | - 0.296 | - 0.302 | . 056 |

TABLE 4.1 Predation of A. nemorum on egGs of P. brassicae arranged at random. Results given of the number of prey eaten in each replicate, the mean number eaten ( $\overline{N e}$ ), the logarithm of mean $S$ ( $\ln \bar{S}$ ), and the mean of the logarithmic values of $S(\overline{\ln S})$. The symbol * is used to denote a value of $\overline{\ln S}$ which can not be evaluated due to total predation in one or more replicates.

| TIME | DENSITY | IUMBER EATEN | $\overline{\mathrm{Ne}}$ S.E. $\quad \ln \overline{\mathrm{S}}$ | $\overline{\ln S}$ S.E. |
| :---: | :---: | :---: | :---: | :---: |
| one hour | $\begin{array}{r} 2 \\ 4 \\ 9 \\ 16 \\ 31 \\ 63 \end{array}$ | $\begin{array}{lllll} 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 2 & 0 \\ 1 & 0 & 3 & 0 & 2 \\ 2 & 1 & 3 & 4 & 0 \\ 3 & 4 & 1 & 3 & 4 \\ 2 & 4 & 3 & 4 & 4 \end{array}$ | 0.2 0.2 -0.105 <br> 0.6 0.4 -0.163 <br> 1.2 0.6 -0.143 <br> 2.0 0.7 -0.134 <br> 3.0 0.5 -0.102 <br> 3.4 0.4 -0.055 | -0.139 <br> -0.196 <br> -0.136 <br> -0.139 <br> -0.078 <br> -0.103 <br> -0.056 |
| two hours | $\begin{array}{r} 2 \\ 4 \\ 9 \\ 16 \\ 31 \\ 63 \end{array}$ | $\begin{array}{lllll} 2 & 1 & 0 & 2 & 1 \\ 1 & 1 & 2 & 3 & 2 \\ 3 & 1 & 4 & 2 & 2 \\ 5 & 3 & 4 & 4 & 2 \\ 4 & 4 & 3 & 4 & 5 \\ 4 & 5 & 3 & 5 & 4 \end{array}$ | 1.2 0.4 -0.916 <br> 1.8 0.4 -0.600 <br> 2.4 0.5 -0.310 <br> 3.6 0.5 -0.255 <br> 4.0 0.3 -0.138 <br> 4.2 0.4 -0.069 | $\begin{aligned} & -0.670 \\ & -0323 \\ & -0.080 \\ & -0.258 \\ & -0.138 \\ & -040 \\ & -0.069 \\ & \hline-007 \end{aligned}$ |
| twenty hours | $\begin{array}{r} 2 \\ 4 \\ 9 \\ 16 \\ 31 \\ 63 \end{array}$ | $\begin{array}{rrrrr} 2 & 2 & 2 & 2 & 1 \\ 3 & 4 & 4 & 4 & 2 \\ 7 & 7 & 5 & 6 & 6 \\ 7 & 10 & 7 & 9 & 11 \\ 25 & 19 & 5 & 12 & 17 \\ 12 & 17 & 24 & 8 & 15 \end{array}$ | $\begin{array}{rrr} 1.8 & 0.2 & -2.303 \\ 3.4 & 0.4 & -1.897 \\ 6.2 & 0.4 & -1.168 \\ 8.8 & 0.8 & -0.799 \\ 15.6 & 3.4 & -0.700 \\ 15.2 & 2.7 & -0.276 \end{array}$ | $\begin{aligned} & -1.203 \\ & -0.824 \\ & -.114 \\ & -0.810 \\ & -0.246 \\ & -0.053 \end{aligned}$ |

TABLE 4.2
Predation of $\underline{A}$. nemorum on eggs of $\underline{P}$. brassicae arranged using the negative binomial ( $K=1.0$ ). Results given of the number of prey eaten in each replicate, the mean number eaten ( $\overline{\mathrm{Ne}}$ ), the logarithm of mean $S(\ln \bar{S})$, and the mean of the logarithmic values of $S(\overline{\ln S})$. The symbol * is used to denote a value of $\overline{\ln S}$ which can not be evaluated due to total predation in one or more replicates.

| TIME | DENSITY | NUMBER EATEN | $\overline{\mathrm{Ne}}$ S.E. $\quad \ln \overline{\mathrm{S}}$ | $\overline{\ln S}$ S.E. |
| :---: | :---: | :---: | :---: | :---: |
| one hour | $\begin{array}{r} 3 \\ 4 \\ 11 \\ 16 \\ 22 \\ 37 \\ 64 \end{array}$ | $\begin{array}{lllll} 1 & 1 & 0 & 1 & 0 \\ 2 & 0 & 0 & 2 & 0 \\ 1 & 0 & 3 & 2 & 2 \\ 2 & 3 & 1 & 1 & 4 \\ 2 & 4 & 3 & 1 & 2 \\ 4 & 3 & 2 & 3 & 4 \\ 2 & 0 & 4 & 4 & 4 \end{array}$ | 0.6 0.2 -0.223 <br> 0.8 0.5 -0.223 <br> 1.6 0.5 -0.157 <br> 2.2 0.6 -0.148 <br> 2.4 0.5 -0.116 <br> 3.2 0.4 -0.090 <br> 2.8 0.8 -0.045 | $\begin{aligned} & -0.243 \\ & -0.277 \\ & -0.163 \\ & -0.170 \\ & -0.152 \\ & -0.117 \\ & -0.042 \\ & -0.091 \\ & -0.045 \\ & -0.011 \\ & \hline \end{aligned}$ |
| two hours | $\begin{array}{r} 3 \\ 4 \\ 11 \\ 16 \\ 22 \\ 37 \\ 64 \end{array}$ |  | $\begin{array}{lll} 1.6 & 0.5 & -0.762 \\ 2.0 & 0.7 & -0.693 \\ 3.2 & 0.6 & -0.344 \\ 3.4 & 0.5 & -0.239 \\ 4.0 & 0.3 & -0.201 \\ 4.4 & 0.5 & -0.127 \\ 4.6 & 0.5 & -0.074 \end{array}$ | $\begin{array}{ll} -0.379 & .069 \\ -0.242 & .040 \\ -0.221 & .018 \\ -0.127 & .016 \\ -0.075 & .009 \end{array}$ |
| twenty hours | $\begin{array}{r} 3 \\ 4 \\ 11 \\ 16 \\ 22 \\ 37 \\ 64 \end{array}$ | 3 2 1 3 3 <br> 4 3 3 4 2 <br> 7 6 8 9 4 <br> 8 7 10 6 11 <br> 11 9 7 13 8 <br> 18 15 9 12 13 <br> 8 14 17 16 13 | 2.4 0.4 -1.609 <br> 3.2 0.4 -1.609 <br> 6.8 0.8 -0.963 <br> 8.4 0.9 -0.744 <br> 9.6 1.1 -0.573 <br> 13.4 1.5 -0.450 <br> 13.6 1.6 -0.239 | $\begin{array}{ll} -1.051 & .215 \\ -0.777 & .130 \\ -0.590 & .092 \\ -0.458 & .065 \\ -0.241 & .031 \end{array}$ |

TABLE 4.3 Predation of A. nemorum on eggs of $\underline{P}$. brassicae arranged using the negative binomial ( $K=0.01$ ). Results given of the number of prey eaten in each replicate, the mean number eaten ( $\overline{N e}$ ), the logarithm of mean $S(\ln \bar{S})$, and the mean of the logarithmic values of $S(\overline{\ln S})$. The symbol * is used to denote a value of $\overline{\ln S}$ which can not be evaluated due to total predation in one or more replicates.

| TIME | DENSITY | NUMBER EATE1: | Fe S.E. $\ln \bar{S}$ | $\overline{\ln S}$ S.E. |
| :---: | :---: | :---: | :---: | :---: |
| one hour | $\begin{aligned} & 10 \\ & 20 \\ & 30 \\ & 40 \\ & 60 \\ & 80 \end{aligned}$ | $\begin{array}{lllll} 0 & 0 & 3 & 1 & 4 \\ 2 & 4 & 0 & 0 & 3 \\ 0 & 0 & 4 & 3 & 4 \\ 0 & 3 & 4 & 2 & 4 \\ 4 & 3 & 2 & 2 & 4 \\ 4 & 3 & 4 & 2 & 4 \end{array}$ | $\begin{array}{lll} 1.6 & 0.8 & -0.174 \\ 1.8 & 0.8 & -0.094 \\ 2.2 & 0.9 & -0.076 \\ 2.6 & 0.7 & -0.067 \\ 3.0 & 0.5 & -0.051 \\ 3.4 & 0.4 & -0.039 \end{array}$ | $\begin{array}{\|cc} -0.195 & .102 \\ -0.098 & .044 \\ -0.078 & .033 \\ -0.068 & .020 \\ -0.051 & .008 \\ -0.039 & .005 \end{array}$ |
| two hours | $\begin{aligned} & 10 \\ & 20 \\ & 30 \\ & 40 \\ & 60 \\ & 80 \end{aligned}$ | $\begin{array}{lllll} 4 & 0 & 6 & 5 & 7 \\ 4 & 7 & 0 & 8 & 5 \\ 0 & 5 & 8 & 7 & 7 \\ 4 & 5 & 7 & 4 & 8 \\ 5 & 5 & 6 & 4 & 7 \\ 5 & 5 & 4 & 7 & 6 \end{array}$ | 4.4 1.2 -0.580 <br> 4.8 1.4 -0.274 <br> 5.4 1.4 -0.198 <br> 5.6 0.8 -0.151 <br> 5.4 0.5 -0.094 <br> 5.4 0.5 -0.062 | $\begin{array}{\|ll} -0.665 & .003 \\ -0.290 & .089 \\ -0.205 & .055 \\ -0.152 & .024 \\ -0.094 & .011 \\ -0.062 & .006 \end{array}$ |
| twenty hours | $\begin{aligned} & 10 \\ & 20 \\ & 30 \\ & 40 \\ & 60 \\ & 80 \end{aligned}$ | $\begin{array}{rrrrr} 9 & 8 & 10 & 7 & 10 \\ 7 & 16 & 15 & 19 & 10 \\ 9 & 18 & 15 & 19 & 17 \\ 12 & 10 & 16 & 12 & 22 \\ 15 & 11 & 18 & 17 & 21 \\ 17 & 11 & 16 & 14 & 26 \end{array}$ | $\begin{array}{rrr} 8.8 & 0.6 & -2.120 \\ 13.4 & 2.2 & -1.109 \\ 15.6 & 1.8 & -0.734 \\ 16.2 & 2.0 & -0.519 \\ 16.4 & 1.7 & -0.319 \\ 16.8 & 2.5 & -0.207 \end{array}$ | $\begin{array}{r} -1.423 \\ -0.761 \\ -0.449 \\ -0.533 \\ -0.322 \\ -0.038 \\ -0.209 \end{array} .036$ |

TABLE 4.4
Predation of $A$. nemorum on eggs of $P$. brassicae arranged in regularly distributed clumps of ten eggs. Results given of the number of prey eaten in each replicate, the mean number eaten ( $\overline{N e}$ ), the logarithm of mean $S$ (ln $\bar{S}$ ), and the mean of the logarithmic values of $S$ ( $\overline{\ln S}$ ). The symbol * is used to denote a value of $\overline{\ln S}$ which can not be evaluated due to total predation in one or more replicates.

[^1]| PREY <br> DIStribution | $\begin{gathered} \text { TIME } \\ \text { IN } \\ \text { HOURS } \end{gathered}$ | METHOD |  |  |  |  | METHOD 2 |  |  |  |  |  | METHOD 3 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ABSTRACTED <br> PaRAMETERS |  | GOODNESS OF FIT |  |  | ABSTRACTED PARAMETERS |  |  | GOODNESS OF FIT |  |  | ABSTRACTED <br> PaRAMETERS |  | GOODNESS OF FIT |  |  |
|  |  | a | Th | F | df | P | n | a | Th | F | df | P |  | Th | F | df | P |
| random | $\begin{array}{r} 1 \\ 2 \\ 20 \end{array}$ | $\begin{aligned} & .00411 \\ & .00741 \\ & .00159 \end{aligned}$ | $\begin{aligned} & 15.6 \\ & 23.1 \\ & 64.0 \end{aligned}$ | $\begin{array}{r} 210 \\ 84 \\ 209 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{aligned} & <.001 \\ & <.001 \\ & <.001 \end{aligned}$ | 0 1 2 | $\begin{aligned} & .00498 \\ & .00898 \\ & .00171 \end{aligned}$ | $\begin{aligned} & 17.3 \\ & 23.8 \\ & 67.2 \end{aligned}$ | $\begin{array}{r} 97 \\ 74 \\ 157 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{array}{r} <.001 \\ .001 \\ <.001 \end{array}$ | $\begin{aligned} & .00350 \\ & .00765 \\ & .00125 \end{aligned}$ | $\begin{aligned} & 14.3 \\ & 23.6 \\ & 58.2 \end{aligned}$ | $\begin{array}{r} 306 \\ 87 \\ 313 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{aligned} & <.001 \\ & <.001 \\ & <.001 \end{aligned}$ |
| negative <br> binomial $K=1.0$ | $\begin{array}{r} 2 \\ 20 \end{array}$ | $\begin{aligned} & .00252 \\ & .00896 \\ & .00185 \end{aligned}$ | $\begin{array}{r} 7.8 \\ 27.0 \\ 65.4 \end{array}$ | $\begin{array}{r} 42 \\ 113 \\ 99 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{aligned} & <.01 \\ & <.001 \\ & <.001 \end{aligned}$ | 0 1 2 | $\begin{aligned} & .00310 \\ & .00884 \\ & .00105 \end{aligned}$ | $\begin{aligned} & 10.0 \\ & 27.4 \\ & 39.2 \end{aligned}$ | $\begin{array}{r} 101 \\ 109 \\ 16 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{aligned} & <.001 \\ & <.001 \\ & <.05 \end{aligned}$ | $\begin{aligned} & .00364 \\ & .00755 \\ & .00170 \end{aligned}$ | $\begin{aligned} & 12.5 \\ & 26.0 \\ & 63.5 \end{aligned}$ | $\begin{aligned} & 256 \\ & 140 \\ & 101 \end{aligned}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{aligned} & <.001 \\ & <.001 \\ & <.001 \end{aligned}$ |
| negative <br> binomial $K=0.01$ | $\begin{array}{r} 1 \\ 2 \\ 20 \end{array}$ | .00428 <br> .00949 <br> .00155 | $\begin{aligned} & 12.6 \\ & 25.3 \\ & 76.8 \end{aligned}$ | $\begin{array}{r} 32 \\ 297 \\ 276 \end{array}$ | $\begin{aligned} & 1,5 \\ & 1,5 \\ & 1,5 \end{aligned}$ | $\begin{aligned} & <.01 \\ & <.001 \\ & <.001 \end{aligned}$ | 2 | $\begin{aligned} & .00530 \\ & .00741 \\ & .00135 \end{aligned}$ | $\begin{aligned} & 15.7 \\ & 23.6 \\ & 71.4 \end{aligned}$ | $\begin{array}{r} 85 \\ 270 \\ 341 \end{array}$ | $\begin{aligned} & 1,5 \\ & 1,5 \\ & 1,5 \end{aligned}$ | $\begin{aligned} & <.001 \\ & <.001 \\ & <.001 \end{aligned}$ | $\begin{aligned} & .00542 \\ & .00854 \\ & .00134 \end{aligned}$ | $\begin{aligned} & 16.3 \\ & 24.5 \\ & 72.3 \end{aligned}$ | $\begin{array}{r} 89 \\ 382 \\ 345 \end{array}$ | $\begin{aligned} & 1,5 \\ & 1,5 \\ & 1,5 \end{aligned}$ | $\begin{aligned} & <.001 \\ & <.001 \\ & <.001 \end{aligned}$ |
| 'clumped' | 1 2 20 | $\begin{aligned} & .00382 \\ & .01780 \\ & .00347 \end{aligned}$ | $\begin{aligned} & 15.7 \\ & 20.8 \\ & 66.0 \end{aligned}$ | $\begin{array}{r} 46 \\ 20 \\ 299 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{aligned} & <.01 \\ & <.05 \\ & <.001 \end{aligned}$ | 1 | $\begin{aligned} & .00380 \\ & .01722 \\ & .00567 \end{aligned}$ | $\begin{aligned} & 15.5 \\ & 20.7 \\ & 69.3 \end{aligned}$ | $\begin{array}{r} 45 \\ 19 \\ 151 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,14 \end{aligned}$ | $\begin{aligned} & <.01 \\ & <.05 \\ & <.001 \end{aligned}$ | $\begin{aligned} & .00330 \\ & .02085 \\ & .00399 \end{aligned}$ | $\begin{aligned} & 14.8 \\ & 21.1 \\ & 67.4 \end{aligned}$ | $\begin{array}{r} 52 \\ 23 \\ 420 \end{array}$ | $\begin{aligned} & 1,4 \\ & 1,4 \\ & 1,4 \end{aligned}$ | $\begin{aligned} & <.01 \\ & <.01 \\ & <.001 \end{aligned}$ |



FIGURE 4.1 Functional responses of A . nemorum to eggs of $\underline{P}$. brassicae after one hour - the number eaten ( Ne ) plotted against the prey density (N). The Random Fredator Equation is fitted by the method of the least squares best fit to the functional response.
(A) - eggs arranged at random; $a=0.00350 / \mathrm{min} .$, $\mathrm{Th}=14.27 \mathrm{~min}$.
(B) - eggs arranged using the negative binomial ( $\mathrm{K}=1.0$ ) ; $\mathrm{a}=0.00364 / \mathrm{min} ., \mathrm{Th}=12.47 \mathrm{~min}$.
(C) - eggs arranged using the negative binomial ( $\mathrm{K}=0.01$ ) ; $\mathrm{a}=0.00542 / \mathrm{min} ., \mathrm{Th}=16.26 \mathrm{~min}$.
(D) - eggs arranged in regularly distributed clumps of ten; $a=0.00330 / \mathrm{min} ., T h=14.84 \mathrm{~min}$.


FIGURE 4.2 Functional responses of $\underline{A}$. nemorum to eges of $\underline{P}$. brassicae after two hours - the number eaten ( Ne ) plotted against the prey density ( $N$ ). The Random Predator Equation is fitted by the method of the least squares best fit to the functional response.
(A) - eggs arranged at random; $a=0.00765 / \mathrm{min} .$, $T h=23.62 \mathrm{~min}$.
(B) - eggs arranged using the negative binomial ( $\mathrm{K}=1.0$ ) ; $\mathrm{a}=0.007553 \mathrm{~min} ., \mathrm{Th}=25.97 \mathrm{~min}$.
(C) - eggs arranged using the negative binomial ( $\mathrm{K}=0.01$ ) ; $a=0.00854 / \mathrm{min} ., \mathrm{Th}=24.46 \mathrm{~min}$.
(D) - eggs arranged in regularly distributed clumps of ten; $a=0.00854 / \mathrm{min} ., T h=21.12 \mathrm{~min}$.


FIGURE 4.3 Functional responses of $\mathbb{A}$. nemorum to eges of P . brassicae after twenty hours 6 the number eaten (Ne) plotted against the prey density (N). The Random Predator Equation is fitted by the method of the least squares best fit to the functional response.
(A) - eggs arranged at random; $a=0.00125 / \mathrm{min} .$, $T h=58.22 \mathrm{~min}$.
(B) - eggs arranged using the negative binomial ( $\mathrm{K}=1.0$ ); $a=0.00170 / \mathrm{min} ., \operatorname{Tn}=63.48 \mathrm{~min}$.
(C) - eggs arranged using the negative binomial ( $\mathrm{K}=0.01$ ); $a=0.00134 / \mathrm{min} ., \mathrm{Th}=72.28 \mathrm{~min}$.
(D) - eggs arranged in regularly distributed clumps of ten; $a=0.00399 / \mathrm{min} ., \mathrm{Th}=67.37 \mathrm{~min}$.

Number eaten plotted as the mean $\pm$ S.E. of mean.


FIGURE 4.4 Predation of A. nemorum on eggs of P. brassicae arranged at random. - logarithm of the proportion of prey surviving ( $\ln \mathrm{S}$ ) plotted against the number eaten ( Ne ). The results after all three time intervals are shown. The fitted lines were obtained by the least squares best fit to the functional response (see Table 4.6). Symbols used are: - - after one hour; $\boldsymbol{\nabla}$ - after two hours; $\Delta$ - after twenty hours; solid symbols are used for the values of $\ln \bar{S}$ where these are significantly different from $\overline{\ln S}$.

Number eaten and $\ln S$ plotted as the mean $\pm$ S.E. of the mean.


## $\ln S$

FIGURE 4.5 Dredation of $A$. nemorum on eggs of $P$. brassicae arranged using the negative binomial distribution ( $K=1.0$ ) - logarithm of the proportion of prey surviving (ln S) plotted against the number eaten ( Ne ). The results after all three time intervals are shown. The fitted lines were obtained by the least squares best fit to the functional response (see Table 4.6). Symbols used are: o - after one hour; $\nabla$ - after two hours; $\Delta$ - after twenty hours; solid symbols are used for values of $\ln \bar{S}$ where these are significantly different from $\overline{\ln S}$.

Number eaten and $\ln S$ plotted as the mean $\pm$ S.E. of the mean.


$$
\ln S
$$

FIGURE 4.6 Predation of A . nemorum on eggs of P . brassicae arranged using the negative binomial distribution ( $K=0.01$ ) - logarithm of the proportion of prey surviving (ln $S$ ) plotted against the number eaten (Ne). The results after all three time intervals are shown. The fitted lines were obtained by the least squares best fit to the functional response (see Table 4.6). Symbols used are: - - after one. hour; $\nabla$ - after two hours; $\Delta$ - after twenty hours; solid symbols are used for values of $\ln \bar{S}$ where these are significantly different from $\overline{\ln S}$.

Number eaten and $\ln \mathrm{S}$ plotted as the mean $\pm$ S.E. of the mean.

$\ln S$

FIGURE 4.7 Predation of $A$. nemorum on eggs of $\underline{P}$. brassicae arranged in regularly distributed clumps of ten logarithm of the proportion of prey surviving plotted against the number eaten (Ne). The results after all three time intervals are shown. The fitted lines were obtained by the least squares best fit to the functional response (see Table 4.6). Symbols used are; . - after one hour; $\nabla$ - after two hours; $\Delta$ - after twenty hours; solid symbols are used for values of $\ln \bar{S}$ where these are significantly different from $\overline{\ln S}$.

Number eaten and $\ln S$ plotted as the mean $\pm$ S.E. of the mean.

The premises leading to the Random Prede.tor Equation (Rogers, 1972) include the assumption that the search efficiency and handling time of a predator searching at random for a given prey type are constant over time. In the experiments considered here, this would result in the search efficiency and handling time estimates for the functional responses being constant, irrespective of the time intervals and prey distribution. Examination of Table 4.6 shows that this is not the case. The estimated search efficiencies and handling times are largely unaffected by the prey distribution, but are different for each time interval.

The mean estimated handling time after two hours is approximately double that obtained after one hour. This results from the $\ln S \mathrm{x}$ lie plots (Figs. 4.4 - 4.7) showing a common intercept on the Ne axis, implying a common maximum prey consumption of approximately five. This is due to temporary satiation of the anthocorid after eating five prey. Thus, if the prey density were sufficiently high, on average five prey would be eaten in the first, hour, and the satiated anthocorid would not feed again during the second hour. After twenty hours, the estimated handing time is considerably higher, and this is due to one or more long periods of inactivety or rejection of prey. The data obtained after twenty hours can be fitted to a modified Random Fredator Equation of the form:

$$
N e=N(1-\exp (-a(T-T w-T h N e))) \quad . \cdot .4 .1
$$

where $T_{w}$ is the time wasted or period of rejection of prey. The value of $T w$ can be varied to obtain the required values for the search efficiency or handling time. Thus, if $T w$ is twelve hours, the handling times obtained are comparable with those obtained after two hours; whilst if Tw is 16 hours, the estimated handling times are comparable with those after one hour. Since the estimated handling times after one hour are consistant with those observed (Chapter 5), this latter estimate of Tw seems reasonable. This means that over the twenty hour period, anthocorids search and feed for about four hours only.

| TIME <br> In HOURS | DISTRIBUTION | a a | Th Th |
| :---: | :---: | :---: | :---: |
| one | random $\begin{aligned} & K=1.0 \\ & K=0.01 \end{aligned}$ <br> 'clumped' | $\left.\begin{array}{l}.00350 \\ .00364 \\ .00542 \\ .00330\end{array}\right\} .00399$ | $\left.\begin{array}{l}14.27 \\ 12.47 \\ 16.26 \\ 14.84\end{array}\right\} 14.48$ |
| two | random $\begin{aligned} K & =1.0 \\ K & =0.01 \end{aligned}$ <br> 'clumped' | $\left.\begin{array}{l} .00765 \\ .00755 \\ .00854 \\ .02085 \end{array}\right\} .00791$ | $\left.\begin{array}{l}23.62 \\ 25.97 \\ 24.46 \\ 21.12\end{array}\right\} 23.29$ |
| twenty | random $\begin{aligned} & K=1.0 \\ & K=0.01 \end{aligned}$ <br> 'clumped' | $\left.\begin{array}{l} .00125 \\ .00170 \\ .00134 \\ .00399 \end{array}\right\} .00143$ | $\left.\begin{array}{l} 58.22 \\ 63.48 \\ 72.28 \\ 67.37 \end{array}\right\} 65.34$ |

TABLE 4.6 Predation of $A$. nemorum on a range of distributions of eggs of $P$. brassicae at three time intervals - summary of the estimated parameters (a = search efficiency; Th = handling time) of the Random Predator Equation obtained by the least squares best fit to the functional response. Mean values are given where the parameters are consistant.

It can be seen (Table 4.6 ) that the estimates of the search efficiency for the 'scattered' distributions differ from those for the 'clumped' distribution. Therefore, the 'clumped' distribution will be considered separately below. Considering the 'scattered' distributions, it can be seen that compared with the estimates after one hour, the estimates after two hours are higher, and after twenty hours, lower. This initial increase is caused by the time taken to recognise the prey before feeding is initiated (Anderson, 1961). From the original data (Tables 4.14.3) it can be seen that about one quarter of the anthocorids do not commence to feed until the second hour; insufficient encounters being made during the first hour to initiate feeding. This delay results in the higher estimated search efficiency after two hours. The decrease found after twenty hours is a reflection of the long period of rejection of prey. Table 4.6 shows that, for the first two hours, the search efficiency for the prey arranged according to the negative binomial distribution ( $K=0.01$ ) is greater than that for the other 'scattered' distributions. This tendency is lost by twenty hours, and may not be significant. Comparison of the functional response figures after one hour (fig. 4.1) with those after two hours (Fig.4.2) and twenty hours (Fig. 4.3) shows that an initially high variance is soon lost. This again is caused by the time lag for the recognition of the prey; some anthocorids do not feed during the first hour (leading to high variance) but most have started to feed by the end of the second (leading to reduced variance).

In the case of the 'clumped' prey, the estimates of the search efficiency after two hours and twenty hours are higher than those obtained for the 'scattered' distributions of prey (Table 4.6). Furthermore, examination of the functional response figures shows that the high variance found after one hour for the 'scattered' distributions (Fig.4.l) is still present for the 'clumped' distribution after two hours (Fig. 4.2), but reduced after twenty hours (Fig. 4.3). These differences are due to the compact distribution of the eggs. A clump of ten eggs will be encountered less frequently than ten 'scattered' eggs. Hence, 'scattered' distributions will cause more encounters, and feeding will be initiated more rapidly. However, once an anthocorid 'recognises' a clump of eggs, it stays by that clump and its search efficiency
is greatly increased. These two effects cancel each other out during the first hour, leading to results similar to those obtained for the 'scattered' distributions. At the end of two hours, however, the increased search efficiency has the greater eifect and this is reflected in the estimated parameters. Since the effects of the longer time necessary to recognise the prey are exagerated by the increased search efficiency once the clump is found, the high variance still occurs after the second hour. The greater search efficiency is still evident after twenty hours, but the variance is reduced.

From this discussion, it can be seen that the parameters of the Random Predator Equation do not remain constant. The effects of any time lag for recognition, satiation, periods of inactivity and aggregative behaviour in response to a clump of prey are all measured in terms of the two parameters search efficiency and handling time. These two parameters, therefore, should be considered as an amalgamation of searching behaviour, and not just the simple constants originally defined.

## CHAPTER 5

PREDATION OF ANTHOCORIS NEMORUM (L.) UPON PIERIS BRASSICAE (L.) EGGS ARRANGED ON BEAN PLANTS
5.1 INTRODUCTION

In this chapter, the searching behaviour of $A$. nemorum upon bean plants will be examined. This topic has not received a great deal of attention in the past. Anderson (1961) and Evans (1973) have both noted that starved anthocorids will probe plant tissues and drink from water droplets; in view of this, it seems likely that anthocorids searching on plants are more likely to survive the experimental period, than those used in the dry, perspex arenas described in Chapter 4.

Steer (1929) noted that A. nemorum nymphs searching for red spider mites and their eggs (Oligonychus ulmi Koch and Tetranychus telarius L.) search systematically on the underside of leaves of Rubus spp. They were observed to walk the length of a vein and probe carefully on either side i.e. where most of the mites and their eggs were to be found.

Dixon \& Russell (1972) studied the searching behaviour of adult $A$. nemorum and $A$. confusus Rtr. on sycamore leaves. They recorded the search paths of the anthocorids on the underside of the leaves, and found that they spent disproportionately more time on the main veins. The experiments implied that negligible time is spent searching on the upper surface of leaves. The authors consider that 18 hours per day are spent searching and feeding; they do not mention long periods of inactivity. Long 'digestive pauses' are included as handling time in their approach, but do not seem to be considered of any importance. They
also found that the speed of movement when the anthocorids were on the petioles was greater than when they were on the leaves.

Evans (1973) also made more detailed observations on the searching behaviour of first and second instar nymphs of A. nemorum on bean plants. He found that the nymphs spent $48 \%$ of the available time at rest on the petiole or base of the leaves. Of the remaining time, $15 \%$ was spent on the upper surface. Of the time spent searching on the undersurface of the leaves, first instar nymphs spent $42 \%$ on the veins and $45 \%$ on the edges of leaves, while second instar nymphs spent $18 \%$ and $79 \%$ respectively in these areas. The greatest distance travelled was on the edge of the leaves, and along the veins; he found the speed of movement to be greatest upon the leaves.

Brunner \& Burts (1975) examined the behaviour of A. nemoralis (F.) nymphs searching for Pear Psylla (Psylla pyricola Forster) upon individual pear leaves, and found differences in behaviour depending upon the satiation of the anthocorid. Starved anthocorids moved slowly ( $5.7 \mathrm{~cm} / \mathrm{min}$ ) with a high turning rate ( $68^{\circ}$ turn/cm); when a prey was found, they increased their rate of turn and decreased their speed (the time for which this occurred is not mentioned). The search paths of the starved nymphs showed a high correlation with the distribution of immature prey; thus, the predator spent $71 \%$ of the time on the lower leaf surface, where $74 \%$ of the immature pear psylla occurred and $48 \%$ of the time on the midribs where $64 \%$ of the immature prey were to be found. Satiated individuals, in contrast, had a relatively higher speed ( $7.2 \mathrm{~cm} / \mathrm{min}$ ) and a reduced rate of turn ( $30^{\circ}$ turn $/ \mathrm{cm}$ ). The primary route was around the leaf periphery and repeated attempts were made to leave the leaf; the authors conclude that such behaviour is the action of satiated individuals searching for a resting place.

Thus, Dixon \& Russell (1972) working with adult anthocorids on sycamore leaves, Evans (1973) working with nymphal A. nemorum on bean leaves and Brunner \& Burts (1975) working with nymphal A. nemoralis on pear leaves, all found that anthocorids spend most time searching on the veins and edges of the underside of leaves. It will be seen, from-observations in this
chapter (Section 5.6), that adults of A. nemorum search on bean plants in a manner different to that described above.

In this chapter, two arrangements of $P$. brassicae eggs are used: individual eggs on the edges of the leaves and clumps on the centre of the uppersurface. The functional responses to these two arrangements (Section 5.3) are used to predict predation when both arrangements are used (Section 5.4). The distributions of attacks between leaves or clumps of eggs are recorded (Section 5.5), and continuous observation of the searching behaviour and allocation of time are made for each prey arrangement (Section 5.6).

### 5.2.1 The Arenas

For this work, the arena consisted of an individual plant of miniature broad beans, Vicia fabae (L.); planted in a pot. The plants used were seedlings old enough to have four leaves; the central axil and any bracts were pinched off, leaving the stem and the four leaves. The stem was bound with cellotape to bring the bases of the leaves together. The crevice between the two pairs of leaves was blocked with a small wad of damp cotton wool to prevent anthocorids becoming stuck down this gap or upon the cellotape. The bean seeding was then planted in a plastic pot of diameter 12.6 cm , the soil level coming to within about two cm of the top of the pot. A thin layer of fine, dry sand was then spread on top of the soil, preventing the anthocorids hiding in the soil, and making them readily visible when upon the surface. A plastic propagator top was placed on top of the pot. The top of the propagator lid had been removed and replaced with fine mesh netting, allowing ventilation and preventing condensation within the arena. The inside of the bottom of the propagator top was coated with fiuon, in order to prevent the anthocorids climbing upon the side and top of the propagator. This experimental arrangement is shown in Fig. 5.l.

### 5.2.2 The Prey: P. brassicae egge

As in the last chapter, the eggs were glued down using gum tragacanth. Two arrangements or prey were used: firstly, clumps of ten eggs were glued in the centre of the upper surface of the leaves and secondly, individual eggs were glued at regular intervals around the edge of the leaves, again upon the uppersurface. These two arrangements will be referred to as 'clump' eggs and 'edge' eggs in this work.


FIGURE 5.1 A sectional view of the arena used in the work of Chapter 5, as desribed in Section 5.2.1. Approximately x 1.

### 5.2.3 The Predators: A. nemorum adults

In order to obtain anthocorids of standard starvation, they were treated in a manner similar to that used for the work with square, perspex arenas (Section 4.2.3).
5.2.4 Experimental Procedure

The procedure used was basically the same as that used in Chapter 4 (Section 4.2.4). Predation was recorded after one, two and twenty hours. The distribution of attacks was also recorded; in the case of 'clump' eggs, the number attacked in each clump was recorded, while for 'edge' eggs, the number attacked on each leaf was recorded. By using an eight track event recorder, observations were made of the anthocorid's behaviour during the second hour and the final hour of one replicate of each arrangement of eggs.

It was found that mortalities during the course of experiments were lower than those obtained in the work with the square, perspex arenas described in Chapter 4. This is due to a combination of the availability of moisture from the plants, and the presence of hiding or resting places in the arena leading to reduced activity.

### 5.3.1 Introduction and Methods

Predation was scored in the same way as for the work with square, perspex arenas described in Chapter. 4. Once again, due to the deflation of punctured eggs, the number of eggs attacked, rather than the number consumed, was recorded.

### 5.3.2 Results and Analysis

The predation of 'edge' and 'clump' prey and the corresponding $\ln S$ values (logarithm of proportion of eggs surviving) are set out in Tables 5.1 ('clump') and 5.2 ('edge'). The resultant functional responses and $\ln S x$ Ne plots (see Sections 2.2 and 2.3) are shown in Figs. 5.2 (one hour), 5.3 (two hours) and 5.4 (twenty hours). The $\ln S x$ Ne plots show linear relationships, and so the Random Predator Equation has been fitted to the functional responses by the least squares best fit technique (Section 2.2, Appendix Section Al.3), and the parameters obtained are tabulated in Table 5.3. A significantly good fit is obtained in all cases.

### 5.3.3 Discussion

The functional responses obtained (Figs. 5.2-5.4) differ according to the egg arrangement and the time interval.

The responses after one hour (Fig. 5.2) show that the search efficiency and the maximum consumption rate are less for 'clump' prey than they are for 'edge' prey. This can be explained by a difference in encounter rates, similar to that suggested in Chapter 4 to account for the difference between 'scattered' and 'clumped' distributions after one hour. In that case, it was suggested that, if scattered individual eggs and clumped eggs are present at equal densities, scattered eggs will
be more frequently encountered, and so recognition of the eggs as prey, and hence initiation of feeding, will occur sooner. In view of the results of Section 5.6, this phenomenon is likely to be even more pronounced due to the greater proportion of time spent searching on the edges of leaves. Therefore, if the time lag for recognition is less for 'edge' prey, the anthocorids will spend more time searching for and feeding upon 'edge' prey, and hence, have a greater search efficiency and maximum consumption rate.

Due to the greater rate of feeding once 'clump' eggs are found (as described in Chapter 4), the maximum consumption rates after two hours are similar. However, because of the larger proportion of time being spent searching the edges of leaves, the anthocorids still show a greater search efficiency for 'edge' prey.

After twenty hours, however, the two responses are very different. The search efficiency for 'edge' prey is much greater than for 'clump' prey. This is still due to the tendency of the anthocorids to search the edges of leaves; thus, at low densities, most of the 'edge' eggs are likely to have been encountered by most of the anthocorids. The maximum consumption rate, however, is much greater for 'clump' eggs than for 'edge' eggs. This is caused by the anthocorids puncturing several eggs within a clump, without necessarily feeding much on them (Section 4.2). Thus, the actual maximum consumption of eggs is likely to be similar for both arrangements,

When the standard errors of the points of the graphs at the three time intervals are compared, it can be seen that these are large after one and two hours, the results only becoming reasonably consistant after twenty hours. This high, initial variance was also found in the work of Chapter 4 , and again, is because some individuals do not start feeding until after the second hour (see Tables 5.1 \& 5.2). This may be due to the time lag needed for recognition of the prey, but is accentuated by the more heterogeneous arena providing resting sites where the anthocorids remain inactive for long periods without searching for food (see Section 5.6).

| TIME | N | NUMBER EATEN (Ne) | Ne | S.E. | $\ln \mathrm{S}$ | S.E. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One | 10 | 000030 | 0.6 | 0.60 | -. 071 | . 071 |
|  | 20 | 00230 | 1.0 | 0.63 | -. 054 | . 034 |
|  | 30 | 20000004 | 1.2 | 0.80 | - -.042 | . 028 |
|  | 40 | $\begin{array}{llllll}0 & 1 & 1 & 3\end{array}$ | 1.4 | 0.51 | -. .036 | . 013 |
|  | 80 | 02330 | 1.6 | 0.60 | -. 018 | . 008 |
| Two | 10 | 300030 | 1.2 | 0.73 | -. 143 | . 087 |
|  | 20 | $\begin{array}{lllll}4 & 0 & 2 & 7 & 0\end{array}$ | 2.6 | 1.33 | - . 152 | . 081 |
|  | 30 | 200256 | 3.0 | 1.10 | -. 109 | . 041 |
|  | 40 | 04255 | 3.2 | 0.97 | - . 085 | . 026 |
|  | 80 | $\begin{array}{lllll}3 & 2 & 4 & 3 & 4\end{array}$ | 3.2 | 0.37 | -. 041 | . 005 |
| Twenty | 10 | $\begin{array}{lllll}3 & 0 & 2 & 3 & 5\end{array}$ | 2.6 | 0.81 | -. 326 | . 113 |
|  | 20 | $\begin{array}{lllll}6 & 8 & 2 & 12 & 2\end{array}$ | 6.0 | 1.26 | -. 399 | . 151 |
|  | 30 | $\begin{array}{llllll}5 & 4 & 2 & 8 & 12\end{array}$ | 6.2 | 1.74 | -. 243 | . 078 |
|  | 40 |  | 8.6 | 1.57 | - . 247 | . 052 |
|  | 80 | $\begin{array}{lllll}10 & 8 & 9 & 6 & 15\end{array}$ | 9.6 | 1.50 | - . 129 | . 022 |

TABLE 5.1 Predation of A. nemorum upon 'clump' eggs of P. brassicae. The first of each series of replicates was used in the continuous observations of Section 5.6.

| TIME | N | IUMBER EATEN ( Ne ) | Ne S.E. | $\ln \mathrm{S}$ S.E. |
| :---: | :---: | :---: | :---: | :---: |
| One | $\begin{array}{r} 4 \\ 8 \\ 16 \\ 32 \\ 64 \end{array}$ | $\begin{array}{lllll} 0 & 1 & 0 & 0 & 1 \\ 1 & 2 & 0 & 0 & 1 \\ 2 & 3 & 0 & 0 & 1 \\ 3 & 0 & 3 & 0 & 4 \\ 1 & 3 & 5 & 0 & 2 \end{array}$ | 0.4 0.24 <br> 0.8 0.37 <br> 1.2 0.58 <br> 2.0 0.84 <br> 2.2 0.86 | $\begin{array}{ll} -.115 & .070 \\ -.111 & .053 \\ -.081 & .040 \\ -.066 & .028 \\ -.035 & .014 \end{array}$ |
| Two | $\begin{array}{r} 4 \\ 8 \\ 16 \\ 32 \\ 64 \end{array}$ |  | 1.4 0.87 <br> 1.6 0.40 <br> 2.6 0.75 <br> 3.4 0.93 <br> 4.0 0.71 | $\begin{array}{ll} -.431 & * \\ -.960 & .145 \\ -.183 & .054 \\ -.114 & .032 \\ -.065 & .012 \end{array}$ |
| Twenty | $\begin{array}{r} 4 \\ 8 \\ 16 \\ 32 \\ 64 \end{array}$ |  | 2.2 0.80 <br> 4.8 0.49 <br> 5.2 0.58 <br> 6.0 1.10 <br> 5.6 0.51 | $\begin{array}{ll} -.799 & * \\ -.960 & .145 \\ -.399 & .055 \\ -.211 & .043 \\ -.092 & .009 \end{array}$ |

TABLE 5.2 Predation of A . nemorum upon 'edge' eggs of $\underline{P}$. brassicae. The first of each series of replicates was used in the continuous observations of Section 5.6. (* - ln of mean $S$ given due to total predation in one replicate.)

| PREY ARRANGEMENT | $\begin{aligned} & \text { TOTAL } \\ & \text { TIME } \end{aligned}$ | ABSTRACTED PARAMETERS |  | GOODNESS OF FIT |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | a | Th | F | df | P |
| 'clumps' | One | . 00161 | 28.9 | 270 | 1,4 | <. 01 |
|  | Two | . 00251 | 29.3 | 17 | 1,4 | $<.05$ |
|  | T'wenty | . 000447 | 91.5 | 43 |  | <.O1 |
| 'edge ${ }^{\prime}$ | One | . 00239 | 19.6 | 135 | 1,4 | $<.01$ |
|  | Two | . 00362 | 26.4 | 100 | 1,4 | く. 01 |
|  | Twenty | . 00197 | 192.1 | 11 |  | 6.05 |

TABLE 5.3 Abstracted parameters of the Random Predator Equation for the functional responses of $A$. nemorum to 'clump' and 'edge' eggs of $\underline{P}$. brassicae (Figs. 5.2 - 5.4), obtained by the least squares best fit to the functional response (Section 2.2) from the data of Tables 5.1 \& 5.2.


FIGURE 5.2 Predation of $A$. nemorum upon eggs of P. brassicae functional responses and $\ln \mathrm{S} x \mathrm{Ne}$ plots for 'clump' (A \& B) and 'edge' ( $C \& D$ ) eggs after one hour. The Random Predator Equation is fitted using the parameters given in Table 5.3.

Number eaten ( Ne ) and $\ln \mathrm{S}$ plotted as mean $\pm$ S.E. of mean.


FIGURE 5.3 Predation of A. nemorum upon eggs of P. brassicae functional responses and $\ln \mathrm{S} x \mathrm{Ne}$ plots for 'clump' ( $A \& B$ ) and 'edge' ( $C \& D$ ) eggs after two hours. The Random Predator Equation is fitted using the parameters given in Table 5.3. The symbol - is used to denote a value of $\ln$ mean $S$, as opposed to mean $\ln \mathrm{S}$.

Number eaten ( Ne ) and $\ln \mathrm{S}$ plotted as mean $\pm$ S.E. of mean.


FIGURE 5.4 Predation of $\underline{A}$. nemorum upon eggs of $\underline{P}$. brassicae functional responses and $\ln \mathrm{S} x \mathrm{Ne}$ plots for 'clump' ( $A \& B$ ) and 'edge' ( $C \& D$ ) eggs after twenty hours. The Random Predator Equation is fitted using the parameters given in Table 5.3. The symbol - is used to denote a value of $\ln$ mean $S$, as opposed to mean $\ln S$.

Number eaten (Ne) and $\ln S$ plotted as mean $\pm$ S.E. of mean.

### 5.4.1 Introduction and Methods

The functional responses to two prey types (or arrangements) presented separately can be used to predict predation at all combinations of densities when both are present, assuming that no 'deliberate' preference is shown (Section 3.5). Thus, a three dimensional figure ( $\mathrm{Ne} \times \mathrm{N} \times \mathrm{N}^{\prime}$, where $\mathrm{Ne}=$ the number of prey eaten and $N$ and $N^{\prime}$ are the densities of the two prey types) is obtained, as is shown, for example, in Lawton, Beddington \& Bonser (1974). In Chapter 3, using coccinellids feeding on two size classes of aphid prey, a section through this three dimensional graph was considered, such that $2 N+N^{\prime}=20$. In this section using anthocorids, nine combinations of the densities of the two prey arrangements will be used, in an attempt to cover the range of the relationship defined by the two functional responses.

### 5.4.2 Results and Analysis

The predation which occurred at the nine combinations of egg densities is given in Table 5.4.

In Figs. 5.5 (one hour), 5.6 (two hours) and 5.7 (twenty hours), the predictions based on the Random Predator Equation for the separate prey arrangements are fitted to the predation results. The adaptation of the Random Predator Equation to two prey types is given in Section 1.3.3; the computer programme PREDICT (Appendix Section Al.5) was used to solve the resultant equations using the parameters given in Table 5.3. The data is presented as three sections of the three dimensional relationship ( $\mathrm{Ne} \times \mathrm{N} \times \mathrm{N}^{\prime}$; the number eaten x density of 'edge' eggs $x$ density of 'clump' eggs) with the number of 'clump' eggs (N') constant at 10,40 or 80 in each section.
5.4.3 Discussion

Examination of Figs 5.5-5.7 shaws that, on the whole, the predictions based on the functional responses give a poor fit when compared with the accuracy obtained in Chapter 3 using coccinellids.

The predictions after one hour provide a good fit to the observed data ( $X^{2}=1.103$, $d f=8, P>.99$ ). However, due to the large variance in the data after one hour for both the separate functional responses and for this mixed prey experiment, not too much reliance can be placed on this result.

The figure for two hours (Fig. 5.6) does not show such a good fit to the data ( $\chi^{2}=8.9, \mathrm{df}=8, .05<\mathrm{P}<.95$ ). In particular, the results when 80 'clump' prey are present are not fitted by the predictions. In this case the consumption of 'clump' prey is underestimated. The consumption when 64 'edge' prey are present also seems to be underestimated when there are 40 and 80 'clump' prey.

After twenty hours, this tendency has be come clearer. In all cases the consumption of 'clump' prey is underestimated; in all except one, the consumption of 'edge' prey is overestimated. The variance after twenty hours is still high; examination of Table 5.3 shows the reason for this. There is a tendency for the anthocorids to concentrate on the eggs of one arrangement. Thus, when 40 'clump' and 64 'edge' prey are available, two anthocorids eat mainly 'clump' eggs, two eat mainly 'edge' eggs, and one eats both in equal numbers. This tendency to concentrate on one prey arrangement is present after one and two hours, and it seems likely that the feeds of the first few hours determine the subsequent behaviour during the experiment.

| $\begin{gathered} \text { TIME } \\ \text { IN } \\ \text { HOURS } \end{gathered}$ | DENSITY <br> CLUMP/ <br> EDGE | PREDATION OF 'CLUMP' EGGS |  | PREDATION OF 'EDGE' EGGS |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NUMBER EATEN | Ne S.E. | NUMBER EATEN | Ne S.E. |
| One | $\begin{aligned} & 10 / 4 \\ & 10 / 16 \\ & 10 / 64 \\ & 40 / 4 \\ & 40 / 16 \\ & 40 / 64 \\ & 80 / 4 \\ & 80 / 16 \\ & 80 / 64 \end{aligned}$ | $\begin{array}{lllll} 0 & 0 & 2 & 0 & 2 \\ 0 & 0 & 1 & 2 & 0 \\ 0 & 0 & 0 & 2 & 0 \\ 2 & 1 & 0 & 3 & 0 \\ 1 & 0 & 0 & 0 & 4 \\ 0 & 0 & 2 & 3 & 0 \\ 0 & 3 & 0 & 2 & 4 \\ 3 & 0 & 4 & 0 & 0 \\ 0 & 0 & 2 & 4 & 0 \end{array}$ | 0.8 0.49 <br> 0.6 0.40 <br> 0.4 0.40 <br> 1.2 0.58 <br> 1.0 0.77 <br> 1.0 0.63 <br> 1.8 0.80 <br> 1.4 0.87 <br> 1.2 0.80 | $\begin{array}{lllll} 1 & 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 2 \\ 0 & 3 & 4 & 3 & 1 \\ 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 2 \\ 3 & 2 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 2 & 0 & 1 & 0 \\ 3 & 3 & 1 & 0 & 0 \end{array}$ | 0.4 0.24 <br> 0.8 0.37 <br> 2.2 0.73 <br> 0.2 0.20 <br> 1.0 0.32 <br> 1.4 0.60 <br> 0.0 0.00 <br> 0.6 0.46 <br> 1.4 0.68 |
| Two | $\begin{array}{lr} 10 / 4 \\ 10 / 16 \\ 10 / 64 \\ 40 / & 4 \\ 40 / 16 \\ 40 / 64 \\ 80 / 4 \\ 80 / 16 \\ 80 / 64 \end{array}$ | $\begin{array}{lllll} 0 & 0 & 4 & 0 & 2 \\ 0 & 0 & 5 & 2 & 0 \\ 2 & 0 & 0 & 2 & 0 \\ 2 & 1 & 4 & 5 & 3 \\ 2 & 3 & 0 & 1 & 9 \\ 2 & 1 & 4 & 3 & 2 \\ 3 & 3 & 6 & 9 & 4 \\ 7 & 0 & 5 & 3 & 6 \\ 5 & 0 & 4 & 7 & 5 \end{array}$ | $\begin{array}{ll} 1.2 & 0.80 \\ 1.4 & 0.98 \\ 0.8 & 0.49 \\ 3.0 & 0.71 \\ 3.0 & 1.58 \\ 2.2 & 0.58 \\ 5.0 & 1.14 \\ 4.2 & 1.24 \\ 4.2 & 1.16 \end{array}$ | $\begin{array}{lllll} 3 & 0 & 0 & 2 & 3 \\ 4 & 0 & 0 & 2 & 3 \\ 2 & 5 & 4 & 4 & 3 \\ 0 & 0 & 1 & 0 & 0 \\ 1 & 1 & 3 & 2 & 2 \\ 5 & 5 & 0 & 0 & 3 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 4 & 0 & 1 & 0 \\ 3 & 7 & 3 & 1 & 4 \end{array}$ | $\begin{array}{ll} 1.6 & 0.68 \\ 1.8 & 0.80 \\ 3.6 & 0.51 \\ 0.2 & 0.20 \\ 1.8 & 0.37 \\ 2.6 & 1.12 \\ 0.0 & 0.00 \\ 1.0 & 0.79 \\ 3.6 & 0.98 \end{array}$ |
| Twenty | $\begin{array}{lr} 10 / 4 \\ 10 / 16 \\ 10 / 64 \\ 40 / 6 & 4 \\ 40 / 16 \\ 40 / 64 \\ 80 / & 4 \\ 80 / 16 \\ 80 / 64 \end{array}$ | $\begin{array}{rrrrr} 0 & 5 & 4 & 4 & 4 \\ 0 & 0 & 5 & 4 & 2 \\ 2 & 0 & 0 & 2 & 0 \\ 12 & 4 & 7 & 10 & 15 \\ 4 & 5 & 0 & 1 & 13 \\ 2 & 1 & 8 & 7 & 3 \\ 4 & 8 & 17 & 13 & 4 \\ 12 & 4 & 8 & 14 & 10 \\ 10 & 3 & 19 & 7 & 6 \end{array}$ | $\begin{array}{ll} 3.4 & 0.87 \\ 2.2 & 1.02 \\ 0.8 & 0.49 \\ 9.6 & 1.91 \\ 4.6 & 2.29 \\ 4.2 & 1.39 \\ 9.2 & 2.56 \\ 9.6 & 1.72 \\ 9.0 & 2.74 \end{array}$ | $\begin{array}{ccccc} 3 & 0 & 0 & 2 & 3 \\ 6 & 4 & 2 & 2 & 3 \\ 4 & 7 & 6 & 5 & 4 \\ 0 & 1 & 1 & 0 & 0 \\ 1 & 1 & 5 & 3 & 2 \\ 8 & 9 & 1 & 0 & 3 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 7 & 0 & 2 & 1 \\ 3 & 11 & 3 & 1 & 12 \end{array}$ | 1.6 0.68 <br> 3.4 0.75 <br> 5.2 0.58 <br> 0.4 0.24 <br> 2.4 0.75 <br> 4.2 1.83 <br> 0.2 0.20 <br> 2.0 1.30 <br> 6.0 2.28 |

TABLE 5.4
Predation of $A$. nemorum upon mixtures of 'clump' and 'edge' eggs of $\underline{P}$. brassicae. The first of each series of replicates was used in the continuous observations of Section 5.6.




FIGURE 5.5 Predation after one hour of $\underline{A}$. nemorum upon mixtures of 'clump' and 'edge' eggs of $\underline{P}$. brassicae. Golid lines show predictions from the individual functional responses (Table 5.3), (goodness of fit $\chi^{2}=1.1, d f=8, P>.99$ ). In each figure, the number of 'clump' eggs ( $N^{\prime}$ ) is held constant, while the number of 'edge' eggs (N) is varied. Symbols used are o for 'clump' eggs and • for 'edge' eggs. Number eaten (Ne) plotted as mean $\pm$ S.E. of mean.




FIGURI 5.6 Predation, after two hours, of A. nemorum upon mixtures of 'clump' and 'edge' eggs of P. brassicae. Solid lines show predictions from the individual functional responses (Table 5.3), (goodness of fit $\chi^{2}=8.9, \mathrm{df}=8, .05<\mathrm{P}<.95$ ). In each figure, the number of 'clump' eggs ( $N^{\prime}$ ) is held constant, while the number of 'edge' eggs ( $A$ ) is varied. Symbols used are o for 'clump' eggs and - for 'edge' eqgs.
Number eaten plotted $a s$ mean $\pm \mathrm{B} . \dot{\mathrm{L}}$. of mean.


Predation, after twenty hours, of A. nemorum upon mixtures of 'clump' and 'edge' egrs of F. brassicae. Solid lines show predictions from the individual functional responses (Table 5.3), (goodness of fit $\chi^{2}=70.7, \mathrm{df}=8, P<.001$ ). In each figure, the number of 'cluinp' eggs (N') is held constant, while the number of 'edge' eggs (N) is varied. Symbols used are o for 'clump' eges and - for 'edge' eggs.
Numbers eaten ( Ne ) plotted as mean $\pm$. E. of mean.

### 5.5.1 Introduction and Method

In order to have a more complete picture of the searching behaviour of anthocorids in these arenas, it is necessary to observe them searching on the plants. The results of such continuous observations are described in the next section (5.6), whilst here the distribution of attacks between clumps or leaves are recorded for each replicate, since this will be a reflection of where the anthocorids searched.

When the predation was scored, the distribution of attacks was also recorded. For the 'clump' prey, the number eaten from each clump was recorded, and for the 'edge' prey, the number eaten from each leaf.
5.5.2 Results and Analysis

The distributions of attacks are given as Tables 5.5 ('edge' eggs), 5.6 ('clump' eggs), 5.7 (both arrangements together; distribution of attacks amongst the 'edge' eggs) and 5.8 (both arrangements together; distribution of attacks amongst the 'clump' eggs).

The variance/mean ratio provides a simple method of assessing how the attacks are distributed. When the ratio equals unity, the distribution is random; increasing values greater than unity show increasing aggregation, and decreasing values less than unity show increasing regularity. These ratios for each egg arrangement and the pooled totals for each time interval are given in Table 5.9.

### 5.5.3 Discussion

It can be seen from the data of the distributions of attacks (Tables 5.5-5.8) and the resultant variance/mean ratios (Table 5.9), that the anthocorids distribute their attacks differently depending upon the arrangements of the eggs. Thus, when 'clump' eggs are considered, the attacks are distributed in an aggregated manner, whilst for the 'edge' eggs, the attacks tend to be regularly distributed. This effect is also present when both prey arrangements are used.

These distributions of attacks must be a reflection of the method of search used by the anthocorids. The edges of the leaves are, therefore, to some extent searched systematically; at the higher densities attacks are made in each leaf (Table 5.5). In the case of 'clump' prey, however, the attacks are localized, several attacks being made in the same clump, and frequently some clumps are not attacked at all (Table 5.6).

| TIME | N | NUMBER OF ATTACKS MADE ON EACH LEAF |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One | $\begin{array}{r} 8 \\ 16 \\ 32 \\ 64 \end{array}$ | $\begin{array}{llll}0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 2 & 2 \\ 1 & 0 & 0 & 0\end{array}$ | $\begin{array}{llll} 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 1 \\ & - & & \\ 1 & 1 & 0 & 1 \end{array}$ | $\begin{array}{llll}  & & \\ & & \\ 1 & 1 & 1 & 0 \\ 1 & 2 & 1 & 1 \end{array}$ | - | $\begin{array}{llll} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 \end{array}$ |
| Two | 8 16 32 64 | $\begin{array}{llll}0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 2 & 2 \\ 1 & 1 & 0 & 0\end{array}$ | $\begin{array}{llll}1 & 0 & 1 & 0 \\ 0 & 2 & 1 & 1 \\ 0 & 2 & 0 & 1 \\ 1 & 1 & 0 & 1\end{array}$ | $\begin{array}{lllllll} & & \\ 1 & 2 & 1 & \\ 1 & 2 & 1 & 1\end{array}$ | $\begin{array}{lllll}1 & 0 & 1 & 0 \\ 1 & 2 & 0 & 1 \\ & -1 & \\ 0 & 1 & 1 & 2\end{array}$ | $\begin{array}{llll}1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 2 \\ 2 & 1 & 1 & 1 \\ 1 & 1 & 2 & 2\end{array}$ |
| Twenty | 8 16 32 64 | $\begin{array}{llll} 2 & 1 & 1 & 1 \\ 1 & 2 & 1 & 1 \\ 0 & 2 & 4 & 2 \\ 1 & 1 & 0 & 2 \end{array}$ | $\begin{array}{llll}1 & 0 & 1 & 1 \\ 0 & 2 & 1 & 1 \\ 3 & 0 & 2 & 0 \\ 1 & 3 & 0 & 1\end{array}$ | $\begin{array}{llll}2 & 2 & 0 & 1 \\ 0 & 3 & 3 & 1 \\ 1 & 2 & 1 & 1 \\ 1 & 2 & 2 & 2\end{array}$ | $\begin{array}{llll} 2 & 3 & 1 & 0 \\ 3 & 2 & 0 & 1 \\ 0 & 2 & 1 & 0 \\ 1 & 1 & 1 & 3 \end{array}$ | $\begin{array}{llll} 2 & 1 & 1 & 1 \\ 0 & 1 & 1 & 2 \\ 4 & 1 & 1 & 3 \\ 1 & 1 & 2 & 2 \end{array}$ |

TABLE 5.5 The distribution of attacks by A. nemorum on 'edge' eggs of $\underline{P}$. brassicae. The first of each series of replicates was used in the continuous observations of Section 5.6. The symbol - denotes that no predation took place in that replicate.

| TIME | N | NUMLER OF ATtacks made in each clump |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One | $\begin{aligned} & 20 \\ & 30 \\ & 40 \\ & 80 \end{aligned}$ | $200-$ | $\begin{array}{lllll}  & & - & & \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 2 & 0 & 0 & 0 \end{array}$ | $\begin{array}{ccccc}2 & 0 & - & - \\ & - & \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 2 & 0 \\ 0 & 0 & 0 & 0\end{array}$ | $\begin{array}{lllll}3 & 0 & - \\ & - \\ 0 & 2 & 0 & 0 \\ 0 & 2 & 1 & 0 \\ 0 & 0 & 0 & 0\end{array}$ | $\begin{array}{lll}  & \text { — } \\ 0 & 40 & - \\ 0 & 12 & 0 \end{array}$ |
| Two | $\begin{aligned} & 20 \\ & 30 \\ & 40 \\ & 80 \end{aligned}$ | $\begin{array}{llll} 4 & 0 & - \\ & - & - \\ & - & & - \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 3 & 0 \end{array}$ | $\begin{array}{llll}  & - & & \\ 3 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 2 & 0 & 0 & 0 \end{array}$ | $\begin{array}{llll} 2 & 0 & - & - \\ 0 & 2 & 0 & - \\ 0 & 0 & 0 & 2 \\ 0 & 1 & 1 & 0 \\ 0 & 2 & 0 & 0 \end{array}$ | $\begin{array}{llll} 7 & 0 & - \\ & - \\ 0 & 5 & 0 & 0 \\ 0 & 2 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{llll}  & \ldots & & \\ 0 & 3 & 2 & 0 \\ 0 & 1 & 2 & 1 \\ 0 & 0 & 0 & 0 \end{array}$ |
| Twenty | $\begin{aligned} & 20 \\ & 30 \\ & 40 \\ & 80 \end{aligned}$ | $\begin{array}{llll} 4 & 2 & - & - \\ 2 & 3 & 0 & - \\ 0 & 0 & 3 & 4 \\ 0 & 0 & 0 & 0 \\ 7 & 0 & 3 & 0 \end{array}$ | $\begin{array}{llll} 5 & 3 & - & - \\ 0 & 1 & 3 & - \\ 3 & 0 & 2 & 2 \\ 0 & 0 & 2 & 0 \\ 6 & 0 & 0 & 0 \end{array}$ | $\begin{array}{llll} 2 & 0 & - & - \\ 0 & 2 & 0 & - \\ 4 & 0 & 0 & 6 \\ 0 & 4 & 1 & 2 \\ 0 & 2 & 0 & 0 \end{array}$ | $\begin{array}{llll} 8 & 4 & - & - \\ 4 & 1 & 3 & - \\ 0 & 8 & 6 & 0 \\ 0 & 0 & 0 & 0 \\ 3 & 2 & 1 & 0 \end{array}$ | $\begin{array}{llll} 2 & 0 & - & - \\ 0 & 6 & 6 & - \\ 0 & 3 & 2 & 0 \\ 0 & 1 & 2 & 1 \\ 3 & 0 & 6 & 2 \end{array}$ |

TABLE 5.6 The distribution of attacks by $\underline{\text { A. nemorum on }}$ 'clump' eggs of $P$. brassicae. The first of each series of replicates was used in the continuous observations of Section 5.6. The symbol - denotes the absence of furtner clumps at that density, and - denotes that no predation took place in that replicate.

| $\begin{aligned} & \text { TIME } \\ & \text { IN } \\ & \text { HOURS } \end{aligned}$ | DEIVSIT <br> 'EDGE' <br> 'CLUAP | NUMBER OF ATTACKS MADE ON EACH LEAF <br> FIVE REPLICATES : |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One | $\begin{aligned} & 16 / 10 \\ & 16 / 40 \\ & 16 / 80 \\ & 64 / 10 \\ & 64 / 40 \\ & 64 / 80 \end{aligned}$ | $\begin{array}{llll} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ & - & & \\ 0 & 1 & 2 & 0 \\ 1 & 1 & 1 & 0 \\ 1 & 2 & 0 & 0 \end{array}$ | $\begin{array}{llll}  & - & \\ 2 & 0 & 0 & 0 \\ & - & & \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 1 \end{array}$ | $\begin{array}{lll} \text { — } \\ \text { ——en } \\ 310 & 0 \\ 0 & 10 & 0 \end{array}$ | $\begin{array}{llll} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1 \\ & & & \end{array}$ | $\begin{array}{llll} 1 & 1 & 0 & 0 \\ & - & & \\ & - & & \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{array}$ |
| Two | $\begin{aligned} & 16 / 10 \\ & 16 / 40 \\ & 16 / 80 \\ & 64 / 10 \\ & 64 / 40 \\ & 64 / 80 \end{aligned}$ | $\begin{array}{llll} 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 \\ & - & & \\ 0 & 3 & 2 & 0 \\ 2 & 1 & 1 & 1 \\ 1 & 2 & 0 & 0 \end{array}$ | $\begin{array}{llll}  & & - & \\ 1 & 0 & 0 & 0 \\ 2 & 0 & 1 & 1 \\ 0 & 2 & 0 & 0 \\ 0 & 1 & 1 & 3 \\ 1 & 2 & 2 & 2 \end{array}$ | $\begin{array}{lll} 0 & - & \\ 3 & 2 & 0 \\ 3 & 10 & 0 \\ 2 & 1 & 0 \end{array}$ | $\begin{array}{llll} 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 2 & 1 \\ & - & 1 & \\ 0 & 0 & 0 & 1 \end{array}$ | $\begin{array}{llll} 2 & 1 & 0 & 0 \\ 0 & 0 & 2 & 0 \\ & - & & \\ 0 & 1 & 0 & 2 \\ 1 & 1 & 1 & 0 \\ 1 & 2 & 0 & 1 \end{array}$ |
| Twenty | $16 / 10$ <br> $16 / 40$ <br> $16 / 80$ <br> $64 / 10$ <br> $64 / 40$ <br> $64 / 80$ | $\begin{array}{llll} 1 & 2 & 1 & 2 \\ 1 & 0 & 0 & 0 \\ & - & & \\ 1 & 3 & 3 & 0 \\ 3 & 1 & 2 & 2 \\ 1 & 2 & 0 & 0 \end{array}$ | $\begin{array}{llll} 0 & 2 & 2 & 0 \\ 1 & 0 & 0 & 0 \\ 2 & 1 & 1 & 3 \\ 0 & 2 & 0 & 2 \\ 2 & 2 & 2 & 3 \\ 4 & 2 & 2 & 3 \end{array}$ | $\begin{array}{llll} 0 & 1 & 1 & 0 \\ 1 & 1 & 2 & 1 \\ & - & & \\ 3 & 1 & 2 & 0 \\ 0 & 1 & 0 & 0 \\ 2 & 1 & 0 & 0 \end{array}$ | $\begin{array}{llll} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 1 & 2 & 1 \\ & - & 1 & 1 \\ 0 & 0 & 0 & 1 \end{array}$ | $\begin{array}{llll} 2 & 1 & 0 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 1 & 0 & 2 \\ 1 & 1 & 1 & 0 \\ 4 & 6 & 1 & 1 \end{array}$ |

TABLE 5.7 Distribution of attacks on 'edge' eggs of $\underset{\text { P. brass- }}{ }$ icae by $A$. nemorum, when mixtures of both arrangements are available. The first replicate of each series was used in the continuous observations of Section 5.6. - denotes that no predation took place in that replicate.

| $\begin{gathered} \text { TIME } \\ \text { IN } \\ \text { HOURS } \end{gathered}$ | DENSITY <br> 'EDGE' <br> 'CLUMP | NUMBER OF ATTACKS IN EACH CLUUP <br> FIVE REPLICATES : |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One | $\begin{gathered} 4 / 40 \\ 16 / 40 \\ 64 / 40 \\ 4 / 80 \\ 16 / 80 \\ 64 / 80 \end{gathered}$ | $\left[\begin{array}{llll} 2 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ & - & & \\ & - & - & \\ & & & \\ 0 & 1 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ & & & \\ \hline \end{array}\right.$ | $\begin{array}{llll} 0 & 0 & 1 & 0 \\ & - & & \\ & - & & \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{lllll}  & - & & \\ 2 & 0 & 0 & 0 \\ & - & & \\ & & & & \\ 0 & 0 & 0 & 0 \\ 2 & 0 & 1 & 0 \\ 2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{llll} 0 & 1 & 0 & 2 \\ & & & \\ 0 & 3 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ & - & & \\ 0 & 0 & 2 & 0 \\ 0 & 2 & 0 & 0 \end{array}$ | $\begin{array}{llll}  & - & \\ 0 & 2 & 2 & 0 \\ & - & & \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 4 \\ & - & & \\ & & & \\ & & \end{array}$ |
| Two | $\begin{array}{r} 4 / 40 \\ 16 / 40 \\ 64 / 40 \\ 4 / 80 \\ 16 / 80 \\ 64 / 80 \end{array}$ | $\begin{array}{llll} 2 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 2 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 4 & 2 & 0 \\ 0 & 1 & 0 & 0 \\ 4 & 0 & 0 & 0 \end{array}$ | $\begin{array}{llll} 0 & 0 & 1 & 0 \\ 0 & 0 & 3 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{llll} 0 & 3 & 0 & 1 \\ & & \\ 4 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 6 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 2 & 0 & 1 & 0 \\ 4 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array}$ | $\begin{array}{llll} 0 & 1 & 0 & 4 \\ 0 & 0 & 0 & 1 \\ 0 & 3 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 4 & 0 & 4 & 0 \\ 0 & 0 & 0 & 3 \\ 0 & 0 & 0 & 0 \\ 1 & 1 & 2 & 0 \\ 0 & 2 & 0 & 1 \end{array}$ | $\begin{array}{llll} 0 & 0 & 0 & 3 \\ 0 & 2 & 7 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 4 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 6 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 5 & 0 & 0 \end{array}$ |
| Twenty | $\begin{array}{r} 4 / 40 \\ 16 / 40 \\ 64 / 40 \\ 4 / 80 \\ 16 / 80 \\ 64 / 80 \end{array}$ | $\begin{array}{llll} 2 & 0 & 6 & 4 \\ 2 & 1 & 1 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 2 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 5 & 1 & 0 & 0 \\ 0 & 4 & 2 & 0 \\ 0 & 1 & 0 & 0 \\ 6 & 0 & 3 & 0 \end{array}$ | $\begin{array}{llll} 1 & 2 & 1 & 0 \\ 1 & 0 & 3 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 3 & 1 & 0 \\ 1 & 2 & 0 & 1 \\ 0 & 0 & 4 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \end{array}$ | $\begin{array}{llll} 3 & 3 & 0 & 1 \\ & & & \\ 5 & 3 & 0 & 0 \\ 0 & 0 & 4 & 0 \\ 8 & 5 & 0 & 0 \\ 0 & 1 & 1 & 1 \\ 2 & 0 & 1 & 2 \\ 4 & 7 & 0 & 0 \\ 0 & 5 & 0 & 3 \end{array}$ | $\begin{array}{llll} 0 & 6 & 0 & 4 \\ 0 & 0 & 0 & 1 \\ 3 & 4 & 0 & 0 \\ 1 & 2 & 0 & 0 \\ 4 & 2 & 4 & 0 \\ 0 & 7 & 1 & 3 \\ 0 & 3 & 0 & 0 \\ 1 & 1 & 2 & 0 \\ 0 & 2 & 0 & 1 \end{array}$ | $\begin{array}{llll} 0 & 8 & 0 & 7 \\ 4 & 2 & 7 & 0 \\ 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 4 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 2 & 6 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 6 & 0 & 0 \end{array}$ |

TABLE 5.8 Distribution of attacks by $\underline{A}$. nemorum among 'clump' eggs of $P$. brassicae when mixtures of both arrangements are available. The first replicate of each series was used in the continuous observations of Section 5.6. - denotes that no predation took place in that replicate.

| PREY <br> ARRANGEMENT | PREY <br> DENSITY <br> 'EDGE'/ <br> 'CLUMP' | VARIANCE / MEAN RATIO OF THE DISTRIBUTION OF ATTACKS AFTER THE TIMES OF : |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | ONE HOUR | TWO HOURS | TWENTY HOURS |
| 'clumps' only | $\begin{aligned} & -/ 20 \\ & -/ 30 \\ & -/ 40 \\ & -/ 80 \end{aligned}$ | $\begin{array}{ll} 1.800 & \\ 2.800 & \\ 1.210 & 1.746 \\ 1.478 & \end{array}$ | $\begin{array}{ll} 3.796 & \\ 3.073 & \\ 2.400 & 2.760 \\ 1.513 & \end{array}$ | $\begin{array}{ll} 1.926 & \\ 2.106 & \\ 2.804 & 2.624 \\ 2.872 & \end{array}$ |
| $\begin{aligned} & \text { 'edges' } \\ & \text { only } \end{aligned}$ | $\begin{array}{r} 8 / \\ 16 / \\ 32 / \\ 64 / \end{array}$ | $\begin{array}{ll} 0.818 & \\ 0.545 & \\ 0.618 & 0.635 \\ 0.527 & \end{array}$ | $\begin{array}{ll} 0.533 & \\ 0.692 & \\ 0.561 & 0.569 \\ 0.421 & \end{array}$ | $\begin{array}{ll} 0.491 & \\ 0.737 & \\ 1.088 & 0.696 \\ 0.481 & \end{array}$ |
| mixture - <br> 'clump' <br> ratios : | $\begin{array}{r} 4 / 40 \\ 16 / 40 \\ 64 / 40 \\ 4 / 80 \\ 16 / 80 \\ 64 / 80 \end{array}$ | $\begin{array}{ll} 1.273 & \\ 1.343 & \\ 2.257 & 1.726 \\ 2.739 & \\ 1.210 & \\ 1.733 & \end{array}$ | $\begin{array}{ll} 2.088 & \\ 3.622 & \\ 2.388 & \\ 3.923 & 2.843 \\ 2.911 & \\ 2.714 & \end{array}$ | $\begin{array}{ll} 2.868 & \\ 2.501 & \\ 2.253 & \\ 2.923 & 2.907 \\ 2.744 & \\ 3.427 & \end{array}$ |
| mixture - <br> 'edge' <br> ratios : | $\begin{aligned} & 16 / 10 \\ & 64 / 10 \\ & 16 / 40 \\ & 64 / 40 \\ & 16 / 80 \\ & 64 / 80 \end{aligned}$ | $\begin{array}{ll} 0.727 & \\ 1.109 & \\ 1.160 & 0.903 \\ 0.455 & \\ 1.476 & \\ 0.776 & \end{array}$ | $\begin{array}{ll} 0.515 & \\ 1.275 & \\ 1.047 & \\ 0.580 & 0.894 \\ 0.886 & \\ 0.807 & \end{array}$ | $\begin{array}{ll} 0.777 & \\ 0.818 & \\ 0.772 & \\ 0.784 & 1.143 \\ 1.055 & \\ 1.860 & \end{array}$ |

TABLE 5.9 Variance / mean ratios of the distribution of attacks between leaves for 'edge' eggs and between clumps for 'clump'eggs. The ratio for each prey arrangement and time interval is given, together with the ratio of the pooled results for each type of arrangement and time interval. For actual data see Tables 5.5-5.8.

### 5.6.1 Introduction and Method

To fill out the picture of anthocorid searching behaviour, and to try and confirm or reject some of the deductions made about their behaviour, the activity in one replicate of each prey arrangement was recorded.

This was done using an eight track event recorder, in which the tracks were used as follows:

1. off the plant / on the plant
2. on the stem / on the leaves
3. underside / upperside of the leaf
4. centre / edge of the leaf
5. not feeding / encounter with egg / feeding
6. not grooming / grooming
7. inactive / searching
8. a record of one minute intervals from a stop clock.

Anthocorid activity was recorded for the second hour and the final hour of the experiment.

### 5.6.2 Results and Analysis

The data from tracks $1,5,6$ and 7 (above) are given in Tables $5.10(1 \mathrm{~h}-2 \mathrm{~h})$ and $5.11(19 \mathrm{~h}-20 \mathrm{~h})$, while the distribuution of searching time upon the plants (tracks 2, 3, 4 and 7 above) is given in Tables $5.12(1 h-2 h)$ and 5.13 (19h - 20h). The latter two tables are repeated as percentages of the searching time (Table 5.14, lh - 2h; Table 5.15, 19h - 20h).

From the allocations of time given in Tables 5.10 (1h - 2h) and 5.11 ( $19 \mathrm{~h}-20 \mathrm{~h}$ ), a number of points become apparent. Firstly, the anthocorids spend long periods off the plant; this seems to be more frequent at the beginning of each experiment, and is one source of the high variance in the numbers eaten found after one and two hours. Secondly, a large amount of the time spent on the plant is spent in inactivity, this being more pronounced at the end of the experiment; this is in agreement with the long periods of inactivity suggested in the discussion of Chapter 4. Thirdly, a significant amount of time is spent in grooming. Fourthly, only a relatively small amount of time is spent searching; more time is spent eoprching at the end of the experiment than at the beginning. However, bearing in mind that considerably fewer attacks were made during the second recording ( 12 as compared with 44 ), it seems likely that this was not searching for food, but due to some other cause (looking for a mate, a site to rest, etc.). Fifthly, the number of encounters with eggs is considerably higher than the number of attacks; this is true of both recordings. Finally, an estimate of the handling time can be obtained; by taking each unfinished feed as half a feed, a value of 12 '52" results.

In Tables 5.12 and 5.13, the time spent searching on the different parts of the plant is given, while in Tables 5.14 and 5.15, this data is given as percentages of the time spent searching. From these tables, a number of points arise. Perhaps the most obvious of these is the small proportion of the time spent searching on the centre of the underside of the leaf. This is at variance with the results of Dixon \& Russell (1972) for adults searching on sycamore leaves and of Evans (1973) for nymphs searching on bean leaves (Section 5.1). The most likely explanation is that the adult anthocorids are unable to obtain a secure grip upon the underside of bean leaves. Evans found that second instar nymphs spend less time searching on the veins of the underside of leaves than do the first instar. Continuing this trend, the adults spend negligible time searching the centre of the undersides of leaves.

In a number of cases, a large percentage of the time is spent searching on the plant stem; generally however, most of the time searching is on the leaves. Examining the percentage distribution of time in Tables 5.14 and 5.15, a numer of tendencies can be seen:

1. 1 - $2 h$ 'clump' - more time was spent searching the edges of the leaves than was spent searching in the centre.
2. 19 - 20h 'clump' - this is reversed; by the end of the experiment more time was spent on the centre than on the edges of leaves.
3. 1 - 2h 'edge' - similar to l -2h 'clump'.
4. 19 - 20h 'edge' - considerably more time was spent searching on the edges of leaves than on the centre.
5. 1 - 2h both - similar to l - $2 h$ 'clump' and l - 2h 'edge.
6. 19 - 20 h both - the results here were varied. Some anthocorids spent more time searching on the edges ( $10 / 4,10 / 16,40 / 64$ )
which coincided with specialization on 'edge' eggs; others spent more time on the centre of the leaves ( $40 / 16,80 / 64$ ) and specialized on 'clump' eggs. Of the remainder, some spent more time on the edges of the leaves ( $40 / 4,80 / 4,80 / 16$ ) and specialized on 'clump' eggs, while one (10/64) spent more time on the edges, and ate aggs of both arrangements.

| DENSITY <br> 'EDGE'/ <br> 'CLUMP' | TIMESPENT: |  |  |  |  | NUMBER <br> OF ENCOUNTERS | NUMEER <br> OF <br> FEEDS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | on the <br> plant | $\begin{gathered} \text { in- } \\ \text { active } \end{gathered}$ | $\begin{aligned} & \text { groom- } \\ & \text { ing } \end{aligned}$ | active search | $\begin{gathered} \text { feed- } \\ \text { ing } \end{gathered}$ |  |  |
| - / 10 | 60.00 | 0.00 | 0.00 | 0.00 | 60.00 | -/43 | - / 8* |
| - / 20 | 60.00 | 11.58 | 5.17 | 4.75 | 38.50 | - / 15 | - /* ${ }^{*}$ |
| -/ $/ 30$ | 27.75 | 19.95 | 7.25 | 0.55 | 0.00 | - $/ 0$ | - 10 |
| -/40 | 36.55 | 1.50 | 25.83 | 9.22 | 0.00 | - / 3 | - 10 |
| - / 80 | 60.00 | 15.58 | 3.30 | 5.08 | 36.03 | - / 52 | - / 3* |
| 4/- | 43.55 | 27.30 | 9.20 | 7.05 | 0.00 | 23/ - | $0 /-$ |
| 81 | 21.75 | 0.87 | 3.38 | 1.75 | 15.75 | 12/- | *1 / |
| 16 / | 60.00 | 29.33 | 13.67 | 17.00 | 0.00 | $32 /-$ | 0 / - |
| $32 /$ - | 19.83 | 0.75 | 0.37 | 1.00 | 17.88 | 2/ - | * $2 /$ |
| 64/- | 60.00 | 18.80 | 10.42 | 10.42 | 20.37 | $71 /$ - | 1 / - |
| 4/10 | 42.83 | 29.50 | 1.25 | 1.20 | 10.88 | $7 / 0$ | *2/0 |
| 16/10 | 60.00 | 17.00 | 0.63 | 7.13 | 35.87 | $14 / 0$ | *3/0 |
| $64 / 10$ | 60.00 | 2.13 | 6.72 | 1.27 | 49.88 | 9/14 | *2 / 2* |
| 4/40 | 32.42 | 13.50 | 12.78 | 6.13 | 0.00 | $3 / 15$ | $0 / 0$ |
| 16/40 | 60.00 | 29.85 | 0.00 | 4.78 | 25.20 | 23/48 | $1 / 2 *$ |
| $64 / 40$ | 60.00 | 6.88 | 7.33 | 3.72 | 42.07 | $6 / 24$ | *2 / 2* |
| 4/80 | 57.33 | 12.67 | 4.58 | 21.08 | 19.00 | $34 / 132$ | 0/2* |
| $16 / 80$ | 60.00 | 2.50 | 1.25 | 4.00 | 52.25 | 18/54 | $0 / 4$ |
| $64 / 80$ | 60.00 | 5.18 | 2.08 | 2.38 | 40.35 | $7 / 21$ | $0 / 3$ |

TABLE 5.10 The division of time and occurrence of predation and encounters by anthocorids searching during the second hour of the experiment. Continuous observations were made for one replicate of each combination of prey arrangements. The symbol $*$ is used to indicate a feed which extends beyond the beginning or the end of the recording hour. The times are given in minutes.

| DENSITY <br> 'EDGE'/ <br> 'CLUMP ' | TIMESPENT |  |  |  |  | NUMBER <br> OF ENCOUNTERS | $\begin{gathered} \text { NUMEER } \\ \text { OF } \\ \text { FEEDS } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | on the plant | $\underset{\text { in- }}{\text { active }}$ | $\begin{aligned} & \text { groom- } \\ & \text { ing } \end{aligned}$ | active search | $\begin{aligned} & \text { feed- } \\ & \text { ing } \end{aligned}$ |  |  |
| - / 10 | 60.00 | 33.67 | 10.17 | 16.17 | 0.00 | - / 47 | - / 0 |
| - / 20 | 60.00 | 54.83 | 1.87 | 3.30 | 0.00 | -/ 5 | - / 0 |
| -/ 30 | 60.00 | 47.82 | 3.63 | 8.55 | 0.00 | - / 39 | - / 0 |
| - / 40 | 60.00 | 43.75 | 5.63 | 2.13 | 8.48 | - / 11 | - / 1* |
| - / 80 | 41.80 | 8.50 | 20.80 | 12.50 | 0.00 | - / 2 | - 10 |
| $4 /-$ | 60.00 | 25.53 | 32.83 | 1.63 | 0.00 | $5 /$ | 0 / - |
| 8/ - | 47.50 | 39.55 | 8.25 | 1.70 | 0.00 | $4 /$ | 0 / - |
| $16 /$ | 22.87 | 6.90 | 2.95 | 6.43 | 9.58 | $47 /$ | *1 / |
| $32 /$ | 60.00 | 9.13 | 18.93 | 13.55 | 18.38 | 95 / | *2 / |
| $64 /$ - | 60.00 | 43.58 | 13.42 | 3.00 | 0.00 | 19 / - | 0 / - |
| 4/10 | 27.30 | 12.90 | 3.63 | 8.77 | 0.00 | $12 / 6$ | $0 / 0$ |
| $16 / 10$ | 60.00 | 48.75 | 10.22 | 1.03 | 0.00 | $2 / 0$ | $0 / 0$ |
| $64 / 10$ | 60.00 | 18.83 | 7.47 | 10.17 | 23.53 | 40/17 | * / 0 |
| 4/40 | 60.00 | 11.03 | 5.32 | 2.57 | 41.08 | $10 / 34$ | $0 / 2$ |
| $16 / 40$ | 60.00 | 25.53 | 1.50 | 4.30 | 28.67 | $7 / 30$ | $0 / 1$ |
| $64 / 40$ | 60.00 | 25.13 | 16.87 | 10.95 | 7.05 | $22 / 108$ | 0/1** |
| $4 / 80$ | 60.00 | 34.78 | 9.83 | 15.38 | 0.00 | 28/101 | $0 / 0$ |
| $16 / 80$ | 60.00 | 22.62 | 3.70 | 4.55 | 29.13 | 10 / 33 | 0 / 1* |
| $64 / 80$ | 60.00 | 18.25 | 9.62 | 10.85 | 21.28 | 36/115 | $0 / 2 *$ |

TABLE 5.11 The division of time and occurrence of predation and encounters by anthocorids searching during the final hour of the experiment. Continuous observations were made for one replicate of each combination of prey arrangements. The symbol * is used to indicate a feed which extends beyond the beginning or the end of the recording hour. The times are given in minutes.

| DENSITY <br> 'EDGE'/ <br> 'CLUMP ' | $\begin{aligned} & \text { TOTAL } \\ & \text { TIME } \\ & \text { SEARCH- } \\ & \text { ING } \end{aligned}$ | TIME <br> ON STEM | TIME ON THE LEAF UPPERSURFACE |  | TIME ON THE LEAF <br> UNDERSURFACE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | EDGE | CENTRE | EDGE | CENTRE |
| - / 10 | 0.00 | - | - | - | - | - |
| -/ 20 | 4.75 | 1.58 | 0.58 | 2.00 | 0.58 | 0.00 |
| -/ 30 | 0.55 | 0.38 | 0.05 | 0.00 | 0.08 | 0.00 |
| -/40 | 9.22 | 4.97 | 1.90 | 0.73 | 1.15 | 0.47 |
| -/80 | 5.08 | 0.60 | 2.35 | 0.75 | 0.88 | 0.50 |
| $4 /$ - | 7.05 | 2.93 | 1.47 | 2.13 | 0.52 | 0.00 |
| $58 /$ - | 1.75 | 0.00 | 0.62 | 0.35 | 0.65 | 0.13 |
| $16 /$ - | 17.00 | 8.38 | 3.18 | 1.97 | 2.17 | 1.30 |
| $32 /$ - | 1.00 | 0.00 | 0.67 | 0.08 | 0.25 | 0.00 |
| $64 /$ - | 10.42 | 3.18 | 4.25 | 0.98 | 1.65 | 0.35 |
| $4 / 10$ | 1.20 | 0.63 | 0.33 | 0.17 | 0.07 | 0.00 |
| 16/10 | 7.13 | 0.00 | 4.07 | 1.97 | 0.80 | 0.30 |
| $64 / 10$ | 1.27 | 0.00 | 0.53 | 0.30 | 0.43 | 0.00 |
| 4/40 | 6.13 | 0.97 | 2.62 | 1.13 | 1.17 | 0.25 |
| 16/40 | 4.78 | 0.00 | 2.90 | 0.82 | 0.82 | 0.25 |
| $64 / 40$ | 3.72 | 0.82 | 0.38 | 0.62 | 2.20 | 0.52 |
| 4/80 | 21.08 | 2.10 | 9.73 | 4.22 | 4.45 | 0.58 |
| $16 / 80$ | 4.00 | 0.53 | 0.67 | 1.92 | 0.63 | 0.25 |
| $64 / 80$ | 2.38 | 0.00 | 0.63 | 1.00 | 0.75 | 0.00 |

TABLE 5.12 The distribution of searching time by anthocorids during the second hour of the experiment. Continuous observations were made for one replicate of each combination of prey arrangements. The times are given in minutes.

| DENSITY <br> 'EDGE! <br> 'CLUMP' | $\begin{gathered} \text { TOTAL } \\ \text { TIME } \\ \text { SEARCH- } \\ \text { ING } \end{gathered}$ | $\begin{aligned} & \text { TIME } \\ & \text { ON } \\ & \text { STEM } \end{aligned}$ | TIME ON THE LEAF UPFERSURFACE |  | TIME ON THE LEAF UNDERSURFACE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | EDGE | CENTRE | EDGE | CENTRE |
| - / 10 | 16.17 | 0.93 | 2.88 | 8.98 | 2.42 | 0.95 |
| - / 20 | 3.30 | 0.33 | 0.08 | 0.15 | 2.70 | 0.37 |
| -/ 30 | 8.55 | 0.70 | 1.30 | 2.90 | 3.12 | 0.50 |
| -/40 | 2.13 | 0.38 | 1.20 | 0.25 | 0.13 | 0.00 |
| - / 80 | 12.50 | 7.70 | 1.20 | 2.00 | 0.90 | 0.70 |
| $4 /-$ | 1.63 | 0.20 | 0.35 | 0.22 | 0.87 | 0.00 |
| 8/ - | 1.70 | 0.75 | 0.28 | 0.00 | 0.67 | 0.00 |
| 16/ - | 6.43 | 0.20 | 4.75 | 0.87 | 0.33 | 0.28 |
| $32 /$ - | 13.55 | 0.92 | 7.37 | 1.67 | 3.47 | 0.13 |
| $64 /$ - | 3.00 | 1.78 | 0.50 | 0.35 | 0.37 | 0.00 |
| $4 / 10$ | 8.77 | 4.22 | 2.53 | 1.25 | 0.58 | 0.18 |
| $16 / 10$ | 1.03 | 0.00 | 0.87 | 0.00 | 0.17 | 0.00 |
| $64 / 10$ | 10.17 | 1.28 | 3.35 | 4.17 | 0.83 | 0.53 |
| 4/40 | 2.57 | 0.00 | 1.30 | 0.87 | 0.40 | 0.00 |
| 16/40 | 4.30 | 1.50 | 0.65 | 0.90 | 1.22 | 0.05 |
| $64 / 40$ | 10.95 | 1.00 | 4.03 | 2.55 | 1.40 | 1.97 |
| 4/80 | 15.38 | 2.80 | 6.03 | 1.82 | 3.53 | 1.20 |
| 16/80 | 4.55 | 0.17 | 0.97 | 0.67 | 2.42 | 0.33 |
| $64 / 80$ | 10.85 | 0.68 | 1.82 | 4.20 | 3.33 | 0.82 |

TABLE 5.13 The distribution of searching time by anthocorids during the final hour of the experiment. Continuous observations were made for one replicate of each combination of prey arrangements. The times are given in minutes.

| DENSITY <br> 'EDGE'/ <br> 'CLUMP' | $\begin{gathered} \text { TOTAL } \\ \text { TIME } \\ \text { SEARCH- } \\ \text { ING } \end{gathered}$ | $\begin{gathered} \% \text { TIME } \\ \text { ON } \\ \text { STEM } \end{gathered}$ | \% TIME ON LEAF <br> UPPERSURFACE |  | \% TIME ON LEAF <br> UNDERSURFACE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | EDGE | CENTRE | EDGE | CENTRE |
| - / 10 | 0.00 | - | - | - | - | - |
| - / 20 | 4.75 | 33.3 | 12.3 | 42.1 | 12.3 | 0.0 |
| - / 30 | 0.55 | 69.7 | 9.1 | 0.0 | 15.2 | 0.0 |
| - / 40 | 9.22 | 53.9 | 20.6 | 8.0 | 12.5 | 5.1 |
| - / 80 | 5.08 | 11.8 | 46.2 | 14.8 | 17.4 | 9.8 |
| 4/ - | 7.05 | 41.6 | 20.8 | 30.3 | 7.3 | 0.0 |
| 8/ - | 1.75 | 0.0 | 35.2 | 20.0 | 37.1 | 7.6 |
| 16/ - | 17.00 | 49.3 | 18.7 | 11.6 | 12.7 | 7.6 |
| $32 /$ - | 1.00 | 0.0 | 66.7 | 8.3 | 25.0 | 3.4 |
| 64/ - | 10.42 | 30.6 | 40.8 | 9.4 | 15.8 | 3.4 |
| 4/10 | 1.20 | 52.8 | 27.8 | 13.9 | 5.6 | 0.0 |
| $16 / 10$ | 7.13 | 0.0 | 57.0 | 27.6 | 11.2 | 4.2 |
| $64 / 10$ | 1.27 | 0.0 | 42.1 | 23.7 | 34.2 | 0.0 |
| 4/40 | 6.13 | 15.8 | 69.8 | 18.5 | 19.0 | 4.1 |
| 16 / 40 | 4.78 | 0.0 | 60.6 | 17.1 | 17.1 | 5.2 |
| $64 / 40$ | 3.72 | 22.0 | 10.3 | 16.6 | 59.2 | 13.9 |
| $4 / 80$ | 21.08 | 10.0 | 46.2 | 20.0 | 21.1 | 2.8 |
| $16 / 80$ | 4.00 | 13.3 | 16.7 | 47.9 | 15.8 | 6.3 |
| $64 / 80$ | 2.38 | 0.0 | 26.6 | 42.0 | 31.5 | 0.0 |

TABLE 5.14 The distribution of searching time, expressed as percentages, by anthocorids during the second hour of the experiment. Continuous observations were made for one replicate of each combination of prey arrangements.

| DENSITY <br> 'EDGE'/ <br> 'CLUMP' | $\begin{aligned} & \text { TOTAL } \\ & \text { TIME } \\ & \text { SEARCH- } \\ & \text { ING } \end{aligned}$ | $\begin{gathered} \text { \% TIME } \\ \text { ON } \\ \text { STEM } \end{gathered}$ | \% TIME ON LEAF UPPERSURFACE |  | \% TIME ON LEAF <br> UNDERSURFACE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | EDGE | CENTRE | EDGE | CENTRE |
| - / 10 | 16.17 | 5.8 | 17.8 | 55.6 | 15.0 | 5.9 |
| - / 20 | 3.30 | 10.1 | 2.5 | 4.6 | 81.8 | 11.1 |
| -/ 30 | 8.55 | 8.2 | 15.2 | 33.9 | 36.5 | 5.8 |
| - / 40 | 2.13 | 18.0 | 56.3 | 11.7 | 6.3 | 0.0 |
| - / 80 | 12.50 | 61.6 | 9.6 | 16.0 | 7.2 | 5.6 |
| $4 /$ - | 1.63 | 12.2 | 21.4 | 13.3 | 53.1 | 0.0 |
| $8 /-$ | 1.70 | 44.1 | 16.7 | 0.0 | 39.2 | 0.0 |
| $16 /$ - | 6.43 | 3.1 | 73.8 | 13.5 | 5.2 | 4.4 |
| $32 /-$ | 13.55 | 6.8 | 54.4 | 19.7 | 25.6 | 1.0 |
| 64/- | 3.00 | 59.4 | 16.7 | 11.7 | 12.2 | 0.0 |
| 4/10 | 8.77 | 48.1 | 28.9 | 14.3 | 6.7 | 2.1 |
| 16 / 10 | 1.03 | 0.0 | 83.9 | 0.0 | 16.1 | 0.0 |
| $64 / 10$ | 10.17 | 12.6 | 33.0 | 41.0 | 8.2 | 5.2 |
| 4/40 | 2.57 | 0.0 | 50.6 | 33.8 | 15.6 | 0.0 |
| $16 / 40$ | 4.30 | 34.9 | 15.1 | 20.9 | 28.3 | 1.2 |
| $64 / 40$ | 10.95 | 9.1 | 36.8 | 23.3 | 12.8 | 18.0 |
| $4 / 80$ | 15.38 | 18.2 | 39.2 | 11.8 | 23.0 | 7.8 |
| 16 / 80 | 4.55 | 3.7 | 21.2 | 14.7 | 53.1 | 7.3 |
| $64 / 80$ | 10.85 | 6.3 | 16.7 | 38.7 | 30.7 | 7.5 |

TABLE 5.15 The distribution of searching time, expressed as percentages of the time spent searching, by anthocorids during the final hour of the experiment. Continuous observations were made for one replicate of each combination of prey arrangements. Total time spent searching given in minutes.

In considering the results described in this chapter, one factor which should be borne in mind is the inconsistency of results after only one or two hours. Accordingly, of the overall predation results (Section $5.3 \& 5.4$ ) only those obtained after twenty hours are sufficiently consistent for much reliance to be placed upon them. On the other hand, the 'distribution of attacks' data (Section 5.5) and the continuous observations (Section 5.6) do provide a means of comparing the searching behaviour at the beginning of the experiment with that at the end.

These observations indicate that the searching behaviour of the anthocorids changes during the course of the experiment. The continuous observations showed that, when only one ogg arrangement is used, the anthocorids initially spend more time searching on the edges of the leaf uppersurface than on the centre (Table 5.14), but that, by the end of the experiment, anthocorids offered 'clump' eggs search for more time on the centre than the edge, while those offered 'edge' eggs spent a greater proportion of time searching the leaf edges. This tendency suggests that the anthocorids, by selecting the most rewarding parts of the plant environment, can maximize the profitability of their searching time; this is the strategy suggested by Royama (1970) for great tits (Section 1.3.5).

In view of the classification of preference put forward in the discussion section of Chapter 3, there are three types of preference which may be acting here:

1. 'automatic' preference due to a difference in encounter rates caused by a difference in search efficiency for the eggs of the two arrangements.
2. 'automatic' preference due to a difference in encounter rates caused by habitat selection.
3. 'deliberate' preference for prey of one arrangement by the deliberate selection or rejection of one type when encountered.

The first possibility will occur, since the search efficiencies for the two arrangements differ. On this basis, there is an 'automatic' preference for 'edge' eggs. The observed predation after twenty hours (Fig. 5.7), however, shows a preference for 'clump' eggs -
i.e. some other behaviour is masking the effect of the 'automatic' preference based on search efficiencies.

The second possibility is an additional 'automatic' preference due to habitat selection. As described above, the anthocorids, by the end of the experiment, can select the most rewarding area of the plant. This, coupled with the selection of either 'edge' or 'clump' eggs found in Section 5.4, suggests an 'automatic' preference for either egg arrangement can occur by this mechanism.

The third possibility is that a 'deliberate' preference occurs. If the ratio at which the eggs of each arrangement are attacked is not equal to the ratio at which they are encountered, 'deliberate' preference can be considered to occur. From the continuous observations of Section 5.6 , it was noted (Section 5.6.3) that there are considerably more encounters with eggs than feeds. This was not due to the initial time lag necessary to recognise the prey (Anderson, l961), since in many cases the anthocorids had already fed. The large number of encounters may be due to the anthocorid walking over the plant in a temporarily satiated state. The stimulus of encountering eggs would reinitiate feeding, if above some threshold. The stimulus provided by a clump of eggs would be greater than that provider by an isolated egg, and this would result in the anthocorids selecting 'clump' eggs in a greater pro-. portion than would be expected on the basis of the number of encounters with eggs of each arrangement. Thus, anthocorids could sho\% 'deliberate' preference by selecting 'clump' eggs.

If such behaviour occurs, there should be some evidence for it from the encounters and feeds recorded by continuous observation in Section 5.6. Thus, during the second hour the ratio of the number of encounters with 'clump' eggs to the number with 'edge' eggs is 2.55, and the number of attacks on 'clump' eggs to the number on 'edge' eggs is 1.5 ; the corresponding values for the last hour are 2.65 and 7.0. Hence, bearing in mind that the number of encounters with clumps rather than with 'clump' eggs would be smaller, these results provide some support, at least from the last hour, for this explanation of 'deliberate' preference.

Therefore, all three possibilities are occurring in this situation; there is 'automatic' preference for 'edge' prey due to the difference in search efficiencies, 'automatic' preference for
eggs of the more rewarding arrangement due to habitat selection, and 'deliberate' preference for 'clump' eggs, perhaps due to the greater stimulus offered to a partially satiated anthocorid by a 'clump' of eggs.

The fact that the anthocorids can select the most rewarding part of the leaf suggests that switching may occur. However, examination of the figures for predation using both arrangements (Figs. 5.5 - 5.7 ) shows that at all ratios there is positive preference for 'clump' eggs. Therefore, a more extreme ratio than 10 'clump' to 64 'edge' would be necessary to demonstrate preference for 'edge' eggs.

## CHAPTER 6

COMPUTER SIMULATIONS OF PREDATOR SEARCHING BEHAVIOUR

### 6.1 INTRODUCTION

The use of simulation models in studying predator-prey interactions goes back to Holling's 'disc experiment' (Holling, 1959b), in which a blindfolded human 'predator' searched, by tapping with a finger, for sandpaper discs pinned to a table (Section 1.2.2). Any.strategy of search used (e.g. random, systematic etc.) is not mentioned, but it is implied by Holling's derivation of the Disc Equation that random search was used. The approach used in this work is basically similar, but, due to the use of computers, more sophisticated and rigidly controlled models can be developed, while results are more easily and rapidly ootained.

Murdie (1971) described a simple computer simulation model in which the prey were arranged in 150 quadrats (or units), each a matrix of 10 x 10. The inter-quadrat distribution of prey was determined using either the Poisson or the negative binomial distributions. (The expected frequencies were rounded off and, if necessary, extra quadrats were added to the densest figure to make up the number of quadrats to 150 ; cf. subroutine AGGPUT described below). Within each quadrat, the prey were distributed at random, or in adjacent squares to form a clump. The predator (described as a "bumbling idiot") starts at a random location in a quadrat selected at random, and has a random choice of moving into one of the eight adjacent squares, or remaining where it is ( cf. subroutine DIR described below, in which the latter option is not available). Any prey encountered are eaten, and if no prey are found for twenty time units the predator is considered
to have starved to death. Two hundred predators are used in turn. Murdie found that this random walk was inefficient, and that the predator tended to get "boxed in" along the edges and in the corners of quadrats. He also found that more of the prey distributed at random were eaten; this is caused by the starvation of most predators looking for a single clump of prey. The extra twenty time units available for searching after a prey is found led to a density dependant effect, and the resultant figures of the number of prey eaten in response to prey density were initially exponential in shape, followed by a linear phase ( cf. Section 6.6).

The computer simulation programme developed in this work is not dissimilar to that of Murdie (1971). This programme, however, only uses a single large two dimensional matrix for the arena, and is more sophisticated in that several methods of distributing the prey can be used, a range of search strategies are available for the predator, two prey types can be used, and both aggregative and functional response data can be generated.

The programme is described in the next section, whilst a listing can be found in Appendix Section A2.1. This chapter is subdivided to consider the following aspects using simulations:

Section $6.3 \quad$\begin{tabular}{l}
the optimization of the aggregative walk, <br>
Section 6.4

$\quad$

the functional responses obtained using the various <br>
search strategies and prey distribution methods,
\end{tabular}

Section $6.5 \quad$| the production of sigmoid and dome shaped functional |
| :--- |
| responses by varying the searching parameters, |

Section $6.6 \quad$| the aggregative responses for the various search |
| :--- |
| strategies and prey distribution methods, |

Section 6.8 $\quad$| the effects of using different giving up times upon |
| :--- |
| the effects of alternative prey upon the aggregative |
| response. |

The computer simulation programme developed in this work involves the search by a hypothetical predator in a two dimensional arena. This arena is simulated by a large two dimensional matrix; for the bulk of this work, dimensions of $50 \times 50$ were used. The presence of prey at a given location (i.e. pair of co-ordinates) within the arena is indicated by a positive value, and absence by a zero value. In order to reduce the computer core space used by the arena, the value of each location is used to indicate the numbers of both prey types (A \& B) present. Thus, the number of prey type $B$ present at a location is indicated by:

$$
\text { Number of type } B=\operatorname{integer}(n / 100) \text {, }
$$

where n is the value of that location. The number of type A is then given by:

## Number of type $A=n-n u m b e r$ of type $B \times 100$.

As an empty location is searched, its value is set to minus one; if this location is re-encountered, it will be recognised as one previously searched, and so an estimate of the time wasted can be obtained. Four subroutines are available for different methods of prey distribution, and six search strategies are available in three subroutines. The encounter success rate and the handling time per prey may differ for the two prey types. The handling time can be defined as a function of the initial prey density or of the instantaneous number of prey eaten, whilst the encounter success rate may, depending upon the search strategy used, be similarly defined, or take different values for different searching behaviours. Either a fixed time limit can be used to generate functional response data, or a giving up time is used to obtain aggregative response data.

In the main programme (SIM) the parameters are read in; separate subroutines are used to distribute the prey and mimic the predators' activities. The results are printed out from the main programme.

There are four methods of distributing the prey, the method used being defined by a control option (ID). The strategies,subroutines and control option values are:
ID = I: regular, subroutine REGPUT,
ID $=2$ : random, subroutine RANPUT,
$I D=3$ : using the negative binomial distribution, subroutine AGGPUT, $I D=4:$ randomly distributed clumps, subroutine CLUPUT.
These distributions will be referred to as regular, random, aggregated and clumped resectively. In order to determine the prey type distributed, one of the subroutine arguments defines the value added to the relevant location of the arena (i.e. 1 or 100).

Subroutine REGPUT is used to arrange prey regularly. To obtain an even distribution, a perfect square is used for the prey density (if the input density is not a perfect square, it is rounded down to the nearest perfect square). This imposes an upper limit for the density of one prey in each location, before more than one prey are placed at some locations.

Subroutine RANPUT arranges prey at random by selecting random co-ordinates of the arena. There is no limit to the density which may be distibuted using this subroutine.

Subroutine AGGPUT arranges prey using the negative binomial distribution, and is an improved version of programme PUT (Appendix Section AI.4) used to distribute prey for the work with square perspex arenas of Chapter 4. As for programme PUT, the arena is divided into a number of square units ( 625 for all simulations in this work). From the input values for the prey density and $K$ of the negative binomial distribution, the expected frequencies of the densities of prey per unit are calculated. These are rounded off (varying the rounding off factor if necessary) to give the correct number of units (i.e. 625). Due to the finite number of units available, the resultant values for the prey density and $K$ often differ markedly from the input values (as noted in Chapter 4). In this subroutine, an additional loop has been added to recalculate the frequencies using altered parameters if these differences are greater than $10 \%$. The units are distributed at random within the arena, and the prey at random within each unit.

Subroutine CLUPUT distributes clumps of eight prey (arranged $2 \times 2$ with two prey in each position) in a random manner similar to that used in subroutine RANPOT. There is no limit to the density which can be arranged by this method, although it should be borne in mind that, at very high densities, the distribution will approach randomness. This is particularly apparent when the aggregative responses (Section 6.6) are considered. In Sections $6.3 \& 6.4$ an earlier version of this programme was used in which clumps of ten prey (arranged $3 \times 3$ with an extra prey in the central position) are distributed regularly in a manner similar to that used in subroutine REGPUT. Accordingly, for these two sections, the number of clumps distributed is a perfect square, and the input density value is adjusted if necessary. Since Sections $6.3 \& 6.4$ used an arena of 100 x 100, a density of up to 6,250 can be arranged before the clumps become adjacent. Clearly, as the density increases the distribution will become increasingly regular.

There are five options available for the predator!s search strategy. One of these, the aggregative walk, also provides an extra, sixth option. The strategies of random search, random walk, and forward directed random walk are found in subroutine EATl23, the aggregative walk is subroutine AGGEAT; and subroutine CLUEAT contains the strategy of systematic local search in response to finding a prey. The strategy used is selected by an input control option (IS).

Subroutine EATl23 contains the first three search strategies. For the first option, (IS = l) totally random search, locations are selected at random within the arena. The second option is a random walk: having searched one location, the predator moves at random into one of the eight adjacent locations, using subroutine DIR. The third option (IS $=3$ ) is a forward directed or ongoing walk such as that described by Smith (1974) for birds searching on a lawn. After searching each location, the predator moves using subroutine FDIR which selects, at random, one of the five adjacent squares which do not cause the predator to turn more than a right angle relative to its last direction of movement. Each location is searched in a similar manner for all the strategies. If the numerical value of the new location is minus one, this means
that it has been previously searched and one is added to the sum of the time wasted. If the value of the location is zero, no prey are present and the value of the location is set to minus one. If the location has a positive value, this means that at least one prey is present, and subroutine ENC is called. This subroutine, described below, determines the number of prey found, and adjusts the value of the location accordingly. The handing times for any prey eaten are added to the time spent and, if no prey remain, the location is set to minus one. When all the available time is used up, or the giving up time passes without any prey being found, the replicate terminates.

Subroutine AGGEAT is intended to mimic the aggregative behaviour shown by some predators (Banks, 1957; Murdie \& Hassell, 1973; Thomas,1975) in which, after finding a food item, the predator's search path becomes more tortuous (i.e. reduced step length and increased angle of turn) for a brief period. Thus, the normal search pattern consists of an input number of steps (LLS) in one direction using subroutine SDIR, followed by a turn using FDIR, and a further LLS steps in the new direction etc. If a prey is found, the search path changes to the random walk described under subroutine EATl23 using subroutine DIR. This behaviour persists for $H$ time units ( 5 for all this work) after the last prey is found, whereupon the searching behaviour reverts to the normal phase ( cf. Murdie \& Hassell(1973) and Murdoch \& Oaten (1975) as described in Section 1.4.3). This search strategy will be referred to as an aggregative walk. By setting the parameter $H$ to zero, an on-going random walk of step length LLS is obtained. Locations are searched in the same manner as described for subroutine EATl23. In this and the next strategy (CLUEAT), the encounter success rate is defined separately for each searching phase.

Subroutine CLUEAT is an attempt to maximize predator search efficiency for feeding upon clumped prey. The normal searching behaviour is the forward directed random walk. When a prey is found, an area of $3 \times 3$ centred upon the prey is systematically searched at an expense of TC time units. For Sections $6.3 \& 6.4$ the area searched is $5 \times 5$. After searching this area, the predator takes a step of length LE (input) and reverts to the forward directed random walk. Again, locations are searched as
described for subroutine EATl23. The encounter success rates are separately defined for each searching phase.

Thus, three subroutines are available for taking steps within the arena. Subroutine DIR takes a step of length L (one for all of this work) in a random direction (i.e. into one of the eight adjacent squares). If such a step causes the predator to move beyond the boundary of the arena, further random directions are selected until the predator remains within the arena. Subroutine FDIR takes a step of length $L$ in one of the eight directions used in subroutine DIR, such that the angle of turn relative to the last direction of movement is not greater than a right angle. In the result of such a step moving the predator beyond the edge of the arena, the value defining the last direction of movement (LDIR) is adjusted to reverse the last direction, and subroutine DIR is called. Subroutine SDIR takes a step of length L (one for all of this work) in the same direction as the last movement. In the event of such a step causing the predator to move beyond the edge of the arena, subroutine FDIR is called.

Subroutine ENC performs the operations common to all the search strategies when a location is searched. Firstly, the number of prey of each type present is determined; then, for each prey, a random number (between zero and one) is generated and, if this number is less than the input encounter success rate, the prey is considered to have been found. The number of prey found of each type is summed, and subtracted from the number present. If a map is to be printed, the locations of feeds and unsuccessful encounters are stored.

Subroutine FIX is used to fix the value of one of the searching parameters (encounter success rate or handling time for either prey) as a function of the input argument (X). This can be either the prey density or the number of prey eaten and, depending upon control options for each parameter, one of several models can be used. These models are outlined in the comment cards of the listing (Appendix Section A2.l) and include constant, linear, curvilinear, logarithmic, and switching relationships.

The remaining subprogrammes (SUKS, MAP, IRAND) are to be found in the listing (Appendix Section A2.1).

```
The control option for the search strategy used (IS)
suggests the following nomenclature for the searching strategies:
```

1 random search
2 random walk
3 forward directed or on-going random walk
4 a forward directed random walk of step length three
4b forward directed random walk of step length ten
4 c aggregative walk with a step length of three in the normal searching mode

4d aggregative walk with a step length of ten in the normal searching mode
5 systematic local search in response to finding a prey, followed by the forward directed random walk.

On occasions in the following work, search strategies will be referred to by their control option reference number. For example (IS = 2) may be used to refer to the search strategy of the random walk.

### 6.3 OPTIMIZATION OF THE AGGREGATIVE WALK

Subroutine AGGEAT, described above, involves a normal search path of steps of length LLS alternating with turns using subroutine FDIR. When a prey is encountered, five time units are spent searching with a step length of one using subroutine DIR. In this section the step length of the normal searching phase (i.e. LLS) is varied to find the most suitable length for various arrangements of prey. The total time available is l,000 time units, the handling time for each prey is 50 time units, and all encounters with prey are successful. Eight arrangenents of prey are used to examine this response: a low density (of about 40) and a high density (of about 490) of prey arranged at random, using the negative binomial distribution with values for $K$ of 1.0 and 0.05 , and in clumps.

In this section and in the next on functional responses, a version of the simulation programme earlier than that described in the last section was used. This version, as mentioned, differs in the following particulars:

1. a larger arena of 100 x 100 is used,
2. subroutine CLUPUT distributes regularly arranged clumps of ten prey,
3. subroutine CLUEAT involves the systematic search of an area of $5 \times 5$ when a prey is found, rather than one of $3 \times 3$.

The predation results are given in Appendix Section A2. 2 (Appendix Table A2.1) and the resultant figures given here are Figs. 6.1 \& 6.2.

It can be seen from these results that, although a clear response is not obtained in some cases (e.g. low density aggregated prey), there is a tendency for the highest predation to occur when using a step length (LLS) of ten. An alternative peak at LLS $=3$ is present for the high density aggregated and clumped prey.

Accordingly, in the following sections, the two values of LLS ( 3 and 10) will be used and the results from each will be compared.


FIGURE 6.1 Optimization of subroutine AGGEAT: varying the step length of the normal searching phase (LLS), to find the optimum in terms of the number of prey eaten (Ne). Results from 20 replicates using:
(A) - 40 prey arranged at random,
(B) - 4.90 prey arranged at random,
(C) - 39 prey arranged using the negative binomial distribution with an actual value for $K$ of 1.5 ,
(D) - 487 prey arranged using the negative binomial distribution with an actual value for $K$ of 1.1.
Data from Appendix Table A2.1; the means only of Ne are used for clarity; the lines are fitted by eye.


FIGURE 6.2 Optimization of subroutine AGGEAT: varying the step length of the normal searching phase (LLS), to find the optimum in terms of the number of prey eaten (Ne). Results from 20 replicates using:
(A) - 44 prey arranged using the negative binomial distribution with an actual value for $K$ of 0.054 ,
(B) -463 prey arranged using the negative binomial distribution with an actual value for $K$ of 0.053 ,
(C) - 40 prey arranged in regularly distributed clumps of ten,
(D) - 490 prey arranged in regularly distributed clumps of ten.

Data from Appendix Table A2.l; the means only of Ne are used for clarity; the lines are fitted by eye.

### 6.4.1 Simulations and Analysis

In this section the functional responses for each predator search strategy and each prey distribution will be generated and compared. As in the last section, the total time available is 1,000 time units, the handling time for each prey is 50 time units, the encounter success rate is 1.0 , an arena of 100 x 100 is used, and subroutiries CLUPUT and CLUPAT differ from those described in Section 6.2 (see Section 6.3).

Eight prey densities of up to 1,024 were used for each response, and thirty replicates vere rur for each. The predation results are given in Appendix Table $A 2.2$.

The Random Predator Fquation was fitted to each functioral response using a modified version of the least squares best fit approach described in Section 2.2 , in which the handing time is preset at the correct value of 50 time units. The resultant values of the searcin efficiency (a) and the mean square residual variance ( $R^{2}$ ) of the fitted response are given in Table E.I. However, it has been pointed out (Section 2.3) that the In $S x$..e figures (logarithm of the proportion of prey surviving $x$ the number of prey eaten) should be examined when fitting the Random Predator Equation ; accordingly, all these functional responses were examined in this way. Most showed normal straight line regressions well described by the abstracted search efficiency (e.E. Fig. 6.3 shows the respones obtained for four combinations of search strategy and prey distribution). Some, however, showed apparently non linear results and so, a further 30 replicates were run for these, and the results from all 60 were examined.

This showed (Appendix Table A2.2; Table 6.1) that some of these were, in fact, linear, but left four which clearly were not. Taking a further 30 replicates of these four, the results from 90 replicates were examined. The most markedly divergent of these resulted from the use of the forward directed random walk of step length ten ( $I S=4 \mathrm{~b}$ ) to search for regularly arranged prey (Fig. 6.4). In particular, the $\ln \mathrm{S}$ value at the prey density of 16 is very low i.e. predation is very high. The explanation for this is
due to the fact that the prey are regularly arranged 20 units apart. This means that, once the predator has found one prey, its chances of finding another are greatly increased. This is demonstrated in Fig. 6.5. It follows that, if the prey are arranged ten units apart (i.e. at a density of 81), this effect will also be present. Accordingly, 90 replicates at a prey density of 81 were generated, and these were found to also show this phenomenon (Fig. 6.4). It also follows that, using the same search strategy, but with a step length of three, prey at three unit intervals (i.e. at a prey density of 1,024 ) and at six unit intervals (i.e. at a prey density of 256) will also show this effect. This is, in fact, the case, and provides the second non linear response (Fig. 6.6). The third case results from using the same strategy (LLS = 10; IS $=4 \mathrm{~b}$ ) to search for clumped prey (Fig. 6.7) ; at a density of 160 (i.e. with the clump centres 20 units apart) the same phenomenon can be observed.

The fourth non linear result was obtained using the aggregative waik (LLS $=10 ; ~ I S=4 d$ ) to search, once again, for regularly arranged prey (Fig.6.8). It can be seen that the Ne axis intercept (i.e. the maximum consumption rate $=T / T h$ ) is less than 20 (the expected rate: $T / T h=1000 / 50=20$ ). Abstracting both the search efficiency (a) and the handling time (Th) using the least squares best fit technique, a handling time of 54.7 time units is obtained (Table 6.1). This suggests the explanation that, since the prey are widely spaced, each time a prey is found, five time units are wasted in the short step length mode, resulting in an effective handling time of 55 time units. If this is the case, then at high densities, where the prey are within five units of each other (i.e. at the densities of 529 and 1,024 ), the effective handling time will be reduced; this seems to be the case (Fig. 6.8), and a curved line, fitted by eye, shows that the data is reasonably described on this basis.

FIGURE 6.3 Functional response results: examples of the $\ln S x$ Ne figures (logarithm of the proportion of prey surviving plotted against the number eaten). The figures show the results from using:
(A) - random search (IS = 1 ),
(B) - random walk (IS = 2),
(C) - forward directed random walk (IS = 3),
(D) - systematic local search in response to finding a prey (IS = 5),
to search for prey arranged at random.
Data from Appendix Table A2.2;
30 replicates run for each prey density;
the means only of Ne and In $S$ are used for clarity; the mean of $\ln S$ is used, as opposed to the $\ln$ of mean S;
the fitted lines use the search efficiency of the Random Predator Equation obtained by the least squares best fit to the functional reponse with the handling time held constant at the correct value of 50 time units (see Table 6.1).


FIGURE 6.4 Functional response results: the $\ln \mathrm{S} x$ Ne plots for the functional response using the forward directed random walk of step length ten to search for regularly arranged prey; the markedly non linear nature of the relationship can be seen. The figures are:
(A) - the first 30 replicates,
(B) - the second 30 replicates,
(C) - the third 30 replicates,
(D) - the mean results of all 90 replicates.

In Figs. B, C, \& D the extra point for $N=81$ has been added - see text;
data from Appendix Table A2.2;
the means only of $\ln S$ and $N e$ are used for clarity; the mean of $\ln S$ rather than the $\ln$ of mean $S$ is used;
the fitted line of Fig. A uses the search efficiency of the Random Predator Equation obtained by the least squares best fit to the functional response with the handing time at the correct time of 50
time units (see Table 6.1);
the best fit value of the search efficiency for all
90 replicates and the point for $N=81$ is 1.735
locations searched per time unit.
. :
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FIGURE 6.5 Diagram to show how prey (symbol - ) arranged regularly at 20 unit intervals are heavily predated using the forward directed random walk of step length ten (IS = 4b). Thus, once a prey is encountered, for example, at position A, there are two types of move (single arrow) possible:

1) vertically or horizontally to, for example position B; any move from here (double arrow) leads to a 1 in 5 chance of finding a second prey at the end of the second step,
2) diagonally to, for example, position $C$; any move from here (treble arrow) results in a 3 in 5 chance of finding a prey at the end of the second step.

If both of these movements are made with equal frequency, then the probability of finding another prey in two steps (i.e. 20 time units) is 0.5. On the basis of random search, the probability would be $(20 \times 16) / 10000=0.032$. Hence, it can be seen why this search strategy is so efficient.

FIGURE 6.6 Functional response results: the $\ln \mathrm{S} x$ Ne plots for the functional response using the forward directed random walk of step length three ( $I S=4 \mathrm{a}$ ) to search for regularly arranged prey. The non linear nature of the relationship can be seen. The figures are:
(A) - the first 30 replicates,
(B) - the second 30 replicates,
(C) - the third 30 replicates,
(D) - the mean results for all 90 replicates.

Data from Appendix Table A2.2;
the means only of $\ln S$ and Ne are used for clarity; the fitted line of Fig. A uses the search efficiency ( $a=1.093$ locations/time unit) obtained by the least squares best fit to the functional response with the handing time at the correct value of 50 time units;
the best fit value of the search efficiency for all 90 replicates is 1.075 locations/time unit.




FIGURE 6.7 Functional response results: the $\ln S \times$ Ne plots for the functional response using the forward directed random walk of step length ten (IS $=4 \mathrm{~b}$ ) to search for regularly arranged clumps of ten prey. The non linear nature of the relationship can be seen. The figures are:
(A) - the first 30 replicates,
(B) - the second 30 replicates,
(C) - the third 30 replicates,
(D) - the mean results from all 90 replicates.

Data from Appendix Table A2.2;
the means only of $\ln S$ and $N e$ are used for clarity; the mean of $\ln S$ is used;
the fitted line of Fig. A uses the search efficiency ( $a=1.037$ locations/time unit) obtained by the least squares best fit to the functional response with the handling time at the correct value of 50 time units.


FIGURE 6.8 Functional response results: the $\ln S x$ Ne plots for the functional response using the aggregative walk with a step length of ten for the normal phase (IS $=4 \mathrm{~d}$ ) to search for regularly arranged prey. It can be seen that the intercept on the Ne axis differs from the correct value ( $T / T h=20$ ). The figures are:
(A) - first 30 replicates,
(B) - second 30 replicates,
(C) - third 30 replicates,
(D) - the mean results from all 90 replicates.

Data from Appendix Table A2.2;
the means only of $\ln S$ and $N e$ are used for clarity; the mean of $\ln \mathrm{S}$ is used;
the fitted line of Fig. A uses the search efficiency ( $a=0.480$ locations/time unit) obtained by the
least squares best fit to the functional response with the handling time at the correct value of 50 time units;
the straight line of Fig. D uses the parameters of the Random Predator Equation obtained by the least squares best fit to the functional response for both parameters ( $a=1.345$ locations/time unit; Th $=$ 54.73 time units);
the curved line of Fig. D is fitted by eye to show that the true intercept on the Ne axis ( $\mathrm{T} / \mathrm{Th}$ ) is still 20.


| PREY : REGULAR |  | RANDOM | $K=0.05$ | CLUMPS | $\begin{gathered} \text { MEAN } \\ a \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| IS | a $\quad \mathrm{R}^{2}$ | a $\quad \mathrm{R}^{2}$ | a $\quad \mathrm{R}^{2}$ | a $\quad R^{2}$ |  |
| 1 | 0.9340 .03 | 0.9480 .10 | 0.9540 .05 | 0.9460 .12 | 0.946 |
| 2 | 0.4710 .12 | 0.4470 .09 | 0.4060 .07 | 0.4490 .40 " 1 | 0.443 |
| 3 | 0.7480 .02 | 0.7200 .10 | 0.6680 .12 | 0.7670 .81 | 0.726 |
| 4 a | 1.0931 .39 *3 | 0.9060 .03 | $0.7780 .22 * 1$ | 0.8560 .03 | 0.847 - 5 |
| 4 b | 1.4960 .73 *3 | 0.9540 .03 | 1.0321 .30 *2 | 1.0371 .39 * 3 | $0.993 * 5$ |
| 4 c | 0.7570 .06 | 0.8740 .13 | 0.950 0.11 | 1.1900 .55 | 0.943 |
| 4d | $0.4801 .54 * 4$ | 0.8800 .07 | 1.1280 .09 | 1.1340 .52 | 1.047 *5 |
| 5 | 0.6990 .09 | 0.8850 .34 | 1.2310 .36 | 1.7840 .26 | 1.150 |

TABLE 6.1 Abstracted search efficiency (a) and mean square residual variance ( $R^{2}$ ) of the functional responses of Section 6.4 for all search strategies and prey arrangements. The search efficiencies were obtained by the least squares best fit to the functional response with the handling time ( Th ) held constant at the true value of 50 time units. The search strategies (IS) are those given at the end of Section 6.2. The results from thirty replicates were used unless otherwise stated, and these data are given in Appendix Table A2.2. The search efficiency (a) is given in units of locations searched per unit of time. Since only one parameter is abstracted from each set of data, there are insufficient degrees of freedom to permit an analysis of variance; hence the mean square residual variance is examined.

## Notes:

*1 60 replicates used
*2 90 replicates used
*3 non linear relationship
*4 abstracting both a and Th by the least squares best fit to the functional response gives parameters of $a=1.345$ locations/time unit and $T h=54.73$ time units, which leads to a mean value for a of 1.222 locations/time unit
*5 not including values of a from non linear relationshipe
6.4.2 Discussion

The search efficiencies for each of the functional responses are given in Table 6.1. In the following discussion these estimated search efficiencies will be given as locations of the arena searched per unit of time. Examining these, a number of points can be made:

1
Completely random search (IS = 1) results in a consistent search efficiency of 0.946 , which is close to the true value of l.0. This search efficiency is unaffected by the prey distribution.

2 Random walk (IS = 2) results in a low average search efficiency of 0.443. Again this is unaffected by the prey distribution. This strategy, similar to that used by Murdie (1971), is, by a large margin, the least efficient of the search strategies.

The forward directed random walk (IS = 3) leads to an average search efficiency of 0.726 , independant of the prey distribution. This mean search efficiency, although greater than that resulting from the random walk, is still less efficient than the random search strategy.

4 The two forward directed random walks with long step lengthe ( $4 \mathrm{a} \& 4 \mathrm{~b}$ ) both gave artificially high values for the search efficiency for regular prey (as described in Section 6.4.1). Taking the mean search efficiency for the remaining three prey arrangements gives a value of 0.847 using the step length of three ( $I S=4 a$ ), and 0.993 using the step length of ten (IS = 4b). Thus, it can be seen that the step length of ten is more efficient here, due to the relatively large component of systematic search. Neither strategy is significantly affected by the prey distribution.

5 Comparing the two aggregative walks (IS = 4c, 4d), it can be seen that the search efficiency increases as the prey aggregation increases. The strategy using the step length of ten (IS = 4d) gives an unsuitably low value for the search efficiency
when the prey are arranged regularly (see Section 6.4.1), and so, the efficiencies of these two search strategies are not directly comparable for this prey arrangement. The results when searching for prey arranged at random show nearly equal search efficiencies ( $a=0.874$ for $4 c, a=0.880$ for $4 d$ ). When searching for the aggregated prey, the strategy using the step length of ten clearly shows a greater search efficiency ( $a=0.950$ for 4 c , $a=1.128$ for 4d), while, when searching for clumped prey, the strategy using a step length of three has a slight (perhaps insignificant) advantage ( $a=1.196$ for $4 c, a=1.134$ for $4 d$ ). These results are in accordance with those from Section 6.3.

6
The strategy of systematic local search in response to finding a prey ( $I S=5$ ) also leads to increasing search efficiency as the prey aggregation increases. It can be seen that, for the aggregated and clumped distributions of prey, this is the most efficient of the strategies ( $a=1.231$ for aggregated prey, $\mathrm{a}=1.784$ for clumped prey), whilst comparing the mean search efficiencies shows that, overall, it is the most efficient search strategy (mean $a=1.150$ ).

In conclusion, it has been found that regularly arranged prey tend to produce anomalies, and, therefore, will not be used in subsequent simulations. Regularly arranged clumps may also produce such anomalies and results should be examined for this; the random distribution of clumps would be a better approach, and this is used for the remainder of this work. Of all the strategies considered, only the forward directed random walk with the step length of ten ( $I S=4 b$ ), the aggregative walk with the normal step length of ten ( $I S=4 \mathrm{~d}$ ), and the systematic local search in response to finding a prey ( $I S=5$ ) are more efficient than totally random search. In the following sections particular attention will be paid to these three strategies.

In Chapters 2 and 3 a number of models of sigmoid and dome shaped functional responses were discussed; in this section these and other possibilities will be examined by means of simulations. Subroutine FIX is used to define the handling time or encounter success rate (s) as functions of either the initial prey density or the number of prey eaten. Varying the encounter success rate provides a not unrealistic method of varying the search efficiency. Obviously, however, even the maximum encounter success rate will not increase the search efficiency beyond the limits imposed by the search strategy.

Various models of the parameters were considered and these are tatulated in Table 6.2. Fach model nas been given a reference number (Sl - 12, DI - z as shown in Table 6.2), and they are considered in turn below:
$\therefore$ Odel SI: in this model the mean encounter success rats ( $\bar{s}$ ) is a linear increasing function of the prey density. Since the encounter success rate can not exceed l.0, this means that it rises linearly to 1.0 , and then remains at 1.0 with increasing prey density. This results in a sigmoid functional response (Fig. 6.9A), and a in $S x$ lie figure shoving the $y$ shape characteristic of the sigmoid response (Fig. 6.9B). The figure of the calculated mean searcin efficiency plotted against the number of prey eate: (Fig. 6.9C) shows a relationship similar to the type II functional response but differing in that there is a positive intercept on the search efficiency axis.

Model S2: this model differs from $S 1$ in that the instantaneous encounter success rate (s) is a linear function of the number of prey eaten. The results (Fig. 6.10) are, however, similar to those obtained using the model Sl.

Model S3: the mean encounter success rate ( $\bar{s}$ ) is a curvilinear function of the prey density, rising to a maximum value in a manner similar to the type II response. The model used is analogous to the Holling Disc Equation (Section 1.2.2). Again, the results (Fig. 6.11) are similar to those obtained using the model Sl.

| REF | J | MODEL | FIGURE OF THE MODEL | RESULT | PARAMETERS USED |  |  | FIG |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | a | b | c |  |
| $\begin{aligned} & \mathrm{S} 1 \\ & \mathrm{~S} 2 \end{aligned}$ | 2 | $\begin{aligned} & \bar{E}=a N+b \\ & E=a N e+b \end{aligned}$ |  | Sigmoid <br> Sigmoid | 0.02 | 0.2 | - | 6.9 |
|  |  |  |  |  | 0.2 | 0.2 | - | 6.10 |
| S3 | 5 | $\bar{s}=a b N /(1+a c N)$ |  | Sigmoid | 0.05 | 1.0 | 1.0 | 6.11 |
| S4 | 5 | $s_{\text {c }}=\mathrm{ab} \mathrm{be} /(1+a \mathrm{c} \mathrm{Ne})$ |  | Unusable | - | - | - | - |
| S5 | 3 | $\overline{\mathrm{B}}=\mathrm{a} \ln \mathrm{N}+\mathrm{b}$ | $1 /$ | Sigmoid | 0.3 | - 0.4 | - | 6.12 |
| S6 | 3 | $s=a \operatorname{ln~Ne}+\mathrm{b}$ |  | Unusable | - | - | - | - |
| 57 | 6 | $\overline{T h}=\exp (\mathrm{a} \ln \mathrm{N}+\mathrm{b})+\mathrm{c}$ |  | Unusable | - | - | - | - |
| S8 | 6 | $\mathrm{Th}=\exp (\mathrm{a} \ln \mathrm{Ne}+\mathrm{b})+\mathrm{c}$ |  | Type II | - | - | - | - |
| S9 | 4 | $\overline{\mathrm{s}}=\mathrm{a}$; IF $\mathrm{N}>\mathrm{c}, \mathrm{s}=\mathrm{b}$ |  | Discontinuous | - | - | - | 6.13 |
| S10 | 4 | $s=a ; 1 F N e>c, s=b$ |  | Approx. type II | - |  | - | - |
| S11 | 4 | $\overline{\mathrm{Th}}=\mathrm{a} ; \mathrm{IF} \mathrm{N}>\mathrm{c}, \mathrm{s}=\mathrm{b}$ |  | Discontinuous | - | - | - | 6.13 |
| S12 | 4 | $\mathrm{Th}=\mathrm{a}$; $\mathrm{IF} \mathrm{Ne}>\mathrm{c}, \mathrm{s}=\mathrm{b}$ |  | Siemoid if a<0 | - 40. | 60.0 | 4.0 | 6.14 |


| D1A | 2 | $\overline{\bar{E}}=\mathrm{a} N+\mathrm{b}$ |  | Dome shaped | - 0.0002 | 1.0 - | 6.15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D1B | 2 | $\overline{\mathbf{B}}=\mathrm{a} N+\mathrm{b}$ |  | Dome shaped | $-0.0004$ | 2.0 - | 6.15 |
| D2 | 3 | $\bar{s}=a \ln N+b$ |  | Dome shaped | - 0.11 | 1.0 - | 6.16 |
| D3 | 6 | $\bar{s}=\exp (\mathrm{a} \ln \mathrm{N}+\mathrm{b})+\mathrm{c}$ |  | Type II | - | - - | - |

TABLE 6.2 Models used for the sigmoid and dome shaped functional responses. The parameter $J$ is that used in subroutine FIX to determinethe model used. The parameters $a, b$ and $c$ are those used in the simulations resulting in Figs. 6.9-6.16. The figures of the models show the parameter in question (s, instantaneous encounter success rate; $\bar{s}$, mean encounter success rate; $T h$, instantaneous handing time; $\overline{T h}$, mean handing time) as a function of the number of prey eaten (le) or the initial prey density ( $N$ ), as defined by the model.

Hodel S4: the instantaneous encounter success rate (s) depends upon the number of prey eaten using the same description as for 53 . However, since the value of $s$ will remain at zero until the first prey is found, no prey will ever be found and the model is unusable.

Model S5: in this model the value of $\bar{s}$ is an increasing logarithmic function of the prey density. Once again, the results (Fig. 6.12) are similar to those for $S l$.

Model S6: is the corresponding version of $S 5$ in which $s$ is defined by the number of prey eaten. Since the initial value of $s$ can not be evaluated (as it involves taking the logarithm of zero) this model is also unusable.

Model S7: the mean handling time is defined by the relationship:
$\overline{T h}=\exp (a \ln N+b)$,
where $\overline{T h}$ is the mean handing time, $N$ is the prey density and a \& $b$ are constants. The parameter a used is negative (Table 6.2); this results in an approximately type II functional response.

Model S8: is the instantaneous version of 57 ( $T h$ as the corresponding function of Ne , the number of prey eaten), and as in the case of S 6 , is unusable due to the value of Ne being initially zero.

Model S9: here, $\bar{s}$ will take one of two values depending upon the value of $N$. Fig. 6.13A shows that the resultant $\ln \mathrm{S} x$ Ne relationship can not be $V$ shaped, and will lead to an approximately type II functional response.

Model SlO: the instantaneous version of S9 (s defined by the value of Ne ) leads to a smoothed version of the results obtained using S9 i.e. an approximately type II functional response is obtained.

Model Sll: involves a choice of two values for the handling time, determined by the value of the prey density. Figures $6.13 B$ \& $C$ show the two possible results. In Fig. 6.13B both handling times have positive values, and an approximately type II functional response would result. In Fig. 6.13C the initial handing time has a negative value, and it can be seen that the $\ln S x$ Ne figure.is approaching the $V$ shape. If, in this latter case the change in the handling time were accompanied by an increase in search efficiency a $V$ shape would result for the
 used in Chapter 3.

Model Sl2: is the instantaneous version of Sll (Th defined by the value of Ne ) and results in a smoothed version of the same results (Fig. 6.14); hence, the functional response is slightly sigmoid and the $\ln S \mathrm{X}$ Ne relationship shows a somewhat doubtful $V$ shape.

Thus, the models $S 1, S 2, S 3, S 5$ and $S 12$ all produced sigmoid functional responses; the first four by varying the encounter success rate and the last by varying the handling time. The first four models all resulted in similar figures of the calculated search efficiency as a function of the number of prey eaten. Therefore, the $H L B$ model used in Chapter 3 is suitable for the description of all these cases. Model Sl2, the only technique of varying the handling time which resulted in a sigmoid functional response (albeit a somewhat doubtful one), incorporated the effects of a negative handling time (cf. the two-regression model used in Chapter 3). Should the change in the handling time coincide with an increase in search efficiency, a more clearcut $V$ shape of the $\ln S$ x Ne relationship would result.

Three models considered likely to produce dome shaped functional responses were considered. In view of the conclusions of Section 2.4, all of these models describe the mean encounter rate as decreasing functions of the prey density.

Model Dl: the mean encounter success rate ( $\bar{s}$ ) is decreased linearly as a function of the prey density. Two versions were examined: in model DlA $\bar{s}$ decreases continuously, while in model DIB it is initially constant, and then decreases more
rapidly than in model DlA. The mean search efficiency ( $\bar{a}$ ) was calculated, and it can be seen (Fig. 6.15C) that the changes closely mirror those of $\bar{s}$. When the search efficiency is plotted as a function of the number of prey eaten (Fig. 6.15D), figures not dissimilar to those suggested in Section 2.4 (Fig. 2.7B \& 2.8B) are obtained.

Model D2: involves the logarithmic decrease of $\bar{s}$ as a function of prey density. The initially rapid decrease in the calculated value of $\overline{\mathrm{a}}$ (Fig.6.16C) appears to have little effect, the final reductions at a low search efficiency and high prey density causing the slight dome shape.

Model D3: $\bar{s}$ is defined by a decreasing function similar to the increasing function used for model $S 7$, and this results in a type II response.

Thus, both the linear and logarithmic models of the decrease in search efficiency result in dome shaped functional responses, confirming that both may be suitable approaches (see Section 2.4).

Sigmoid functional response results obtained using the model Sl (see Table 6.2; the mean encounter success rate, $\bar{s}=a N+b ; a=0.02, b=0.2$ ) to search for prey arranged at random. The figures are:
(A) - the functional response: the number of prey eaten ( Ne ) plotted against the prey density $(N)$. This is very close to the type II response.
(B) - the logarithm of the proportion of prey surviving (ln S) plotted against Ne. This shows very clearly the $V$ shape characteristic of the sigmoid functional response.
(C) - the calculated mean search efficiency ( $\bar{a}$ ) (obtained by substituting the predation results and the known handling time into the Random Predator Equation and solving for $\bar{a}$ ) plotted against Ne. It can be seen that this is a curvilinear relationship, reminiscent of the type II functional response, but with an intercept on the $\bar{a}$ axis defined by the parameter $b$ of the model Sl.

Fifty replicates were used for each prey density; data from Appendix Table A2.3;
in Figs. $A, \& B$ the means only of Ne and $\ln \mathrm{S}$ are used for clarity, and these are used to calculate $\bar{a} ;$ all the lines are fitted by eye.


Sigmoid functional response results obtained using the model 52 (see Table 6.2; the instantaneous encounter success rate, $s=a \mathrm{Ne}+\mathrm{b} ; \mathrm{a}=0.2, \mathrm{~b}=$ 0.2) to search for random prey. The figures are:
(A) - the functional response: the number of prey eaten (Ne) plotted against the prey density (N). This is very close to the type II response.
(B) - the logarithm of the proportion of prey surviving (ln S) plotted against Ne. This shows the $V$ shape characteristic of the sigmoid functional response very clearly.
(C) - the calculated mean search efficiency ( $\bar{a}$ ) (obtained by substituting the predation results and the known handling time into the Random Predator Equation and solving for $\bar{a}$ ) plotted against Ne. It can be seen that this is a curvilinear relationship, reminiscent of the type II functional response, but with an intercept on the $\bar{a}$ axis defined by the parameter $b$ of the model 52 .

Fifty replicates were used for each prey density; data from Appendix Table A2.3;
in Figs. A \& $B$ the means only are used for Ne and
ln $S$ for clarity, and these are used to calculate à;
all the lines are fitted by eye.
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FIGURE 6.11 Sigmoid functional response results obtained using the model s3 (see Table 6.2; the mean encounter success rate, $\bar{s}=a b N /(1+a c N) ; a=0.05, b=$ $1.0, c=1.0$ ) to search for random prey.
(A) - the functional response: the number of prey eaten (Ne) plotted against the prey density (N). This is very close to the type II response.
(B) - the logarithm of the proportion of prey surviving (ln $S$ ) plotted against Ne. This clearly shows the $V$ shape characteristic of the sigmoid functional response.
(C) - the calculated mean search efficiency ( $\bar{a}$ ) (obtained by substituting the predation results and the known handling time into the Random Predator Equation and solving for $\bar{a}$ ) plotted against Ne. It can be seen that this is a curvilinear relationship similar to the type II functional response, and that it passes through the origin.

Fifty replicates were used for each prey density; data from Appendix Table A2.3;
in Figs $A$ \& $B$ the means only of $\ln S$ and Ne are used for clarity, and these are used to find $\bar{a}$;
all the lines are fitted by eye.



FIGURE 6.12 Sigmoid functional response results obtained using the model S5 (see Table 6.2; the mean encounter success rate, $\bar{s}=a \ln N+b ; a=0.3, b=-0.4$ ) to search for prey arranged at random.
(A) - the functional response: the number of prey eaten (Ne) plotted against the prey density (N). This is very close to the type II response.
(B) - the logarithm of the proportion of prey surviving (ln S) plotted against Ne. This clearly shows the $V$ shape characteristic of the sigmoid functional response.
(C) - the calculated mean search efficiency ( $\bar{a}$ ) (obtained by substituting the predation results and the known handling time into the Random Predator Equation and solving for $\overline{\mathrm{a}}$ ) plotted against Ne. It can be seen that this is a curvilinear relationship similar to the type II functional response, and that it passes through the origin.

Fifty replicates were used for each prey density; data from Appendix Table A2.3;
in Figs. A \& B the means only of $\ln \mathrm{S}$ and Ne are used for clarity, and these are used to calculate $\bar{a}$;
all the lines are fitted by eye.

a

FIGURE 6.13 Hypothetical results for models $S 9$ and Sll.
(A) - the logarithm of the proportion of prey surviving (ln S) plotted against the number of prey eaten ( Ne ) using hypothetical results from model $S 9$. In this model the search efficiency (a) is defined by the initial prey density. Thus, at low densities the search efficiency is $a_{1}$, and at high densities it is $a_{2}$. This situation results in the figure shown, and the $V$ shape characteristic of the sigmoid functional response cannot be obtained.
(B) - ln $\mathrm{S} x \mathrm{Ne}$ for model Sll. Here, the handling time (Th) is defined by the prey density: at low densities the handling time is $T h_{1}$, and at high densities it is $\mathrm{Th}_{2}$. In this figure both Th , and $\mathrm{Th}_{2}$ are positive, and the result can be seen to preclude the possibility of a $V$ shape arising.
(C) - ln $\mathrm{S} \times \mathrm{Ne}$ for model Sll (cf. Fig. B). In this figure $T h$, takes a negative value, and the In $S \mathrm{x}$ Ne relationship begins to approach the $V$ shape. Note that if models $S 9$ and Sll were combined, with suitable parameters, a V shape would be obtained.
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FIGURE 6.14 Sigmoid functional response results obtained using the model Sl2 (see Table 6.2 ; the instantaneous value of the handling time $T h$ is -40 for the first four prey, whereupon it changes to 60) to search for prey arranged at random. The figures are:
(A) - the functional response: the number of prey eaten (Ne) plotted against the prey density (N). This is very close to the type II response.
(B) - the logarithm of the proportion of prey surviving (ln S) plotted against Ne. This shows a somewhat doubtful $V$ shape, being basically a smoothed version of Fig. 6.13C.
(C) - the calculated mean handling time ( $\overline{T h}$ ) (obtained by substituting the predation results together with an estimated search efficiency, from Fig. B, of 0.3 , into the Random Predator Equation and solving for $\overline{T h}$ ) plotted against Ne .

Fifty replicates were used for each prey density; data from Appendix Table A2.3;
in Figs. A \& $B$ the means only of $\ln S$ and Ne are used for clarity, and these are used to calculate Th for Fig. C;
all the lines are fitted by eye.



FIGURE 6.15 Dome shaped functional response results obtained using the models DlA (see Table 6.2; the mean encounter success rate, $\bar{s}=a \mathrm{~N}+\mathrm{b} ; \mathrm{a}=-0.0002$, $b=1.0$ ) and D1B ( $a=-0.0004, b=2.0$ ) to search for prey arranged at random. The figures are:
(A) - the functional response: the number of prey eaten (Ne) plotted against the prey density (N). This shows a clear reduction in the numbers of prey eaten at the highest prey densities.
(B) - the logarithm of the proportion of prey surviving (ln $S$ ) plotted against Ne. The turn over at high values of Ne characteristic of the dome shaped functional response is apparent.
(C) - the calculated mean search efficiency ( $\bar{a}$ ) (obtained by substituting the predation results together with the known handling time into the Random Predator Equation and solving for $\bar{a}$ ) plotted against N.
(D) - $\bar{a}$ plotted against Ne.

The symbols used are o for model DIA, $x$ for model DIB and - where both models are superimposed.

Fifty replicates were used for each prey density; data from Appendix Table A2.3; in Figs. A \& $B$ the means only of $\ln S$ and Ne are used for clarity, and these are used to calculate the values of $\bar{a}$ for Figs. C \& D;
all the lines are fitted by eye.


FIGURE 6.16 Dome shaped functional response results obtained using the model D2 (see Table 6.2; the mean encounter success rate, $\bar{s}=a \ln N+b ; a=-0.11$, $b=1.0$ ) to search for prey arranged at random. The figures are:
(A) - the functional response: the number of prey eaten (Ne) plotted against the prey density (N). This shows a slight reduction in the numbers of prey eaten at the highest prey densities.
(B) - the logarithm of the proportion of prey surviving (ln S) plotted against Ne. The turn over at high values of Ne characteristic of the dome shaped functional response is just apparent.
(C) - the calculated mean search efficiency ( $\bar{a}$ ) (obtained by substituting the predation results together with the known handling time into the Random Predator Equation and solving for $\bar{a})$ plotted against N.
(D) - $\bar{a}$ plotted against Ne.

Fifty replicates were used for each prey density; data from Appendix Table A2.3; in Figs. A \& B the means only of $\ln S$ and Ne are used for clarity, and these are used to calculate the values of $\bar{a}$ for Figs. C \& D;
all the lines are fitted by eye.


### 6.6 AGGREGATIVE RESPONSES

### 6.6.1 Simulation and Analysis

In order to obtain aggregative responses, a 'giving up time' was used. This 'giving up time' (Hassell \& May, 1974; Murdoch \& Oaten, 1975) is the time which passes after the last prey is found, before the predator gives up and leaves a unit of habitat. Effectively this means that once the reward rate falls below some threshold value, the predator leaves the area. In this section a constant giving up time of 250 time units is used. In the next section (6.7), three different values of the giving up time will be used, and the results compared.

In this section all eight search strategies ( $I S=1,2,3,4 \mathrm{a}, 4 \mathrm{~b}$, $4 \mathrm{c}, 4 \mathrm{~d}$, and 5) used for Section 6.4 (on functional responses) will be used again. Since the use of regularly arranged prey was found to yield unrealistic results (Section 6.4), this method was not used in this section; instead a distribution using the negative binomial ( $K=2.0$ ) was used. It will be seen, however, that this distribution produces results not dissimilar to those obtained using the random distribution of prey. The other two prey distribution methods (negative binomial, $K=0.05$ and clumped) are similar to those used in Section 6.4, except that, in using the negative binomial distribution, arena units of $2 \times 2$ are used, and for the clumped distribution, clumps of eight prey are distributed at random (see Section 6.2).

The results for this section are given in Appendix Table A2.4. Four methods of presenting these results have been used:

1) the logarithm of the number of prey eaten as a function of the logarithm of the initial prey density,
2) the number of prey surviving as a function of the initial prey density,
3) the aggregative response (note logarithmic scales): the logarithm of the time spent searching as a function of the logarithm of the initial prey density,
4) the overall reward rate (i.e. the quotient of the number of prey eaten and the time spent searching $\mathrm{Ne} / \mathrm{Ts}$ ) as a function of the initial prey density.

Three examples of the first three methods are given as Figs. 6.17-19. These are for the search strategies of random search (IS = 1), aggregative walk (LLS = 10; IS = 4 ) , and systematic local search in response to a prey (IS = 5); the other search strategies produced similar figures and so these are omitted. Due to the large scales involved, the figures incorporating the number of prey eaten and the time spent searching have been plotted on logarithmic scales. The great similarity of the results for the prey distributed at random and using the negative binomial ( $K=$ 2.0) has led to one line being used to join these points.

The figures of the number of prey eaten and the time spent searching are similar. The quantitative differences between the various prey distributions are more marked in the figure of the time spent searching, but there are also qualitative differences between these two methods of presentation. This latter effect is clearly shown in Fig. 6.18 (IS = 4d) and Fig. 6.19 (IS = 5). Here, at low initial prey densities, more clumped prey are eaten than prey of the other distributions, but least time is spent searching for them i.e. once a clump is found, more prey will be found, but with these distributions there ia a greater chance of the predator giving up.

The figures of the number of prey surviving are, at least at high initial prey densities, more informative than the figures of the number of prey eaten and the time spent searching. When the reward rates were considered (Appendix Table A2. 4 - part 9), it was found possible to pool the results from several search strategies, as is shown in Fig. 6.20. These figures are perhaps the most informative method of presentation used.

On the basis of these results, a descriptive model of the number of prey eaten suggests itself. If the figures for the number of prey surviving as a function of initial prey density are examined (Figs. 6.17-19 B), it can be seen that the number surviving rises to a constant value in a manner similar to the type II functional response. Accordingly a model based on a type II functional response seems suitable. Thus, an equation of the form of the Random Predator Equation,

$$
N s=N(l-\exp (-c(t-b N s))),
$$

can be used to describe this situation, where $N s$ is the number of prey surviving, $N$ is the initial prey density and $c$, $t$, and $b$ are constants analagous to the search efficiency, total time and handling time of the Random Predator Equation. Hence, the number of prey eaten can be described:

$$
\begin{aligned}
\mathrm{Ne}=\mathrm{N}-\mathrm{Ns}_{\mathrm{s}} & =\mathrm{N} \exp (-\mathrm{c}(\mathrm{t}-\mathrm{b} \mathrm{Ns})) \\
& =\mathrm{N} \exp (-\mathrm{c}(\mathrm{t}-\mathrm{b}(\mathrm{~N}-\mathrm{Ne}))):
\end{aligned}
$$

where $N e$ is the number of prey eaten. Alternatively the Disc Equation could be the basis of a model:

$$
\begin{aligned}
& N s=c b t /(l-c b N s) \\
& N e=N-c b t /(l-c b(N-N e)) .
\end{aligned}
$$

The model based upon the Random Predator Equation (Eqn. 6.1) will be used in this work due to the readiness with which the parameters can be abstracted using programme BESTFIT (Appendix Section Al.3).

These three parameters can be interpreted as follows: $t / b$ defines the maximum value of $N s$ (i.e. it is the ratio which is important, one of these constants can be arbitrarily defined for this work $t$ ), while $c$ defines the curvature, or the rate at which this maximum is arrived at, and is a measure of the survivability of the prey or inefficiency of the predator. Therefore, at high initial prey densities, the ratio $t / b$ defines the number of survivors, while at low initial prey densities this is largely defined by the parameter $c$.

For each of the aggregative responses, the parameters $b$ and $c$ were abstracted using programme BESTFIT (Appendix Section Al.3), and these are tabulated in Table 6.3. Using these abstracted parameters, the number of prey surviving is plotted in the figures (Figs. 6.17-19 B), and it can be seen that a good fit is obtained, except at low densities of prey arranged using the negative binomial distribution ( $K=0.05$ ) where the parameter $c$ is underestimated. This should, therefore, be borne in mind when the abstracted parameters are compared.

FIGURE 6.17 Aggregative response results obtained using the strategy of random search (IS = 1) to search for

1) prey arranged at random (symbol $x$ ),
2) prey arranged using the negative binomial distribution with $K=2.0$ (symbol + ); this and the last distribution are pooled and the points joined up with a single solid line,
3) prey arranged using the negative binomial distribution with $K=0.05$ (symbol $\circ$; dotted line),
4) prey arranged in clumps of eight distributed at random (symbol • ; broken line).
(A) - the number eaten (Ne) plotted against the initial prey density (N). Logarithmic scales are used for clarity. The points are connected to show their relationships.
(B) - the number of prey surviving (Ns) plotted against $N$. Linear scales are used. The fitted lines use the parameters given in Table 6.3 in Eqn. 6.1.
(C) - the aggregative response: the time spent searching (Ts) plotted against N. As for Fig. A, logarithmic scales are used for clarity. The points are connected to show their relationships.

Fifty replicates were used; the means only are used in the figures for clarity; data from Appendix Table A2. 4.



| FIGURE 6.18 | Aggregative response results obtained using the aggregative walk with the normal step length of ten (IS = 4d) to search for: <br> 1) prey arranged at random (symbol $\times$ ), <br> 2) prey arranged using the negative binomial distribution with $K=2.0$ (symbol + ); this and the last distribution are pooled and the points joined with a single line, <br> 3) prey arranged using the negative binomial distribution with $\mathrm{K}=0.05$ (symbol 0 ; dotted line), <br> 4) prey arranged in clumps of eight distributed |
| :---: | :---: |
|  | (A) - the number eaten (Ne) plotted against the initial prey density (N). Logarithmic scales are used for clarity. The points are connected to show their relationships. <br> (B) - the number of prey surviving (Ns) plotted against $N$. Linear scales are used. The fitted lines use the parameters given in Table 6.3 in Eqn. 6.1. <br> (C) - the aggregative response: the time spent searching (Ts) plotted against $N$. As for Fig. A, logarithmic scales are used for clarity and the points are connected to show their relationships. |
|  | Fifty replicates were used; the means only are used in the figures for clarity; data from Appendix. Table A2.4. |





FIGURE 6.19 Aggregative response results obtained using the search strategy incorporating systematic local search in response to finding a prey (IS = 5) to search for:

1) prey arranged at random (symbol $\times$ ),
2) prey arranged using the negative binomial distribution with $K=2.0$ (symbol + ); this and the last distribution are pooled and the points joined with a single, solid line,
3) prey arranged using the negative binomial distribution with $K=0.05$ (symbol 0 ; dotted line),
4) prey arranged in clumps of eight distributed at random (symbol - ; broken line).
(A) - the number eaten (Ne) plotted against the initial prey density (N). Logarithmic scales are used for clarity. The points are connected to show their relationships.
(B) - the number of prey surviving (Ns) plotted against $N$. Linear scales are used. The fitted lines use the parameters given in Table 6.3 in Eqn. 6.1.
(C) - the aggregative response: the time spent searching (Ts) plotted against $N$. As for Fig. A, logarithmic scales are used for clarity and the points are connected to show their relationships.

Fifty replicates were used; the means only are used in the figures for clarity; data from Appendix Table A2. 4.



FIGURE 6.20 Aggregative response results obtained using all the search strategies (IS = 1, 2, 3, $4 \mathrm{a}, 4 \mathrm{~b}, 4 \mathrm{c}, 4 \mathrm{~d}, 5$ as outlined at the end of Section 6.2). A measure of the overall efficiency ( $E=\mathrm{Ne} / \mathrm{Ts}$ ) is plotted against the initial prey density (N). The figures are:
(A) - pooled results of the prey arranged at random and using the negative binomial distribution with $K=2.0$.
(B) - prey arranged using the negative binomial distribution with $K=0.05$.
(C) - prey arranged in clumps of eight distributed at random.

Data from Appendix Table A2.4-part 9; where the values of $E$ are considered sufficiently similar, these are pooled from various search strategies as shown.


| SEARCH <br> STRATEGY | PREY DISTRIBUTION | ABSTRACTED <br> c | PARAMETERS <br> b | F <br> VALUE | RANKINGS $1234$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Random | . 007975 | 13.156 | 458.6 | 1418 |
|  | $\mathrm{K}=2.0$ | . 007975 | 13.138 | 270.8 | 1318 |
|  | $K=.05$ | . 003655 | 9.281 | 740.8 | 4118 |
|  | Clumps | . 004827 | 11.021 | 189.9 | 3248 |
| 2 | Random | . 001659 | 1.621 | 1967.5 | 4371 |
|  | $\mathrm{K}=2.0$ | . 001729 | 1.685 | 1809.6 | 3471 |
|  | $\mathrm{K}=.05$ | . 002056 | 0.084 | 52665.6 | 21221 |
|  | Clumps | . 002587 | 1.156 | 5931.0 |  |
| 3 | Random | . 001852 | 5.243 | 473.5 | 2363 |
|  | $\mathrm{K}=2.0$ | . 001804 | 5.414 | 470.3 | 3463 |
|  | $\mathrm{K}=.05$ | . 001037 | 0.568 | 439.5 | 4152 |
|  | Clumps | . 003511 | 4.219 | 1844.4 |  |
| $4 a$ | Random | . 003626 | 10.769 | 1524.3 | 2436 |
|  | $\mathrm{K}=2.0$ | . 003325 | 9.999 | 837.0 | 3354 |
|  | $\mathrm{K}=.05$ | . 000863 | 1.708 | 259.8 | 4174 |
|  | Clumps | . 008234 | 7.476 | 194.8 | 1234 |
| 4 b | Random | . 002911 | 9.492 | 623.0 |  |
|  | $K=2.0$ | . 003871 | 10.190 | 717.1 | 2445 |
|  | $\mathrm{K}=.05$ | . 001433 | 3.780 8.345 | 181.0 | $\begin{array}{llll}4 & 1 & 3 \\ 1 & 2 & 2\end{array}$ |
|  | Clumps | . 018910 | 8.345 | 258.5 |  |
| 4 c | Random | . 002997 | 9.630 | 1452.4 |  |
|  | $K=2.0$ | . 004375 | 10.316 2.347 | 867.5 | $\begin{array}{llll}1 & 4 & 2 & 6 \\ 4 & 1 & 6\end{array}$ |
|  | $\mathrm{K}=.05$ Clumps | .000984 .004021 | 2,347 7.545 | 261.5 944.9 | $\begin{array}{llll}4 & 1 & 6 & 5 \\ 2 & 2 & 5 & 5\end{array}$ |
| 4d | Random | . 004715 | 11.977 | 1562.1 | 2427 |
|  | $\mathrm{K}=2.0$ | . 004073 | 11.244 | 316.3 | 3337 |
|  | $\mathrm{K}=.05$ | . 001214 | 4.533 | 221.6 | 4147 |
|  | Clumps | . 024312 | 9.715 | 137.4 | 1217 |
| 5 | Random | . 001326 | 4.360 | 138.9 | 3382 |
|  | $K=2.0$ | . 001522 | 4.840 | 429.8 | 2482 |
|  | $K=.05$ | . 000845 | 0.715 | 418.3 | 4183 |
|  | Clumps | . 001982 | 3.466 | 326.1 | 1282 |

TABLE 6.3 The parameters $c$ and $b$ of Eqn. 6.1 fitted to the aggregative responses of Section 6.6. The search strategies are as outlined at the end of Section 6.2. The $F$ values are all highly significant ( $\mathrm{df}=1,7$ or $1,8, \mathrm{P}<0.001$ ). The rankings are ( 1 ) the parameter $c$ for each search strategy, (2) $1 / b$ for each search strategy, (3) c for each prey distribution and (4) l/b for each prey distribution - i.e. the lower the ranking, the more prey are eaten.

The estimated parameters of Eqn. 6.1 are given in Table 6.3, where they have been ranked in order of prey survivability. Hence it can be seen that:

1) In all. cases, at high initial prey densities, most prey survive from the distribution using the negative binomial with $K=0.05$.
2) In most cases, at low initial prey densities, more prey survive from the clumped distribution than from the others. (Note: the parameter c for the prey arrangements using the negative binomial ( $K=0.05$ ) is underestimated, and prey survivability for these distributions is probably greater than indicated.)
3) 'From the predator's viewpoint, for a high initial prey density, the strategy of completely random search leads to more prey being found of every distribution. The second most successful search strategy is, in most cases, the aggregative walk with a step length of ten (IS $=4 \mathrm{~d}$ ), while the other aggregative walk (LLS = 3; IS = 4c) and the forward directed random walk with a step length of ten (IS = 4b) are the next most successful.
4) When searching for prey with a low initial density, the most successful strategy is the systematic local search in response to finding a prey (IS = 5), while completely random search ( $I S=1$ ) and the aggregated walk (LLS = 10; IS = 4d) are the least successful.

Thus, from the viewpoint of the prey, on average, the largest number will survive a single aggregative response if they are arranged in as aggregated a manner as possible. One interesting feature of all the figures is the crossover of the responses to aggregated ( $K=0.05$ ) and clumped prey. Thus, at the highest prey densities more of the latter are eaten than of the former. This is because at high prey densities the clumped prey are not as highly aggregated as the prey distributed using the negative binomial ( $K=0.05$ ). To demonstrate this point, the frequencies of prey density classes for the highest density (828) of the aggregated prey ( $K=0.05$ ) are shown as Fig. 6.21. It can be seen that


FIGURE 6.21 Frequency distribution of aggregated prey ( $\mathrm{K}=$ 0.05 ) at a total density of 828 amongst 625 units.
some very dense patches are present, and the distribution is effectively inore aggregated than the randomly distributed clumps of eight prey. Therefore, in an environment subdivided into units in which a predator uses a giving up time, the best distribution strategy for the prey is to be as highly aggregated as possible within each unit.

From the predator's viewpoint, however, the number of prey eaten is likely to be less important than the rate at which the prey are found. A gross estimate of this 'efficiency' can be obtained as the quotient of the number of prey eaten and the time spent searching. Accordingly the overall predation rates are given in Appendix Table A2.4-part 9. From these Fig. 6.20 was constructed and some rather different results can be seen:
1)' With the exception of strategies $4 \mathrm{c}, 4 \mathrm{~d}$, and 5, there is not a great deal of difference between the various search strategies.
2) Strategy 4 c is clearly the most efficient when searching for prey arranged at random ( $I D=2$ ) and in a slightly aggregated manner ( $I D=3, K=2.0$ ). Strategy 5 is slightly less efficient, while 4 d is only a little more efficient than the remaining strategies.
3) In searching for the highly aggregated (ID $=3, K=$ 0.05 ) and clumped ( $I D=4$ ) prey, there is not much difference between strategies 4 c and 4 d . Strategy 5 is clearly the most efficient for finding prey of these distributions - in the case of the clumped prey this is also evident at low initial prey densities.

Comparing the effects of the different prey distributions, the first two ( $I D=2$ and $I D=3, K=2.0$ ) clearly lead to similar results. The efficiency with which the remaining two distributions are found differs depending upon the initial prey density. Thus, at low initial prey densities, clumped prey are more rapidly found, while at high initial prey densities, aggregated ( $K=0.05$ ) prey are found with greated efficiency. Thus the crossover of the responses to these two prey arrangements is confirmed when the efficiencies are examined.

Therefore, within one unit of habitat, the more aggregated the prey are, the more will survive, but the greater will be the search efficiency of the predator. The interaction of these two phenomenon will largely determine the most suitable distribution of the prey.

Clearly the most successful search strategies are not the most efficient; this latter assessment is probably of more relevance. Thus, considering the relative efficiencies of the search strategies, the three which lead to intensive local search when a prey is found are the most suitable for a predator trying to maximize energy input.

### 6.7.1 Simulation and Analysis

In this section the effects of using different values of the giving up time are examined. Aggregative responses were generated using three values of the giving up time (50, 100, 200), with two search strategies (random search, IS = l; aggregative walk, LLS = 10, $I S=4 d$ ) and two prey distributions (random, $I D=$ 2; clumped, $I D=5$ ). The results of 50 replicates for a range of prey densities are given in Appendix Table A2.5. It can be seen that, apart from the initial giving up time, the time spent searching shows a close correlation with the number of prey eaten; hence, these results are shown as the number of prey eaten and the number surviving as functions of the initial prey density.

As was noted in the last section, the number of prey surviving can be described by a type II functional response equation (e.g. Eqn. 6.1). The parameters obtained by using programme BESTFIT (Appendix Section Al.3) to fit Eqn. 6.1 to the data are given in Table 6.4. It was pointed out in the last section that the rate of prey capture or overall efficiency is of more relevance than the number of prey captured, and so the overall efficiencies have been calculated (Appendix Table A2.5) and the figures of the efficiency as a function of the initial prey density are given (Fig. 6.25).

FIGURE 6.22 Aggregative response results obtained using three different giving up times:

1) 50 time units (symbol $x$; solid line),
2) 100 time units (symbol o ; broken line),
3) 200 time units (symbol - ; dottéd line).

The number of prey eaten (Ne) is shown as a function of the initial prey density ( $N$ ), when using:
(A) - random search (IS = 1) to search for prey arranged at random (ID = 2),
(B) - random search (IS = I) to search for clumped prey (ID = 4),
(C) - the aggregative walk (LLS $=10$; $I S=4 \mathrm{~d}$ ) to search for prey arranged at random ( $I D=2$ ),
(D) - the aggregative walk (LLS = 10; IS = 4d) to search for clumped prey (ID = 4).

Fifty replicates were used for each prey density; the means only are used in the figures for clarity; data from Appendix Table A2.5; fitted lines use the parameters of Table 6.4 in Eqn. 6.2.


FIGURE 6.23 Aggregative response results obtained using three different giving up times:

1) 50 time units (symbol $\times$; solid line),
2) 100 time units (symbol o ; broken line),
3) 200 time units (symbol • ; dotted line).

The number of prey surviving (Ns) is shown as a function of the initial prey density ( $N$ ), when using:
(A) - random search (IS = I) to search for prey arranged at random (ID = 2),
(B) - random search (IS = I) to search for clumped prey (ID = 4) ,
(C) - the aggregative walk (LLS = 10; Is $=4 \mathrm{~d}$ ) to search for prey arranged at random (ID = 2),
(D) - the aggregative walk (LLS = 10; IS = 4d) to search for clumped prey ( $I D=4$ ).

Fifty replicates were used for each prey density; the means only are used in the figures for clarity; data from Appendix Table A2.5; fitted lines use the parameters of Table 6.4 in Eqn. 6.2.


FIGURE 6.24 Aggregative response efficiency results obtained using the giving up times of:
(A) - 50 time units,
(B) - 100 time unit,
(C) - 200 time units.

The figures show the measure of overall search efficiency ( $\mathrm{E}=\mathrm{Ne} / \mathrm{Ts} ; \mathrm{Ne}=$ number of prey eaten, $T s=$ time spent searching) plotted against the initial prey density (N). The various combinations of search strategies and prey distributions are:

1) random search (IS = 1) and prey distributed at random (ID = 2),
2) random search ( $I S=1$ ) and clumped prey ( $I D=$ 4),
3) aggregative walk (LIS = 10; IS = 4d) and prey distributed at random (IS = 2),
4) aggregative walk (LLS = 10; IS = 4d) and clumped prey ( $\mathrm{ID}=4$ ) .

Fifty replicates were used for each prey density; the means of Ne and Ts were used to calculate the efficiency; data from Appendix Table A2.5; the results from some combinations of search strategy and prey distribution are pooled, as shown; the lines are fitted by eye.




| GIV ING <br> UP TIME | IS ID | $\begin{array}{cc}\text { ABSTRACTED PARAMETERS } \\ \text { c } & \mathrm{b}\end{array}$ | $\begin{gathered} \mathrm{F} \\ \text { VALUE } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 50 | $\begin{array}{r}  \\ 1 \\ 2 \\ 4 \\ \\ 40 \\ 2 \\ 4 \end{array}$ | .00529 1.633 <br> .00572 1.234 <br>   <br> .00732 1.697 <br> .00359 0.640 | $\begin{aligned} & >_{106} \\ & >_{10^{5}} \\ & \\ & 36317 \\ & >_{10} 5 \end{aligned}$ |
| 100 | $\begin{array}{cc}  & 2 \\ & 1 \\ 4 \end{array}$ | .00590 4.022 <br> .00753 3.345 <br>   <br> .00590 3.751 <br> .00391 2.119 | $\begin{array}{r} 5641 \\ 563 \\ 34859 \\ 95622 \end{array}$ |
| 200 | $\begin{array}{r}  \\ 1 \end{array} \begin{aligned} & 2 \\ & 4 \\ & \\ & 40 \\ & 2 \\ & 4 \end{aligned}$ | .00829 9.824 <br> .02456 9.304 <br>   <br> .00531 9.250 <br> .00883 6.452 | $\begin{aligned} & 537 \\ & 270 \\ & 248 \\ & 168 \end{aligned}$ |

TABLE 6.4 Abstracted parameters (c \& b) of Eqn. 6.1 for the aggregative responses of Section 6.7, obtained by the least squares best fit to the Ns $x$ N relationship. The search strategies used are random search (IS = 1), and the aggregative walk with a long step length of ten (IS = 4d). The prey are arranged either at random (IS = 2), or in randomly distributed clumps of eight (IS = 4). All $F$ values are highly significant ( $d f=1,7$, P(0.001).

Examining the figures of the predation results (Fig. 6.22) a number of points can be made:

1) At the lowest value of the giving up time (50 time units); the figure of the number of prey eaten (and hence, due to their similarity, the aggregative response) has an initially marked exponential phase, which changes to a linear relationship with increasing prey density.
2) As the giving up time increases, this exponential phase becomes less marked.
3) If an upper time limit were to be imposed, the low giving up time would result in the figure of the number eaten (and hence, the aggregative response) being sigmoid in shape. As the value of the giving up time increased, this relationship would approach that of the type II functional response.
4) Therefore, it can be seen that the ratio of the giving up time to the maximum time available defines the shape of the aggregative response - a point made by Hassell \& May (1974) who went on to point out the stabilizing effects of such aggregative responses.
5) For both predator search strategies, more of the prey distributed at random are found than of those distributed in clumps.
6) Comparing the success of the two strategies, it can be seen that, when searching for prey arranged at random, there is little difference between the two search strategies. When searching for clumped prey, however, the strategy of random search (IS = I) is clearly more successful. Once again (cf. Section 6.6.2), this is probably due to the aggregative walk being more likely to 'strand' the predator in fully exploited areas, and cause it to give up.
7) The differences noted in point 6 above are all more pronounced with the lowest giving up time.

Turning now to the figures of the success rate or efficiency as a function of the initial prey density (Fig. 6.24), as in the last section on aggregative responses, a rather different picture emerges:

1) Clearly, increasing the giving up time decreases the predator's efficiency.
2) Random search (IS = 1) is equally efficient with either prey distribution, and less efficient than the aggregative walk (IS = 4d). When searching for the prey arranged at random, the aggregative walk is only slightly more efficient than random search, but when searching for clumped prey, it is a great deal more efficient.
3) Again, these differences are more pronounced with the low giving up time.

Thus, it can be seen that the giving up time has a marked effect upon the aggregative response, perhaps more so than the prey distribution and predator search strategy. As in the last section it was found that the success and efficiency of search strategies do not go together, the least successful tending to be the most efficient.

### 6.8.1 Simulation and Analysis

Since many predators are polyphagous, the density of a particular prey type (type A) may be of less importance in determining the number of that type eaten in an aggregative response, than the density and arrangement of an alternative prey type (type B) occupying the same habitat. Accordingly, in this section, the effects of various densities and arrangements of the alternative prey (type B) will be examined.

Firstly, the strategy of random search (IS = 1) was used to obtain aggregative responses to the four combinations of two arrangements (random \& clumped) of each of the two prey types; these responses being obtained at three densities (16, 64, and 128) of prey type B. The results from 50 replicates are given in Appendix Table A2.6-parts 1 - 3. Secondly, the aggregative walk (IS $=4 d$ ) was used for the four combinations of prey arrangements, with a density of 64 for prey type $B$. Appendix Table A2. 6 - part 4 contains the results from 50 replicates under these conditions.

The results for the four combinations of prey arrangements, when random search was used, are sufficiently similar to justify pooling the results, and so in Fig. 6.25 the means of all four combinations are used. The results obtained using the aggregative walk are shown in Fig. 6.26. The logarithmic scales used in two of these figures were necessary to show the differences between the four combinations.

The model based upon the Random Predator Equation (Eqn. 6.1) was fitted to the data of the number of prey surviving for each aggregative response (see Section 6.6.1). The resultant parame'ters are given in Table 6.5.

FIGURE 6.25 The effects of three densities of an alternative prey (type B) upon the aggregative response to prey type A. The densities of prey type $B$ are:

1) 16 (symbol $\times$ ),
2) 64 (symbol $\circ$ ),
3) 128 (symbol •).

The figures are:
(A) - the number of prey type A eaten (Ne) plotted against the initial density of prey type A (N), using logarithmic scales for both,
(B) - the number of prey type $B$ eaten (Ne') plotted against $\ln \mathrm{N}$,
(C) - the aggregative response: the logarithm of the time spent searching (In Ts) plotted against $\ln \mathrm{H}$,
(D) - the overall predator efficiency (Efficiency = ( $\left.\mathrm{Ne}+\mathrm{Ne} \mathrm{e}^{\prime}\right) / \mathrm{Ts}$ ) plotted against $\ln \mathrm{N}$.

Fifty replicates were used for each combination of prey densities; the logarithmic scales are used for clarity; the logarithm of the mean values of Ne and Ts are used; the means only are used in the figures for clarity; data from Appendix Table A2.6; the lines are fitted by eye.


The effects of the arrangements of two types of prey ( $A$ and B) upon the aggregative response when the aggregative walk is used. Prey type $B$ is present at a density of 64. The prey arrangements are:

1) type $A$ at random; type $B$ at random (symbol $\circ$; solid line),
2) type $A$ at random; type $B$ clumped (symbol + ; broken line),
3) type A clumped; type $B$ at random (symbol $\times$; dotted line),
4) type A clumped; type B clumped (symbol - ; line of dots and dashes).

The figures are:
(A) - the logarithm of the number of prey type $A$ eaten ( ln Ne ) plotted against the logarithm of the initial density of prey type $A(\ln N)$,
( $B$ ) - the number of prey type E eaten ( Ne ') plotted against $\ln N$,
(C) - the aggregative response: the logarithm of the time spent searching (ln Ts) plotted against $\ln N$,
(D) - the overall predator efficiency (Efficiency = ( $\mathrm{He}+\mathrm{Ne}$ )/Ts) plotted against $\ln \mathrm{N}$.

Fifty replicates were used for each combination of prey densities; the logarithmic scales are used for clarity; the logarithm of the mean values of Ne and Ts are used; the means only are used in the figures for clarity; data from Appendix Table A2.6; the lines are fitted by eye.


| SEARCH STRATEGY | $\mathrm{N}^{\prime}$ | PREY DISTRIBUTION IDa IDb | ABSTRACTED <br> c | PARAMETERS b | F VALUE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| random search | 16 | random random <br> random clumps <br> clumps random <br> clumps clumps <br> pooled results  | .00367 . 00397 .00397 . 00617 .00426 | $\begin{aligned} & 13.4 \\ & 13.5 \\ & 11.7 \\ & 12.9 \\ & 12.8 \end{aligned}$ | $\begin{array}{r} 849 \\ 1695 \\ 1662 \\ 720 \\ 1560 \end{array}$ |
|  | 64 | random random <br> random clumps <br> clumps random <br> clumps clumps <br> pooled results  | $\begin{aligned} & .00160 \\ & .00176 \\ & .00155 \\ & .00261 \\ & .00182 \end{aligned}$ | $\begin{aligned} & 14.7 \\ & 14.0 \\ & 12.3 \\ & 12.8 \\ & 13.4 \end{aligned}$ | $\begin{aligned} & 7145 \\ & 1689 \\ & 2489 \\ & 1062 \\ & 1230 \end{aligned}$ |
|  | 128 | random random <br> random clumps <br> clumps random <br> clumps clumps <br> pooled results | $\begin{aligned} & .000645 \\ & .000842 \\ & .000793 \\ & .001402 \\ & .000830 \end{aligned}$ | $\begin{aligned} & 13.2 \\ & 14.4 \\ & 13.1 \\ & 10.1 \\ & 13.4 \end{aligned}$ | $\begin{array}{r} 916 \\ 376 \\ 7652 \\ 24708 \\ 1418 \end{array}$ |
| $\begin{gathered} \text { aggregative } \\ \text { walk } \\ (\mathrm{LLS}=10) \end{gathered}$ | 64 | random random <br> random clumps <br> clumps random <br> clumps clumps | .00145 <br> . 00287 <br> .00171 <br> .00253 | $\begin{aligned} & 12.8 \\ & 13.1 \\ & 10.9 \\ & 10.0 \end{aligned}$ | $\begin{array}{r} 3976 \\ 3439 \\ 1300 \\ 793 \end{array}$ |

TABLE 6.5 Abstracted parameters ( $c$ \& $b$ ) of Eqn. 6.1 for the aggregative responses of Section 6.8, obtained by the least squares best fit to the $\mathrm{Ns} \mathrm{x} N$ relationship (Section 6.6). All the $F$ values are highly significant (df for single aggregative responses $=1,6, P<0.001$; $d f$ for pooled results $=1,30, P(0.001)$.

A number of interesting points can be seen from these simulation results. Considering firstly, the effects of the density of prey type $B$ on the results when random search (IS = l) is used (Fig. 6.25), the following points may be made:

1) Perhaps the most obvious point is that, as the density of prey type A increases, the differences caused by the different densities of prey type B decrease. This is particularly clear in the figures of $\ln \mathrm{Ne} x \ln \mathrm{~N}(F i g .6 .25 \mathrm{~A}$ ) and $\ln \mathrm{Ts} x \ln \mathrm{~N}$ (Fig. 6.25C). Hence, from Table 6.5, it can be seen that the values of the parameter $b$ of Eqn. 6.1, which defines predation at high prey densities, are similar for all densities of prey type $B$. This convergence occurs because; at low densities of prey type A, the changes in the density of type $B$ cause an appreciable change in the total density, and hence in the time spent searching; on the other hand, at high densities of type $A$, the different densities of type $B$ cause little change in the total density, and negligeable change in the period spent searching.
2) At the lower densities of type $A$ (i.e. less than 128), the increase in the density of type $B$ leads to an appreciable increase in the time spent searching (Fig. 6.25C) and hence, to a lesser extent, in the number of prey type A found (Fig. 6.25A). Therefore, in Table 6.5, it can be seen that the values of the parameter c of Eqn. 6.1, which largely defines prey survival at low prey densities, decrease as the density of prey type $B$ increases.
3) The converse of point 2 is also true: as the density of prey type $A$ increases, the number of type $B$ eaten increases (Fig. 6.25B).
4) The efficiency of the predator (i.e. the total number of prey eaten divided by the time spent searching $=\left(\mathrm{Ne}+\mathrm{Ne} \mathrm{e}^{\prime}\right) / \mathrm{Ts}$ ) increases as the density of either prey type increases (Fig. 6.25D). The differences caused by the different densities of prey type $B$ are still apparent at the high densities of type A. This is due to the inclusion of the number of type B eaten in the efficiency term.

Turning now to the effects of the alternative prey when the aggregative walk ( $I S=4 d$ ) is used (Fig. 6.26), several points can be made.

At high densities of prey type $A$, the number of type $A$ eaten seems to be unaffected by the prey arrangements used (Fig. 6.26A). The values of the parameter $b$ of Eqn. 6.1, as given in Table 6.5, suggest, however, that less are eaten when type $A$ is clumped.

Depending upon the prey density, consumpion by the predator varies with the prey arrangements used. Accordingly, at low densities of $A$, the combinations can be ranked by the numbers of prey type A eaten:
$\mathrm{A} 4 / \mathrm{B} 2>\mathrm{A} 2 / \mathrm{B} 2>\mathrm{A} 4 / \mathrm{B} 4>\mathrm{A} 2 / \mathrm{B} 4$,
where the numerals refer to $I D$ the control option for the prey arrangement ( $I D=2=$ random; $I D=4=$ clumped), for example A4/B2 implies that type $A$ is arranged in clumps, while type $B$ is arranged at random. At intermediate densities of prey type A, this ranking changes to

$$
\mathrm{A} 2 / \mathrm{B} 2>\mathrm{A} 4 / \mathrm{B} 2>\mathrm{A} 2 / \mathrm{B} 4>\mathrm{A} 4 / \mathrm{B} 4,
$$

as can be seen in Fig. 6.26A. These latter rankings are confirmed by the parameters of Table 6.5, where it can be seen that the ranking at intermediate densities of type $A$ also applies at high densities. The efficiencies (Fig. 6.26D) can also be ranked. Thus, at lov: densities of type $A$ :

$$
\mathrm{A} 4 / \mathrm{B} 2 \bumpeq \mathrm{~A} 2 / \mathrm{B} 2>\mathrm{A} 2 / \mathrm{B} 4 \bumpeq \mathrm{~A} 4 / \mathrm{B} 4,
$$

while at high densities this changes to:

$$
\mathrm{A} 2 / \mathrm{B} 2 \bumpeq \mathrm{~A} 2 / \mathrm{B} 4>\mathrm{A} 4 / \mathrm{B} 2 \bumpeq \mathrm{~A} 4 / \mathrm{B} 4 .
$$

The changeover point is at approximately a density of 64 type $A$ i.e. where the two prey types are present in equal densities. Similar effects can be seen for the searching time (Fig. 6.26C) and the number of type $B$ eaten (Fig. 6.26B).

Clearly the most frequent prey type has the dominant effect upon the overall results. Thus, at low densities of type $A$, the combination $A 4 / B 2$ is predominantly arranged at random, while at high densities it is predominantly arranged in clumps. The converse is true of the combination $A 2 / B 4$, and this provides the explanation of the transformation of the rankings noted above.

Therefore, particularly in view of the results of Fig. 6.26B, one can conclude that if species $B$ must share a unit of habitat with species $A$, there are three possible situations which may arise:

1) Type A is present at a low density and arranged at random. Therefore, less of type $B$ will be eaten in one aggregative response, if it also is arranged at random.
2) Alternatively, if type $A$ is present at a high density and arranged at random, less of type $b$ will be eaten in one aggregative response, if it is arranged in clumps.
3) The third situation arises if type $A$ is arranged in clumps. In this case, less of type $B$ will be eaten in one aggregative response if it too is arranged in clumps.

Although certain conclusions may thus be drawn on the best distribution strategies of prey, it should be borne in mind that this also maximizes the predator's efficiency (compare Figs. 6.26B and $D$ ), and so considering the effects of one aggregative response may be unrealistic.

## 6.9 <br> DISCUSSION AND CONCLUSIONS

In this chapter, a number of aspects of predator-prey interactions have been examined. Most of these have used only one prey type, but in the last section the effects of alternative prey were introduced. In Sections 6.3, 6.4, and 6.5 functional responses were examined, while Sections $6.6,6.7$, and 5.8 dealt with aggregative responses.

All the search strategies used were found to produce normal, type II functional responses (Section 6.4). Comparing the various strategies, it was of interest to note the relatively high search efficiency resulting from completely random search. Only the strategies which incorporated substantial systematic elements (IS $=4 \mathrm{~b}, 4 \mathrm{~d}, 5$ ) were more successful. The strategies which included a response to finding a prey were the most successful when searching for aggregated and clumped prey. It has been demonstrated (see Table 6.1) that the functional responses of all combinations of predator search strategy and prey distribution are well described by the Random Predator Fquation. Thus, althougn the Random Fredator Equation vas intended to apply only to random search (iogers,1972), it also provides a good descriptior and assessmert of the parameters for other searching methods (iiassell, Lawton \& BeddinEton, 2976).

In Chapter 4 it was found that tnere was little change in the functional response as prey aggregation increased, except in tne case of the 'clumped' distribution (regularly distributed clumps of ten), where the anthocorids were more successful. It is, therefore, interesting to note a similar phenomenon in these simulations. In Table 6.1 it can be seen that search strategies $1,2,2,4 a$, and $4 b$ which do not involve behavioural changes in response to findin亏ิ a prey, show little charge in efficiency with increasing prey aggregation. Strategies $4 c, 40$, and 5, however, which involve cinanges in the search path in response to finding a prey, show only an appreciable increase in search efficiency when hignly aḡregated prey distributions are used.

Several methods of varying the encounter success rate were found to result in sigmoid, type III functional responses. ":nen the mean search efficiency was calculated by substitution
in the Random Predator Equation, it was found to form a curvilinear relationship with the number of prey eaten (Section 6.5). This provides support for the model of the sigmoid response (Hassell, pers. comm.) used in Chapter 3. Several functions incorporating a decreasing encounter success rate in response to prey density resulted in dome shaped functional responses.

The aggregative response simulations (Section 6.6) showed that maximizing the number of prey found in one aggregative response and maximizing a predator's overall efficiency are incompatible. Thus, the strategy of completely random search (IS = $=1$ ) leads to most prey being found, but it is the least efficient. It was found that the greatest number of prey survived, and the predator's efficiency was greatest, when the most aggregated distribution of prey was used. Similarly, in Section 6.7. it was found that reducing the giving up time reduces the number of prey eaten, and increases the predator's efficiency.

The effects of alternative prey upon functional responses may, more readily, be examined by means of deterministic models. The effects upon aggregative responses, however, are more complex, and simulations such as those of Section 6.8 provide a suitable means of examining these. Thus, in Section 6.8, the simulations suggested the consequences of different densities of alternative prey and the effects of the combination of two arrangements of the two prey types. The conclusions about habitat sharing interspecies (Section 6.8.2) can also be applied to habitat sharing intra-species. Thus, similar conclusions may be drawn as to the best strategy of dispersal for additions to a population.

It has been shown that the results of these simulations can readily be interpreted, and often could be derived by deductive means. The usefulness of such a simulation model often lies in the focussing of attention upon aspects of behaviour and their consequences, rather than the quantitative results. However, any conclusions derived here rest upon a firmer basis than if they had been arrived at by purely deductive means.

## CHAPTER 7

## CONCLUDING REMARKS

Although there are discussion and conclusion sections at the end of each chapter of this work, there are a number of points which, because of their overall importance and wider applicability, ought to be re-emphasized here.

It was shown in Chapter 2 that the currently standard method of parameter abstraction for the Random Predator Equation (Rogers, 1972) is unsatisfactory. Two alternative approaches were considered. The first, finding the best fit linear relationship (of $\ln S \mathrm{x}$ Ne) allowing for both variables being subject to error, was also considered to have drawbacks. The second, a least squares: best fit to the functional response, was considered to be more suitable. This second approach can also be adopted using a least $\chi^{2}$ or a maximum likelihood criterion as to the best fit. It is acknowledged, however, that this least squares approach does reduce the effects of the predation results at low prey densities, and hence, will result in the estimate of the handling time being more accurate. On the other hand, the $\ln S \mathrm{~S}$ Ne transformation reduces the effects of the predation results at high prey densities, and this may lead to a better estimate of the search efficiency. Accordingly, it is recommended that, for abstracting the parameters of the Random Predator Equation, a least squares (a least $\chi^{2}$, or a maximum likelihood) approach should be used, and, for this purpose, a computer programme such as BESTFIT (Appendix Section Al.3) would be suitable. Should subsequent examination of the ln $S \mathrm{x}$ Ne figure reveal inconsistancies at low prey densities, further consideration should be given to the problem, and, perhaps, a combination of methods used.

The following approach for obtaining varying parameter models of the functional response has been developed in this work:

1) obtain functional response results,
2) make continuous observations (either on the functional response experiments or on separate experiments) and record, in particular, the handing time for successive prey eaten,
3) find the mean (or overall) handing times for successive prey eaten, and describe them with a suitable relationship as a function of either the number of prey eaten or the initial prey density,
4) substitute this overall relationship into the Random Predator Equation and calculate values of the mean search efficiency for the functional response results,
5) these values can now be used to define the mean search efficiency with a suitable relationship, again as a function of either the number of prey eaten or the initial prey density, substitute the relationships describing the handing time and search efficiency into the Random Predator Equation to obtain the final functional response equation.

Using this approach, two dome shaped functional response models (Section 2.4.3) and a satiation model (Section 3.3.5) were developed.

When examining the two prey interactions of Chapters 3 and 5, the analytical procedure provided a theme which could be described as a recipe for detecting preference. The component stages can be outlined as follows:

1) obtain the functional responses to the individual prey types and describe them with suitable functional response models (preferably the Random Predator Equation),
2) combine these two functional responses to predict predation when both prey types are present,
3) examine predation over a range of combinations of densities of the two prey types and compare this with the predicted predation,
4) any deviations from the predicted predation may be considered as 'deliberate' preference, as opposed to the 'automatic' preference defined by the different searching parameters (see Section 3.4).

The introduction of the terms 'automatic' and 'deliberate' preference in Section 3.4 provides a, perhaps oversimplified, descriptive basis for this approach. Thus 'automatic' preference implies that prey are eaten in the same ratio as that at which they are encountered, whilst 'deliberate' preference occurs when the ratio of the prey types eaten differs from the ratio at which they are encountered. In this approach, it is assumed that the encounter rates can be predicted from the individual functional responses (i.e. the search efficiencies and handiing times remain constant). Should one of the searching parameters change in the two prey situation, the encounter rates will differ from those predicted, and apparent 'deliberate' preference will result. Therefore, although the two terms are useful in this context, it should not be assumed that 'automatic' preference is always defined by the predictions based upon the individual functional responses. Ideally, continuous observations should be made to determine the encounter rates. This could usefully have been done for the work of Chapter 3 .

It should be noted that this approach is most suitable when the individual functional responses are described by the Random Predator Equation, where the parameters are constant. When varying parameter models of the functional response become necessary (e.g. Chapter 3) it should be determined whether these changes in the searching parameters will affect the parameters for the other prey type. Thus, in Chapter 3, it was found that an increase in the search efficiency for type I prey led to an increase in the search efficiency for type II prey. The choice of a suitable functional response model should reflect whether the parameters for the other prey will be affected.

In Chapter 3 it was shown that, when two prey types form an homogenous mixture, the mixed predation can be predicted from the individual functional responses. In Chapter 5, however, by providing similar prey in different parts of an arena habitat, it was shown that the predation by the anthocorids was not predicted by this approach, but that habitat selection occurred, which became more apparent with the passage of time. Accordingly, when applied to a larger more heterogenous system, this approach may well be less suitable. The two prey form of the Random Predator may, however, be used descriptively by abstracting parameters
from the mixed predation data (Lawton, Beddington \& Bonser, 1974), to provide a description of the predation in such an interaction.

It is hoped that this work has provided a firmer framework for the understanding of the predator-single-prey interaction, and will help to form a foundation for the study of the interactions of polyphagous predators and their prey.

SUMMARY

1
The literature of the field is reviewed, particular attention being paid to the functional response models, preference, and the effects of prey aggregation (Chapter 1).

2 The abstraction of the parameters of the Random Predator Equation is considered. The currently standard technique (regression analysis of in $S \mathrm{xe}$ ) is considered unacceptable. Alternative approaches are examined and a least squares best fit to the functional response is recommended (Section 2.2).

3 The implications of sigmoid and dome shaped functional responses are described, illustrating the usefulness of the $\ln S \mathrm{x}$ Ne figure (Section 2.3).

4 Models for varying the behaviour of the predator in response to prey density and/or the number of prey eaten are introduced and examined (Section 2.4).

5 Two models of the dome shaped functional response are derived (Section 2.4.3).

6 The functional responses of Coccinella septempunctata to two size classes of an aphid prey, Brevicoryne brassicae, in a simple, small arena are examined. Predation when both prey classes are present is examined and is found to be well described by predictions based on the functional responses to the individual prey classes (Chapter 3).

7 : A model which describes the effects of satiation is derived and fitted to the functional response of $\underline{C}$.
septempunctata to adult (type II) B. brassicae (Section 3.3.5).

8 The terms 'automatic' and 'deliberate' preference are introduced to describe preference resulting from different encounter rates and the deliberate selection or rejection of prey (Section 3.4).

Functional responses of Anthocoris nemorum to ovae of Pieris brassicae are examined in a simple arena. Four different arrangements of the prey, of increasing aggregation are used. The responses to the different arrangements, at three different time intervals, are analysed and compared. Only the most aggregated distribution produces results differing significantly from the others. Recording predation at the three time intervals confirms the casual observation that long periods of predator inactivity occur (Chapter 4).

10 Using a more complex arena, the effects of the distribution and arrangement of the ovae on plants are examined. The functional responses to individual ovae on the edges of the leaves and to clumps of ovae on the centre of the leaves are examined, as well as the predation when both prey distributions are offered. Predictions based on the functional responses to the individual prey arrangements give a poor description of the observed predation when both arrangements are used. Continuous observations reveal that the anthocorids, by the end of the 20 hour experimental period, search to a greater extent in the areas of highest prey density (Chapter 5).

11 A computer simulation programme is developed to imitate predator searching behaviour. The programme is able to mimic and extend some of the observed behaviour (Chapter 6).

12
The important points of this work are re-emphasized in the concluding remarks (Chapter 7).
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## APPENDIX 1

LISTINGS AND DESCRIPTIONS OF COMPUTER PROGRAMMES

Al. 1 INTRODUCTION

During the course of this work, a number of computer programmes were developed. The simulation programme described in Chapter 6 is listed as Appendix Section A2.l; the remaining programmes which may be of use in this field are given here. Each of the following functions and programmes is briefly described and listed:

Al. 2 XNEWT functions - a series of functions which use Newton's approximation to solve various functional response equations,

Al. 3 programme BESTFIT - a programme which, using one of the XNEWT functions, finds the set of parameters which provide the best fit to an input set of data,

Al. 4 programme PUT - the programme used in Chapter 4 to arrange prey in a square arena using the negative binomial distribution,

A1. 5 Programme PREDICT - a programme which is used to predict predation in a two prey situation, using the parameters of the Random Predator Equation for the individual prey functional responses.

## A1. 2 XNEWT Functions

The functions listed below use Newton's approximation (see e.g. Marriot, 1970) to calculate the number of prey eaten for a given prey density using various functional response equations. Summarizing the use of Newton's approximation in this process, the basic functional response equation:

$$
\mathrm{Ne}=f(a, \mathrm{Th}, \mathrm{~T}, \mathrm{~N}, \mathrm{Ne}),
$$

is transformed to:

$$
C=0=N e^{\prime}-f\left(a, T h, T, N, N e^{\prime}\right),
$$

where $\mathrm{Ne}^{\prime}$ is an estimate of the true value of Ne . C is now differentiated with respect to Ne':

$$
d C / d N e^{\prime}=f^{\prime}\left(a, T h, T, N, N e^{\prime}\right),
$$

and a new estimate of $\mathrm{Ne}\left(\mathrm{Ne}^{\prime \prime}\right)$ is given by:

$$
\mathrm{Ne}{ }^{\prime \prime}=\mathrm{Ne}{ }^{\prime}-\mathrm{C} /\left(\mathrm{dC} / \mathrm{dNe} e^{\prime}\right)
$$

using the new estimate the process is repeated until sufficient accuracy is obtained. The functions are:

| Section | Function | Model used | Section | Equation |
| :--- | :--- | :--- | :--- | :--- |
| Al.2.1 | XNEWTR | Random Predator Equation | 2.2 | 2.1 |
| Al.2.2 | XNEWTO | 'over-predation' model | 3.3 .5 | 3.8 |
| Al.2.3 | XNEWTW | dome shaped (Williams) | 2.4 .3 .1 | 2.8 |
| Al.2.4 | XNEWTY | dome shaped (YaO) | 2.4 .3 .2 | 2.11 |
| Al.2.5 | XNEWTH | HLB model | 3.3 .2 | 3.4 |
| Al.2.6 | XNEWTC | Satiation model | 3.3 .5 | 3.11 |

## Al.2.1 Function XNEWTR

1

```
FUNCTION XNEWTR (XN,A,B,T,IRUN)
C FUNCTION XNEWTR USES NEWTONS APPROXIMATION TO CALCULATE THE NUMBER
    OF PREY EATEN USING THE ROGERS RANDOM PREDATOR EQUATION:
    NE = N(1 - EXP(-A(T - TH.NE)))
    INPUT PARAMETERS ARE:
    1. XN - PREY DENSITY (N) OF THE MODEL
    2. A - SEARCH EFFICIENCY (A) OF MODEL
    3. }\quad\mathrm{ - HANDLING TIME (TH) OF THE MODEL
    4. T - TOTAL TIME (T) OF THE MODEL
    b. IRUN - CONTROL OPTION TO PRINT OUT THE MODEL.
    IF(IRUN.NE.O) GOTOJ00?
    IRUN =1
    WRITE(6,2000)
    2OOU FORHAT(/.* RANDOM PREDATOR EUUATION FITTEO FOR A * TH*)
    30U己 CONTINUE
        EST=XN*(1.-EXP(-A5T))
        EATmAX=T/日
        IF(EST.GE.EATMAX)EST=EATMAX*9.110.
        DO.3000 J=1.10
        BR=EXP(-A* (T-B*EST))
        CEE=EST -XN*XN*RR
        SLOPE=1.+XN*A*B*BR
        3000 EST=EST-CEE/SLOFE
            XNEWTR=EST
            RETURN
            END
```

Function XNEWTO
$i$
FIUNCTION XNEWTO (A,B,C,T,X,ENE,IRUN)
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
$C$
FUNCTION XNEWTO
THIS FUNCTION USES A NEWTONS APPROXIMATION TO SOLVE THE OVER-
PREDATION MUDEL SUGGESTED BY COCK (PHD THESIS - SECTION 3.3.5):
$N E=N(1-E X P(-A . N E(T-T H$. NE)/(NE-C)))
INPUT PARAMETERS ARE :
1. A - SEARCH EFFICIENCY (A) OF MODEL
2. B - HaNDLING TIME (TH) OF MODEL
3. C - PARAMETER (C) OF MOUEL
4. T - TOTAL TIME (T) OF MODEL
5. $X$ - PREY PRESENT (N) OF MODEL
6. ENE - ESTIMATE OF NUMBER OF PREY EATEN
7. IRUII - CONTROL OPTION TO PRINT OUT MODEL USES
EST=ENE
$3000 B R=E X P(-A * E S T *(T-B * E S T) /(E S T-C))$
$D=(A * B * E S T * E S T-2 * * * C * B * E S T * A * C * T) /((E S T-C) *(E S T-C))$
SLOPE $=1 .-X * B R * D$
CEE=EST-x*(1--GR)
$E=E S T-C E E / S L O P E$
$D=A B S(I E-E S T) / E)$
EST=E
IF(D.GT.O.OOO1)GOT03000
$X$ NEWTO $=E$
IF IIRUN.EQ.OIGOTO3001
RETURN
3001 WRITE ( 6.2000 )
2000 FORMAT $/ /$. THIS PROGRAM FINDS THE BEST VALUES FOR A,TH © $C$ FOR THE
1 COCK MODEL OF OVER-PREDATIDN AT LOW PREY DENSITIES*)
return
ENO

```
l
FUNCTION XNEWTW (XM,D,XN,C,T,DENS*ENE)
C
FUNCTION XNEWTW
THIS FUNCTION USES A NEWTONS APPROXIMATION TO SOLVE THE PREDATION
MODEL RASED ON THE DATA OF WILLIAMS (PERS. COMM.):
NE=N(1-EXP(-\M.N+U)(T-EXP(XN.LN(NE)+C)NE)))
INPUT PARAMETERS ARE :
1. - XM - PARAMETER (M) OF MODEL
2. D - PARAMEIER (D) OF MODEL
3. XN - PARANETER (XN) OF MODEL
4. C - PARAMETER (C) OF MODEL
5. T - TOTAL TIME (T) OF MODEL
6. DENS - PREY DENSIIY (N) OF MODEL
7. ENE - ESTIMATE OF NUMBER EATEN
EST=ENE
3000 BR=EXP((-XM*OENS-D)* (T-EXP(XN*ALOG(EST)*C)*EST))
F=E:(P(XN*ALOG (EST)+C)*(OENS*XH+D)*(1.+XN)
SLOPE=1.*DENS*RR*F
CEE=EST-DENS*(1.-BR)
DELTA=CEE/SLOPE
E=EST-DELTA
DIFF=ASS((E-EST)/E)
EST=E
IF(DIFF.GT.0.00001)GOT03000
XNEWTW=E
RETURN
END
```


## Al. 2.4

## FUNCTION XNEWTY (XM, D. XN,C,T,OENS,ENE)

FUNCTION XNENTY
THIS FUNCTION USES A NEWTONS APPROXIMATION TO SOLVE THE PREDATION MODEL BASED ON THE DATA OF YAO (PERS. COMM) : $N E=N(1-E X P(-E X P(M \cdot L N(N)+D)(T-(X N \cdot N E+C) N E)))$

INPUT PGRAMETERS ARE :

1.     - XM - PARAMETER (M) OF MODEL
2. D - PaRAMETER (D) OF MODEL
3. XH - PARAMETER (XN) OF MODEL
4. C - Parameter (C) jF model
5. T - TOTAL IIME (T) OF MODEL
6. DENS - PREY DEINSITY (N) OF MODEL
7. ENE - ESTIMATE OF NUMBER EATEN

EST=ENE
3000 BR $=E X P(-E X P(X M * A L O G(D E N S)+D) *(T-E S T *(X N * E S T+C)))$
$F=E X P(X M * A L O G(O E N S)+D) *(2 . * \times N * E S T+C)$
$S L O P E=1 .+D E N S * E R * F$
CEE=EST-DENS*(1.-BR)
OELTA=CEE/SLOPE
E=EST-DELTA
DIFF=ABS( $(E-E S T) / E)$
$E S T=E$
IF(OIFF.GI.0.00001)GOI03000
XNE WTY=E
RETURN
ENO

## Al.2.5 Function XNEWTH

```
1
    FUNCTION XNEWTH (B,C,TH,T,X,ENE)
    C
FUNCTIDN XNEWTH
    this function uses a newtons approximation to solve the predation
    MODEL SUGGESTEO BY HASSELL (PERS. COMM) :
    NE=N(I-EXP(-B.N(T-TH.NE)/(1+C.N)))
    InPut parameters arg :
    1. b. - Parameter (B) of model
    2. C - PARAMETER (C) DF MODEL
    3. TH - HANOLING TIME (TH) OF MODEL
    4. T - TOTAL TIME (T) OF MODEL
    5. Y - PrEY DENSITY (N) OF MODEL
    6. ene estimate of numbek of prey eaten
    EST=ENE
    3000 BR=EXP(-D*X*(T-TH*EST)/(1.* C*X))
        F=B*x*TH/(1.+C*X)
        SLOPE=1.+X*BR*F
        CEE=EST-X:(1.-BF)
        E=EST-CEE/SLOPE
        0=ABS((E-EST)/E)
        EST=E
        If(D.GT.0.00001)GOT03000
        XNEWTH=E
        REIURN
        END
```


## Al.2.6 Function XNEWTC

FUNCTION XNEWTC (A,B,C,D,G,T,X,EST,IRUN)

```
    THIS FUNCTION USES NEWTONS APPROXIMATION TO SOLVE THE SATIATION
    MODEL SUGGESTEO BY COCK (PHD THESIS - SECTION 3.3.5)
    NE = N(1 - EXP(- ABAR(T - THBAR.NE)))
    WHERE ABAR = EXP(C.LN(NE) * D) * G
    AND THBAR = A.NE/(1 + A.B.NE)
    INPUT PARAMETERS ARE:
    A.B.C.O.G - PAPAMETERS OF THE MODEL
    T - total tImE (T)
    X - PREY DENSITY (N)
    EST - EJTIMATE OF THE NUMBER OF PREY EATEN (NE)
    IRUN - CONTROL OPTION TO PRINT OUT THE MODEL USED.
    IF(IRUN.NE.O)GOTO3000
    WRITE(6:2000)
    IRUN=1
    3000 CONTINUE
    00 3001 J=1.10
    ABART =EXP(C*ALOG(EST)*D)
    DIV=1.*A*G*EST
    BR=EXP(-(ABART*G)*(T-A*EST*EST/DIV))
    CEE=EST-X+X*ER
    DA=-ABART*T*C/EST
    DB=ABART*EST*A*(C-ट.)
    DC= (ABART*(DB-A*A*B*EST*EST))/(DIV*DIV)
    DO=(2.*A*EST*G*DIV-A*A*B*G*EST*EST)/(DIV*DIV)
    SLOPE=1.* X*BR*(DA*OC*DO)
    3001 EST=EST-CEE/SLOFE
    XNEWTC=EST
    2000 FORMATI/,* COCK SATIATION MODEL USED :**/
    1*NE = N(I-EXP(-ABAR(T-THBAR.NE)))**/,
    2* ABAR = EAP(C.LN(NE) +D) +G**/.
    3* THEAR = A.NE/(1*A.B.NE)*)
    RETURIS
    END
```

Programme BESTFIT was designed to find the parameters which cause the Random Predator Equation (Rogers, l972) to give the best fit to an input set of data. It can, however, readily be adapted to fit other equations to data by changing the function used. Programme BESTFIT calls subroutine EVAL which uses function XNEWTR (see Section Al.2.1) to calculate values of the number of prey eaten (Ne) for each value of the prey density (N), and for each set of the parameters (a \& Th). The initial parameter limits are input; ten values over the range of these limits are used for each parameter, giving 100 combinations. Using each combination of parameters, Ne is calculated for every value of $N$ and the square of the difference from the observed value of Ne is calculated. Once this has been done, the squares of the differences are summed, and the combination of parameters which resulted in the smallest sum of squares is used as the basis for the new set of parameter limits (i.e. this best estimate $\pm 1 / 10$ of the previous range of limits). When ten successive reductions of the limits have been made, the parameters giving the best fit are taken as the best estimate.

Input for the programme is as listed in the comment cards (listing page l). NPROB is used as described in Davies (1971): each problem has a number not equal to zero, after the last set of data a NPROB value of zero causes the programme to terminate execution. For the Random Predator Equation, $C$ is the total time available (T). The data can be input in one of two forms: if TYPE is input as 1.0 , a series of values of $N$ is input, followed by a corresponding series of values of Ne; if TYPE is input as 2.0, the series of values of $N$ is followed by the number of replicates for each value of $N$, which is followed by the replicates for successive values of $N$ (one card for each prey density). The data matrix (DATA) has dimensions of (100,4) and so, unless this is altered, not more than 100 data points can be input. Each set of data has a title, input in $A$ format, which is printed at the top of the page of results for that set of data.

On the first occasion that subroutine EVAL is called for each set of data, the value of IRUN results in the model used being printed from function XNEWTR.

Other models can be fitted to data using this programme by changing the function XNEWTR. For example, one of the other functions described in Section Al.2 could be used. Obviously, if more (or less) than two parameters are being fitted, the main programme has to be altered to allow for this. Thus, the more complex functional response models described in this work (Chapters 2 \& 3) can be fitted by this means.

Using the resultant best parameters, an analysis of variance is performed.

```
-れOGMA:ME तésIrit LISTING PAGE 1
```

FROGNA，－ESTFIT（INPUT，UUTPUT．TAPE5＝INPUT．TAPE6＝OUTPUT）
Prosramiat destifit
THIS PrOI；PaMme finds the papaneters（a－search efficiency；th（日） －hamillins tinel uf faE zanún predator eouation（Rogers，1972）， aHICH GIGE THE zEST FIT TO AN INPUT SET OF JATA，BY A LEAST SOUAKES IIFFEFEVCE APPROACH．

THIS POD．j2ay EaLle SUBRUUTINE EVAL which CALLS FUNCTION X：NEWTR．
 EルUTIOW．

ITPJT：
1．YPROJ－PhJBLEM NUMBER（OPERATES AS PER THAT OF R．G．DAVIES）
2．Title（10）－title for the prutiem．
3．hmin，ayax－minimum－maximum value for search efficiency
3．zuinoryax－Minimuy ．Maximum value for havolivg time
5．C－tital time（note manuling time will ze iv the same units）
5．vo－i JMEEZ OF PREY OENSITIES
7．type－of jata infut ：
TYPE＝1 DATA IS A SET UF PREY DENSITIES WITH THE CORZESPONDING NUMAERS OF PREY EATEN
3．Jatalj，1），J＝1，NP－PNEY densITIES
a．Jatalj，2），j＝1，NP－Numakis Eaten
TYPE＝2 UATA IS A SET OF PAEY DENSITIES WITH VAFYING NU：IJERS OF REPLICATES OF THE VUYBER OF PREY EATEN
9．jatalj，3），J＝1，NP－pREY densities
；JATA（J．4），J＝1，NP－NUMBER OF REPLICATES JF NJMEER EATEN FOR EACH PREY UENSITY
9＋．UATA（J．2）－REPLICATES OF NUMAER OF PREY EATEN－NEW CARD FUR fur each phey density

UIVENとIU：TlTLE（1U）
COMMO』 UATA（100，4），IRUN
DATA（J．J）WIL＿CONTAIN THE CALCULATEU VALUES OF THE NUMBER EATEN
FOH SUCCE゙SSIVE PAKAUETER VALUES．
DATA（J．＋）WIL＿COITAIN THE CURAESPONOING SOJARE OF THE DIFFERENCES
aETaEEA THE USEERVED ANO THE CALCULATED VALJES JF THE NUMBER EATEN
3015 －EA）（5．1900）： 2 KOH

IKUV＝0
HEA：（5．1：）U1）（TITLE（J），J＝1，10）

LEA）（5．1 1006 ）AVIV，AMAX


$A I N T=(A: 1 . A X-A N 1 N) / 1 U$ ．
gINT $=(-4 a x-3 M \mathrm{I}(\mathrm{A}) / 1 \mathrm{U}$ ．
NEA）（j．1：0s）C


REA）（5．1．003）TYRE
IF（TYOE．E2．2．1GOTO3020
かのnの
：HATCHING VALUE〕 OF THE PREY UENSITY AND NIMGE？OF PREY EATEN AKE
دEAう11：
PEAつ（5．1005）（JATA（J，1），J＝1，NP）
REA $3\left(ว, 1\right.$ ）US）（JATA $\left.(J, 2), J=1, N P^{\prime}\right)$


wDITF（n．）
valte（n，cuús）（JATA（J，己），J＝1，1vP）
かuTつ3い23
socu arlite（ $6, ? 0<0$ ）
PEPLICATED VAIUES OF THE NUMBER OF PREY EATEN ARE INPUT，AND THE VALJFS ADE ABJUSTEJ AITHIN THE MATRIX DATA：

PEAJ（ラ，linOS）（JATA（J，31，J＝1，NP）

NA=1 \& VB=1
U0 3u2l J=1.NO
M!)=\4TA(J.4)
VB=VB+N')
HEA)(こ̈.1.0S)(JATA(K,Z),K=NA,N\)
i)O 3J22 n=NA.VH
30ごZ UATA(K,1)=UATA(J,3)
SUax=0. * SJPIXSU=0.
00 3040 JA=NA,NJ
SUMx=SUN, +UATA(JA, 己)
3040 SUM\timesSí=5.JMASII+OATA(JA,Z)*JATA(JA,2)
KX=V-\-NM+1.
VAR=(SU \&S!-SJ\#NASSUMX/XX)/(xX-1.)
*r!ITE(†,<br>cupCl) JATA(J,3),VAR,(DATA(K,Z),K=NA,VB)
NA=VA+NE
3|ट1 CONTIM|E
ND=V S
J゙に」 CONT I:JE
COUNT='s.
C
30UU CO.JTIVUL
COU yT=COu*T 1.0
COUVTER=,
C
VAKY THE DAEA价TERS A + B:
A=AMIV-AIVT
24Ч4 A=A + 4I
H=dWIV-sIV T
2490 H=d+dINT
CALL EVAL (NP,A,R,C)
COUVTER=COUNTEK+I.
C IN THE INXT SECTION THE SQUARES OF THE DIFFERENCES ARE SUMMED
Su(1)=1).
U) 30B3 J=1,!つ
3!US SU:4=4,NM+,4IA(J,4)
IF(こ!.JNTF.t.EO.1) 5OT03002
IF(亏|N.j! raSija)SOTJ3U04
C IF SUA UR SINARES OF DIFFERENCES IS LESS THAN PREVIOUS LOWEST.
C THE VALUES OF A \& \ ARE STODE゙O AS BA + BE.
3002 4A=A \& FR=B \& fSUM=SUM
30U4 CONT!"ijc

```

```

            IF(A.LT. 人NAX) ;心IUC+9->
            *ITE(4.20U6) こOJ:|T, AA, id
            IF(SO:INT.St.I J.)白OTO3000
    C
COUVT CU.ITMOLS THE NUMBEH. OF APPROXIMATIOVS MAUE (I.E. 1O)
IF(3^.F.J.AMIN.O2.BA.GE.AMAX.OR.GU.EO.ЗMIN.OR.3B.GE.GIAAX)GOTO3007
30|y A.1IV=j4-i|INT \& AMAX=\sigmaA+AINI \& AINT=(AMAX-AMIN)/LU.
RMIV=A\&--INT क U\&AX=эE+GINT क BINT=(BUAX-GMIN)/IU.
GOTJ300!
30\:O CO`TIVIJE
C
CALEULATE THE HEST VALUES OF THE NIJMHER EATEN AVD OUTPUT THEM:
CNLL EVAL (NW,NA,dS,C)

```

```

        HRITF(t,?OU7)
        NWITF(5,?OUS)(1JATA(J,3):J=1,NP)
        wWITf(n:?U(%)
        APITF(A.\!(0&)(0)ATA(J,4),J=1,NP)
        juTJ{多完
    30I| 'NRITr(ち, 2US0)
            N=I
        10 3|30 J=1, H2
        L=J+I
        IF(JATA(J,1).E(!.DATA(L_1))GOTO3030
    ```

```

        WRITE゙(力,己(\己)(UAIA(M,4),M=N,J)
    ```

PROGHAM：RESTFIT LISTING PAGE 3
\(d d\)
\(d y\)
40
```

$N=L$
303u CUNTVME
3ッチン CO：ITINUE
$C$
$C$
$C$
C
C
C
PERFIRM AVALY5IS OF VARIAVCE：

```

```

$S U A=i, \quad S \quad S U S Q=0$ ．

```

```

$S U M=5 \cup 4+\Delta T A(J, 2)$
4000 SUASu＝SU． $5(1+U 474(J, 2)$ OUATA（J． 2$)$
SSR＝－5！
SST＝SUMS\％－SU＊＊SUM／iNP
$S S^{M}=S \supset T-j S r^{\circ}$
$S M=5 S 4 / 1)^{-} n$
SKニSラス／ゴン
$S T=S S T / J F T$
$F=34 / 5 \cdots$

```

```

2100 FUNYAT $/ / / *$ AVALYSIS OF VARIANCE ：＊
$1 / 1 *$ SOIJCE ：DF $\quad$ SS 4S
$2 F$－＊）
NRITE（5．2101）IFM，SSM，SM．F

```

```

WHITE（K，？lUZ）JFR，SSR，SR
2102 FORWAT（： $2 F S I J U \Delta L: ~, F 4.0 .3 X, 2(E 14.6,3 X))$
wRITE（5．2lU3）JHT．SST，ST
21U」FOMNAT（／，TOTAL：＊F4．0．3x，2（E14．6．3x））
HUITF（A•），U10）JA，Ro
SUTD300
3007 CONTlいいE
IF（こOUNT．ST．1．U）GOT03009
C HEST FIT IS AT LIMIT OF ONE UF THE PARAMETERS－（ONLY POSSIBLE ON
C FIKST RU＇J THRJUGH），PROGRAM MOVES ON TO NEXT PRJBLEM．
C wRITF（5，2011）
G0T530ヶ3
C
10いU F゙UKッAT（I？）
1001 FOFッチT（1：1ロカ）
1002 FOKいar（2Flu－b）

```

```

100〕 FOR4AT（1）Fう．0）
$C$
$C$
$C$
OUTJUT FUんBATS：

```

```

2UGI FORUAT（／／＊PAFANETER A－IMITIALLIMITS：0．2（5x．EI4．6）．

```


```

20U3 FUKMडT（／＊FI RST VARIANLE：＊）

```

```

20いG FOKMAT（FIこ．0．1（1X．ご（ラX．E゙14．6））
ZUU7 FOKMAT（／．SE JUENCE HAS COTVERGEOO．
1／1，CALEJLATEU VALUES OF SECONU VARIABLE＊）

```

```

20U FORAMT（／＊SOJAFES OF DIFFEDENCES FROM ACTUAL VALUES＊）

```


```

2011 FORッAT（a EニST rIT IS AT LIMIT OF ONE OF THE PARAMETERS＊）
2णटU FOHVAT $/ 1$, I IVEPENDAVT VARIABLE－VAKIAVCE－REPLICATES OF

```


```

2030 FORMsT $1 /$ S SETUENCE HAS CONVERGED＂．
1／．T VIJ＝NETDAYT UARIAALE－UCHFNDANT VARIABLE－SQUARES OF DIFFERE
24Ct． $5 *$

```

```

203crokuAT（4．jx，5t－14．0．0）
E•（L）

```

SUGマOUTIHE EVAL（NP，A，B，C）
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
\(C\)
SUムマOUTIッE EVAL
THIS SU：3 TUTIVE USES EUNCTION XAEWTR TO CALCULATE VALUES DF THE INUM－E J JF HREY EATEN FOR EACH VALUE OF THE DKEY DENSITY STORED IN DATA．T•E PESULTAITT VALIIES AHE STOPED IM DATA（J．3）AND THE SQUARE OF THE DIFFEWENCE FKUY THE OBSERVED VALUES ARE STOREU IN DATA（J．4）

COA40y Jif4（100．4）IRJN
190 \(31100=1, n_{1}\)
\(x=\mathrm{u} \& \mathrm{TA}(\mathrm{r}, 1)\)
i）ATA \((x, 1)=x * E \times T=(x, A, 3 \cdot C \cdot I R U N)\)
DIF \(==j n T A(n, C)-D A T A(K, 3)\)
\(300 U\) DATA \((4.4)=U I F=\triangle D I F F\)
IF（IPJV．NEーI）रETUKij Irリリ＝？ anI「t（K，？OUC）
COOU FOHV亡T（／A SU3DOUTINE EVAL USES SUM DF SOUARES JF ACTUAL DIFFERENC IES＊。
C／I日 TIMES THROUGH SEZUENCE－PARAMETER A－PARAMETER B＊） RETJRM EMiJ

\section*{Programme PUT}

In Chapter 4 the functional responses of Anthocoris nemorum to various distributions of Pieris brassicae egge in square perspex arenas were examined. Amongst the distributions were two using the negative binomial with values for \(K\) of 0.1 and 0.01. The arrangements of the prey using the negative binomial were obtained using this programme.

The square arena is divided into a number of square units. In the experimental arrangement used (Section 4.2) the arena is divided into \(15 \times 15\) units (i.e. a total of 225) each one cm square. This programme is generalized to allow for different arena and unit sizes; \(K\) and the total density are input parameters. The arrangement of the input is described in the comment cards.

The calculations are as follows:
1) Calculation of the expected frequencies (see, e.g. Bliss, 1953). The expected freqency of class \(O\) ( \(\phi_{0}\) ) is defined by:
\[
\phi_{0}=\mathrm{Nq}^{-\mathrm{K}}
\]
where \(N\) is the total density, \(K\) is the constant of the negative binomial distribution (defined as \(K=m^{2} /\left(s^{2}-m\right.\) ) where \(m\) is the mean density per unit and \(s^{2}\) is the variance), and \(q\) is defined as \(I+m / K\). The expected frequency of successive frequency classes ( \(\varnothing \mathrm{x}\) ) can then be calculated, since:
\[
\phi x=R(K+x-1) / x \cdot \phi(x-1)
\]
where \(R=m /(K+m)\) or, if \(p=l-q, R=p / q\).
2) Calculation of the integer frequencies. It is at this stage that rounding off errors may cause the resultant values of \(K\) and the total density to differ from the input values. The more units that are available, the better the fit will be. The smaller the value of \(K\) is, the worse the fit will be, due to the long tail of high densities at low frequencies being truncated (see Fig. 6.21). Low total densities may also produce large
deviations in \(K\) due to rounding off errors. If the actual fre quencies are simply rounded off, the resultant total number of units will frequently differ from the actual number of units. To compensate for this, the rounding off factor (initially 0.5) is varied until the correct number of units is obtained.
3) The actual prey density and \(K\) value are calculated.
4) The frequency classes are arranged at random within
the arena.
5) A random number table for the distribution of prey within each unit is generated.

The control option (NO) determines how many of these operations are done (see listing).
PROSNAM دJT (INPUT, OUTPUT,TAPE5=INPUT,TAPEG=OJTPUT)
```

OI!EMSIU*F(100), IN(100), MC(50.50)

```
    f(1)0) kill contain the calculateo class freduencies
    IN(luO) allL CONTAIN ThE INTEGEN CLASS FREJUENCIES
    MC(;O, 50\()\) WILL HE USEO TO OISTRIBUTE THE UNITS AT RANDOM
NEA)(ラ・1~0く) HZI 4EF
NEA) ( \(5 \cdot 1,10\) U) \(\times\) <MIN, KKINT, XKMAX,K
REA) (S.lnou) \(x\) yNIN,XNINT, XNMAX,N
READ(5.1001)M0, VREP
REA)(う. 1.102\()\) x VUM
IF (VO.EU.4) RE4U(5.1003) IS
\(V=R A H S E T(\) ORIMER)

INPUT：
1．HQIAER（F1O．5）－PKIMER FIR THE RAVUOM NUMBER GENERATOR． KANJOM ru凶bER SEQUENCE INITIALI ZEO AT צ
2．XKVIV，XKINT，XKAAX，K（3F10．5．I1）－ K i：THE NESATIVE．SINOMIAL DISTマIJUTION－ MIHIMJM VALJE，INTERVAL LENGTH＋HAXIMJM VALUE－ \(K=0:\) PROGLESSIDA IS LOGARITHMIC \(K=1\) ：P2OURESSION IS ARITHMETIC
3．XNPIN•XNINT－XNAAXAV（3FIU．5．II）－TOTAL DREY DENSITY－ mINIMJः VALJE，INTERVAL LENGTH＋MAXIMJM VALUE－ N＝O ：PROURESSION IS LOGARITHMIC IN＝1：PROGRESSION IS HRITHMETIC
4 ．NO，VREP（11．I2）－！IU＝CONTROL PARAMETEN（SEE ABOVE） IVFE \(=\) NUMEER OF REPLICATES FOR ARRANGEMEVT OF FRFY FREDUEVCIFS
3．XVU：tE（FIU．5）－TUTAL NUMBER OF JNITS AVAILABLE
4．IS（I3）－LEVGTH OF SIUE DF AN IVDIVIUJAL UNIT－ ONLY READ IF NU＝4

भRITEIt．2000）SHIMEN




IF（VU．GT． 1 ）arITE（0，2005）xNUNG

MJN：＝AHJ 14
\(\therefore+\mathrm{r}=\mathrm{y}\)
```

VARY XK AND XIN IV A LOGARITHMIC (IF \& OK N = O) OR ARITHMETIC
(IF < כH N = 1) 2ROGRESSION:

```

IF（く．Fi．T）XK＝xKMIN／XKINT




IF（V．F（1） 1\() \times V=X N M I N-X, V I N T\)


\(\cdot 1 R=v+1\)
サ中ITE（6．2007）
wRITC（מ，جOU日）YR．XK，Xiv

PROIGMA：AME W＇JT LISTIVG PAGE 2
```

    10) 3000 J=1.100
    F}(J)=0
    3000 IN(J)=0
    C
CALCULATE THE FREQENCY UF CLASS O ANJ STORE IN F(I):
xil=xiv/xNJMy
P=xy/x/
Q=1.+D

```

```

    F(1)=x
    C
CALCJLATE SUCCESSIVE FREUUENCY CLASSES AND STORE IN F :
j) 3001 I=1,100
xI=I
x=x*(ว/0)*(xI+xK-1.)/XI
F(I+l)=x
IF(=(I+I).LT.O.1)GOTO3002
3001 CiJNTINHJE
30:OC CONTI`|l
IF(NO.NE.1)GOTO3023
C
C
\thereforeO=1 : FXPECTEO FREDUEA,CY CLASSES OUTPUT AND RUN TERMINATES.
NRITF(5.2009)
DO 3!24 J4=1,(I+1)
J=Ja-1
3024 WRITF(6,?010)J,F(JA)
GOTJLuOO
3023 CONTINUE
C
CHAIGE EXPECTEO FREQUEIICIES TO INTEGERS ANJ SUM INTEGER
FREUJENCIES :
NiN=0
:10 3:003 J=1.100
I|(J)=F(.J)+0.5
3043 !iff=vit+I*(J)
IF(v:%.FO. V(JM-1)GOTO30OR
C
IF SUM OF INTEGER FREQUENCIES EQUALS XVUMB gO TO 300S
OTHIZ2mISE AOJUST RUUNDING OFF FACTOR UNTIL IT DOES :
IF (VN.GT. V(נ4N)GAP=-1.
IF(VN.LT. VUMRIGAP=1.
AUU=0.5 ₹ ESS=0.2
3012 目=0
Un 3004 J=1,100
1r:(J)=F(.N)+Al\)+ESS*GA2
NM= Viv+IN(J)
IF(I:!(J).LE.O)GOTO3005

```

```

    300S IF(`N4-4-.4y)3007.300R.3004
    3007 IF(今&こ)301U.3008.3011
    3009 IF (G.a, ) 30111,300E,3010
    301U ESS=éS5+r.5S/?. & GOTO3nlZ
    3011 ESS=ESS/2. % GOTOJulZ
    3000 C0:5!90%
    !() 3.027 L=J.100
    3りご IN(!2)=\
    C
EXPECTEU FREUUEVCIES ANO INTEGER FRETUENCIES ANE OUTDUT.
NHITE(n.? U19)
Ju 30ch J^=1•(I+1
J=Ja-1
3a<う NRITE(5,?り11)J,F(JA),IN(JA)

```
```

C
ACTIJAL K AND TOTAL PREY OENSITY ARE CALCJLATED AND PRINTED :
a
OY
ち心
>>
YL
4
44
y
Y0
70
9/
y%
1uv
lul
luL
103
lu4
l0%
100
107
100
l!y
110
111
3013 F(J)=1\(J)
j=0. क ss=0.
30 3014 J=1.100
x=J-1
S=S+F(J) =x
3014 SS=5`+F(J)4x=x

```

```

        xy=5/xivjl3
        x<A=xM* x}\cdot/(v-x!q
        *RITE(G.2012)5,XKA
    C
VO=2 : KUN IS TERMINATED.
IF(vo.t-0.2)00T04000
NPITF(S.CU13)
*SU=SNNT(ANJPJ)
C NSII=LEVUTH OF SIDE OF SUUARE MATRIX.
C [ NSIJ=LEVUTH OF SIDE OF SUUARE MATRIX.
C [ NSIJ=LEVUTH OF SIDE OF SUUARE MATRIX.
C [ NSIJ=LEVUTH OF SIDE OF SUUARE MATRIX.
C [ NSIJ=LEVUTH OF SIDE OF SUUARE MATRIX.
[U 3015 JJ=1 QMEP
WRITE゙(0,2014)JJ
110 3015 I=1,50
no 3016 .j=1.50
3010 "C(J.L)=0
00 3018 J=2.100
*,
IF(viJ.LT. 1)ज0TO3n26
U0 301% L=1.NJ
3014 IX=I~\&niU(VSU)-1 \& IY=I~ANU(NSU)-1
IF(4E(IX,IY) - VE.0)GOTO3U1%
3010 +C(IX,IY)=J-1
3020 CONTINUE
00 3020 1=1 * Nミリ
j0<l .HITE(n, 0015)(4C(J,L),L=1*NSU)
3015 COMTI`J,
400U CONTIN!J
IF(XA.LT. XNMAX)GOTOIOO
IF(XAI.LT. XNMAX)GOTO100
IF(XK.LT.XKMA
C
VO.LT.4 TEHMINATE JOOB
\becauseO=, : GEMEFムTE RAN,OUM NIM\&ERR TANLE FOR INTRA UNIT
AZWANGE:IEJT OF PMEY.
Lf|iftm O= SIUE OF U:\DownarrowIT INPUT AS IS
IF(VO.NE.4)STOP
\#FITE(6.A(16)
114
114
113
110
117.
115

```

```

    IF(IS.GT.10)!{2ITE(n,2016)(IN(J),J=1,30)
    ```

```

11%
12v
DU 3013 J=1.100

```


Al. 5 Programme PREDICT

This programme was written to predict the predation in the situation of two prey types mixed together, from the parameters of the functional responses to the individual prey types.

The Random Predator Equations (Rogers, 1972) used to describe the individual functional responses are:
\[
\begin{aligned}
& \mathrm{Ne}=N(1-\exp (-a(T-T h N e))) \\
& \mathrm{Ne}^{\prime}=N^{\prime}\left(l-\exp \left(-a^{\prime}\left(T-T h^{\prime} \mathrm{Ne}^{\prime}\right)\right)\right)
\end{aligned}
\]
where \(N e\) is the number of prey eaten, \(N\) is the prey density, a is the search efficiency, \(T\) is the total time available, \(T\) is the handling time for one prey, and the primed symbols refer to the second prey type. The predator density ( \(P\) ) is assumed to be unity in this programme (as in the rest of this work) and the programme would have to be altered to allow for the inclusion of \(P\). These equations are readily modified to describe the two prey situation:
\[
\begin{aligned}
& N e=N\left(l-\exp \left(-a\left(T-T h N e-T h e^{\prime} N e^{\prime}\right)\right)\right) \\
& N e^{\prime}=N^{\prime}\left(1-\exp \left(-a\left(T-T h^{\prime} N e^{\prime}-T h N e\right)\right)\right) .
\end{aligned}
\]

If either Ne or Ne ' are known, the other can be calculated directly using Newton's approximation. In this programme, the value of Ne is found with \(\mathrm{Ne}^{\prime}\) set to zero; this value of Ne is then used to calculate Ne '; this value of \(\mathrm{Ne}^{\prime}\) is used to recalculate Ne , and so on. Thus, after several approximations, the values of Ne and \(\mathrm{Ne}{ }^{\prime}\) will converge upon the true values.

This programme was used in Section 5.3, while a modified version was used in Section 3.4.4.
    PEAD(S.rnot)
    REA) (5•1\%0ट) Mय! NHV
    REA)(5, li, \(J\) ) ( \(\times\) NOI (J) \(\cdot J=1, N P I)\)
    REA \(\left.(5,1, J 03)\left(X^{\wedge} A^{\prime}\right) V(J), J=1, N P V\right)\)
    IF(JUOA, FO.0.) STOP
    REA) (5,1.100)A1, ड1, A2. 32
    WKITE(n, 2000)AI, Bl, AZ, H2,T
    :NKITF(5, 2001)
    00 \(3000 \mathrm{~J}=1\),NコI
    \(x \wedge 1=x \wedge 0 I(J)\)
    DO 3000 \(\quad<=1\), NכV
    XAV = XNOV (K)
    EII=1) , EVI=0.
    EIC=100. S \(\quad\) Eyて \(=100\) 。
3011 [F(x.11.E].U.) JUT03000
    EII=X:IE TT(K.2, A1,H1,XNI,EII,EVI,T)
    DI=AのS( \((E I]-E I 2) / E I I)\)
    EI2=EII
    60TJ3013
3006 i \(I=0\). \(\quad\). \(I I=0\).
\(300 t\) If (XNv.E.J.U.) 30T03009

    [1V=ars(1EVl-EVて)/EV1)
    EVC=EVl
    GOT03010
\(3 \| 0 \rightarrow O v=0\). \(E V 1=0\).
3U1U IF(J1.FT.0.0U001.OH.OV.GT.0.00001)G0TO3011
    \(\mathrm{r}=E[1 / E V 1\)
    こ=
    WRITE(A, COUZ)XNI, XIV,EII,EVI,R,P
3000 COETIMU.
    まuTJううが
11)UU FOPMAI(t́FIU.う)
1001 FOHVAT(FlC.5)
louc Forpat (21ラ)
1003 Furvat (1x,16Fう.0)
ZOUU FOKMAT(1-1, 2 OOGKAM PREIICT: RESULTS: :

    2/." THFil? DトEY TYPE 1 : aEl4.6.
    3/: a FUZ PREY TYPC 2 : *,E14.6,
    4/. THFI? OKEY TYPE ? : 呾14.6,
    う/** TGYi, IIUE AVAILAZLE *EI4.6)
2OU1 FORUATH///, IST PREY PKESENT - ZNO PREY ORESENT. IST PREY EATEN
    1. 2viJpKEr EaTEV. RATIO - PERCENTAGE *)

    E!!

\section*{PQOEKAMME PREUICT LISTING PAGE 2}

\section*{FUNにTIO：X XNET（H2，A1，B1，X，E1，EZ，T）}

\section*{THIS FUHCTION USES NEWTUNS APPROXIMATION TO SJLVE THE ROGERS} HARDUM R\＆EUAIJR EUUATION．IT CAN INCLUDE EZ DF A SECOND PREY
C TYFE．EAGTMITHA MANJLIAG TIME OF RZ－I．E．THE TWO PREY
SULJTIOU．I＝EZ＝ I ＝\(=0\) THE ONE PREY SITUATION IS OSTAINED．



Eニヒ1－CEE／SLOPE
リ＝435（（E－EN）／E）
El＝ミ
IF（0．GT．V．00001）GOTOI
Rivent \(T=E\)
RET JRA：
ENU

\section*{APPENDIX 2}

\section*{SUPPLEMENTARY MATERIAL FOR CHAPTER 6}

A2.1 LISTING OF THE COMPUTER SIMULATION PROGRAMME
PROSNAM SIM
THIS PRUUZAY SIMULATES THE SEAKCHING JEHAVIOUR JF A PREDATOR IN A

TRIBIJIUN OF دHEY, ANJ FIVE FOR THE SEARCHIVG METHOU OF THE PREEU-
aTO\&.
INPJT:
1. VAJNS.VREPS,PRIHER (2I2,FIO.5)
    VAJ:S - VUMHER UF JIFFEKENT PREY ARRANGEMEVTS TO GE USED
    VNEHS - NIMHER OF REPLICATES UF SEARCHINS FOR EACH PREY
    ATMA:GEMEilt
    دFIAEN - A HRIMER FOR THE RANOOM NUMBER GEVERATOR
2. TT•UN (टFI(1.5)
    If ur=i. t t 15 the total time available avd finctional response
    JAYA, S GEVERATED
    IF UP>O. UV IS THE GIVING UP TIME AND AGGREGATIVE RESPONSE DATA
    IS Gビ EKATEO
3. ITA, JTA, THA1, THAZ,THA3 (211,3F6.0)
    コAFAMETEZS TO UEFIVE HANDLING TIME FOR PZEY TYPE A
    ITA - CO:yTRUL UPTION FOK UEFINITION:
            1-7AVDLING TIME IS A FUNCTION OF TAE NUMBER OF pREY
                    PRESENT
            2 - tavoling time is a function of the number of phey
                    EATEN
        JTa - DEFIVES THE FOKM OF THE FUNCTION (SEE SUZROUTINE FIX)
        THAI, THAZ, THA3 - TAREE CONSTANTS USED TO DEFINE HANULING TIME

    כADArqETERS TO UEFIVE HANULING TIME FOR PREY TYPE 甘
        PAFAVETERS FJNCTIOV IH THE SAME wAY AS FJR THE HANDLING TIME OF
        PWEY TYんE A
5. ISA J5A,5Al,5AZ,SA3 (211.3F6.0)
    ว \(\triangle H A \because E T K\) TD UEFINE SEAF̈CH EFFICIENCY FOR PREY TYPE A

        DMEY TYRE \(A\)

    دAวA-世TERS TO ULFIVE SEARCH EFFICIENCY FOR PREY TYPE \(B\)
        دAAAMETERS FUNGTIUV IN THE SAME WAY AS FOR TAE HANDLING TIME OF
        دNEY :YrE A
    7. IS (II)
        IS - CONTRJL OPTIOV FOR SEAPCH STRATEGY:
            1. PREUATIUN ENTINELY RANDOM
            ?. FAVUOA WALく
            3. FORVAKU DIRECTED KANDOM WALK
            - FGZHARU OIRECTEU KARUOM WALK OF LONG STEP LENGTH ALTER-
            -JAIINS NITH A RAJUOM WALK WITH SHORT STEP LEVGTH WHEN A
            -2Rey IS FOUND
            5. FORWARU DIRECTED KANUOM WALK - WHEV دREY ARE FOUND, THE
            izt \(A\) l:MEUUIATELY AROUNO THEM IS SEARCHEJ
    ふ̀. (IF IS=4) LSS,LLS,TSS,ILSPH (2I3.3FG.0)
    : SS - LEVGTH OF SHOKT STEP
    LLS - LENGTH OF LOVG STEP
    TSS - TIVE USEU FUR SHOKT STER
    TLS - IIde USÉJ FIJR LovG STER
    - - TIWE FJW wHICH PANDUM wALK AND SHORT STED LENGTH ARE USEU
            I V at jrJist IO FIVUING a PREY
    ษ. (fF I
    -A - LENST + OF IVOQMAL STEP
    L² - LENGT九 OF STE゙コ TAKEN AFTE~ SEAPCHING IN THE AREA AROUND
    NHENE A PKEY wAS FOUN
    TO - TIUE JSEO TO SEAJCH AREA AROUND PREY ANJ TAKE LA STEP


        IJA/. - CONTXUL OJTION FUR THE DISTRIqUTION OF THE PREY:
            1 KFGIJLARLY ARRANGEU
            ? RANUO 1LY ARKANGED
            3 ACCURUING TO THE NEGATIVE 3IVOMIAL IISTRIHJTION
            4 RaNuOdLY GRKaNioEU CLUMPS OF EIGHT PREY
        MJA/A - COPITRUL UDTION ' UR MAP :
            - JU HAP PKNUUCEU
            1 IF KOTM MisA tiMP = I A MAP IS PRODUCED OF THE FIRST
                REPLICATE UF THE KUN

    IF IJ UA/U=3:
            XKA/; - K OF THE VEGATIVE BINOMIAL
            SUA/O - LENGTH OF SLOE UF UINIT OF aREVA FDR THE NEGATIVE
        HINOMIAL JISIKIDUTION DF ATTACKS
CA/B - IF C=I ADJJSTMENT DF VALUES OF XV + XK IS MADE TO OBTAIN
        A JOOD FIT FUN THE OISTRIHJTION
FACT:JRa/も - AUJUSTMENT FACTUK USED WMEN CA/G=1

UIME：HSIO．，RESJLT（50．3），SPARE（50）
HESJLT AILL CJNTAIN THE QESULTS FROM NREP REPLICATES：
NESJIT（A．1）IG FOR THE UルUGEK OF PREY TYPE A EATEV（EATA）
HESJIT（N， N\() \mathrm{I}\) S FOK THE NUMBER OF PREY TYPE 3 EATEV（EATB）

RESJIT（V，A）IS FOR THE PERCEINTAGE TIME WASTED（DER）

DESJT（：1．S）IS FOK THE TOTAL TLME SPENT SEARCHIVG（TS）
2ESJLT（f，7）IS FOR THE LN S VALUES OF PREY TYPE A
HEY，ItT（i，a）IS FOR THE LN \(S\) VALUES OF PREY TYOE B
－spare IS Jbed to store results of one type for use in calculating
THE VEAIf AND S．E．
COMYON／A1／ARLVA（50，50），LENGTH
LENうTM IS THE LENGTH JF SIUE OF THE ARENA
CORMOJ／AR／EATA，EATG，PER，TW，TTIME，TT，TS，UP

CONYO．／AG＋／ISA，JSA，SAl，SAC，SA3，SA，ISB，JSE，SEI，SB2，SB3，SB，IC
COM4Ov／A5／LSS，TSS，LLS．TLS，H
COM4OV／iったA．IH．TC
COMYOV／A7／MO，VEVC \((100,3)\) ，VEN，ISTORE \((100,3)\) ，VFEED
HEN EVCOIVTEÁS WILL HE STOREU IN NENC（100．3）AND NFEEO PREDATIONS WILL BF jTURE）IN ISTORE（IUO，3）FOR THE CONSTRUCTION OF A MAP

REA．IN 4 YÜ PRIVT UUT DATA：
REA）（S，IUOU）NRUVSのNREPSPRRIMER
CAL！2н\＆゙っET（PマTYER）
REAJ（う・1）01）TT＊JP
IF！TT．（jT• G．）リコ＝TT

IF（TT．GT．0．1～～ITE（ヶ，2001）TT
PEAJ（ラ．1．90C）1TA，JTA，THA1．THAL，THA3

REA）（כ．1：VUCIISA，JSA，SAl，SAC．SM3

\(I C=0 \quad 5 \quad x=0\) ．


IF（ITA．E J．I）w2ITE（5．2007）

CALL EI：（IC．JTA，THA1，THAZ，THA3，THA，X）
wRITた（ヶ，20い3）
IF（ITr．ヒ：：1）nizITE（5．2007）

CaL：FIA（IC，JTB，THYl，THA己，THG3，THA，X）









IF（IS．LT．4）CaLL FIK（IC，JSロ，S甘1，SB2，S33，S3，X）
\(1 \mathrm{C}=1\)
IF（IS．ER．4）REAU（S，I004）LSS．LLS．TSS．TLS，H

：RITF（の．？？ 101 IS


AKIIt（6，2U13）
LEWSTH＝＇ら！
（10） \(3000 \mathrm{~J}=1\) MROUNS
REA）（S•110U）NA，10A，MJA，XNA，XKA，SOA，CA，FACTORA


PRUUKAMHE 5I：4 LISIING PAGE 3
```

51
ys
S
כ
50
5l
jo
ジ
Su
5
0c
65
0+
0
60
60
60
Sy
71
7<
75
75
7 0
7
10
7ヶ
y
Ol
4C
4J

```
    MO=0
```

    MO=0
    IF(MIJA.EO.I.AVD.MUठ.EO.I)MQ=1
    IF(MIJA.EO.I.AVD.MUठ.EO.I)MQ=1
    SCHA=い. & 5ご3=U.
    SCHA=い. & 5ご3=U.
    UO 2Э->Н VREP=1,VREPS
    UO 2Э->Н VREP=1,VREPS
    C
    C
    C EAPTY ANEVA:
    C EAPTY ANEVA:
    U0 3018 M=1,LENGTM
    U0 3018 M=1,LENGTM
        10 301A N=1.LENGTH
        10 301A N=1.LENGTH
    3018 AREVA(NO,N)=0.
    3018 AREVA(NO,N)=0.
    C
C
ARGAHSE PZEY TYPE A :
ARGAHSE PZEY TYPE A :
jilA=1:.
jilA=1:.
IF(xva.ëv.0.) j0103005
IF(xva.ëv.0.) j0103005
GOIO(3)リ1,30(12,30UJ,3004)IDA
GOIO(3)リ1,30(12,30UJ,3004)IDA
30U1 CAL! ~E,-JT (XNA,NREP,SNA,NA)
30U1 CAL! ~E,-JT (XNA,NREP,SNA,NA)
GUTJs00)
GUTJs00)
3OUE CALL RANFJT (XNA,NREP,NA)
3OUE CALL RANFJT (XNA,NREP,NA)
SilA =x`A         SilA =x`A
-.gOT03005
-.gOT03005
3003 CALL AGGFJT (XNA,NKEP,XKA,SOA,CA,FACTORA,SNA,VA)
3003 CALL AGGFJT (XNA,NKEP,XKA,SOA,CA,FACTORA,SNA,VA)
IF(C\&.EQ.IU.)SOT03U00
IF(C\&.EQ.IU.)SOT03U00
GUTJ300S
GUTJ300S
30U4 CALL CLUNJT (XNA,NREP,SNA,NA)
30U4 CALL CLUNJT (XNA,NREP,SNA,NA)
300S CONTIVUE
300S CONTIVUE
C
C
C ARRAVGE مरとY TYPE ロ :
C ARRAVGE مरとY TYPE ロ :
Sitb=者.
Sitb=者.
IF(xソन.E\.0.) SOT03010
IF(xソन.E\.0.) SOT03010
,OOTO(50J..,5007,3000,.300%)IDo
,OOTO(50J..,5007,3000,.300%)IDo
30UO CAL! -EGUUT (XNS,NREP.SNS,NG)
30UO CAL! -EGUUT (XNS,NREP.SNS,NG)
GOT93010
GOT93010
3067 CALL \#A:NOUT (XNS,NREP,NE)
3067 CALL \#A:NOUT (XNS,NREP,NE)
SrH=x.4
SrH=x.4
00T03010
00T03010
300t CALL aG,RJT (XN3,NKEP*XK3,SOE.CS.FACTORB,SN3,NB)
300t CALL aG,RJT (XN3,NKEP*XK3,SOE.CS.FACTORB,SN3,NB)
IF(CH.ED.1U.l SuTO3000
IF(CH.ED.1U.l SuTO3000
gOTO3010
gOTO3010
30(1Y CALL CLUDJT (XNB,NREP,SN%.NG)
30(1Y CALL CLUDJT (XNB,NREP,SN%.NG)
3010'0 CORTIVJt
3010'0 CORTIVJt
C
C
C UEFIVE SEGRCHING PARAMETERS IF NECCESSARY:
C UEFIVE SEGRCHING PARAMETERS IF NECCESSARY:
IF(ITム.E゙\downarrow.|)CALL FIX (IC.JTA,THAI,THAZ,THA3,THA,SVA)

```
    IF(ITム.E゙\downarrow.|)CALL FIX (IC.JTA,THAI,THAZ,THA3,THA,SVA)
```




```
            IF(IS.A.E . 1)CaLL FIX (IC,JSA,SAI,SAZ,SA3,SA,SVA)
```

```
            IF(IS.A.E . 1)CaLL FIX (IC,JSA,SAI,SAZ,SA3,SA,SVA)
```




```
C
```

C
C
C
PrEDATIU.1:
PrEDATIU.1:
'NEN=1% 5 NFEEU=0
'NEN=1% 5 NFEEU=0
GOTO(3011,5011,3011,3012.3013)IS
GOTO(3011,5011,3011,3012.3013)IS
3011 CALL E4I123 (IS.NREP)
3011 CALL E4I123 (IS.NREP)
'0U53r14
'0U53r14
31)IL CALL A(GEEST (VKEN)
31)IL CALL A(GEEST (VKEN)
ư丁כsil4
ư丁כsil4
3013 CALL CLUE-4T (NPEP)
3013 CALL CLUE-4T (NPEP)
3n14 CONTI vor=
3n14 CONTI vor=
IF(४スEP.E゙\.1.AND.M(d.EN.1)CALL MAP
IF(४スEP.E゙\.1.AND.M(d.EN.1)CALL MAP
C
C
STURE DESJLTS FOQ REPLICATE:
STURE DESJLTS FOQ REPLICATE:
RESJLT(iJNEP,1)=EATA S NESULT(NREP,2)=EATG
RESJLT(iJNEP,1)=EATA S NESULT(NREP,2)=EATG
NESJLT(i~~Er*J)=TW S RESULT(NREP44)=PER
NESJLT(i~~Er*J)=TW S RESULT(NREP44)=PER
UESJLT(1)ER,5)=TTIME \& RESULT(NPEP,S)=TS
UESJLT(1)ER,5)=TTIME \& RESULT(NPEP,S)=TS
IF(SMA.1E.E゙ATA)GOTU3015
IF(SMA.1E.E゙ATA)GOTU3015
2ESJLT(i\&EN,l)=\triangleLOG((SNA-EATA)/SNA)
2ESJLT(i\&EN,l)=\triangleLOG((SNA-EATA)/SNA)
(け\2.1」1%

```
            (け\2.1」1%
```




```
    3010 1F(S`);LE.EATH)GOTO3U17
```

    3010 1F(S`);LE.EATH)GOTO3U17
            rFyJlT(N-Erg(t)=ALOG((SNG-EATB)/SNB)
            rFyJlT(N-Erg(t)=ALOG((SNG-EATB)/SNB)
            6010%ッH%
            6010%ッH%
    3017 NESJLT(%~EP,N)=0. & SCHD=1.
    3017 NESJLT(%~EP,N)=0. & SCHD=1.
    くヨyy Cu,NTIyUL
    くヨyy Cu,NTIyUL
    C
C
CALCIJLATE ANU PRINT UUT :MEANS ANO S.E. FOZ RUN:

```
CALCIJLATE ANU PRINT UUT :MEANS ANO S.E. FOZ RUN:
```

PRUORAMAE SI：A LISTING PAGE 4

C
C
C
C
(J) $3020 \quad \kappa=1, x$
IF (SCHA.E.3.1.2.AIU.K.EQ. 7) GOTO3021




QESJT (1, く) = X ME AH
सEちルT(6.*)=5ミ
:uTJ3J2u
$30<1$ résult $(1$, . $)=0$. 5 RESULT(2,K) $=0$.
30 cu COHTIMAL
中コI
HRITE (う, टlu3) (HESULT $(2, K), K=1, \infty)$
*RITF(5.2013)
3000 CuatIV:A:
FURMATS:

1001 FOHA动(ぐ10.5)
100ट FORHAT(さ[1.3F5.0)
lous FORuaT (II)
10U4 FURMAT(2:3.3F5.0)
10U5 FURMAT (2I3.F6.0)
1100 FORAAT (I 3. Ell,bFo.0)

It IV TMI; JOb agGregative RESPONSE dATA IS GEVERATED WITH A GIVING
2 UP TIVE OF $=10.0,1 / 1$

1* IV THIS JOR fUNCTIOVAL RESPONSE DATA IS GENERATED WITH A TIME LI
2MIT OF \&FlU.U., /1)
2002 FOHYAT (* DARAMETER DEFINITION: \# $\% /$
1* HANJLI'G TIME FUR PZEY TYPE A: *)

2014 FORMAT (1, * SEAKCH EFFICIE゙NCY FOR PREY TYPE A : \%
ZOUS FDFMAT (/, * SFARCH EFFICIENCY FOR PREY TYPE $3: \$$
20ub FORMAT(* COVSTANT IN VORIAAL SEARCH PHASE AT*FIO.S.\# IN LOCAL SEARC
1.4 Pみase GOUSTANT ATAF10.5).





こ/.* LENGTH OF LONG STEP =*, 14*

4/.* T14E JSE1 + OR LONG STEP=*.FS.0)
201L FORUATI TINF IO SEARCH CLUMP AREA $=*, F 5.0$.
1/.* L=, STt OF M!JPMAL STEP=\#, I4.




146 STUZ
141

## SUGROITI E REGPUT（XU，NREP，SN，NV）

THIS SIJ子OUTIVE DISTRIGUTES XN PREY WITHIV THE ARENA．
If $x$ ：IS YUT a PERFECT SUMARE，IT IS zEDUCES TO THE NEAREST
HEHFFこT $\because$ OUENE JELUN THE INPUT VALUE．IF NREコ＝1 THE NUMGER OF

REUJIT C：Y JE ADAHTEU TU AKENAS OF DIFFERENT SIZES
HY EHinmalva The CUMMOV／Al／CARD．
COHMOY／A1／AREVA（50，50）LF．JGTH
HiN＝530T（x－4）
ifrav
uN＝V＋1．
जAN＝LENGTH／KM
$x_{L}=0$ ．
$003000 \quad J=1, N$

PROUKAAME SIM LISTING PAGE S

SUBROUTI IE AGGPUT（XN．NREP，XK，SQ，CORECT，FACTOR．SP．NNN）
$C$
$C$
$C$
$C$
$C$
$C$
SUBZOUTI IE FAVPUT（XN，NREP，NN）

200l FUKWAT（Iつ，PरEY OF TYPE ס AKE OISTRISUTED ZESULARLY＊）
KETJHV
ENO
C

```
30UU AREVA(L, +) = AKENA(L,M) NTV
```

M＝NAN
$S N=V$



THIS SUH二JUTIVE DISTRIGUTES XN PREY IN THE ARENA AT RANDOM． IF VREP＝1 THE MUPDEP OF FREY DISTRIGUTED IS PFIVTED OUT． RANJUT CAV $3 E$ ADAPTED TO AKEIVAS UF DIFFERENT SIZES BY Charigivu Tht CUMMOV／AI／CARD．

COMYO）．／Al／／APEVA（50，50），LENGTH
$\mathrm{N}=\mathrm{x} \mathrm{V}$
io $3001 \mathrm{~J}=1 \mathrm{n}$
$I X=I \rightarrow A \cdot J)(L E N G T H)$ i $I Y=I R A N U(L E N G T H)$
300 I ARE VA（IX，IY）＝ARENA（IX，IY）＋NN

IF（ソOEP．EJ．1．AND．WN．EG．100）n！RITE（6．200I）N
200u FOHAT（I ，＊PZEY OF TYPE A ARE UISTRIBUTE）AT RANDOMA）
ZOU1 FUKH厶T（İ，＊PZEY OF TYPE À AKE UISTRIGUTED AT RANDOMA）
NETJQい
ENO
C

THIS SU－ROJTIAE UISTPIOUTES XN PREY IN THE AREVA USING THE ：UÉGATIVE aIVOMIAL UISTINJIION GNO A K VALUE OF XK． IT FIJCTIJINS IN a SIMILAR WAY TO PROGRAMME VENPJT． THE ENERA IS JIVIDED INTO ANUMH UNITS EACH JF SIDE SO．
THE EXVECTED＝KEGUENCY UISTLIAUTION OF XN PREY AMONGST XNUAB UNITS
AITA $\alpha$ SET TH $x$ K LS CALCULATEU．ANO THE KOUVDING OFF FACTOA IS AUJJSTED TU GIVE EXACTLY XNUAH UHITS．THE UVITS AKE ARRANGLD RANDUKLY HTHIN TME AREHA，AS ARE THE PREY WITHIN EACH UNIT． aIGGIJT EAV EF AJAHTEJ TU AKENAS OF DIFFEKENT SIZES HY CHA゙JIJけ T TE CUMMOV／AI／CADD．

DIGENS10，F（100）．IN（100）．AC（50．50）．SPARE（100）
F（100）WILL CJNTAIN THE GENERATED FREQUENCIES AS REAL NUMBERS IM（1．19）ILL COVTAIN THE ROUVDEU OFF FREOJEVCItS
 abEva

COMun．1／A1／A2FVA（50，50）．LEVGTH
IF（yロFP．FE．1）30TU3499
THE FDE OHINGES ARE OVLY CAI CULATEO FOR TAE FIHST REPLICATE． CHEOK THAI SA HAS a SJITADLE VALUE：

Crtecr＝9。
SK＝xK \＆$\quad S N=X N$
$150=5: 1$
STUE＝LENGTH／SO
1＝SIOE

PROUKAMME SIA LISTIVG PAGE 6

```
~~~
13
14
10
10
17
10
1%
21
22
23
24
20
20

```

    300y [F(5:.人)j711,300S.jul:)
    3010 E゙SS=f.SS+FSS/Z. 5 GUT03612
    3011 ESS=ESS/み. & GOTU3012
    300e Cunttyur
        O.) 3|こ7 L=J.lU0
    30己7 IM(-)=0
    30vo CUNTI I:!EE
    C
    calcullatE actjal prey density aind value of }<\mathrm{ :
        vo 3013 J=1,100
    3019 SPARF(J)=1N(J)
    S=0. S S与=0.
    00 3014 J=1,100
    x=j-1
    S=S+SつARE(J)tx
    ```

```

    V=(SS-S* =/XVU4H)/(XNUMH-1.)
    xr!=5/xNU年
    x<A=x:1"x//(v-x.f)
    IF(CO-ECT.4E.I.)GUT05000
    C
    If CORNtctlunj art vut TO BE maUE gO TO 5000
    IF RFSULTLNT VALUES OF XV AND XK ARE VOT WITHIN 1/10 OF THE INPUT
        VALJES, REOUCE XK WY FACTOR AND INCREASE XN BY FACTOR AS
        MECCFSSA2Y:
    OIFFN=(x:1-5)/xil
    ```

Prouramme sin listing page 7
```

64
6%
6
0%
0y
7u
11
7C
7
14
b
70
7

```
        IF(丁IFFN.LT.0.1)GOTO5002
```

        IF(丁IFFN.LT.0.1)GOTO5002
        SM=SN-SNAFACT JK
        SM=SN-SNAFACT JK
    50uC CONTIM!E
    ```
    50uC CONTIM!E
```




```
        IF()IFFK.LT.(V.1)GOTOj003
```

        IF()IFFK.LT.(V.1)GOTOj003
    SK=SK-5K*FACTJK
    SK=SK-5K*FACTJK
    jous CONTI`ONE jous CONTI`ONE
IF(JIFFM.LI.(1.I.ANU.OIFFK.LT.D.1)GOT05000
IF(JIFFM.LI.(1.I.ANU.OIFFK.LT.D.1)GOT05000
CHEこK=CreCK*1.
CHEこK=CreCK*1.
IF(こんËCa.!T.ちG.)GUTOS001
IF(こんËCa.!T.ちG.)GUTOS001
ARITF(5,-011)
ARITF(5,-011)
COPECT=10.
COPECT=10.
RETJN:!
RETJN:!
j000 COHTI vue
j000 COHTI vue
C
C
3795 CONTI NUE
3795 CONTI NUE
C EMPTYMC:
C EMPTYMC:
00 3016 L=1.50
00 3016 L=1.50
(i) 3016 J=1.50
(i) 3016 J=1.50
3010 MO(J.L)=14
3010 MO(J.L)=14
C
C
OISTWIHUTE FHEUUENCIES RANDUMLY WITHIN NSU X VSJ OF MC :
OISTWIHUTE FHEUUENCIES RANDUMLY WITHIN NSU X VSJ OF MC :
BO 301A J=2.100
BO 301A J=2.100
*N=I':(.5)
*N=I':(.5)
[F(NM.LT.l)ú)T03026
[F(NM.LT.l)ú)T03026
0) 3:01^ L=1.NJ
0) 3:01^ L=1.NJ
301> IX=Iこれ|j(VSU) \$ I Y=IRA+NO(NSU)
301> IX=Iこれ|j(VSU) \$ I Y=IRA+NO(NSU)
IF(~C(I%,IY).vE.D)UOTOJUl*
IF(~C(I%,IY).vE.D)UOTOJUl*
3010 AC(IX.IY)=J-1

```
    3010 AC(IX.IY)=J-1
```




```
C
```

C
UISTQIGUTE DEVSITIES AT LANOOM WITHIN EACH JNIT :
UISTQIGUTE DEVSITIES AT LANOOM WITHIN EACH JNIT :
DO4001 J=1.N5U
DO4001 J=1.N5U
DO +001 < = 1.NSU
DO +001 < = 1.NSU
-小悔(.10K)
-小悔(.10K)
IF(v.ご)..N)00134001
IF(v.ご)..N)00134001
0U +10? L=1arl
0U +10? L=1arl
IX=J*IS'% +INAID)(ISu)-ISO
IX=J*IS'% +INAID)(ISu)-ISO
IY=<*ISO+IHLT:J(1SU)-IST
IY=<*ISO+IHLT:J(1SU)-IST
4OUL AREVA(IX,IY)=4KEINA(IX,IY) +NIVN
4OUL AREVA(IX,IY)=4KEINA(IX,IY) +NIVN
4.)U1 CONTLN!
4.)U1 CONTLN!
Sr=S
Sr=S
NざTJmり
NざTJmり
C
C
20UU FUNWAT(F;.0,* PZEY OF TYPE A HAVE MEEN DIGTRIBUTED WITH A K VALUE
20UU FUNWAT(F;.0,* PZEY OF TYPE A HAVE MEEN DIGTRIBUTED WITH A K VALUE
U)FE=1, - %)
U)FE=1, - %)
ZOU1 FORYST(FA.O. FREY OF TYPE O HAVE AEEN DISTRIBUTED WITH A K VALUE
ZOU1 FORYST(FA.O. FREY OF TYPE O HAVE AEEN DISTRIBUTED WITH A K VALUE
UリF*F1!.5)
UリF*F1!.5)
2011 FOQAAT(* AUJUSTMENT DOES NOT WORK*)

```
    2011 FOQAAT(* AUJUSTMENT DOES NOT WORK*)
```




```
    201U F9HMAT(4 VALUE OF SO IHPUT(*.F10.5.a) IS UNSUITABLEE)
```

    201U F9HMAT(4 VALUE OF SO IHPUT(*.F10.5.a) IS UNSUITABLEE)
        PETJw:
    ```
        PETJw:
```

C

```
C THIS SUSVDUTIVE UISTRINUTES RANDOMLY ARRAVGED CLUMPS OF EIGHT PREY
C IV THE AWENA. THE CLUMPS ARE A SOUARE OF }2\times2 2 WITH 2 PREY IN
        EAC-1.
        IF VEEP=1 THE HREY DEVSITY AND ARRANGEMENT IS PRINTED OUT.
        THIS S|A-&UTIVE CAM SE ANAPTED TO ARENAS OF DIFFERENT SIZES BY
        CHAvGI:G TrEE こOM,HNNAI/CARO.
        COMYUN/G1/AREVA(50.50).LENGGTH
        N}=xv/
        00 300: J=1,V
        IX=I Da`リ(4ч) S IY=IQAN!)(49)
        00 3n0ij L=IX,IX+1
        10 3000 F=1Y,IY+1
    3000 AWE゙VA(L,r)=厶Wジ小A(L,K)+2.$NN
```



```
        Srd=x
        IF(NLEP.EO.1.ANO.NN.E゙O.1)NRITE(5.2OONIX
        IF(VNEN.EN.1.ANO.NN.EO.IUO), RRITE(G.2001)X
    200U FrHA, T(F+,| HEEY OF TYPE A ARE ARRANGED IV RANDOMLY DISTPIBUTED
        1 CLJMES シF EIJ.tT%)
    2001 FOFqAT(F..U. HREY OF TYHE G ARE ARRANGED IV RAVDOMLY DISTRIBUTED
        1 CLJNゃS , F
        RETJW`
        ErJO
C
```

| $c$ |  |
| :---: | :---: |
| C | THIS SUBrJUTIVt CONTAINS THREE SEARCH STRATEGIES FOR THE PREY： |
| C | IS＝1－R：avGOM SEARCH |
| C | IS＝2－R＋VUO：4 WALK（CALLING SUBROUTINE DIP） |
| C | ［S＝3－F PRat ）UIRECTED WANOOM NALK（CALLING SU3ROUTINE FDIR） |
| C | THE MUAJF2 OF PREY EATEN Of EACH TYPE（EATA＊Eat3）and The TIME |
| C | WASTES（T＊）art SUmmeg fur each replicate and the percentage time |
| C | ：ASTEす（دEr）IS CALCULATED AT THE END．AS EACH LOCATION IN THE |
| C | areva IS Stapareu－ITS value is Set To zerj if no prey remain at |
| C | THAT L＇）－．TIOM，SO THAT UAITS PREVIOUSLY SEARCHED CAN BE RECOGNISEJ |
| C | ANU CJMitsu． |
| C |  |
| C | RESPOnst TU The rumber of prey Eaten． |
| C |  |
|  | COAM1）N／41／4REVA（50，50），LENGTH |
|  | COMMON／A，$/ C A T A, E A T H, P E R, T N, T T I A E, T T, T S, U P$ |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
| 500 |  |
| 4100 | IF（ITC．E． 2 ICaLL FIX（IC，JTa，Thal，Thaz，Tha3，Tha，Eata） |
|  |  |
|  | IF（ISA．E．：C）CALL FIX（IC，JSA，SAl，SAZ，SA3，SA，EATA） |
|  |  |
|  | If（ANE！M，Ix，IY）．LE．0．）OUTOOO00 |
|  | CALL EVC（SA，SH，EA，EB，IX，IY，ivREP） |
|  | EATA EEATG＋rA＊EATH＝EATS＊FO |
|  |  |
|  | IF（TTICE．びと．TT，LAUJ．TT．GT．0．）GOTO7000 |
|  | IFEE．UT．0．U．W．Ed．GT．0．）TIME＝－1． |
| 5000 | Cutdtives |
|  | T I IE＝T I $4 \mathrm{r}+\mathrm{l}$ |
|  | IF（IIA上っいこ．UP）（OTU8000 |
|  | TTIMF＝TTELE |
|  | IF（TTJAL．GE．TT．4NU．TT．GT．0．1GOTOS000 |
|  |  |
|  | 15＝Tく．1． |
|  |  |
|  | ¢0「う（3）00．5001・うU02）IS |
| C |  |
| C |  |
| C | ［ $5=?$ ：PrisuA $]$ J MOVES ONF S GUAFE IN ANY U［ECTIOV |
| C | IS $=3$ ：Preuatjur suves one Souare．not turvivg more than a right |
| C | A＇vLE 2ELATIVE TO THE LAST DIRECTION UF YOVEyENT |

C
5001 CALL JIM (IX.IY,LDLE:NGTH)
cot94000
jovi CaLI FDIr (IX,IY.L.LOIR•LENGTH)
-90T34000
7000 IF Eん.Eは. U.) (GOTOTGOI
ЕATA =EAT: + (TT-TTIME)/((EA/(EA+E3)) \#THA)



HETJM品
ENL
C

| C |  |
| :---: | :---: |
| c | this sujnjutive imitates the incheased rate of turn and reduced |
| c | Stej lehigit oi a prejator in response to a jrey． |
| c |  |
| c |  |
| C | MOVInG LLS SUJARES IN ONE DIRECTION（USING SOIK）．FOLLOWED BY A |
| C |  |
| C | Ep lis Sisjares in the new uikection etc．：Each ster uses tls time |
| C | UnITS．IF A כREY IS Encountered．The Prejator alters its behav－ |
| C | Iouz to iy Iñkeased－zate－of－turnareduced－ster－bength phase． |
| C | This is imitated using step lengths of lls，each using tss time， |
| C | and usini，UIP（I．E．Random Uipection of turv）to turn after each |
| C | StEz．ThIS FHASE IS JSED FOR H TIAE UNITS ；If ANOTHER PREY IS |
| C | FOUVi），f FURT－EE H TIME JNITS ARE USED IN THIS PHASE． |
| C | The hâdoling times（Tha，thb）Can ge altered iv response to the |
| c | fumber jp hrey eaten．different seazch efficiencies can be ustd |
| C | IH THE TyO SEAYCH Phases． |
| C | CO：4M0V／A1／AATEVA（50，50），LENGTH |
|  | COMM（）V／Aこ／EATA，EATB，PER，Tw，TTIME，TT，TS，UP |
|  |  |
|  |  |
|  | COM40ソ／As／LSS．TSS．LLS，TLS．H |
|  | COMMOV／AY／MU，venc（10u，3），NEN，ISTORE（100，3），VFEEJ |
|  | EATA O．\％F $\triangle$ TB＝0．§ TW＝0．§ TWO＝0．\＄L＝1 |
|  | S＝LLS \＄STEP＝0．\＄LDIR＝0 \＆SA＝5Al \％53＝531 |
|  | TTIME＝？\％TIME＝0．y TS＝0． |
|  | IX $=12 G$ IUU（LEVGTH）b IY IRANU（LENGTH） |
| 4000 | IF（Ameracila．Ir）．LE．0．）Gorobouo |
|  | CALL ENC（SA，SEPEA，EJ，IX，IY，NREP） |
|  | IF（EA．E．）．u．0．ARD．ES．EJ．U．）GOT06000 |
|  | EスTム＝EATu＊EA \＄EATd＝EATる＊Eも |
|  |  |
|  |  |
|  |  |
|  | IF（TTI＇E．GE．TT．AHU．TT．ET．0．）G0T07000 |
|  | T M E＝－TS |
|  |  |
|  | Tru＝n＋1 |
| bouv | cotitioue |
|  |  |
|  | IF（ARFIAA（Ix，IY）EEG．－1．1）．AND．STEP．GT．1．）TW＝TN＋TLS／5－TSS |
|  |  |
|  | TwO＝T：\％）－1． |
|  | IF（T．0．lt．0．）jotosuou |
|  | Calt uit（Ix，iy，loleingth） |
|  | TIME＝TIME＋T55 |
|  | IF（TICE．「うこ．UP）GOTOヵOOO |
|  | 15＝T5＋T5 |
|  | TTIMF＝TT！ME＋TSS |
|  | IFITIME．GE．TT．ANU．TT．GT．O．）GOTOdOOO |
|  | SA＝54\％， $5 t 5=502$ |
|  | G0T34000 |
| suou | STEアこらだか－1． |
|  |  |
|  | STE $=$ S |
|  | CALL FDIM（IX，IY，L，LDIR，LENGTH） |
|  |  |

```
90|| CaL! S|I% (IX.IY,LoLUIR.LENGTH)
30GU >AニSal , Sn=Sdl
```



```
    IFIITI价.GE.TT,ANU.TT.GT.0.)UOTOS000
    IF(TI`E゙.'吾•UP)GOTOSOOO
    OTTJ40|u
700U IF(Eこ.EU.0.)GJTO7001
    EATA=EATA+(TT -TTIME)/((EA/(EA& EN)) %THA)
7001 IF(EF.E゙U.U.JGJTOJOUO
    EATs=FAT:s+(TT-TTIHE)/((EE/(EA+EB))&THB)
A000 トEH=100.%TN/TS
    &ETJN:
    EMU
C
```

| C |  |
| :---: | :---: |
| C | THIS SU®：QUTIVE MIMICS I：！TENSIVE LOCAL SEARCH IV RESPONSE TO |
| C | FINJI dG i PREY． |
| C |  |
| C | NORYAL SEARCH INVOLVES STEPS OF LENGTH LA USIVG 1 TIME UNIT EACH， |
| C | FOLLONED ヨY A TURN USING FDIR（ I．E．NOT YORE THAN A HIGMT ANGLE）． |
| C | If 4 JREY IS FOUNU，AV AKEA OF $3 \times 3$ UNITS IMMEJIATELY AROUND IT |
| C | IS SEARC－EU．＂HEREUPOV THE PKEDATOR TAKES A STEP OF LENGTH LU ； |
| C | THIS ：ANOUVFE USES TC TIME UNITS． |
| C | THE Handuling timfs（tha，ThB）Can he altehed iv response to the |
| C | NUMJER OF PREY EATEN．DIFFERENT SEARCH EFFICIENCIES CAN GE USED |
| C | Int THE TrO SEAKCH PHASES． |
| C |  |
|  | COMMIN／A1／AREVA（50，50），LENGTH |
|  | COM4OV／A |
|  |  |
|  |  |
|  | COMY1］N／Aの／LA＊：B，TC |
|  | COMMOU／AT／MG．Vt VC（100．3）．VEN：ISTOPE（100，3），VFEE） |
|  |  |
|  | TI•Eニ0．${ }^{\text {a }}$ ，TTIME＝0． |
|  |  |
| 2000 |  |
|  | CALL ENC（SAl，Sडl，EA，ER，IX，IY，NREP） |
|  | IF（EA．F．0．0．AND．EU．EO．0．）GOT06000 |
|  | EATA EEATA E A \＆EATd＝EATB＋EG |
|  | IF（ITA．E． 2 ）CaLl FIX（IC，JTA．THAl，THAZ，THA3，THA，EATA） |
|  | IF（IIr．E！．c）CALL FIX（IC．JTB，THEl，THEZ，TH33，THB，EATB） |
|  |  |
|  | IF（TTIME．SE．TT．ANU．TY．GT．O．）GOTO7000 |
|  | TIME二も。 |
|  | IXA＝IX－1 ¢ IF（IXA．LT．1）IXA＝1 |
|  |  |
|  | $I Y A=I Y-1 \quad$ I $\quad 1+(1 Y A . L T .1) I Y A=1$ |
|  | $I Y O=I Y+1 \quad \rightarrow \quad 1 F(I Y \Delta . G T . L E N G Y H) I Y S=L E N G T H$ |
|  | 003001 J I IXA．IXA |
|  |  |
|  | IF（AOETA（J，K）．LE．0．）GOTÓOOL |
|  | CALL EIC（SAZ，SAZ，EA，EQ，J，K，NREP） |
|  | IF（EA．EO．U．0．APU．E゙S．EO．O．1GOTO6001 |
|  | EAIA EATA＋EA 3 EATS＝EATS＋Eも |
|  | If（ITA．E），C）CaLL fix（IC．JTA，THAI，THAZ，THA3，THA，EATA） |
|  |  |
|  |  |
|  | IF（TTİE．GE．TT．ANU．IT．GT．0．）GOTO7000 |
|  | TIME＝－TC／G． |
| soul | COint I Jje |
|  |  |
|  |  |
|  |  |
|  |  |
|  | TS＝TS＊TC今． |
|  | TT1ME＝「T1 Yt＋Tこ／ヲ． |
|  | IFITTI＇tE．GE．YT．A！ID．TT．GT．O．JGOTOBOOO |
| 3001 | Contlaje |
|  | CaLL FoI＜（Ix．IY，L日．LDIR，LENGTH） |
|  | 6010ヶリリU |

```
6000 IF(A~ENA(IX.IY).EO.-1.)TW=TW+l.
        IF(APEN!A (IX,IY).EU.O.)ARENA(IX,IY)=-1.
        TS=TS+1.
        TIME=T1价+1.
        IF(TIAE=1;E.UP)GOTOSOOO
        TTIME=TTI`4L+1.
        IF(TTIAF.GE.TT.ANU.TT.GT.0.)GOTO8000
        CALL FUI:(IX,IY,LA,LDIK,LENOIH)
        G1)Tコ500n
7000 IF(EA.EQ.0.)GOTOTU01
        EATA=EATA*(TT-TTIME)/((EA/(EA+EB))&THA)
70Ul IF(E-t.EU.O.)GうTOOUUO
        FAT3=EAT2+(TT-TTIME)/((EH/(EA+ES))*THS)
400U PER=1UU.*Tr/TS
            QETJN:N
            ENU
```

C


```
30
31
32
34
34
30
so
SO
s7
30
4V
4]
4C
43
44
40
40
47
40
    IF(VEN.GE.100)G0T03011
    NEN=REN+1
    NENC(VEN,1)=Ix $ NEVC(NEN,2)=IY & NENC(VEN,3)=2
    CHECORニ=,.
    GOTJ3911
3001 'IENC(NE.N, 3)=3
3011 CONTINUE
3013 AREVA(IX.IY)=ARENA(IX,IY)-NA-N8:100
    EA=VA F EB=VH
C
C
        IF(EA.CU.0.0.AHD.EU.EO.U.)RETURN
        IF(NREP.NE.I.JK.MU.EQ.0)RETURN
C
C STGRE LUCATION OF FEEJS:
        idFEEO=NFEEL+1
        IF(MFEEU.GT.100)RETURV
        ISTJPE(INFEED.1)=IX $ ISTORE(NFEEO.C)=IY
        IF(VA.GT,0) ISTORE (IFEED,3)=1
        IF(VA.GT,0)ISTORE (NFEED,3)=2
        IF(VA.GT.O.ANJ.VB.GT.O)ISTORE (NFEED,3)=3
        RETJRV
        END
```

    SUBROUTIAE FIX \((J, I, A, B, C, Y, X)\)
    C

```
    IF(J.EQ.U)GOTJ3994
    GUTJ(3000,3001,3002,3003,3004.3005)I
3000 Y=A
    RETJRN
3001 Y=A*X+B
    RET JKN
3002 Y=AGALOG(x)+R
    RETJRN
3003 Y=A
    IF(X.GT.C)Y=*
    RET JiNV
3004 Y=A#HaX/(1.+AACHX)
    RETURV
300S Y=EXD(A*ALUG (x)+B)+C
    RETJPN
3494 1.)T3(4000.4001,4002,4003,4004,4005)I
4000 WHITF(O.2000)A
    NEIJNN
40U1 APITF(6.2001)A,B
    RETJW\
400L WHITE(6.2002)A,B
    RET JRM
400S NHITE(6.?OU3)A,C,B
    NET JM.J
4004 WNITF(0.2004)A,B,C
    KETJKN
40US WHITE(G,20U5)A,3,C
2000 FORYAT(* PARAYETER REMAINS CONSTANT AT O,F10.5)
2001 FOR\AT(% PARAMETER DEFINEU BY Y=AX+B : A = *F10.5.5X,* B= #F10
    l.b)
2OUL FOKYAT(O PARAMETER DEFINED BY Y=A LOG(X) +B : A=aF10.5.5X,* B =%
    lF10.b)
```

                THIS SUYフDUTIVE TAKES A STEP OF LENGTH L IN A RAVOOM OIRECTION NOT
                GKLATEK THAN A RIGHT ANGLE. IF THE PREDATOR YOVES REYOND THE EUGE
                UF THE ADENA, ITS RECORUED LAST DIRECTION OF YOVEMENT IS REVERSEU
                \(x=L\)
        \(S=\operatorname{Sopt}(x+x / 2\).
        LS \(=5+0.5\)
                IF(LDIR.EQ.0) IOIR=IRAND (9)
    40 NO=I~AND(5)
        GOTJ(11,12,13,14,15,15,17,18)LDIR
        11 GOTO (7, d, 1, 2, 3) リ15
        12 Gorj(5,1,2,3,+1 VD
        13 goto (1, 2, 3,4,5) vo
        14 GOTO(2.3,4,5.5)vo
        15 GOTO(3.4.5.5.7) vo
        15 GOTO(3.4.5.5.7) vo
    10 GOT0(4.5.5.7.3) No
17 ふOTJ(5,0,7, 5, 1) NO
ly GOTO (5,7,3,1,2) vo
$1 L X=I X \quad$; $\quad L Y=I Y+L \quad \$ \quad L D I R=1 \quad$ s got050
$L X=I X+L S \quad L Y=I Y+L S$ \& LOIR=2 \& GOT050
$L X=I x+L \quad 5 \quad L Y=I Y \quad$ \& LOIR=3 \& GOTOSO
4 LX=IX+LS S LY=IY-LS S LOIR=4 \& GOTO50




50 IF (LX.LT. I.OR.LX.GT.LENGTH.OR.LY.LT.I.OR.LY.GT.LENGTH)GOTO30
$I X=1 X \quad S \quad I Y=1 Y$
RETJRV
30 IF(LOIR.LT.5) 30T0 60
IF (LOIR.SE.ラ) $\operatorname{OOIP=LOIマ-4~}$
GUT340
60 LOIR=LDI $2+4$
GOT340
EN:
C

SUEROUTI：E SOIR IIX，IY•L．LDIR．LENGTHI
THIS SUZROUTIVE CAUSES THE PKEOATOR TO MOVE L UVITS (NORMALLY L=1)
IN THE SAWE OIPECTION AS IT WAS PRFVIOUSLY YOVIVG. IF IT MOVES
UEYJ*S TME ARENA, THE OIRECTION IS REVERSED AND FDIR IS CALLED.
GOTJ(1,2,3,4,5,6,7,8)LOIO

$L X=I x+L \quad$ \& $\quad L Y=I Y \quad$ s gotolo
$L X=I X+L \quad$ of $\quad L Y=I Y-L \quad i \quad$ GOTOIO
$L X=I X ; L Y=I Y-L \quad \$ \quad$ gotolo
$L X=I X-L \quad$ \& $L Y=I Y-L \quad \$$ gotolo
$L X=I X-L \quad$ क $L Y=I Y$ \& GOTOl0
* $\quad L X=I X-L \quad, \quad L Y=I Y+L$
$\begin{array}{lll}H \\ 10 & L X=I X-L X X, L T, L . O R . L X . G T . L E N G T H . O R . L Y . L T . I . O R . L Y . G T . L E N G T H I G O T O Z O ~\end{array}$
$I X=L X \quad$ G $\quad I Y=L Y$
RETJHV

ILIIG UISC tJUATIONJ*!

2OUS FURYAT(* PARAYETER OEFINEO BY Y $=$ EXP(A.LV(X) * B) * $C: *$ :
15x,* $A=*, F 10.5 \% * B=*, F 10.5, * C=*, F 10.5)$
RETJRN
ENU

C OF THE AコENA，ITS RECORUED LAST DIRECTION OF YOVEMENT IS REVERSED
$2 L X=I X+L \quad \$ \quad L Y=I Y+L \quad \$ \quad$ GOTOIO
20 IF(LOIR.LT. 5) GOTO4U
IF(LOIR.jE.5)LUIR=LDIR-4
GOT030
40 LUIマ=LDIR+4
30 CALL FOIP (IX,IY,L,LDIR,LENGTH)
RETJRN
END

C

SUZ2quTINE DIR (IX.IY,L•LENGTH)
THIS SUBrdUTIVE CAUSES THE PhEDATOR TO TAKE A STEP OF LENGTH L IN
ANY DIUECTION. IF IT YOVES BEYOND THE AREVA, A VEW OIRECTION IS
SELECTES JNTI_ IT REMAINS WITHIN THE ARENA
$x=L$
S=STRT $(x * x / 2) \quad \$ \quad L S=.S+0.5$
$50010=10 A N D(5)$
Gotכ (1,2,3,4,5.6.7,8)ID
1 LX=IX \& LY=IY+L \& GOTO400
$\Sigma L X=I X-L S$ \& LY=IY+LS S GOT0400
3 LX=IX-L \& LY=IY \& GOTO400
4 LX=IX-LS $; ~ L Y=I Y-L S ~ \& ~ G 0 T O 400$
$5 L X=I X \quad \$ \quad L Y=I Y-L \quad 5 \quad G 0 T 0400$
6 LX $=I X+L S$ i $L Y=I Y-L S$ G GOTO400
$7 L X=I X+L \quad$ \& $\quad L=I Y$ G GOT0400
© LXI $=I X+L S \quad$ क $L Y=I Y+L S$
4UU IF (LX.LT.I.OR.LX.UT.LENGTH.OR.LY.LT. I.OR.LY.GT.LENGTH) GOTOSOO
$I X=L X \quad S \quad I Y=L Y$
RETJRN
ENO

C


```
    J=ISTORE (M,1)
```

    J=ISTORE (M,1)
    K=1STORE (M,2)
    K=1STORE (M,2)
        IF (ISTORE (M, 3), ED.1)ARENA (J,K)=A
        IF (ISTORE (M, 3), ED.1)ARENA (J,K)=A
        IF(IGTORE(M,3).EQ.L)ARENA(J,K)=B
        IF(IGTORE(M,3).EQ.L)ARENA(J,K)=B
        IF(ISTORE(M.3).EO.3)ARENA(J,K)=C
        IF(ISTORE(M.3).EO.3)ARENA(J,K)=C
    3001 CONTINUE
3001 CONTINUE
3006 CONTIVUE
3006 CONTIVUE
WRITE(6,?000)
WRITE(6,?000)
00 3002 x=1.50
00 3002 x=1.50
300Z NRITE(6,20U4)(ARENA(J,K),J=1,50)
300Z NRITE(6,20U4)(ARENA(J,K),J=1,50)
WRITE(6,2002)
WRITE(6,2002)
20U0 FORYATI/,10X,39HS A MP LE M A P FOR T HE RUN.
20U0 FORYATI/,10X,39HS A MP LE M A P FOR T HE RUN.
1//, 3X:OOHNEY: . LOCATION SEARCHED BY PREDATOR IONE OR MORE TI
1//, 3X:OOHNEY: . LOCATION SEARCHED BY PREDATOR IONE OR MORE TI
2.HESI.
2.HESI.
3/,10X,54HX - DOSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE A.
3/,10X,54HX - DOSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE A.
4/,IUX,54HA - DOSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE B,
4/,IUX,54HA - DOSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE B,
5/.10X,85MO - DUSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE A AV
5/.10X,85MO - DUSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE A AV
60 OVE OR MURE UF PREY TYPE H,
60 OVE OR MURE UF PREY TYPE H,
7/,10X,55HA - JOSITION OF PREUATION OF ONE OR YORE OF PREY TYPE A,
7/,10X,55HA - JOSITION OF PREUATION OF ONE OR YORE OF PREY TYPE A,
8/,IOX,55H3 - دOSITION OF PREDATION OF ONE OR YORE OF PREY TYPE B,
8/,IOX,55H3 - دOSITION OF PREDATION OF ONE OR YORE OF PREY TYPE B,
Y/,IOX, P6\negC - JOSITION OF PREDATION OF ONE OR YORE OF PREY TYPE A A
Y/,IOX, P6\negC - JOSITION OF PREDATION OF ONE OR YORE OF PREY TYPE A A
INU JNE OR MORE OF PREY TYPE D.
INU JNE OR MORE OF PREY TYPE D.
2/,10x,56H* - 2OSITION OF UNSUCCESSFULL ENCOUNTER WITH PREY TYPE A,
2/,10x,56H* - 2OSITION OF UNSUCCESSFULL ENCOUNTER WITH PREY TYPE A,
3/,1Ux,5OH- - POSITION OF UNSUCCESSFULL ENCOJNTE? WITH PREY TYPE B,
3/,1Ux,5OH- - POSITION OF UNSUCCESSFULL ENCOJNTE? WITH PREY TYPE B,
4/,10X.72HE - OOSITION OF UNSUCCESSFULL ENCOUNTER WITH PREY TYPE A
4/,10X.72HE - OOSITION OF UNSUCCESSFULL ENCOUNTER WITH PREY TYPE A
SANO HREY TYPE B,//,10X,IHI,50(1H-,),1HI,)
SANO HREY TYPE B,//,10X,IHI,50(1H-,),1HI,)
2002 FORMAT(10X,1HI,50(1H-,),1HI,)
2002 FORMAT(10X,1HI,50(1H-,),1HI,)
2004 FORMAT(lOX,IHI,50AI,IHI,)
2004 FORMAT(lOX,IHI,50AI,IHI,)
2010 FORYATI//,10X, \&GHTHERE IS INSUFFICIENT STORAGE FOR LOCATION OF ENC
2010 FORYATI//,10X, \&GHTHERE IS INSUFFICIENT STORAGE FOR LOCATION OF ENC
IOUNTEQS \&VO/OR PREUATION TO DO A MAP..)
IOUNTEQS \&VO/OR PREUATION TO DO A MAP..)
HETJRN
HETJRN
4000 NRITE(6,2010)
4000 NRITE(6,2010)
RETJRN
RETJRN
ENO
ENO
C

```

FUNCTION IKANS (I)


The tables of simulation results are arranged as follows:
\begin{tabular}{ccc}
\begin{tabular}{c} 
Appendix \\
Table
\end{tabular} & \begin{tabular}{c} 
Number \\
of parts
\end{tabular} & \begin{tabular}{c} 
Simulation results \\
for
\end{tabular} \\
A2.1 & 2 & 6.3 \\
A2.2 & 15 & 6.4 \\
A2.3 & 8 & 6.5 \\
A2.4 & 9 & 6.6 \\
A2.5 & 4 & 6.7 \\
A2.6 & 4 & 6.8
\end{tabular}

APFENDIX TABLE A2.1 Results of the simulations for Section 6.3
The aggregative walk (IS = 4) uses steps of length LLS in the normal searching phase. In this table are given the results of using a number of values of LLS to search for prey at two densities (about 40 and 480), arranged in four different distributions. The following distributions are used: random, using the negative binomial distribution with \(K\) values of 1.0 and 0.05 , and in regularly arranged clumps of ten. The larger arena of \(100 \times 100\) is used. The time taken to move LLS (i.e.TLS) is held equal to LLS, whilst the other parameters are held constant (LSS \(=\) TSS \(=1, H=5\) ). The total time available ( \(T\) ) is 1000 time units, the handiing time (THA) is 50 time units, and all encounters with prey are successful ( \(S A=1.0\) ). Thirty replicates of each combination were run; the results given for each value of LLS are the mean number of prey eaten ( \(\overline{\mathrm{Ne}}\) ) and the mean percentage time wasted ( \(\% \mathrm{TW}\) ), together with the standard error of the mean for each. The table is in two parts:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline N & LLS & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S．E．} & \multicolumn{2}{|l|}{\(\overline{\% T W} \pm\) S．E．} & N & LLS & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S．E．} & \multicolumn{2}{|l|}{\(\overline{\% T W} \pm\) S．E．} \\
\hline \multirow{15}{*}{} & 1 & 2.4 & ． 27 & 30.8 & 1.70 & \multirow{15}{*}{} & 1 & 12.7 & ． 31 & 27.9 & 1.57 \\
\hline & 2 & 2.8 & & 22.6 & 1.12 & & 2 & 13.3 & ． 31 & 20.1 & 1.35 \\
\hline & 3 & 3.4 & & 14.8 & ． 94 & & 3 & 13.2 & ． 27 & 15.3 & 1.35 \\
\hline & 4 & 2.9 & ． 26 & 14.1 & 1.13 & & 4 & 13.2 & ． 22 & 14.9 & 1.52 \\
\hline & 5 & 3.3 & ． 26 & 12.0 & 1.38 & & 5 & 13.7 & .27 & 12.3 & ． 76 \\
\hline & 6 & 3.0 & ． 33 & 11.9 & 1.20 & & 6 & 14.0 & ． 26 & 14.7 & 1.24 \\
\hline & 7 & 3.4 & ． 35 & 12.7 & 1.04 & & 7 & 13.7 & ． 31 & 13.6 & 1.10 \\
\hline & 8 & 2.3 & ． 19 & 12.2 & ． 96 & & 8 & 13.6 & ． 22 & 11.6 & ． 74 \\
\hline & 9 & 2.9 & ． 26 & 10.1 & ． 51 & & 9 & 13.5 & ． 24 & 11.2 & 1.27 \\
\hline & 10 & 3.4 & ． 35 & 10.9 & 1.49 & & 10 & 14.0 & ． 26 & 11.2 & ． 75 \\
\hline & 12 & 2.8 & ． 33 & 12.1 & 1.29 & & 12 & 14.0 & ． 24 & 12.1 & 1.02 \\
\hline & 14 & 2.8 & ． 37 & 10.8 & ． 76 & & 14 & 13.5 & ． 26 & 11.6 & ． 82 \\
\hline & 16 & 2.9 & ． 31 & 9.7 & ． 78 & & 16 & 13.7 & ． 16 & 9.8 & ． 75 \\
\hline & 18 & 3.0 & ． 35 & 10.7 & ． 79 & & 18 & 13.3 & ． 25 & 9.9 & 1.02 \\
\hline & 20 & 2.3 & & 10.9 & ． 81 & & 20 & 13.6 & ． 21 & 10.1 & ． 70 \\
\hline & 1 & 2.5 & ． 26 & 31.2 & 1.69 & \multirow[t]{2}{*}{} & 1 & 12.6 & ． 26 & 30.1 & 1.57 \\
\hline & 2 & 2.5 & ． 34 & 22.1 & 1.20 & & 2 & 13.3 & ． 22 & 18.4 & 1.22 \\
\hline \(\stackrel{\square}{-1}\) & 3 & 2.9 & ． 27 & 17.0 & 1.70 & \(\cdots\) & 3 & 13.3 & ． 23 & 14.2 & 1.06 \\
\hline 1 & 4 & 3.2 & .35 & 12.1 & ． 50 & － & 4 & 13.3 & ． 32 & 12.9 & 1.06 \\
\hline \(\therefore\) & 5 & 2.8 & ． 23 & 12.3 & 1.13 & \(\pm\) & 5 & 13.4 & ． 21 & 12.5 & 1.18 \\
\hline 安 & 6 & 2.9 & ． 38 & 11.7 & ． 91 & ＇ & 6 & 13.9 & ． 29 & 11.7 & 1.04 \\
\hline § & 7 & 3.1 & ． 35 & 11.4 & ． 90 &  & 7 & 13.6 & ． 33 & 11.5 & ． 89 \\
\hline 云 & 8 & 2.7 & ． 27 & 11.0 & ． 84 & 踢 & 8 & 13.9 & ． 26 & 11.5 & ． 65 \\
\hline 瑗 & 9 & 2.7 & ． 32 & 12.1 & 1.45 & 公 & 9 & 13.9 & ． 25 & 11.6 & 1.04 \\
\hline 星 & 10 & 2.5 & ． 22 & 10.9 & ． 92 & 号 & 10 & 13.5 & ． 31 & 12.6 & 1.00 \\
\hline 㽞 & 12 & 2.5 & ． 32 & 9.9 & ． 80 & 㑑 & 12 & 14.0 & ． 27 & 13.3 & ． 97 \\
\hline & 14 & 2.9 & ． 34 & 11.7 & 1.22 & 囩 & 14 & 13.7 & ． 27 & 12.3 & 1.04 \\
\hline m & 16 & 2.3 & ． 26 & 9.8 & ． 76 & \multirow[t]{3}{*}{\[
\stackrel{\sim}{\infty}
\]} & 16 & 13.8 & ． 27 & 10.4 & ． 66 \\
\hline & 18 & 2.5 & ． 32 & 10.9 & 1.41 & & 18 & 13.8 & ． 41 & 10.6 & ． 82 \\
\hline & 20 & 2.7 & & 11.6 & 1.44 & & 20 & 13.4 & & 14.3 & 1.33 \\
\hline
\end{tabular}

APPENDIX TABLE A2．l－part 1

The results for the prey arranged at random and using the negative binomial distribution with \(K \simeq 1.0\) ．
 the negative binomial distribution with \(K \bumpeq 0.05\) and in regularly arranged clumps of ten.

The functional response results given were obtained using each of the search strategies to search for four different prey arrangements. The total time available (T) was 1000 time units, the handling time (THA) was 50 time units, and all encounters with prey were successful ( \(S A=1.0\) ). In this section the larger arena of \(100 \times 100\) was used. The four prey distributions were: regular, random, using the negative binomial distribution with \(K\) approximately 0.05 . and in regularly arranged clumps of ten; in the following table these distributions are referred to as regular, random, neg. bin. \(K=0.05\), and clumps respectively. Eight prey densities of up to about 1000 were used. Thirty replicates were run for each combination (parts 1 - 8), and supplementary replicates were run for some combinations (parts 9 - 15). The results given for each prey density (N) are the mean number of prey eaten ( \(\overline{\mathrm{Ne}}\) ) and the mean logarithm of the proportion of the prey surviving ( \(\overline{\ln S}\) ), together with the standard error of the mean for each. The table is divided into 15 parts, and the search strategies used in each are as follows:

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{REGULAR} & \multicolumn{5}{|c|}{RANDOM} \\
\hline \(N\) & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln 5} \pm 5.5\).} \\
\hline 9 & . 85 & . 17 & -. 1056 & . 0208 & 8 & . 60 & & -. 0858 & . 0235 \\
\hline 16. & 1.13 & . 16 & -. 0749 & . 0106 & 16 & 1.57 & . 17 & -. 1056 & . 0119 \\
\hline 25 & 1.77 & . 23 & -. 0746 & . 0099 & 32 & 2.50 & & -. 0823 & . 0087 \\
\hline 64 & 4.54 & . 31 & -. 0740 & . 0052 & 64 & 4.15 & . 32 & -. 067 & . 0054 \\
\hline 121 & 7.27 & . 35 & - . 0621 & . 0031 & 128 & 7.26 & . 30 & -. 0585 & . 0025 \\
\hline 256 & 10.65 & . 29 & -. 0425 & . 0012 & 256 & 11.41 & . 23 & -. 0456 & . 0009 \\
\hline 529 & 14.25 & . 21 & -. 0273 & . 0004 & 512 & 13.90 & . 22 & -. 02 & . 0004 \\
\hline 1024 & 16.48 & & -. 0162 & . 0001 & 1024 & 16.56 & . 13 & -. 016 & . 0001 \\
\hline \multicolumn{5}{|c|}{Neg. Bin. \(\mathrm{K}=0.05\)} & \multicolumn{5}{|c|}{C L U M P S} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm \mathrm{S.E}\).} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} \\
\hline 8 & .77 & . 12 & -. 1051 & . 0175 & 10 & 1.06 & . 18 & -. 117 & . 0212 \\
\hline 17 & 1.44 & . 19 & -. 0909 & . 0124 & 40 & 3.21 & . 26 & -. 084 & . 0072 \\
\hline 29 & 2.76 & . 27 & -. 1016 & . 0106 & 90 & 5.16 & . 31 & -. 0592 & . 0037 \\
\hline 63 & 4.59 & . 25 & -. 0758 & . 0043 & 160 & 8.75 & . 31 & -. 056 & . 0020 \\
\hline 128. & 7.49 & . 36 & -. 0604 & . 0030 & 250 & 10.79 & . 28 & -. 0442 & . 0012 \\
\hline 245 & 10.40 & . 31 & -. 0434 & . 0013 & 490 & 13.75 & . 26 & -. 028 & . 0005 \\
\hline 462 & 13.77 & . 29 & -. 0303 & . 0006 & 810 & 16.07 & . 15 & -. 0200 & . 0002 \\
\hline 828 & 15.78 & . 23 & -. 0192 & . 0003 & 1000 & 16.65 & . 14 & -. 0168 & . 0001 \\
\hline
\end{tabular}

APPENDIX TABLE A2.2 - part 1

Functional response results from thirty replicates using the strategy of completely random search (IS = 1).


APPENDIX TABLE A2. 2 - part 2

Functional response results from thirty replicates using the strategy of the random walk (IS = 2) .
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|c|}{REGULAR} & \multicolumn{5}{|c|}{RANDOM} \\
\hline N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \multicolumn{2}{|l|}{\(\overline{\ln \cdot S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} \\
\hline 9 & .66 .14 & -. 0804 & . 0172 & 8 & . 44 & . 12 & -. 0636 & . 0172 \\
\hline 16 & 1.00 .13 & -. 0656 & . 0086 & 16 & 1.11 & . 16 & -. 0737 & . 0112 \\
\hline 25 & 1.51 .19 & -. 0631 & . 0082 & 32 & 1.86 & & -. 0603 & . 0064 \\
\hline 64 & 3.92 .26 & -. 0634 & . 0043 & 64 & 3.60 & . 29 & -. 058 & . 0048 \\
\hline 121 & 6.02 .27 & -. 0511 & . 0023 & 128 & 5.88 & & -. 0472 & . 0032 \\
\hline 256 & 9.55 .23 & -. 0380 & . 0010 & 256 & 9.37 & & -. 0373 & . 0011 \\
\hline 529 & 13.47 .19 & -. 0258 & . 0004 & 512 & 12.94 & . 25 & -. 0256 & . 0005 \\
\hline 1024 & 15.80 .16 & -. 0156 & . 0002 & 1024 & 16.38 & & -. 0161 & . 0002 \\
\hline \multicolumn{4}{|c|}{Neg. Bin. \(\mathrm{K}=0.05\)} & \multicolumn{5}{|c|}{C L U M P S} \\
\hline N & \(\overline{\mathrm{Me}} \pm\) S.E. & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} \\
\hline 8 & .33 .10 & -. 0452 & . 0137 & 10 & \multicolumn{2}{|l|}{2.50 .20} & \multicolumn{2}{|l|}{-. 0412.0338} \\
\hline 17 & 1.14 .20 & -. 0720 & . 0131 & 40 & \multicolumn{2}{|l|}{2.65 . 56} & \multicolumn{2}{|l|}{-. 0718.0150} \\
\hline 29 & 1.77 . 22 & -. 0640 & . 0082 & 90 & \multicolumn{2}{|l|}{4.90 .53} & \multicolumn{2}{|l|}{-. 0565.0062} \\
\hline 63 & 3.85 . 48 & -. 0641 & . 0084 & 160 & \multicolumn{2}{|l|}{6.66 . 58} & \multicolumn{2}{|l|}{-. 0428.0038} \\
\hline 128. & 6.28 .61 & -. 0506 & . 0050 & 250 & \multicolumn{2}{|l|}{10.28 . 55} & \multicolumn{2}{|l|}{-. 0421.0023} \\
\hline 245 & 8.66 .64 & -. 0361 & . 0027 & 490 & \multicolumn{2}{|l|}{12.44 .46} & \multicolumn{2}{|l|}{-. 0257.0010} \\
\hline 462 & 11.59 .65 & -. 0253 & . 0015 & 810 & \multicolumn{2}{|l|}{15.60 .27} & \multicolumn{2}{|l|}{-. 0194.0003} \\
\hline 828 & 14.79 .68 & -. 0180 & . 0008 & 1000 & \multicolumn{2}{|l|}{16.05 .31} & \multicolumn{2}{|l|}{-. 0162.0003} \\
\hline
\end{tabular}

APPENDIX TABLE A2.2-part 3
Functional response results from thirty replicates using the strategy of the forward directed random walk (IS \(=3\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{REGULAR} & \multicolumn{5}{|c|}{R A N D O M} \\
\hline \(N\) & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\operatorname{lnS}} \pm S . E\).} \\
\hline 9 & . 52 & . 10 & -. 0622 & . 0124 & 8 & . 90 & . 18 & -. 1291 & . 0265 \\
\hline 16. & 1.30 & . 16 & -. 0861 & . 0108 & 16 & 1.54 & . 22 & -. 1048 & . 0154 \\
\hline 25 & 2.14 & . 19 & -. 0906 & . 0086 & 32 & 2.48 & . 31 & -. 0823 & . 0107 \\
\hline 64 & 4.32 & . 32 & -. 0703 & . 0054 & 64 & 4.26 & . 34 & -. 0694 & . 0058 \\
\hline 121 & 7.01 & . 30 & -. 0598 & . 0027 & 128 & 7.06 & . 34 & -. 0568 & . 0028 \\
\hline 256 & 13.36 & . 30 & -. 0536 & . 0013 & 256 & 10.66 & . 25 & -. 0425 & . 0010 \\
\hline 529 & 13.47 & . 21 & -. 0258 & . 0004 & 512 & 13.88 & . 22 & -. 0275 & . 0004 \\
\hline 1024 & 18.33 & . 10 & -. 0181 & . 0001 & 1024 & 16.64 & & -. 0164 & . 0001 \\
\hline \multicolumn{5}{|c|}{Neg. Bin. \(\mathrm{K}=0.05\)} & \multicolumn{5}{|c|}{C L UMPS} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Me}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) - \({ }^{\text {S.E. }}\)} \\
\hline 8 & & . 12 & -. 0566 & . 0165 & 10 & . 66 & . 26 & -. 0829 & . 0337 \\
\hline 17 & 1.02 & . 20 & -. 0639 & . 0130 & 40 & 3.04 & . 47 & -. 0815 & . 0128 \\
\hline 29 & 1.95 & . 19 & -. 0703 & . 0071 & 90 & 5.68 & . 55 & -. 0658 & . 0066 \\
\hline 63 & 4.77 & . 39 & -. 0793 & . 0067 & 160 & 7.76 & . 57 & -. 0499 & . 0037 \\
\hline 128. & 7.33 & . 52 & -. 0593 & . 0043 & 250 & 10.17 & . 51 & -. 0416 & . 0021 \\
\hline 245 & 9.43 & . 58 & -. 0394 & . 0025 & 490 & 13.47 & . 42 & -. 0279 & . 0009 \\
\hline 462 & 13.31 & . 42 & -. 0292 & . 0009 & 810 & 15.54 & . 26 & -. 0194 & . 0003 \\
\hline 828 & 15.1 & . 46 & -. 0184 & . 0006 & 1000 & 16.20 & . 28 & -. 0163 & . 0002 \\
\hline
\end{tabular}

APPENDIX TABLE A2.2 - part 4
Functional response results from thirty replicates using the strategy of the forward directed random walk with the step length of three ( \(I S=4 a\) ).
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{REGULAR} & \multicolumn{3}{|c|}{RANDOM} \\
\hline N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \(\overline{\operatorname{ln~S}} \pm \mathrm{S.E}\). & N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \(\overline{\ln S} \pm\) S.E. \\
\hline 9 & .88 .19 & - . 1116.0251 & 8 & . 71.17 & -. 1020.0259 \\
\hline 16 & 3.07 .40 & -. 2269.0315 & 16 & 1.41 .24 & -. 0963.0168 \\
\hline 25 & 2.18 . 31 & -. 0941.0139 & 32 & 2.73 .23 & -. 0899.0080 \\
\hline 64 & 4.96 . 35 & -. .0812.0059 & 64 & 4.83 .32 & -. 0789.0055 \\
\hline 121 & 9.73 .33 & -. .0840.0030 & 128 & 7.50 .26 & -. 0605.0021 \\
\hline 256 & 13.79 .33 & -. 0554.0014 & 256 & 10:76 . 31 & -. .0430.0013 \\
\hline 529 & 16.11 .24 & -. 0309.0005 & 512 & 14.03.19 & -. 0278.0004 \\
\hline 1024 & 17.51 .25 & -. .0173 . 0003 & 1024 & 16.34 .12 & - . 0161.0001 \\
\hline \multicolumn{3}{|r|}{Neg. Bin. \(\mathrm{K}=0.05\)} & \multicolumn{3}{|c|}{C L U M P S} \\
\hline N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \(\overline{\ln S} \pm\) S.E. & N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \(\overline{\ln S} \pm\)-S.E. \\
\hline 8 & .51 .13 & -. 0706.0198 & 10 & . 82.28 & -. . 1037.0390 \\
\hline 17 & 1.19 . 20 & - . 0748.0129 & 40 & 2.36 .36 & - . 0621.0098 \\
\hline 29 & 2.36 .28 & - . 0864.0104 & 90 & 5.83 .66 & -. 0678.0079 \\
\hline 63 & 4.65 . 38 & -. .0772 . 0065 & 160 & 10.48 .55 & -. .0679.0037 \\
\hline 128 & 7.84 .44 & -. 0634.0037 & 250 & 9.53 .44 & -. 0389.0018 \\
\hline 245 & 9.93 .49 & -. 0414.0021 & 490 & 14.00 .41 & - . 0290.0009 \\
\hline 462 & 12.35 .59 & -. 0271.0013 & 810 & 17.31. 23 & -. 0216.0003 \\
\hline 828 & 14.32 .46 & -. 0175.0006 & 1000 & 17.54.18 & -. 0177 . 0002 \\
\hline
\end{tabular}

APPENDIX TABLE AZ. 2 - part 5 Functional response results from thirty replicates using the strategy of the forward directed random walk with the step length of ten (IS \(=4 \mathrm{~b}\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{- \(\quad\) Regular} & \multicolumn{5}{|c|}{RANDOM} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm \mathrm{S.E}\).} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm 5.5\).} \\
\hline 9 & & & -. 0806 & . 0161 & 8 & . 77 & . 14 & -. 1065 & . 0201 \\
\hline 16 & 1.20 & . 18 & -. 0804 & . 0129 & 16 & . 96 & . 20 & -. 0642 & . 0134 \\
\hline 25 & 1.64 & 119 & -. 0689 & . 0083 & 32 & 1.96 & . 19 & -. 0638 & . 0066 \\
\hline 64 & 4.06 & . 26 & -. 0658 & . 0043 & 64 & 4.78 & . 27 & -. 0779 & . 0046 \\
\hline 121 & 6.35 & . 31 & -. 0540 & . 0027 & 128 & 7.30 & . 25 & -. 0588 & . 0021 \\
\hline 256 & 9.67 & . 26 & -. 0385 & . 0011 & 256 & 10.54 & . 23 & -. 0420 & . 0009 \\
\hline 529 & 13.34 & . 16 & -. 0255 & . 0003 & 512 & 13.36 & & -. 0265 & . 0005 \\
\hline 1024 & 15.41 & & -. 0152 & . 0002 & 1024 & 16.18 & . 11 & -. 0159 & . 0001 \\
\hline \multicolumn{5}{|c|}{Neg. Bin. \(\mathrm{K}=0.05\)} & \multicolumn{5}{|c|}{C LUMPS} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Me}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\operatorname{ln~S~}} \pm\)-S.E.} \\
\hline 8 & .70 & & -. 0972 & . 0201 & 10 & 1.40 & . 44 & -. 1418 & . 0490 \\
\hline 17 & 1.23 & & -. 0774 & . 0122 & 40 & 5.10 & . 58 & -. 1403 & . 0165 \\
\hline 29 & 2.13 & . 24 & -. 0776 & . 0092 & 90 & 6.94 & . 65 & -. 0811 & . 0079 \\
\hline 63 & 3.93 & . 42 & -. 0652 & . 0073 & 160 & 9.68 & . 62 & -. 0627 & . 0041 \\
\hline 128. & 7.88 & . 59 & -. 0639 & . 0049 & 250 & 11.32 & . 55 & -. 0464 & . 0023 \\
\hline 245 & 10.76 & . 59 & -. 0450 & . 0025 & 490 & 15.02 & . 37 & -. 0311 & . 0008 \\
\hline 462 & 13.78 & . 59 & -. 0303 & . 0013 & 810 & 15.81 & . 22 & -. 0197 & . 0003 \\
\hline 828 & 15.73 & . 50 & -. 0192 & . 0006 & 1000 & 16.49 & . 28 & -. 0166 & . 0002 \\
\hline
\end{tabular}

APPENDIX TABLE A2.2 - part 6
Functional response results from thirty replicates using the strategy of the aggregative walk with the long step length of three ( \(I S=4 \mathrm{C}\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{REGULAR} & \multicolumn{5}{|c|}{R ANDOM} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm S . E\).} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} \\
\hline 9 & . 99 & . 16 & -. 1223 & . 0208 & 8 & . 64 & . 14 & -. 0896 & . 0207 \\
\hline 16 & 1.37 & . 19 & -. 0923 & . 0136 & 16 & 1.60 & . 20 & -. 1081 & . 0145 \\
\hline 25 & 1.75 & . 23 & -. 0741 & . 0100 & 32 & 2.56 & & -. 0844 & . 0092 \\
\hline 64 & 4.29 & . 36 & -. 0698 & . 0056 & 64 & 4.62 & . 29 & -. 0752 & . 0048 \\
\hline 121 & 5.51 & & -. 0467 & . 0029 & 128 & 6.72 & & -. 0541 & . 0029 \\
\hline 256 & 7.77 & . 36 & -. 0309 & . 0015 & 256 & 10.52 & & -. 0420 & . 0012 \\
\hline 529 & 10.80 & . 29 & -. 0206 & . 0005 & 512 & 13.70 & & -. 0271 & . 0004 \\
\hline 1024 & 12.20 & & -. 0120 & . 0003 & 1024 & 16.35 & & -. 0161 & . 0001 \\
\hline \multicolumn{5}{|c|}{Neg. Bin. \(\mathrm{K}=0.05\)} & \multicolumn{5}{|c|}{C LUMPS} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Me}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\operatorname{lnS}} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\operatorname{lnS}} \pm\)-S.E.} \\
\hline 8 & . 70 & . 14 & -. 0970 & . 0194 & 10 & . 65 & . 27 & -. 0838 & . 0375 \\
\hline 17 & 1.26 & . 19 & -. 0789 & . 0124 & 40 & 4.19 & . 61 & -. 1150 & . 0170 \\
\hline 29 & 2.48 & . 31 & -. 0916 & . 0121 & 90 & 7.15 & . 66 & -. 0837 & . 0079 \\
\hline 63 & 5.11 & . 43 & -. 0854 & . 0075 & 160 & 9.34 & . 65 & -. 0604 & . 0043 \\
\hline 128. & 7.95 & . 55 & -. 0644 & . 0046 & 250 & 12.09 & . 53 & -. 0497 & . 0022 \\
\hline 245 & 11.96 & . 66 & -. 0502 & . 0028 & 490 & 14.52 & . 40 & -. 0301 & . 0008 \\
\hline 462 & 14.33 & . 38 & -. 0315 & . 0008 & 810 & 15.25 & . 37 & -. 0190 & . 0005 \\
\hline 828 & 16.56 & . 40 & -. 0202 & . 0005 & 1000 & 16.13 & . 23 & -. 0163 & . 0002 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 2 - part ?
Functional response results from thirty replicates using the strategy of the aggregative walk with the long step length of ten ( \(I S=4 \mathrm{~d}\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{REGULAR} & \multicolumn{5}{|c|}{RANDOM} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln \cdot \mathrm{S}} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} \\
\hline 9 & . 47 & . 12 & -. 0560 & . 0140 & 8 & . 71 & . 14 & -. 0991 & . 0212 \\
\hline 16. & . 80 & & -. 0528 & . 0104 & 16 & . 80 & . 17 & -. 0532 & . 0115 \\
\hline 25 & 1.93 & . 20 & -. 0814 & . 0090 & 32 & 2.17 & . 21 & -. 0708 & . 0073 \\
\hline 64 & 3.71 & . 30 & -. 0601 & . 0050 & 64 & 4.13 & . 32 & -. 0671 & . 0054 \\
\hline 121 & 6.28 & & -. 0534 & . 0022 & 128 & 6.32 & .33 & -. 0507 & . 0028 \\
\hline 256 & 9.05 & . 26 & -. 0360 & . 0011 & 256 & 10.59 & . 33 & -. 0423 & . 0013 \\
\hline 529 & 12.71 & . 18 & -. 0243 & . 0003 & 512 & 14.24 & . 24 & -. 0282 & . 0005 \\
\hline 1024 & 15.61 & & -. 0154 & . 0002 & 1024 & 17.33 & . 15 & -. 0171 & . 0001 \\
\hline \multicolumn{5}{|c|}{Neg. Bin. \(\mathrm{K}=0.05\)} & \multicolumn{5}{|c|}{C LUMPS} \\
\hline \(N\) & \multicolumn{2}{|l|}{\(\overline{\mathrm{Me}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\operatorname{lnS}} \pm \overline{\mathrm{S}} . \mathrm{E}\).} \\
\hline 8 & . 80 & & -. 1179 & . 0308 & 10 & 1.34 & .61 & & 1439 \\
\hline 17 & 1.11 & . 24 & -. 0714 & . 0163 & 40 & 5.42 & . 82 & -. 1537 & . 0239 \\
\hline 29 & 2.11 & . 28 & -. 0770 & . 0106 & 90 & 7.72 & . 85 & -. 0911 & . 0102 \\
\hline 63 & 5.27 & . 71 & -. 0896 & . 0124 & 160 & 11.68 & . 55 & -. 0759 & . 0038 \\
\hline 128. & 8.26 & . 78 & -. 0673 & . 0065 & 250 & 13.70 & . 57 & -. 0565 & . 0024 \\
\hline 245 & 12.80 & . 73 & -. 0538 & . 0031 & 490 & 16.65 & . 35 & -. 0346 & . 0008 \\
\hline 462 & 14.95 & . 69 & -. 0329 & . 0015 & 890 & 17.97 & . 25 & -. 0224 & . 0003 \\
\hline 828 & 16.79 & . 36 & -. 0205 & . 0004 & 1000 & 18.28 & . 34 & -. 0185 & . 0004 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 2 - part 8

Functional response results from thirty replicates using the strategy of systematic local search in response to finding a prey (IS = 5). (* - a value of \(\ln \bar{S}\) is given since \(\overline{\ln S}\) can not be evaluated due to total predation in one or more replicates.)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{SECOND 30 REPLICATES} & \multicolumn{3}{|r|}{60 REPLICATES} \\
\hline N & \(\overline{\mathrm{Ne}} \pm\) & .E. & \(\overline{\ln S} \pm\) & S.E. & N & \(\overline{\mathrm{Ne}}\) & \(\overline{\ln 5}\) \\
\hline 8 & . 78 & & -. 1122 & . 0263 & 8 & . 60 & -. 0844 \\
\hline 17 & 1.35 & . 17 & -. 0842 & . 0110 & 17 & 1.19 & -. 0741 \\
\hline 29 & 1.78 & . 22 & -. 0643 & . 0080 & 29 & 1.87 & -. 0673 \\
\hline 63 & 3.86 & . 32 & -. 0636 & . 0054 & 63 & 4.32 & -. 0715 \\
\hline 128 & 6.41 & . 40 & -. 0515 & . 0032 & 128 & 6.87 & -. 0554 \\
\hline 245 & 9.51 & . 45 & -. 0396 & . 0019 & 245 & 9.47 & -. 0395 \\
\hline 462 & 11.84 & . 58 & -. 0260 & . 0013 & 462 & 12.58 & -. 0277 \\
\hline 828 & 14.89 & . 59 & -. 0182 & . 0007 & 828 & 15.00 & -. 0183 \\
\hline
\end{tabular}

APFENDIX TABLE A2. 2 - part 9
Functional response results from an extra thirty replicates using the strategy of the forward directed random walk with a step length of three to search for prey arranged using the negative binomial distribution vith \(K=0.05\).
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{SECOND 30 REPLICATES} & \multicolumn{3}{|r|}{60 REPLICATES} \\
\hline N & \(\overline{\mathrm{Ne}} \pm\) & S.E. & \(\overline{\ln S} \pm\) & S.E. & N & \(\overline{\mathrm{Ne}}\) & \(\overline{\ln S}\) \\
\hline 8 & . 93 & & -. 1333 & . 0259 & 8 & . 72 & -. 1020 \\
\hline 17 & 1.21 & . 18 & -. 0759 & . 0113 & 17 & 1.20 & -. 0754 \\
\hline 29 & 2.13 & . 24 & -. 0776 & . 0090 & 29 & 2.24 & -. 0820 \\
\hline 63 & 3.79 & . 29 & -. 0624 & . 0050 & 63 & 4.22 & -. 0698 \\
\hline 128 & 7.61 & . 36 & -. 0614 & . 0030 & 128 & 7.73 & -. 0624 \\
\hline 245 & 10.09 & . 40 & -. 0421 & . 0017 & 245 & 10.01 & -. 0418 \\
\hline 462 & 13.47 & . 44 & -. 0296 & . 0010 & 462 & 12.91 & -. 0284 \\
\hline 828 & 15.92 & . 28 & -. 0194 & . 0004 & 828 & 15.12 & -. 0185 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 2 - part 10
Functional response results from an extra thirty replicates using the search strategy of the forward directed random walk with a step length of ten ( \(I S=4 \mathrm{~b}\) ) to search for prey arranged using the negative binomial distribution with \(\mathrm{K}=0.05\).
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{SECOND 30 REPLICATES} & \multicolumn{3}{|r|}{60 REPLICATES} \\
\hline N & \(\overline{\mathrm{Ne}} \pm\) & .E. & \(\overline{\operatorname{ln~S~}} \pm\) & S.E. & N & \(\overline{\mathrm{Ne}}\) & \(\overline{\ln 5}\) \\
\hline 10 & 0 & 0 & 0 & 0 & 10 & . 15 & -. 0206 \\
\hline 40 & 2.16 & . 56 & -. 0589 & . 0157 & 40 & 2.18 & -. 0593 \\
\hline 90 & 4.34 & . 65 & -. 0502 & . 0076 & 90 & 3.36 & -. 0388 \\
\hline 160 & 4.93 & . 64 & -. 0315 & . 0041 & 160 & 5.38 & -. 0344 \\
\hline 250 & 5.99 & . 74 & -. 0244 & . 0030 & 250 & 6.52 & -. 0266 \\
\hline 490 & 9.34 & . 69 & -. 0193 & . 0014 & 490 & 10.19 & -. 0211 \\
\hline 810 & 13.39 & . 47 & -. 0167 & . 0006 & 810 & 13.01 & -. 0162 \\
\hline 1000 & 14.30 & . 40 & -. 0144 & . 0004 & 1000 & 14.04 & -. 0142 \\
\hline
\end{tabular}

APPENDIX TABLE A2.2 - part ll Functional response results from an extra thirty replicates using the search strategy of the random walk (IS = 2) to search for prey in regularly distributed clumps of ten.


APPENDIX TABLE A2.2 - part 12 Functional response results from an extra sixty replicates using the search strategy of the forward directed random walk with a step length of three ( \(I S=4 a\) ) to search for regularly arranged prey.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{FIRST 30 REPLICATES} & \multicolumn{4}{|c|}{SECOND 30 REPLICATES} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \multicolumn{2}{|l|}{\(\overline{\operatorname{ln~} S} \pm\) S.E.} \\
\hline 9 & . 88 & & -. 11116 & . 0251 & 9 & . 80.15 & -. 0986 & . 0198 \\
\hline 16 & 3.07 & . 40 & -. 2269 & . 0351 & 16 & 3.01 . 40 & -. 2230 & . 0322 \\
\hline 25 & 2.18 & . 31 & -. 0941 & . 0139 & 25 & 2.12 .32 & -. 0915 & . 0143 \\
\hline 64 & 4.96 & . 35 & -. 0812 & . 0059 & 64 & 4.83 . 41 & -. 0792 & . 0068 \\
\hline 81 & 10.16 & . 75 & -. 1356 & . 0103 & 81 & 12.64 .60 & -. 1707 & . 0085 \\
\hline 121 & 9.73 & . 35 & -. 0840 & . 0030 & 121 & 9.23 .51 & -. 0796 & . 0045 \\
\hline 256 & 13.79 & . 33 & -. 0554 & . 0014 & 256 & 14.68 .33 & -. 0591 & . 0014 \\
\hline 529 & 16.11 & . 24 & -. 0309 & . 0005 & 529 & 15.30 .33 & -. 0294 & . 0006 \\
\hline 1024 & 17.24 & . 25 & -. 0173 & . 0003 & 1024 & 17.73 . 23 & -. 0175 & . 0002 \\
\hline \multicolumn{5}{|c|}{THIRD 30 REPLICATES} & \multicolumn{4}{|c|}{90 REPLICATES} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\operatorname{lnS}} \pm\) S.E.} & N & \(\overline{\mathrm{Ne}}\) & \multicolumn{2}{|l|}{\(\overline{\ln S}\)} \\
\hline 9 & . 67 & . 17 & -. 0844 & . 0222 & 9 & . 78 & \multicolumn{2}{|l|}{-. 0982} \\
\hline 16 & 1.93 & . 36 & -. 1391 & . 0280 & 16 & 2.67 & \multicolumn{2}{|l|}{-. 1963} \\
\hline 25 & 1.93 & . 27 & -. 0823 & . 0121 & 25 & 2.08 & \multicolumn{2}{|l|}{-. 0893} \\
\hline 64 & 4.30 & . 29 & -. 0670 & . 0048 & 64 & 4.70 & \multicolumn{2}{|l|}{-. 0758} \\
\hline 81 & 11.17 & . 69 & -. 1498 & . 0098 & 81 & 11.32 & \multicolumn{2}{|l|}{-. 1520} \\
\hline 121 & 9.85 & . 50 & -. 0852 & . 0045 & 121 & 9.60 & \multicolumn{2}{|l|}{-. 0829} \\
\hline 256 & 14.08 & . 33 & -. 0566 & . 0014 & 256 & 14.18 & \multicolumn{2}{|l|}{-. 0570} \\
\hline 529 & 15.64 & . 23 & -. 0300 & . 0005 & 529 & 15.68 & \multicolumn{2}{|l|}{-. 0301} \\
\hline 1000 & 17.45 & . 25 & -. 0172 & . 0003 & 1000 & 17.56 & \multicolumn{2}{|l|}{-. 0173} \\
\hline
\end{tabular}

APPENDIX TABLE A2.2 - part 13 Functional response results from an extra sixty replicates using the search strategy of the forward directed random walk with a step length of ten ( \(I S=4 \mathrm{~b}\) ) to search for regularly arranged prey. An extra prey density of 81 has also been included.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{FIRST 30 REPLICATES} & \multicolumn{4}{|c|}{SECOND 30 REPLICATES} \\
\hline N & \multicolumn{2}{|l|}{\(\widehat{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm \mathrm{S} . \mathrm{E}\).} \\
\hline 10 & . 82 & . 28 & -. 1037 & . 0390 & 10 & .63 .21 & -. 0739 & . 0254 \\
\hline 40 & 2.36 & . 36 & -. 0621 & . 0098 & 40 & 2.78 .58 & -. 0758 & . 0167 \\
\hline 90 & 5.83 & . 66 & -. 0678 & . 0079 & 90 & 5.46 . 51 & -. 0631 & . 0061 \\
\hline 160 & 10.48 & . 55 & -. 0679 & . 0037 & 160 & \(10.32 \quad .70\) & -. 0670 & . 0047 \\
\hline 250 & 9.53 & . 44 & -. 0389 & . 0018 & 250 & 10.17 .64 & -. 0416 & . 0027 \\
\hline 490 & 14.00 & . 41 & -. 0290 & . 0009 & 490 & 14.37 . 38 & -. 0298 & . 0008 \\
\hline 810 & 17.31 & . 23 & -. 0216 & . 0003 & 810 & 17.29 .17 & -. 0216 & . 0002 \\
\hline 1000 & 17.54 & . 18 & -. 0177 & . 0002 & 1000 & 17.48 . 19 & -. 0176 & . 0002 \\
\hline \multicolumn{5}{|c|}{THIRD 30 REPLICATES} & \multicolumn{4}{|c|}{90 REPLICATES} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \(\overline{\mathrm{Ne}}\) & \multicolumn{2}{|l|}{\(\overline{\ln 5}\)} \\
\hline 10 & . 75 & . 27 & -. 0945 & . 0365 & 10 & . 73 & \multicolumn{2}{|l|}{-. 0907} \\
\hline 40 & 2.85 & . 44 & -. 0761 & . 0120 & 40 & 2.66 & \multicolumn{2}{|l|}{-. 0713} \\
\hline 90 & 5.38 & . 42 & -. 0620 & . 0049 & 90 & 5.56 & \multicolumn{2}{|l|}{-. 0643} \\
\hline 160 & 10.44 & . 46 & -. 0676 & . 0031 & 160 & 10.41 & \multicolumn{2}{|l|}{-. 0675} \\
\hline 250 & 9.84 & . 47 & -. 0402 & . 0019 & 250 & 9.85 & \multicolumn{2}{|l|}{-. 0402} \\
\hline 490 & 14.06 & . 35 & -. 0291 & . 0007 & 490 & 14.14 & \multicolumn{2}{|l|}{-. 0293} \\
\hline 810 & 17.54 & . 14 & -. 0219 & . 0002 & 810 & 17.38 & \multicolumn{2}{|l|}{-. 0217} \\
\hline 1000 & 17.75 & . 17 & -. 0179 & . 0002 & 1000 & 17.59 & \multicolumn{2}{|l|}{-. 0177} \\
\hline
\end{tabular}

APPENDIX TABLE A2. 2 - part 14 Functional response results from an extra sixty replicates using the search strategy of the forward directed random walk with a step length of ten ( \(I S=4 \mathrm{~b}\) ) to search for regularly arranged clumps of ten prey.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{FIRST 30 REPLICATES} & \multicolumn{4}{|c|}{SECOND 30 REPLICATES} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \(\overline{\mathrm{Ne}} \pm\) S.E. & \multicolumn{2}{|l|}{\(\overline{\ln \mathrm{S}} \pm\) S.E.} \\
\hline 9 & . 99 & . 16 & -. 1223 & . 0208 & 9 & . 85.17 & -. 0102 & . 0231 \\
\hline 16 & 1.37 & . 19 & -. 0923 & . 0136 & 16 & 1.52 .24 & -. 1039 & . 0173 \\
\hline 25 & 1.75 & . 23 & -. 0741 & . 01.00 & 25 & 1.67 . 21 & -. 0703 & . 0093 \\
\hline 64 & 4.29 & . 36 & -. 0698 & . 0056 & 64 & 4.15 . 30 & -. 0673 & . 0050 \\
\hline 121 & 5.51 & . 34 & -. 0467 & . 0029 & 121 & 6.49 . 28 & -. 0552 & . 0025 \\
\hline 256 & 7.77 & . 36 & -. 0309 & . 0015 & 256 & 8.07 .29 & -. 0320 & . 0012 \\
\hline 529 & 10.80 & . 29 & -. 0206 & . 0005 & 529 & 10.39 . 23 & -. 0198 & . 0005 \\
\hline 1024 & 12.20 & . 27 & -. 0120 & . 0003 & 1024 & 12.37 . 32 & -. 0122 & . 0003 \\
\hline \multicolumn{5}{|c|}{THIRD 30 REPLICATES} & \multicolumn{4}{|c|}{90 REPLICATES} \\
\hline N & \multicolumn{2}{|l|}{\(\overline{\mathrm{Ne}} \pm\) S.E.} & \multicolumn{2}{|l|}{\(\overline{\ln S} \pm\) S.E.} & N & \(\overline{\mathrm{Ne}}\) & \multicolumn{2}{|l|}{\(\overline{\ln S}\)} \\
\hline 9 & . 47 & . 10 & -. 0553 & . 0126 & 9 & . 77 & -. 0946 & \\
\hline 16 & 1.63 & . 16 & -. 1094 & . 0110 & 16 & 1.51 & -. 1019 & \\
\hline 25 & 1.77 & . 25 & -. 0752 & . 0111 & 25 & 1.73 & -. 0732 & \\
\hline 64 & 4.64 & . 26 & -. 0755 & . 0045 & 64 & 4.36 & -. 0709 & \\
\hline 121 & 5.82 & . 28 & -. 0494 & . 0024 & 121 & 5.94 & -. 0504 & \\
\hline 256 & 8.09 & . 26 & -. 0321 & . 0011 & 256 & 7.98 & -. 0317 & \\
\hline 529 & 10.46 & . 25 & -. 0200 & . 0005 & 529 & 10.55 & -. 0201 & \\
\hline 1024 & 12.75 & . 27 & -. 0125 & . 0003 & 1024 & 12.44 & -. 0122 & \\
\hline
\end{tabular}

APPENDIX TABLE A2. 2 - part 15
Functional response results from an extra sixty replicates using
the search strategy of the aggregative walk with a long step length of ten ( \(I S=4 \mathrm{~d}\) ) to search for regularly arranged prey. sults using various models of the parameters, handling time and encounter success rate, are given. The search strategy used is that of completely random search (IS = 1), and the prey are arranged at random. The smaller arena of \(50 \times 50\) is used, the total time available is 1000 time units, and 50 replicates were run for each prey density. Results are given as the mean number eaten ( \(\overline{\mathrm{Ne}}\) ), and the mean of the logarithmic values of the proportion of prey surviving ( \(\overline{\ln S}\) ), together with their standard errors of the mean. By substituting for the prey density and \(\overline{N e}\) into the Random Predator Equation, mean values of the parameter affected by the model used can be obtained. Thus, when the encounter success rate is varied, the effective value of the mean search efficiency ( \(\bar{a}\) ) can be obtained, and when the handling time is varied, the mean handing time ( \(\overline{\mathrm{Th}}\) ) can be evaluated. Results for the following models are given:
part reference model
\begin{tabular}{lll}
1 & \(S 1\) & \(\bar{s}=a N+b\) \\
2 & \(S 2\) & \(s=a N e+b\) \\
3 & \(S 3\) & \(\bar{s}=a b N /(1+a c N)\) \\
4 & \(S 5\) & \(\bar{s}=a \ln N+b\) \\
5 & \(S l 2\) & \(\overline{T h}=a \operatorname{LfN} b, T h=c\) \\
6 & \(D 1 A\) & \(\bar{s}=a N+b\) \\
7 & \(D 1 B\) & \(\bar{s}=a N+b\) \\
8 & \(D 2\) & \(\bar{s}=a \ln N+b\)
\end{tabular}

\section*{parameters}
\[
\begin{aligned}
& \mathrm{a}=0.02, \mathrm{~b}=0.2 \\
& \mathrm{a}=0.2, \mathrm{~b}=0.2 \\
& \mathrm{a}=0.05, \mathrm{~b}=1.0, \mathrm{c}=1.0 \\
& \mathrm{a}=0.3, \mathrm{~b}=-0.4 \\
& \mathrm{a}=-40, \mathrm{~b}=60, \mathrm{c}=4 \\
& \mathrm{a}=-0.0002, \mathrm{~b}=1.0 \\
& \mathrm{a}=-0.0004, \mathrm{~b}=2.0 \\
& \mathrm{a}=-0.11, \mathrm{~b}=1.0
\end{aligned}
\]
where \(s\) is the encounter success rate, Th is the handing time and \(a, b \& c\) are input parameters. "Wen the encounter success rate is defined by a model, the handling time used is 50 time units, and when the handing time is defined, the encounter success rate of 0.5 is used.
\begin{tabular}{|c|c|c|c|c|c|}
\hline PREY DENSITY & NUMBER MEAN & EATEN S.E. & MEAR & S.E. & \[
\begin{aligned}
& \text { CALCULATED } \\
& \overline{\mathrm{a}}(\mathrm{x} \mathrm{l} 1000)
\end{aligned}
\] \\
\hline 5 & 0.43 & . 10 & - . 106 & . 026 & . 092 \\
\hline 8 & 1.00 & . 12 & - . 141 & . 018 & . 141 \\
\hline 10 & 1.36 & . 16 & -. 156 & . 020 & . 157 \\
\hline 12 & 1.85 & . 15 & - . 173 & . 015 & . 184 \\
\hline 14 & 2.32 & . 19 & - . 189 & . 017 & . 206 \\
\hline 16 & 2.88 & . 21 & - . 205 & . 017 & . 232 \\
\hline 20 & 3.67 & . 21 & - . 207 & . 013 & . 248 \\
\hline 24 & 4.80 & . 22 & -. 226 & . 012 & . 294 \\
\hline 28 & 5.40 & . 24 & - . 217 & . 011 & . 293 \\
\hline 32 & 6.17 & . 24 & - . 216 & . 009 & . 310 \\
\hline 64 & 10.87 & . 19 & - . 187 & . 004 & . 408 \\
\hline 128 & 14.01 & . 14 & - . 116 & . 001 & . 387 \\
\hline 256 & 16.44 & . 10 & -. .066 & . 000 & . 373 \\
\hline 500 & 18.17 & . 05 & - . 037 & . 000 & . 405 \\
\hline 1000 & 19.03 & . 03 & - . 019 & . 000 & . 396 \\
\hline 2000 & 19.52 & . 02 & -. 010 & . 000 & . 409 \\
\hline 4000 & 19.74 & . 01 & -. . 005 & . 000 & . 281 \\
\hline
\end{tabular}

Sigmoid functional response results obtained using the model Sl.
\begin{tabular}{|c|c|c|c|c|c|}
\hline PREY DENSITY & \begin{tabular}{l}
NUMBER \\
MEAN
\end{tabular} & \[
\begin{gathered}
\text { EATEN } \\
\text { S.E. }
\end{gathered}
\] & MEAI & S.E. & \begin{tabular}{l}
CALCULATED \\
à (x 1000)
\end{tabular} \\
\hline 5 & 0.26 & . 07 & - . 059 & . 016 & . 054 \\
\hline 8 & 0.64 & . 12 & - . 090 & . 018 & . 085 \\
\hline 10 & 1.21 & . 17 & - . 139 & . 021 & . 137 \\
\hline 12 & 1.32 & . 21 & - . 127 & . 022 & . 125 \\
\hline 14 & 2.02 & . 26 & - . 169 & . 024 & . 173 \\
\hline 16 & 1.59 & . 22 & - . 111 & . 016 & . 114 \\
\hline 20 & 2.54 & . 27 & - . 142 & . 016 & . 156 \\
\hline 24 & 2.63 & . 26 & - . 120 & . 013 & . 134 \\
\hline 28 & 3.70 & . 34 & - . 147 & . 014 & . 174 \\
\hline 32 & 4.20 & . 34 & -. 145 & . 012 & . 178 \\
\hline 64 & 7.95 & . 41 & - . 134 & . 007 & . 220 \\
\hline 128 & 12.82 & . 21 & - . 106 & . 002 & . 294 \\
\hline 256 & 15.47 & . 15 & -. . 062 & . 001 & . 275 \\
\hline 500 & 17.46 & . 09 & -. .036 & . 000 & . 280 \\
\hline 1000 & 18.69 & . 05 & -. . 019 & . 000 & . 288 \\
\hline 2000 & 19.31 & . 03 & -. . 010 & . 000 & . 281 \\
\hline 4000 & 19.67 & . 01 & -. . 005 & . 000 & . 299 \\
\hline
\end{tabular}

APPENDIX TABLE A2.3-part 2
Sigmoid functional response results obtained using the model s2.
\begin{tabular}{|c|c|c|c|c|c|}
\hline PREY DENSITY & NUMBER MEAF: & \[
\begin{gathered}
\text { EATEN } \\
\text { S.E. }
\end{gathered}
\] & MFAI: & S.F. & \begin{tabular}{l}
CALCULATED \\
a ( x 1000)
\end{tabular} \\
\hline 5 & 0.28 & . 08 & -. 065 & . 018 & . 058 \\
\hline 8 & 0.82 & . 13 & -. 117 & . 019 & . 113 \\
\hline 10 & 1.46 & . 13 & -. 164 & . 016 & . 170 \\
\hline 12 & 1.37 & . 13 & -. 125 & . 012 & . 130 \\
\hline 14 & 1.79 & . 17 & - . 142 & . 015 & . 150 \\
\hline 16 & 2.18 & . 17 & -. 151 & . 013 & . 164 \\
\hline 20 & 3.17 & . 22 & - . 177 & . 013 & . 205 \\
\hline 24 & 4.08 & . 25 & -. 190 & . 013 & . 234 \\
\hline 28 & 4.33 & . 24 & - . 171 & . 010 & . 214 \\
\hline 32 & 5.29 & . 28 & -. 184 & . 010 & . 246 \\
\hline 64 & 9.36 & . 20 & -. 158 & . 004 & . 297 \\
\hline 128 & 13.56 & . 16 & - . 112 & . 001 & . 348 \\
\hline 256 & 16.28 & . 10 & -. . 066 & . 000 & . 353 \\
\hline 500 & 17.96 & . 06 & -. . 037 & . 000 & . 359 \\
\hline 1000 & 19.05 & . 03 & - . 019 & . 000 & . 405 \\
\hline 2000 & 19.51 & . 01 & -. . 010 & . 000 & . 400 \\
\hline 4000 & 19.77 & . 01 & -. .005 & . 000 & . 431 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 3 - part 3
Sigmoid functional response results obtained using the model \(S\).
\begin{tabular}{|c|c|c|c|c|c|}
\hline PREY DENSITY & \begin{tabular}{l}
NUMBER \\
MEAF
\end{tabular} & \[
\begin{gathered}
\text { EATEN } \\
\text { S.E. }
\end{gathered}
\] & MEAT & S.E. & \begin{tabular}{l}
CALCULATED \\
a ( x 1000)
\end{tabular} \\
\hline 5 & 0.22 & . 07 & -. 050 & . 015 & . 045 \\
\hline 8 & 0.86 & . 12 & - . 121 & . 017 & . 119 \\
\hline 10 & 0.98 & . 13 & - . 109 & . 015 & . 108 \\
\hline 12 & 1.30 & . 13 & - . 119 & . 013 & . 123 \\
\hline 14 & 1.51 & . 18 & - . 119 & . 015 & . 123 \\
\hline 16 & 2.20 & . 18 & -. 152 & . 013 & . 166 \\
\hline 20 & 2.87 & . 19 & - . 158 & . 011 & . 181 \\
\hline 24 & 3.99 & . 22 & - . 185 & . 011 & . 227 \\
\hline 28 & 4.50 & . 20 & -. 177 & . 009 & . 226 \\
\hline 32 & 5.95 & . 21 & -. 207 & . 008 & . 293 \\
\hline 64 & 9.64 & . 26 & -. 164 & . 005 & . 315 \\
\hline 123 & 13.85 & . 18 & -. 1115 & . 002 & . 372 \\
\hline 256 & 16.58 & . 09 & -. .067 & . 000 & . 392 \\
\hline 500 & 18.10 & . 05 & -. .037 & . 000 & . 388 \\
\hline 1000 & 19.02 & . 03 & -. .019 & . 000 & . 392 \\
\hline 2000 & 19.50 & . 02 & -. .010 & . 000 & . 392 \\
\hline 4000 & 19.75 & . 01 & -. . 005 & . 000 & . 396 \\
\hline
\end{tabular}

APPENDIX TABLE A2.3-part 4 Sigmoid functional response results obtained using the model S5.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{PREY DENSITY} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{NUMBER EATEN MEAN S.E.}} & \multicolumn{2}{|l|}{\(\overline{\ln S}\)} & \multirow[t]{2}{*}{\[
\begin{gathered}
\text { CALCULATED } \\
\frac{T h}{}
\end{gathered}
\]} \\
\hline & & & MEAS & S.E. & \\
\hline 5 & 0.76 & . 13 & - .193 & . 037 & + 231.1 \\
\hline 8 & 1.36 & . 15 & - . 201 & . 025 & + 50.3 \\
\hline 10 & 2.34 & . 18 & - . 280 & . 024 & - 142.3 \\
\hline 12 & 2.51 & . 17 & - . 243 & . 019 & - 69.1 \\
\hline 14 & 2.80 & . 22 & - . 233 & . 020 & - 41.3 \\
\hline 15 & 3.18 & . 24 & - . 230 & . 019 & - 33.9 \\
\hline 20 & 4.17 & . 29 & - . 243 & . 019 & - 40.6 \\
\hline 24 & 4.56 & . 32 & - . 218 & . 017 & - 11.8 \\
\hline 28 & 5.33 & . 25 & - . 214 & . 011 & - 10.5 \\
\hline 32 & 6.41 & . 26 & - . 226 & . 010 & - 18.4 \\
\hline 64 & 10.17 & . 20 & - . 173 & . 004 & + 13.2 \\
\hline 128 & 14.80 & . 24 & - . 123 & . 002 & + 26.1 \\
\hline 256 & 18.37 & . 17 & - . 075 & . 001 & + 34.2 \\
\hline 500 & 21.24 & . 10 & -. . 043 & . 000 & + 36.9 \\
\hline 1000 & 23.38 & . 12 & -. 024 & . 000 & + 37.7 \\
\hline 2000 & 24.24 & . 13 & -. 012 & . 000 & + 38.7 \\
\hline 4000 & 25.08 & . 13 & -. .006 & . 000 & + 38.6 \\
\hline
\end{tabular}

APPERDIX TABLE A2. 3 - part 5
Sigmoid functional response results obtained using the model sle.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{PREY DENSITY} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{NUMBER EATEN MFAI: S.E.}} & \multicolumn{2}{|l|}{\(\overline{\ln S}\)} & \multirow[t]{2}{*}{\[
\begin{aligned}
& \text { CALCULATED } \\
& \bar{a}(x 1000)
\end{aligned}
\]} \\
\hline & & & MEAF: & S.E. & \\
\hline 8 & 2.39 & . 14 & -. 379 & . 028 & . 403 \\
\hline 16 & 4.23 & . 17 & -. 313 & . 015 & . 389 \\
\hline 32 & 7.11 & . 21 & - . 253 & . 008 & . 392 \\
\hline 64 & 10.76 & . 21 & - . 184 & . 004 & . 398 \\
\hline 128 & 13.89 & . 15 & - . 115 & . 001 & . 376 \\
\hline 256 & 16.41 & . 09 & -. 066 & . 000 & . 369 \\
\hline 500 & 17.95 & . 06 & -. .037 & . 000 & . 357 \\
\hline 1000 & 18.81 & . 04 & - . 019 & . 000 & . 319 \\
\hline 1500 & 19.09 & . 02 & -. .013 & . 000 & . 282 \\
\hline 2000 & 19.18 & . 02 & -. .010 & . 000 & . 235 \\
\hline 2500 & 19.23 & . 03 & -. .008 & . 000 & . 201 \\
\hline 3000 & 19.17 & . 03 & -. 006 & . 000 & . 154 \\
\hline 3500 & 19.06 & . 02 & - . 005 & . 000 & . 116 \\
\hline 4000 & 18.78 & . 03 & -. . 005 & . 000 & . 077 \\
\hline 4250 & 18.58 & . 04 & -. 004 & . 000 & . 062 \\
\hline 4500 & 17.85 & . 06 & -. .004 & . 000 & . 037 \\
\hline 4750 & 16.40 & . 09 & -. .003 & . 000 & . 019 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 3 - part 6 Dome-shaped functional response results obtained using the model DlA.
\begin{tabular}{|c|c|c|c|c|c|}
\hline PREY DENSITY & \begin{tabular}{l}
NUMBER \\
MEAN
\end{tabular} & \[
\begin{gathered}
\text { EATEN } \\
\text { S.E. }
\end{gathered}
\] & MEAN & S.E. & \[
\begin{aligned}
& \text { CALCULATED } \\
& \overline{\mathbf{a}}(\mathrm{x} 1000)
\end{aligned}
\] \\
\hline 8 & 2.61 & . 17 & -. 422 & . 033 & . 454 \\
\hline 16 & 4.51 & . 20 & - . 339 & . 018 & . 428 \\
\hline 32 & 7.22 & . 23 & - . 258 & . 009 & . 400 \\
\hline 64 & 10.72 & . 21 & - . 184 & . 004 & . 395 \\
\hline 128 & 14.06 & . 14 & - . 116 & . 001 & . 392 \\
\hline 256 & 16.55 & . 09 & -. . 067 & . 000 & . 387 \\
\hline 500 & 18.13 & . 05 & - . 037 & . 000 & . 395 \\
\hline 1000 & 19.02 & . 03 & - . 019 & . 000 & . 392 \\
\hline 1500 & 19.33 & . 02 & - . 013 & . 000 & . 387 \\
\hline 2000 & 19.51 & . 01 & -. 010 & . 000 & . 400 \\
\hline 2500 & 19.59 & . 01 & -. .008 & . 000 & . 384 \\
\hline 3000 & 19.59 & . 01 & -. .007 & . 000 & . 320 \\
\hline 3500 & 19.55 & . 02 & - . 006 & . 000 & . 249 \\
\hline 4000 & 19.38 & . 03 & -. .005 & . 000 & . 157 \\
\hline 4250 & 19.24 & . 02 & -. . 005 & . 000 & . 119 \\
\hline 4500 & 18.93 & . 03 & -. 004 & . 000 & . 079 \\
\hline 4750 & 18.08 & . 05 & -. 004 & . 000 & . 040 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 3 - part 7 Dome-shaped functional response results obtained using the model DlB.
\begin{tabular}{|c|cc|cc|c|}
\hline PREY & \multicolumn{2}{|c|}{\begin{tabular}{c} 
NUMBER EATEN
\end{tabular}} & \multicolumn{2}{|c|}{\(\overline{\text { In S }}\)} & CALCULATED \\
DENSITY & MEAN & S.E. & MEAN & S.E. & \(\mathbf{a}(x\) 1000) \\
\hline 8 & 2.12 & .16 & -.329 & .029 & .344 \\
16 & 3.34 & .21 & -.241 & .017 & .281 \\
32 & 5.58 & .23 & -.194 & .009 & .266 \\
64 & 7.86 & .25 & -.132 & .005 & .216 \\
128 & 10.15 & .17 & -.083 & .001 & .168 \\
256 & 12.81 & .19 & -.051 & .001 & .143 \\
500 & 15.11 & .14 & -.031 & .000 & .126 \\
1000 & 16.53 & .08 & -.017 & .000 & .096 \\
1500 & 16.94 & .08 & -.011 & .000 & .074 \\
2000 & 17.29 & .08 & -.009 & .000 & .064 \\
2500 & 17.42 & .06 & -.007 & .000 & .054 \\
3000 & 17.63 & .07 & -.006 & .000 & .050 \\
3500 & 17.53 & .08 & -.005 & .000 & .041 \\
4000 & 17.59 & .07 & -.004 & .000 & .037 \\
4250 & 17.40 & .07 & -.004 & .000 & .032 \\
4500 & 17.41 & .09 & -.004 & .000 & .030 \\
4750 & 17.30 & .08 & -.004 & .000 & .027 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 3 - part 8 Dome-shaped functional response results obtained using the model D2.

APPEIIDIX TABLE A2.4 Results of the simulations for Section 6.6 The results of the simulations of the agesregative responses are given here. All eicht search strategies are used to search for four different prey distributions. These prey distributions are: random, using the negative binomial distribution with values for \(K\) of 2.0 and 0.05 , and in randomly dietributed clumps of eight. In the following tables these distributions will be referred to as random, neg. bin. \(K=2.0\), neg. bin. \(K=0.05\), and clumps, respectively. A range of initial prey densities is used, and 50 replicates are run for each combination. A giving up time of \(250^{-}\)time units is used. The encounter success rate is defined for each search strategy below.

The first eight parts of this table give the results of the mean number of prey eaten (Ne), the mean time spent searching (Ts), and the mean percentage of this time wasted ( \(\% T W\) ), with their standard errors, and the mean number of prey surviving (i.e. N - Ne). The final part gives the overall searching efficiency ( \(\mathrm{Ne} / \mathrm{Ts}\) ) for each combination of prey density and predator search strategy.

The search strategies and their parameters are:
1 completely random search - SA (the chance of a prey encounter being successful) \(=0.5\).
2 random walk - SA \(=0.5\)
3 forward directed random walk - \(S A=0.5\)
4 a forward directed random walk with a step length of three TLS \(=\) LLS \(=3, T S S=L S S=0, H=0, S A=0.5\)

4b forward directed random walk with a step length of ten TLS \(=\) LLS \(=10, T S S=L S S=0, H=0, S A=0.5\)
4c aggregative walk with a long step length of three TLS \(=\) LLS \(=3\), TSS \(=\) LSS \(=1, H=5\), SAl (the chance of a successful prey encounter when using the normal searching phase) \(=0.5\), SA2 ( the chance of a successful prey encounter when using the second searching phase in response to a prey) \(=0.75\)
4d aggregative walk with a long step length of ten TLS = LLS \(=10, T S S=L S S=1, H=5, S A 1=0.5, S A 2=0.75\)
5 systemmatic local search in response to finding a prey \(L B=3, T C=8\), area of \(3 \times 3\) is searched, \(\mathrm{SAl}=0.5, \mathrm{SAZ}=\) 0.75
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline 产 & Prey Density & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten S.E. & \begin{tabular}{l}
Time \\
Mean
\end{tabular} & \[
\begin{gathered}
\text { Spent } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted
S.E. & Number Surviving \\
\hline \multirow{8}{*}{宕} & 8 & . 5 & . 1 & 318 & 16 & 6.1 & . 3 & 7.5 \\
\hline & 16 & 1.5 & . 2 & 415 & 30 & 7.8 & . 5 & 14.5 \\
\hline & 32 & 3.6 & . 5 & 584 & 53 & 10.5 & . 9 & 28.4 \\
\hline & 64 & 12.6 & 1.2 & 1151 & 91 & 18.9 & 1.3 & 51.4 \\
\hline & 128 & 59.8 & 3.0 & 3384 & 198 & 42.3 & 1.7 & 68.2 \\
\hline & 256 & 179.5 & 3.6 & 6394 & 221 & 60.8 & 1.1 & 76.5 \\
\hline & 500 & 422.7 & 4.5 & 9562 & 232 & 70.2 & . 7 & 77.3 \\
\hline & 1000 & 928.9 & 3.6 & 13543 & 237 & 75.4 & . 4 & 71.1 \\
\hline \multirow[t]{8}{*}{} & 8 & . 4 & . 1 & 312 & 15 & 6.1 & . 3 & 7.6 \\
\hline & 16 & 1.5 & . 3 & 417 & 32 & 7.8 & . 6 & 14.5 \\
\hline & 32 & 3.4 & . 5 & 574 & 52 & 10.1 & . 9 & 28.6 \\
\hline & 63 & 13.7 & 1.3 & 1273 & 114 & 20.4 & 1.5 & 49.3 \\
\hline & 128 & 57.0 & 2.8 & 3158 & 188 & 40.7 & 1.6 & 71.0 \\
\hline & 255 & 175.1 & 4.5 & 6166 & 261 & 59.2 & 1.3 & 79.9 \\
\hline & 498 & 426.7 & 3.0 & 9786 & 188 & 71.0 & . 5 & 71.9 \\
\hline & 994 & 922.2 & 3.8 & 13367 & 246 & 75.2 & . 4 & 71.8 \\
\hline \multirow[t]{8}{*}{\[
\begin{gathered}
\text { n } \\
0 \\
0 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
0 \\
0 \\
0 \\
C
\end{gathered}
\]} & 8 & . 6 & . 1 & 321 & 18 & 6.4 & . 4 & 7.4 \\
\hline & 17 & . 9 & . 2 & 339 & 22 & 6.4 & . 4 & 16.1 \\
\hline & 29 & 3.0 & . 4 & 547 & 36 & 10.1 & . 7 & 26.0 \\
\hline & 63 & 10.5 & 1.1 & 1034 & 86 & 17.3 & 1.3 & 52.5 \\
\hline & 128 & 47.1 & 3.1 & 2550 & 181 & 35.0 & 1.8 & 80.9 \\
\hline & 245 & 152.2 & 5.1 & 5124 & 228 & 54.4 & 1.6 & 92.8 \\
\hline & 470 & 376.1 & 5.7 & 8415 & 256 & 68.2 & . 8 & 93.9 \\
\hline & 828 & 718.0 & 6.9 & 10518 & 264 & 73.1 & . 6 & 110.0 \\
\hline \multirow{8}{*}{\[
\begin{aligned}
& \mathscr{O}_{1} \\
& { }_{3}^{3} \\
& \underset{0}{0}
\end{aligned}
\]} & 8 & & . 1 & 280 & 12 & 5.5 & . 3 & 7.6 \\
\hline & 16 & . 8 & . 2 & 305 & 15 & 5.9 & . 4 & 15.2 \\
\hline & 32 & 2.2 & .4 & 377 & 26 & 6.8 & . 5 & 28.8 \\
\hline & 64 & 10.3 & 1.0 & 856 & 67 & 14.8 & 1.0 & 53.7 \\
\hline & 128 & 42.6 & 3.4 & 2183 & 182 & 30.8 & 2.0 & 85.4 \\
\hline & 256 & 166.2 & 4.0 & 5434 & 189 & 56.7 & 1.1 & 89.8 \\
\hline & 496 & 415.6 & 3.2 & 9296 & 179 & 70.5 & . 5 & 80.4 \\
\hline & 1000 & 916.9 & 4.0 & 12705 & 218 & 74.9 & . 4 & 83.1 \\
\hline
\end{tabular}

Aggregative response results using the search strategy of completely random search (IS = 1).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { os } \\
& \text { 心 } \\
& \text { 足 }
\end{aligned}
\] & \[
\begin{gathered}
\text { Prey } \\
\text { Density }
\end{gathered}
\] & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten
S.E. & \begin{tabular}{l}
Time \\
Mean
\end{tabular} & Spent S.E. & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted
S.E. & Number Surviving \\
\hline \multirow{8}{*}{} & 8 & . 3 & . 1 & 289 & 10 & 50.0 & 1.0 & 7.7 \\
\hline & 16 & . 5 & . 1 & 291 & 11 & 50.4 & 1.3 & 15.5 \\
\hline & 32 & 1.8 & . 3 & 431 & 29 & 53.9 & 1.0 & 30.2 \\
\hline & 64 & 5.0 & . 6 & 658 & 57 & 56.8 & 1.0 & 59.0 \\
\hline & 128 & 24.1 & 1.8 & 1736 & 127 & 61.6 & . 7 & 103.9 \\
\hline & 256 & 71.0 & 4.7 & 3054 & 209 & 68.4 & . 7 & 185.0 \\
\hline & 500 & 223.2 & 12.4 & 5572 & 356 & 71.9 & . 6 & 276.8 \\
\hline & 1000 & 578.6 & 24.4 & 8384 & 425 & 73.4 & . 5 & 421.4 \\
\hline \multirow[t]{8}{*}{0
0
11

.
.1
0
0
00
0
0} & 8 & . 3 & . 1 & 284 & 10 & 51.4 & 1.2 & 7.3 \\
\hline & 16 & . 5 & . 1 & 309 & 18 & 49.7 & 1.0 & 15.5 \\
\hline & 32 & 1.8 & . 3 & 422 & 34 & 53.3 & 1.1 & 30.2 \\
\hline & 63 & 4.1 & . 6 & 622 & 56 & 56.4 & 1.3 & 58.9 \\
\hline & 128 & 16.8 & 1.5 & 1252 & 97 & 60.6 & . 9 & 111.2 \\
\hline & 255 & 73.7 & 5.2 & 3147 & 230 & 67.2 & . 6 & 181.3 \\
\hline & 498 & 220.0 & 13.5 & 5649 & 395 & 72.2 & . 7 & 278.0 \\
\hline & 394 & 578.6 & 19.9 & 8330 & 375 & 73.3 & . 6 & 415.4 \\
\hline \multirow[t]{8}{*}{\begin{tabular}{c}
10 \\
0 \\
11 \\
\(\vdots\) \\
8 \\
\hline 1 \\
0 \\
00 \\
00 \\
0
\end{tabular}} & 8 & . 3 & . 1 & 283 & 11 & 52.5 & 1.2 & 7.7 \\
\hline & 17 & . 6 & . 1 & 303 & 15 & 51.3 & 1.3 & 16.4 \\
\hline & 29 & 1.5 & . 2 & 374 & 21 & 54.5 & 1.1 & 27.5 \\
\hline & 63 & 4.3 & . 7 & 539 & 46 & 55.5 & 1.2 & 58.7 \\
\hline & 128 & 12.8 & 1.5 & 788 & 65 & 57.0 & 1.1 & 115.2 \\
\hline & 245 & 35.7 & 3.8 & 1317 & 116 & 59.9 & . 9 & 209.3 \\
\hline & 470 & 65.3 & 6.8 & 1502 & 123 & 62.0 & 1.0 & 404.7 \\
\hline & 828 & 119.4 & 16.2 & 1449 & 174 & 59.8 & 1.2 & 708.6 \\
\hline \multirow{9}{*}{\[
\begin{aligned}
& 0 \\
& \stackrel{0}{0} \\
& \stackrel{1}{5} \\
& \underset{0}{0}
\end{aligned}
\]} & 8 & . 3 & . 2 & 257 & 4 & 50.9 & 1.2 & 7.7 \\
\hline & 16 & . 5 & . 2 & 272 & 10 & 49.8 & 1.0 & 15.5 \\
\hline & 32 & 1.3 & . 4 & 293 & 13 & 49.7 & 1.0 & 30.7 \\
\hline & 64 & 3.1 & . 8 & 391 & 32 & 51.9 & 1.1 & 60.9 \\
\hline & 128 & 7.2 & 1.2 & 509 & 43 & 54.6 & 1.1 & 120.8 \\
\hline & 256 & 28.2 & 3.7 & 1006 & 105 & 57.9 & 1.1 & 227.8 \\
\hline & 496 & 134.8 & 13.1 & 2913 & 293 & 64.0 & 1.0 & 361.2 \\
\hline & 1000 & 410.1 & 28.3 & 5268 & 381 & 70.7 & . 6 & 589.9 \\
\hline & 2000 & 1287.6 & 42.6 & 9817 & 435 & 72.3 & . 5 & 712.4 \\
\hline
\end{tabular}

Aggregative response results using the random walk ( \(I S=2\) ).
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\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { 心. } \\
& \text { 品 }
\end{aligned}
\] & \[
\begin{gathered}
\text { Prey } \\
\text { Density }
\end{gathered}
\] & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & \[
\begin{gathered}
\text { Eaten } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
Time \\
Mean
\end{tabular} & \[
\begin{gathered}
\text { Spent } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted
S.E. & Number Surviving \\
\hline \multirow{8}{*}{} & 8 & \multicolumn{2}{|l|}{\multirow[t]{8}{*}{\[
\begin{array}{rr}
.3 & .1 \\
.9 & .2 \\
3.0 & .5 \\
8.2 & 1.1 \\
37.3 & 2.5 \\
143.4 & 5.2 \\
353.2 & 9.2 \\
820.6 & 12.3
\end{array}
\]}} & \multicolumn{2}{|l|}{\multirow[t]{8}{*}{\[
\begin{array}{|rr|}
\hline 287 & 10 \\
374 & 26 \\
530 & 51 \\
873 & 92 \\
2292 & 158 \\
5329 & 257 \\
7993 & 303 \\
11489 & 310
\end{array}
\]}} & \multirow[t]{8}{*}{\[
\begin{aligned}
& 24.9 \\
& 27.6 \\
& 27.9 \\
& 35.3 \\
& 46.8 \\
& 62.1 \\
& 69.0 \\
& 73.2
\end{aligned}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
1.1 \\
1.2 \\
1.2 \\
1.3 \\
1.1 \\
1.0 \\
.7 \\
.5
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
7.7 \\
15.1 \\
29.0 \\
55.8 \\
90.7 \\
112.6 \\
146.8 \\
179.4
\end{array}
\]} \\
\hline & 16 & & & & & & & \\
\hline & 32 & & & & & & & \\
\hline & 64 & & & & & & & \\
\hline & 128 & & & & & & & \\
\hline & 256 & & & & & & & \\
\hline & 500 & & & & & & & \\
\hline & 1000 & & & & & & & \\
\hline \multirow[t]{8}{*}{} & \multirow[t]{8}{*}{8
16
32
63
128
255
498
994} & \multirow[t]{8}{*}{\[
\begin{array}{r}
.4 \\
1.0 \\
2.8 \\
8.1 \\
39.9 \\
197.6 \\
352.1 \\
321.9
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
.1 \\
.2 \\
.4 \\
.9 \\
3.0 \\
5.7 \\
7.2 \\
9.8
\end{array}
\]} & \multicolumn{2}{|l|}{28711} & \multicolumn{2}{|l|}{27.91 .1} & \multirow[t]{2}{*}{\[
\begin{array}{r}
7.6 \\
15.0
\end{array}
\]} \\
\hline & & & & \multicolumn{2}{|l|}{37928} & \multicolumn{2}{|l|}{28.91 .0} & \\
\hline & & & & \multicolumn{2}{|l|}{54245} & \multicolumn{2}{|l|}{30.21 .3} & \[
\begin{aligned}
& 15.0 \\
& 29.2
\end{aligned}
\] \\
\hline & & & & \multicolumn{2}{|l|}{92687} & \multicolumn{2}{|l|}{35.61 .5} & \multirow[t]{2}{*}{54.9
88.1} \\
\hline & & & & 2402 & 186 & \multicolumn{2}{|l|}{47.21 .2} & \\
\hline & & & & \multicolumn{2}{|l|}{5548271} & 62.5 & . 9 & \multirow[t]{2}{*}{107.4} \\
\hline & & & & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\(\begin{array}{rrr}8018 & 291 \\ 11155 & 311\end{array}\)}} & \multirow[t]{2}{*}{68.7
72.2} & . 7 & \\
\hline & & & & & & & . 6 & \[
\begin{aligned}
& 145.9 \\
& 172.9
\end{aligned}
\] \\
\hline \multirow[t]{8}{*}{} & \multirow[t]{8}{*}{8
17
29
63
128
245
470
828} & \multicolumn{2}{|r|}{3.1} & \multicolumn{2}{|l|}{27710} & \multicolumn{2}{|l|}{27.21 .1} & 7.7 \\
\hline & & \multicolumn{2}{|l|}{.9 . 2} & \multicolumn{2}{|l|}{33924} & \multicolumn{2}{|l|}{28.01 .1} & 16.1 \\
\hline & & 2.0 & .3 & \multicolumn{2}{|l|}{43131} & \multicolumn{2}{|l|}{25.81 .2} & \multirow[t]{2}{*}{27.0
56.6} \\
\hline & & 6.4 & . 7 & \multicolumn{2}{|l|}{68559} & \multicolumn{2}{|l|}{31.61 .5} & \\
\hline & & 25.8 & 2.5 & 1358 & 123 & \multicolumn{2}{|l|}{\multirow[b]{2}{*}{\(\begin{array}{ll}38.4 & 1.3 \\ 45.7 & 1.4\end{array}\)}} & \multirow[t]{2}{*}{102.2
179.3} \\
\hline & & 65.7 & 6.0 & \multicolumn{2}{|l|}{2176194} & & & \\
\hline & & 216.9 & 14.7 & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\(\begin{array}{lll}4244 & 313 \\ 4434 & 350\end{array}\)}} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\(\begin{array}{ll}57.0 & 1.6 \\ 56.0 & 1.7\end{array}\)}} & 179.3 \\
\hline & & 384.9 & 25.9 & & & & & 443.1 \\
\hline \multirow{8}{*}{\[
\begin{aligned}
& \text { थ. } \\
& \stackrel{\rightharpoonup}{3} \\
& \underset{0}{0}
\end{aligned}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
8 \\
16 \\
32 \\
64 \\
128 \\
256 \\
496 \\
1000
\end{array}
\]} & \multicolumn{2}{|r|}{.4 .2} & \multicolumn{2}{|l|}{2709} & \multicolumn{2}{|l|}{27.51 .4} & 7.6 \\
\hline & & . 7 & . 3 & \multicolumn{2}{|l|}{28212} & \multicolumn{2}{|l|}{26.31 .2} & 15.3 \\
\hline & & 1.9 & . 5 & \multicolumn{2}{|l|}{\[
317 \quad 18
\]} & \multicolumn{2}{|l|}{27.71 .1} & \multirow[t]{2}{*}{30.1
49.6} \\
\hline & & 4.4 & . 8 & \multicolumn{2}{|l|}{\[
439 \quad 39
\]} & \multicolumn{2}{|l|}{26.31 .1} & \\
\hline & & 14.3 & 1.9 & 789 & 75 & 34.4 & 1.3 & \multirow[t]{2}{*}{113.7
168.4} \\
\hline & & 87.6 & 6.6 & \multicolumn{2}{|l|}{2575210} & \multicolumn{2}{|l|}{47.51 .4} & \\
\hline & & 300.1 & 12.3 & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\[
\begin{array}{ll}
5920 & 324 \\
9870 & 419
\end{array}
\]}} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\(\begin{array}{rr}62.5 & 1.2 \\ 70.6 & .8\end{array}\)}} & 168.4 \\
\hline & & 776.4 & 19.0 & & & & & 223.6 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 4 - part 3
Aggregative response results using the strategy of the forward directed random walk ( \(I S=3\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline 旁 & Prey Density & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten S.E. & \begin{tabular}{l}
Time \\
Mean
\end{tabular} & \[
\begin{gathered}
\text { Spent } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted
S.E. & Number Surviving \\
\hline \multirow{8}{*}{\[
\begin{aligned}
& \text { E } \\
& \text { E } \\
& \text { O } \\
& \text { N }
\end{aligned}
\]} & 8 & . 4 & . 1 & 293 & 13 & 14.5 & . 9 & 7.6 \\
\hline & 16 & . 8 & . 2 & 341 & 19 & 15.8 & . 9 & 15.2 \\
\hline & 32 & 2.1 & . 3 & 451 & 32 & 16.9 & . 9 & 29.9 \\
\hline & 64 & 12.7 & 1.3 & 1200 & 110 & 27.3 & 1.5 & 51.3 \\
\hline & 128 & 56.9 & 3.2 & 3367 & 209 & 46.4 & 1.6 & 71.1 \\
\hline & 256 & 173.8 & 3.5 & 6278 & 209 & 62.1 & . 9 & 82.2 \\
\hline & 500 & 407.7 & 5.6 & 9614 & 263 & 70.9 & . 7 & 92.3 \\
\hline & 1000 & 912.8 & 4.1 & 13457 & 233 & 75.5 & . 4 & 87.2 \\
\hline \multirow[t]{8}{*}{\begin{tabular}{c}
0 \\
0 \\
11 \\
1 \\
\(\sim\) \\
7 \\
\hline 1 \\
0 \\
0 \\
0 \\
0
\end{tabular}} & 8 & . 7 & . 1 & 334 & 17 & 15.1 & 1.0 & 7.3 \\
\hline & 16 & . 9 & . 2 & 342 & 19 & 16.4 & 1.0 & 15.1 \\
\hline & 32 & 4.1 & . 5 & 635 & 49 & 19.6 & . 9 & 27.9 \\
\hline & 63 & 12.8 & 1.2 & 1211 & 107 & 28.1 & 1.2 & 50.2 \\
\hline & 128 & 50.3 & 2.7 & 2829 & 173 & 42.2 & 1.4 & 77.7 \\
\hline & 255 & 171.0 & 3.4 & 6159 & 210 & 61.7 & . 9 & 84.0 \\
\hline & 498 & 408.4 & 4.1 & 9619 & 239 & 71.0 & . 6 & 89.6 \\
\hline & 994 & 892.3 & 6.1 & 12976 & 266 & 74.8 & . 4 & 101.7 \\
\hline \multirow[t]{8}{*}{} & 8 & . 4 & . 1 & 290 & 12 & 13.4 & . 9 & 7.6 \\
\hline & 17 & 1.1 & . 2 & 369 & 25 & 15.9 & . 8 & 16.9 \\
\hline & 29 & 2.4 & . 4 & 465 & 38 & 17.0 & 1.0 & 26.6 \\
\hline & 63 & 8.3 & 1.3 & 819 & 89 & 22.5 & 1.4 & 54.7 \\
\hline & 128 & 40.7 & 3.3 & 2180 & 171 & 36.1 & 1.7 & 87.3 \\
\hline & 245 & 124.4 & 6.2 & 4090 & 232 & 51.0 & 1.5 & 120.6 \\
\hline & 470 & 291.3 & 10.5 & 5516 & 288 & 57.5 & 1.5 & 178.7 \\
\hline & 828 & 527.2 & 24.9 & 6350 & 391 & 59.4 & 2.0 & 301.0 \\
\hline \multirow{8}{*}{} & 8 & . 4 & . 2 & 273 & 8 & 14.0 & . 9 & 7.6 \\
\hline & 16 & . 9 & . 2 & 302 & 15 & 14.3 & . 9 & 15.1 \\
\hline & 32 & 2.9 & . 5 & 413 & 27 & 16.2 & . 9 & 29.1 \\
\hline & 64 & 6.0 & . 9 & 546 & 45 & 19.4 & 1.0 & 58.0 \\
\hline & 128 & 26.9 & 2.7 & 1351 & 130 & 28.2 & 1.5 & 101. 1 \\
\hline & 256 & 116.1 & 7.8 & 3654 & 298 & 46.7 & 2.0 & 139.9 \\
\hline & 496 & 383.3 & 7.5 & 8435 & 314 & 67.9 & 1.0 & 112.7 \\
\hline & 1000 & 865.1 & 9.6 & 11758 & 340 & 73.1 & . 7 & 134.9 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 4 - part 4
Aggregative response results using
the forward directed random walk with a step length of three (IS = 4a).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \overrightarrow{0} \\
& \stackrel{\circ}{\circ}
\end{aligned}
\] & \begin{tabular}{l}
Prey \\
Density
\end{tabular} & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten
S.E. & \begin{tabular}{l}
Time \\
Mean
\end{tabular} & \[
\begin{gathered}
\text { Spent } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted
S.E. & Number Surviving \\
\hline \multirow{9}{*}{} & 8 & . 5 & .1 & 293 & 20 & 11.1 & 1.0 & 7.5 \\
\hline & 16 & 1.1 & . 2 & 358 & 22 & 10.9 & . 8 & 14.9 \\
\hline & 32 & 3.0 & . 4 & 539 & 48 & 13.4 & . 9 & 29.0 \\
\hline & 64 & 10.9 & 1.1 & 1120 & 96 & 22.6 & 1.3 & 53.1 \\
\hline & 128 & 51.9 & 2.9 & 3019 & 185 & 42.6 & 1.7 & 76.1 \\
\hline & 256 & 170.9 & 4.2 & 6183 & 247 & 60.8 & 1.3 & 85.1 \\
\hline & 500 & 408.9 & 4.6 & 9533 & 259 & 70.6 & . 7 & 91.1 \\
\hline & 1000 & 898.3 & 5.2 & 12902 & 260 & 74.4 & . 5 & 101.7 \\
\hline & 2000 & 1889.1 & 7.2 & 16541 & 340 & 75.0 & . 5 & 110.9 \\
\hline \multirow[t]{8}{*}{} & 8 & . 5 & . 1 & 312 & 17 & 10.5 & . 9 & 7.5 \\
\hline & 16 & 1.0 & . 2 & 370 & 30 & 10.8 & . 7 & 15.0 \\
\hline & 32 & 3.3 & . 5 & 540 & 46 & 14.1 & . 9 & 28.7 \\
\hline & 63 & 12.0 & 1.1 & 1163 & 89 & 23.6 & 1.2 & 51.0 \\
\hline & 128 & 48.0 & 3.2 & 2705 & 208 & 38.7 & 1.9 & 80.0 \\
\hline & 255 & 173.7 & 3.5 & 6279 & 222 & 61.7 & 1.0 & 81.3 \\
\hline & 498 & 401.4 & 4.7 & 9149 & 248 & 69.6 & . 7 & 96.6 \\
\hline & 994 & 899.0 & 4.8 & 13220 & 282 & 75.1 & . 5 & 95.0 \\
\hline \multirow[t]{8}{*}{} & 8 & . 5 & . 1 & 299 & 12 & 10.4 & . 6 & 7.5 \\
\hline & 17 & 1.3 & . 2 & 372 & 22 & 11.8 & . 8 & 15.7 \\
\hline & 29 & 2.4 & . 4 & 464 & 39 & 12.8 & . 8 & 26.6 \\
\hline & 63 & 9.9 & 1.1 & 927 & 80 & 19.1 & 1.2 & 53.1 \\
\hline & 128 & 32.8 & 3.5 & 1814 & 180 & 29.6 & 2.1 & 95.2 \\
\hline & 245 & 118.0 & 6.2 & 3885 & 241 & 48.0 & 1.7 & 125.0 \\
\hline & 470 & 318.8 & 8.6 & 6564 & 307 & 61.6 & 1.4 & 151.2 \\
\hline & 828 & 599.6 & 19.4 & 7702 & 388 & 64.8 & 1.5 & 228.4 \\
\hline \multirow{8}{*}{\[
\begin{aligned}
& \infty \\
& \stackrel{\infty}{0_{1}} \\
& \stackrel{7}{J}
\end{aligned}
\]} & 8 & . 4 & . 1 & 274 & 9 & 9.0 & . 8 & 7.4 \\
\hline & 16 & . 6 & . 2 & 293 & 13 & 10.2 & . 7 & 15.4 \\
\hline & 32 & 2.2 & . 5 & 373 & 30 & 11.0 & . 8 & 29.8 \\
\hline & 64 & 6.6 & . 8 & 591 & 44 & 15.8 & . 9 & 57.4 \\
\hline & 128 & 24.1 & 2.9 & 1270 & 128 & 24.3 & 1.5 & 103.9 \\
\hline & 256 & 128.8 & 5.9 & 4071 & 243 & 49.3 & 1.6 & 127.2 \\
\hline & 496 & 372.4 & 6.7 & 7847 & 267 & 66.2 & . 9 & 123.6 \\
\hline & 1000 & 894.0 & 5.0 & 12826 & 245 & 75.4 & . 4 & 106.0 \\
\hline
\end{tabular}

Aggregative response results using the forward directed random walk with a step length of ten ( \(I S=4 \mathrm{~b}\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline 灾 & \[
\begin{gathered}
\text { Prey } \\
\text { Density }
\end{gathered}
\] & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten S.E. & \begin{tabular}{l}
Time S \\
Mean
\end{tabular} & \[
\begin{gathered}
\text { Spent } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & \begin{tabular}{l}
Wasted \\
S.E.
\end{tabular} & Number Surviving \\
\hline \multirow{9}{*}{\[
\begin{aligned}
& \text { E } \\
& \text { O} \\
& \text { O } \\
& \text { nut }
\end{aligned}
\]} & 8 & . 4 & . 1 & 293 & 12 & 14.3 & . 9 & 7.6 \\
\hline & 16 & . 6 & . 1 & 327 & 19 & 14.8 & . 8 & 15.4 \\
\hline & 32 & 2.8 & . 4 & 500 & 37 & 18.3 & . 9 & 29.2 \\
\hline & 64 & 10.5 & 1.0 & 1046 & 85 & 25.1 & 1.2 & 53.5 \\
\hline & 128 & 54.8 & 2.2 & 3003 & 138 & 44.9 & 1.0 & 73.2 \\
\hline & 256 & 168.9 & 3.9 & 5797 & 227 & 60.2 & 1.0 & 87.1 \\
\hline & 500 & 408.4 & 4.9 & 8833 & 224 & 69.8 & . 6 & 91.6 \\
\hline & 1000 & 897.0 & 5.3 & 11427 & 238 & 73.7 & . 5 & 103.0 \\
\hline & 2000 & 1893.1 & 5.8 & 13877 & 223 & 75.9 & . 3 & 104.9 \\
\hline \multirow[t]{2}{*}{} & 8 & . 3 & . 1 & 288 & 12 & 14.2 & . 9 & 7.7 \\
\hline & 16 & . 9 & . 2 & 351 & 21 & 15.1 & . 8 & 15.1 \\
\hline \multirow[t]{2}{*}{\(\cdots\)} & 32 & 3.3 & . 5 & 577 & 46 & 18.3 & 1.1 & 28.7 \\
\hline & 63 & 13.3 & 1.2 & 1298 & 108 & 28.3 & 1.3 & 49.7 \\
\hline \(\checkmark\) & 128 & 47.1 & 2.7 & 2553 & 153 & 40.9 & 1.3 & 80.9 \\
\hline \multirow[t]{2}{*}{\(\xrightarrow{8}\)} & 255 & 170.5 & 4.2 & 5728 & 217 & 59.8 & 1.0 & 84.5 \\
\hline & 498 & 410.1 & 4.8 & 8881 & 247 & 69.9 & . 7 & 87.9 \\
\hline \multirow[t]{2}{*}{¢} & 994 & 895.7 & 6.3 & 11569 & 286 & 73.9 & . 5 & 98.3 \\
\hline & 1988 & 1890.6 & 6.2 & 14091 & 233 & 76.1 & . 3 & 97.4 \\
\hline \multirow[t]{8}{*}{} & 8 & . 5 & . 1 & 315 & 14 & 14.2 & . 7 & 7.5 \\
\hline & 17 & 1.4 & . 2 & 403 & 27 & 16.8 & 1.0 & 15.6 \\
\hline & 29 & 3.2 & . 5 & 528 & 52 & 19.4 & 1.0 & 25.8 \\
\hline & 63 & 9.9 & 1.3 & 759 & 76 & 22.1 & 1.3 & 53.1 \\
\hline & 128 & 46.6 & 3.0 & 1847 & 123 & 34.9 & 1.2 & 82.4 \\
\hline & 245 & 116.0 & 7.1 & 2755 & 183 & 42.6 & 1.4 & 129.0 \\
\hline & 470 & 301.7 & 8.8 & 4023 & 179 & 51.3 & 1.1 & 168.3 \\
\hline & 828 & 554.9 & 23.9 & 4582 & 292 & 52.8 & 1.7 & 273.1 \\
\hline \multirow{8}{*}{\[
\begin{aligned}
& \infty \\
& \stackrel{0}{\tilde{G}} \\
& \underset{J}{-1}
\end{aligned}
\]} & & & .2 & 281 & 9 & 12.9 & . 7 & 7.2 \\
\hline & 16 & 1.2 & . 4 & 295 & 13 & 13.5 & . 8 & 14.8 \\
\hline & 32 & 2.6 & . 5 & 322 & 15 & 14.8 & . 8 & 29.4 \\
\hline & 64
128 & 9.0 & 1.4 & 537 & 53 & 19.4 & 1.1 & 55.0 \\
\hline & 128 & 39.4
136.4 & 3.4 & 1318 & 110 & 28.5 & 1.4 & 88.6 \\
\hline & 256 & 136.9 & 6.9 & 3050 & 199 & 44.3 & 1.5 & 119.1 \\
\hline & 496 & 368.9 & 8.5 & 5614 & 236 & 58.6 & 1.1 & 127.1 \\
\hline & 1000 & 878.7 & 9.3 & 8853 & 234 & 68.6 & . 7 & 121.3 \\
\hline
\end{tabular}

APPENDIX TABLE A2.4 - part 6
Aggregative response results using the aggregative walk with a long step length of three ( \(I S=4 \mathrm{c}\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline 灾 & \[
\begin{gathered}
\text { Prey } \\
\text { Density }
\end{gathered}
\] & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten
S.E. & Time Mean & \[
\begin{gathered}
\text { Spent } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted
S.E. & Number Surviving \\
\hline \multirow{8}{*}{\[
\begin{aligned}
& \text { E } \\
& \text { O} \\
& \text { C } \\
& \text { © }
\end{aligned}
\]} & 8 & . 4 & . 1 & 301 & 15 & 10.0 & . 7 & 7.6 \\
\hline & 16 & 1.0 & . 2 & 362 & 25 & 11.4 & - 9 & 15.0 \\
\hline & 32 & 2.6 & . 4 & 527 & 48 & 14.3 & . 9 & 29.4 \\
\hline & 64 & 11.9 & 1.3 & 1138 & 101 & 23.4 & 1.3 & 52.1 \\
\hline & 128 & 57.8 & 2.8 & 3209 & 179 & 43.5 & 1.6 & 70.2 \\
\hline & 256 & 178.4 & 3.8 & 6134 & 224 & 60.9 & 1.0 & 77.6 \\
\hline & 500 & 416.5 & 4.4 & 8850 & 221 & 69.4 & . 7 & 83.5 \\
\hline & 1000 & 921.6 & 4.4 & 12181 & 214 & 75.0 & . 4 & 78.4 \\
\hline \multirow[t]{8}{*}{0
0
11
\(\sim\)
\(\sim\)
5
0
0
60
0
0} & 8 & . 4 & . 1 & 296 & 16 & 10.0 & . 7 & 7.6 \\
\hline & 16 & 1.0 & . 2 & 352 & 22 & 10.5 & . 7 & 15.0 \\
\hline & 32 & 2.3 & . 4 & 494 & 40 & 13.7 & . 9 & 29.7 \\
\hline & 63 & 14.9 & 1.2 & 1371 & 102 & 25.9 & 1.2 & 48.1 \\
\hline & 128 & 49.1 & 2.8 & 2621 & 169 & 38.8 & 1.6 & 78.9 \\
\hline & 255 & 182.2 & 3.2 & 6272 & 205 & 61.6 & . 9 & 72.8 \\
\hline & 498 & 412.9 & 4.7 & 8815 & 236 & 69.3 & . 7 & 85.1 \\
\hline & 994 & 904.6 & 4.9 & 11418 & 232 & 73.6 & . 5 & 89.4 \\
\hline \multirow[t]{8}{*}{} & 8 & . 5 & . 1 & 312 & 13 & 10.2 & . 6 & 7.5 \\
\hline & 17 & 1.2 & . 2 & 353 & 22 & 12.2 & . 7 & 15.8 \\
\hline & 29 & 2.6 & . 4 & 455 & 31 & 12.6 & . 9 & 26.4 \\
\hline & 63 & 10.3 & 1.1 & 839 & 70 & 18.9 & 1.0 & 52.7 \\
\hline & 128 & 45.3 & 3.2 & 1807 & 141 & 31.2 & 1.5 & 82.7 \\
\hline & 245 & 148.4 & 4.4 & 3510 & 136 & 46.6 & 1.1 & 96.6 \\
\hline & 470 & 328.8 & 10.4 & 4585 & 235. & 52.5 & 1.5 & 141.2 \\
\hline & 828 & 641.6 & 13.4 & 5319 & 204 & 56.2 & 1.1 & 186.4 \\
\hline \multirow{8}{*}{\[
\begin{aligned}
& \text { e } \\
& \text { 品 } \\
& \text { - }
\end{aligned}
\]} & 8 & . 8 & . 2 & 283 & 10 & 9.4 & . 7 & 7.2 \\
\hline & 16 & 1.8 & . 4 & 327 & 18 & 10.7 & . 7 & 14.2 \\
\hline & 32 & 4.7 & . 9 & 413 & 35 & 13.2 & 1.0 & 27.3 \\
\hline & 64 & 9.6 & 1.2 & 548 & 29 & 13.9 & . 7 & 54.4 \\
\hline & 128 & 34.0 & 3.3 & 1138 & 103 & 23.3 & 1.4 & 94.0 \\
\hline & 256 & 138.8 & 7.5 & 3080 & 205 & 41.8 & 1.8 & 117.2 \\
\hline & 496 & 406.0 & 4.7 & 6722 & 198 & 62.9 & . 8 & 90.0 \\
\hline & 1000 & 899.0 & 6.0 & 9233 & 243 & 69.2 & . 7 & 101.0 \\
\hline
\end{tabular}

APPENDIX TABLE A2.4 - part 7
Aggregative response results using the ageregative walk with a long step length of ten ( \(I S=4 \mathrm{~d}\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \[
\begin{gathered}
\stackrel{\rightharpoonup}{0} \\
\stackrel{\rightharpoonup}{\circ}
\end{gathered}
\] & \[
\left\lvert\, \begin{gathered}
\text { Prey } \\
\text { Density }
\end{gathered}\right.
\] & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten S.E. & \begin{tabular}{l}
Time \\
Mean
\end{tabular} & \[
\begin{gathered}
\text { Spent } \\
\text { S.E. }
\end{gathered}
\] & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted
S.E. & Number Surviving \\
\hline \multirow{9}{*}{릉} & 8 & . 3 & . 1 & 271 & 11 & 25.9 & 1.1 & 7.7 \\
\hline & 16 & 1.0 & . 2 & 338 & 18 & 29.8 & 1.4 & 15.0 \\
\hline & 32 & 2.6 & . 4 & 518 & 43 & 30.7 & 1.4 & 29.4 \\
\hline & 64 & 8.7 & . 9 & 865 & 68 & 35.2 & 1.3 & 75.3 \\
\hline & 128 & 42.7 & 3.4 & 2358 & 202 & 49.3 & 1.4 & 85.3 \\
\hline & 256 & 139.1 & 5.4 & 4137 & 206 & 61.7 & . 8 & 116.9 \\
\hline & 500 & 365.6 & 6.6 & 6280 & 194 & 71.0 & . 6 & 134.4 \\
\hline & 1000 & 809.2 & 14.2 & 7020 & 232 & 74.4 & . 6 & 190.8 \\
\hline & 2000 & 1774.2 & 18.9 & 8193 & 253 & 77.4 & . 5 & 225.8 \\
\hline \multirow[t]{9}{*}{} & 8 & . 4 & . 1 & 305 & 14 & 27.6 & 1.1 & 7.6 \\
\hline & 16 & 1.2 & .2 & 377 & 21 & 28.9 & 1.1 & 14.8 \\
\hline & 32 & 2.1 & . 3 & 463 & 32 & 29.2 & 1.1 & 29.9 \\
\hline & 63 & 11.0 & 1.2 & 1059 & 100 & 37.7 & 1.5 & 52.0 \\
\hline & 128 & 40.8 & 3.3 & 2224 & 190 & 49.4 & 1.4 & 87.2 \\
\hline & 255 & 148.1 & 5.5 & 4379 & 191 & 61.8 & . 8 & 106.9 \\
\hline & 498 & 345.5 & 10.1 & 5575 & 234 & 68.7 & . 7 & 152.5 \\
\hline & 994 & 808.5 & 12.9 & 6772 & 201 & 73.7 & . 5 & 185.5 \\
\hline & 1988 & 1726.6 & 28.1 & 7708 & 277 & 76.6 & . 6 & 261.4 \\
\hline \multirow[t]{8}{*}{} & 8 & . 5 & . 1 & 293 & 10 & 26.6 & 1.2 & 7.5 \\
\hline & 17 & 1.1 & . 2 & 335 & 19 & 27.3 & 1.1 & 15.9 \\
\hline & 29 & 2.2 & . 4 & 401 & 28 & 30.3 & 1.4 & 26.8 \\
\hline & 63 & 10.4 & 1.3 & 676 & 4.9 & 33.3 & 1.2 & 52.6 \\
\hline & 128 & 33.8 & 2.9 & 1040 & 73 & 38.4 & 1.2 & 94.2 \\
\hline & 245 & 111.0 & 6.7 & 1886 & 128 & 45.4 & 1.0 & 134.0 \\
\hline & 470 & 257.3 & 15.2 & 2296 & 153 & 49.2 & 1.1 & 212.7 \\
\hline & 828 & 439.9 & 23.8 & 2148 & 136 & 48.1 & . 9 & 388.1 \\
\hline \multirow{9}{*}{} & 8 & 1.1 & . 4 & 266 & 7 & 27.5 & 1.2 & 6.9 \\
\hline & 16 & 2.6 & . 6 & 310 & 16 & 27.7 & 1.0 & 13.4 \\
\hline & 32 & 2.6 & . 6 & 282 & 8 & 26.7 & 1.0 & 29.4 \\
\hline & 64 & 10.8 & 1.5 & 407 & 24 & 28.8 & 1.1 & 53.2 \\
\hline & 128 & 33.5 & 3.3 & 778 & 61 & 35.0 & 1.2 & 94.5 \\
\hline & 256 & 88.0 & 8.3 & 1230 & 106 & 40.5 & 1.1 & 168.0 \\
\hline & 496 & 291.5 & 14.6 & 2722 & 167 & 51.8 & 1.2 & 204.5 \\
\hline & 1000 & 783.9 & 15.9 & 4616 & 180 & 63.6 & . 7 & 216.1 \\
\hline & 2000 & 1707.5 & 31.4 & 6079 & 260 & 69.9 & . 9 & 292.5 \\
\hline
\end{tabular}

APPENDIX TABLE A2.4-part 8

Aggregative response results using the strategy of systematic local search in response to finding a prey (IS = 5) .
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline IS & PREY & \multicolumn{7}{|l|}{\(\begin{array}{ccccccccc}\text { EFFICIENCY } & (\mathrm{Ne} / \mathrm{Ts}) & \text { AT } \\ \text { THE INITIAL } & \text { DENSITY } & \text { OF } & \text { : } \\ 8 & 16 & 32 & 64 & 128 & 256 & 500 & 1000\end{array}\)} \\
\hline 1 & \[
\begin{aligned}
& \text { random } \\
& K=2.0 \\
& K=.05 \\
& \text { clumps }
\end{aligned}
\] & \begin{tabular}{ll}
16 & 36 \\
13 & 36 \\
19 & 27 \\
14 & 26
\end{tabular} & \[
\begin{aligned}
& 62 \\
& 59 \\
& 55 \\
& 58
\end{aligned}
\] & \[
\begin{aligned}
& 110 \\
& 108 \\
& 102 \\
& 120
\end{aligned}
\] & \[
\begin{aligned}
& 177 \\
& 181 \\
& 185 \\
& 195
\end{aligned}
\] & \[
\begin{aligned}
& 281 \\
& 284 \\
& 297 \\
& 306
\end{aligned}
\] & \[
\begin{aligned}
& 212 \\
& 436 \\
& 447 \\
& 447
\end{aligned}
\] & \[
\begin{aligned}
& 686 \\
& 690 \\
& 683 \\
& 722
\end{aligned}
\] \\
\hline 2 & \begin{tabular}{l}
random \\
\(K=2.0\) \\
\(K=.05\) \\
clumps
\end{tabular} & \[
\begin{array}{ll}
10 & 17 \\
11 & 16 \\
11 & 20 \\
12 & 18
\end{array}
\] & \[
\begin{aligned}
& 42 \\
& 43 \\
& 40 \\
& 44
\end{aligned}
\] & \[
\begin{aligned}
& 76 \\
& 66 \\
& 80 \\
& 79
\end{aligned}
\] & \[
\begin{aligned}
& 139 \\
& 134 \\
& 162 \\
& 142
\end{aligned}
\] & \[
\begin{aligned}
& 233 \\
& 234 \\
& 271 \\
& 280
\end{aligned}
\] & \[
\begin{aligned}
& 401 \\
& 389 \\
& 435 \\
& 463
\end{aligned}
\] & \[
\begin{aligned}
& 690 \\
& 695 \\
& 824 \\
& 779
\end{aligned}
\] \\
\hline 3 & \[
\begin{aligned}
& \text { random } \\
& \mathrm{K}=2.0 \\
& \mathrm{~K}=.05 \\
& \text { clumps }
\end{aligned}
\] & \begin{tabular}{ll}
11 & 24 \\
14 & 26 \\
11 & 27 \\
15 & 25
\end{tabular} & \[
\begin{aligned}
& 57 \\
& 52 \\
& 46 \\
& 60
\end{aligned}
\] & \[
\begin{array}{r}
94 \\
88 \\
92 \\
100
\end{array}
\] & \[
\begin{aligned}
& 163 \\
& 166 \\
& 190 \\
& 181
\end{aligned}
\] & \[
\begin{aligned}
& 269 \\
& 265 \\
& 302 \\
& 340
\end{aligned}
\] & \[
\begin{aligned}
& 442 \\
& 439 \\
& 511 \\
& 507
\end{aligned}
\] & \[
\begin{aligned}
& 714 \\
& 737 \\
& 868 \\
& 787
\end{aligned}
\] \\
\hline 43 & \begin{tabular}{l}
random
\[
K=2.0
\] \\
\(K=.05\) \\
clumps
\end{tabular} & \begin{tabular}{ll}
14 & 24 \\
21 & 26 \\
14 & 30 \\
15 & 30
\end{tabular} & \[
\begin{aligned}
& 47 \\
& 65 \\
& 52 \\
& 70
\end{aligned}
\] & \[
\begin{aligned}
& 106 \\
& 106 \\
& 101 \\
& 110
\end{aligned}
\] & \[
\begin{aligned}
& 169 \\
& 178 \\
& 187 \\
& 199
\end{aligned}
\] & \[
\begin{aligned}
& 277 \\
& 278 \\
& 304 \\
& 318
\end{aligned}
\] & \[
\begin{aligned}
& 424 \\
& 425 \\
& 528 \\
& 454
\end{aligned}
\] & \[
\begin{aligned}
& 678 \\
& 688 \\
& 830 \\
& 736
\end{aligned}
\] \\
\hline 4 b & \[
\begin{aligned}
& \text { random } \\
& \mathrm{K}=2.0 \\
& \mathrm{~K}=.05 \\
& \text { clumps }
\end{aligned}
\] & \begin{tabular}{ll}
17 & 31 \\
16 & 27 \\
17 & 35 \\
15 & 21
\end{tabular} & \[
\begin{aligned}
& 56 \\
& 61 \\
& 52 \\
& 59
\end{aligned}
\] & \[
\begin{array}{r}
97 \\
103 \\
107 \\
112
\end{array}
\] & \[
\begin{aligned}
& 172 \\
& 177 \\
& 181 \\
& 190
\end{aligned}
\] & \[
\begin{aligned}
& 276 \\
& 277 \\
& 304 \\
& 316
\end{aligned}
\] & \[
\begin{aligned}
& 429 \\
& 439 \\
& 486 \\
& 475
\end{aligned}
\] & \[
\begin{aligned}
& 696 \\
& 680 \\
& 779 \\
& 697
\end{aligned}
\] \\
\hline 4 c & \[
\begin{aligned}
& \text { random } \\
& K=2.0 \\
& K=.05 \\
& \text { clumps }
\end{aligned}
\] & \begin{tabular}{ll}
14 & 18 \\
10 & 26 \\
16 & 35 \\
29 & 41
\end{tabular} & \[
\begin{aligned}
& 56 \\
& 57 \\
& 61 \\
& 81
\end{aligned}
\] & \[
\begin{aligned}
& 100 \\
& 102 \\
& 130 \\
& 168
\end{aligned}
\] & \[
\begin{aligned}
& 183 \\
& 298 \\
& 252 \\
& 299
\end{aligned}
\] & \[
\begin{aligned}
& 462 \\
& 462 \\
& 421 \\
& 449
\end{aligned}
\] & \[
\begin{aligned}
& 785 \\
& 774 \\
& 750 \\
& 657
\end{aligned}
\] & \[
\begin{array}{r}
1364 \\
1342 \\
1211 \\
993
\end{array}
\] \\
\hline 4 d & \begin{tabular}{l}
random \\
\(K=2.0\) \\
\(K=.05\) \\
clumps
\end{tabular} & \begin{tabular}{ll}
13 & 28 \\
14 & 28 \\
16 & 34 \\
28 & 55
\end{tabular} & \[
\begin{array}{r}
49 \\
47 \\
57 \\
114
\end{array}
\] & \[
\begin{aligned}
& 105 \\
& 109 \\
& 123 \\
& 175
\end{aligned}
\] & \[
\begin{aligned}
& 180 \\
& 187 \\
& 251 \\
& 299
\end{aligned}
\] & \[
\begin{aligned}
& 291 \\
& 291 \\
& 423 \\
& 451
\end{aligned}
\] & \[
\begin{aligned}
& 471 \\
& 468 \\
& 717 \\
& 604
\end{aligned}
\] & \[
\begin{array}{r}
757 \\
792 \\
1206 \\
934
\end{array}
\] \\
\hline 5 & \[
\begin{aligned}
& \text { random } \\
& \mathrm{K}=2.0 \\
& \mathrm{~K}=.05 \\
& \text { clumps }
\end{aligned}
\] & \begin{tabular}{ll}
11 & 30 \\
12 & 32 \\
17 & 33 \\
41 & 84
\end{tabular} & \[
\begin{aligned}
& 50 \\
& 45 \\
& 55 \\
& 92
\end{aligned}
\] & \[
\begin{aligned}
& 101 \\
& 104 \\
& 154 \\
& 265
\end{aligned}
\] & \[
\begin{aligned}
& 181 \\
& 184 \\
& 325 \\
& 431
\end{aligned}
\] & \[
\begin{aligned}
& 335 \\
& 338 \\
& 589 \\
& 715
\end{aligned}
\] & \[
\begin{array}{r}
582 \\
620 \\
1121 \\
1071
\end{array}
\] & \[
\begin{aligned}
& 1153 \\
& 1194 \\
& 2048 \\
& 1698
\end{aligned}
\] \\
\hline
\end{tabular}

APPENDIX TABLE A2.5 Results of the simulations for section 6.7
In this table the results of simulatine aggregative responses with different giving up times are given. Three different giving up times (of 50, 100 , and 200 time units) are used. Two search strategies (IS = l, 4d) are used to search for two different prey arrangements (random and in randomly distributed clumps of eicht, referred to as clumped). The first three parts of the table give the mean number eaten (Ne), the mean time spent searching (Ts), the mean percentage time wasted ( \(\%\) \% \(;\) ing (i.e. N - Ne), while the final part gives the overall efficiencies ( \(\mathrm{Ne} / \mathrm{Ts}\) ).

The search strategies and their parameters are:
1 completely random search \(-S A=0.5\)
4d aggregative walk with a long step length of ten -
\(L L S=T L S=10, L S S=T S S=1, H=5, S A 1=0.5, S A 2=0.75\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline IS & ID & \[
\begin{gathered}
\text { Prey } \\
\text { Density }
\end{gathered}
\] & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten
S.E. & \[
\begin{aligned}
& \text { Time } \\
& \text { Mean }
\end{aligned}
\] & Spent S.E. & \begin{tabular}{l}
\% Time \\
Mean
\end{tabular} & Wasted S.E. & \begin{tabular}{l}
Number \\
Left
\end{tabular} \\
\hline \multicolumn{2}{|r|}{\multirow{10}{*}{E}} & 8 & . 04 & . 03 & 50.3 & 1.0 & 1.13 & . 20 & 7.96 \\
\hline & & 16 & . 22 & . 07 & 54.5 & 1.9 & 1.25 & . 22 & 15.78 \\
\hline & & 32 & . 30 & . 10 & 55.4 & 2.6 & . 97 & . 17 & 31.70 \\
\hline & & 64 & . 76 & . 18 & 68.7 & 4.8 & 1.51 & . 19 & 63.24 \\
\hline & & 128 & 2.82 & . 42 & 102.5 & 7.8 & 1.87 & . 25 & 125.18 \\
\hline & & 256 & 10.94 & 1.23 & 219.1 & 19.6 & 4.19 & . 37 & 245.06 \\
\hline & & 500 & 88.14 & 7.96 & 1000.7 & 88.0 & 15.55 & 1.25 & 411.86 \\
\hline & & 1000 & 474.12 & 19.79 & 3382.7 & 170.9 & 37.49 & 1.52 & 525.88 \\
\hline & & 2000 & 1454.88 & 18.37 & 6648.7 & 157.1 & 50.86 & . 69 & 545.12 \\
\hline & & 4000 & 3413.89 & 17.30 & 9768.2 & 154.2 & 51.97 & . 48 & 586.11 \\
\hline \multirow{10}{*}{E} & \multirow{10}{*}{} & 8 & . 12 & . 07 & 50.1 & . 7 & . 82 & . 16 & 7.88 \\
\hline & & 16 & . 16 & . 07 & 51.3 & 1.2 & . 87 & . 20 & 15.84 \\
\hline & & 32 & . 34 & . 10 & 55.0 & 1.7 & 1.20 & . 21 & 31.66 \\
\hline & & 64 & . 94 & . 23 & 65.1 & 3.8 & 1.33 & . 23 & 63.06 \\
\hline & & 128 & 2.10 & . 45 & 82.6 & 6.4 & 1.33 & . 21 & 125.90 \\
\hline & & 256 & 7.56 & 1.07 & 147.8 & 15.6 & 3.05 & . 34 & 248.44 \\
\hline & & 496 & 36.68 & 3.64 & 394.9 & 35.0 & 6.89 & . 58 & 459.32 \\
\hline & & 1000 & 341.82 & 22.99 & 2242.3 & 172.8 & 28.11 & 1.79 & 658.18 \\
\hline & & 2000 & 1353.06 & 27.12 & 5850.9 & 180.1 & 49.37 & 1.00 & 646.94 \\
\hline & & 4000 & 3392.02 & 19.11 & 9597.1 & 150.5 & 54.70 & . 45 & 607.98 \\
\hline \multirow[t]{20}{*}{} & \multirow{10}{*}{(} & 8 & . 06 & . 03 & 51.3 & . 8 & 3.90 & . 96 & 7.94 \\
\hline & & 16 & . 18 & . 05 & 54.2 & 1.5 & 4.33 & . 82 & 15.82 \\
\hline & & 32 & . 34 & . 11 & 58.0 & 3.0 & 5.54 & 1.26 & 31.66 \\
\hline & & 64 & . 78 & . 15 & 68.6 & 4.2 & 6.27 & 1.09 & 63.22 \\
\hline & & 128 & 2.68 & . 47 & 108.8 & 10.5 & 7.82 & . 93 & 125.32 \\
\hline & & 256 & 10.00 & 1.23 & 205.2 & 20.5 & 11.14 & . 90 & 246.00 \\
\hline & & 500 & 67.70 & 7.46 & 730.5 & 82.2 & 22.52 & 1.19 & 432.00 \\
\hline & & 1000 & 471.86 & 15.41 & 3004.4 & 124.8 & 43.47 & . 75 & 528.14 \\
\hline & & 2000 & 1373.06 & 29.85 & 5331.5 & 167.0 & 53.99 & . 62 & 626.94 \\
\hline & & 4000 & 3128.86 & 48.31 & 6963.2 & 201.3 & 56.46 & .57 & 871.14 \\
\hline & \multirow{10}{*}{\[
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& \stackrel{0}{5} \\
& \tilde{0}
\end{aligned}
\]} & 8 & . 08 & . 06 & 51.5 & 1.1 & 4.66 & 1.41 & 7.92 \\
\hline & & 16 & . 18 & . 13 & 50.9 & . 7 & 3.49 & 1.13 & 15.82 \\
\hline & & 32 & . 10 & . 07 & 50.8 & . 5 & 3.40 & 1.00 & 31.90 \\
\hline & & 64 & 1.76 & . 36 & 68.2 & 3.6 & 6.13 & 1.00 & 62.24 \\
\hline & & 128 & 3.32 & . 65 & 74.8 & 4.4 & 6.76 & . 90 & 124.68 \\
\hline & & 256 & 10.22 & 1.87 & 125.2 & 13.7 & 8.53 & . 84 & 245.78 \\
\hline & & 496 & 37.34 & 4.48 & 259.8 & 25.8 & 13.31 & . 82 & 458.66 \\
\hline & & 1000 & 180.74 & 18.49 & 824.7 & 89.0 & 24.35 & 1.05 & 819.26 \\
\hline & & 2000 & 1040.36 & 43.26 & 3046.3 & 164.1 & 42.19 & . 89 & 959.64 \\
\hline & & 4000 & 2993.70 & 62.41 & 5951.4 & 192.1 & 52.78 & . 66 & 1006.30 \\
\hline
\end{tabular}


APPENDIX TABLE A2. 5 - part 2

Aggregative response results simulated with a giving up time of 100 time units.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline IS & ID & Prey Density & \begin{tabular}{l}
Number \\
Mean
\end{tabular} & Eaten S.E. & \begin{tabular}{l}
Time \\
Mean
\end{tabular} & Spent S.E. & \[
\begin{aligned}
& \% \text { Tin } \\
& \text { Meal }
\end{aligned}
\] & Wasted
S.E. & \begin{tabular}{l}
Number \\
Left
\end{tabular} \\
\hline \multirow[t]{8}{*}{} & \multirow{8}{*}{} & \multirow[t]{8}{*}{\[
\begin{array}{r}
8 \\
16 \\
32 \\
64 \\
128 \\
256 \\
500 \\
1000
\end{array}
\]} & \multicolumn{2}{|l|}{\multirow[t]{8}{*}{\begin{tabular}{rr}
.28 & .08 \\
.80 & .16 \\
2.62 & .36 \\
9.24 & 1.14 \\
36.12 & 2.96 \\
156.40 & 5.00 \\
407.02 & 3.92 \\
899.00 & 5.23
\end{tabular}}} & \multicolumn{2}{|l|}{\multirow[t]{8}{*}{\[
\begin{array}{rr}
228.3 & 9.1 \\
264.1 & 16.7 \\
395.1 & 30.0 \\
788.1 & 79.3 \\
1851.5 & 154.5 \\
4850.3 & 209.1 \\
8616.4 & 195.6 \\
11765.6 & 245.7
\end{array}
\]}} & \multicolumn{2}{|l|}{\multirow[t]{8}{*}{\begin{tabular}{rr}
4.10 & .23 \\
5.06 & .31 \\
7.47 & .53 \\
13.40 & 1.20 \\
27.12 & 1.87 \\
53.01 & 1.48 \\
67.72 & .57 \\
72.06 & .54
\end{tabular}}} & \multirow[t]{8}{*}{\[
\begin{array}{r}
7.72 \\
15.20 \\
29.38 \\
54.76 \\
91.88 \\
99.60 \\
92.98 \\
101.00
\end{array}
\]} \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline \multirow[t]{8}{*}{} & \multirow{8}{*}{\[
\begin{aligned}
& \stackrel{\rightharpoonup}{0} \\
& 0 \\
& \stackrel{0}{3} \\
& \underset{0}{0}
\end{aligned}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
8 \\
16 \\
32 \\
64 \\
128 \\
256 \\
496 \\
1000
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
.34 \\
.92 \\
2.40 \\
6.34 \\
30.22 \\
137.78 \\
391.42 \\
901.32
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
.10 \\
.20 \\
.35 \\
.92 \\
2.90 \\
6.08 \\
4.90 \\
5.17
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
219.1 \\
251.9 \\
370.8 \\
538.2 \\
1442.1 \\
4153.3 \\
7954.9 \\
11796.4
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
6.2 \\
13.2 \\
28.3 \\
59.6 \\
128.9 \\
224.4 \\
196.9 \\
233.1
\end{array}
\]} & \multicolumn{2}{|l|}{4.23 .22} & \multirow[t]{2}{*}{} \\
\hline & & & & & & & \multicolumn{2}{|l|}{4.56 . 27} & \\
\hline & & & & & & & \multicolumn{2}{|l|}{6.68 . 54} & \[
\begin{aligned}
& 15.08 \\
& 29.60
\end{aligned}
\] \\
\hline & & & & & & & \multicolumn{2}{|l|}{9.47 .95} & 57.66 \\
\hline & & & & & & & 22.34 & 1.70 & \multirow[t]{2}{*}{97.78
118.22} \\
\hline & & & & & & & \multicolumn{2}{|l|}{47.641 .84} & \\
\hline & & & & & & & 66.25 & . 74 & \multirow[t]{2}{*}{104.58
88.68} \\
\hline & & & & & & & 73.31 & . 48 & \\
\hline \multirow[t]{16}{*}{} & \multirow{8}{*}{E} & \multirow[t]{8}{*}{\[
\begin{array}{r}
8 \\
16 \\
32 \\
64 \\
128 \\
256 \\
500 \\
1000
\end{array}
\]} & \multirow[t]{8}{*}{} & \multirow[t]{8}{*}{.09
.18
.22
1.00
2.77
3.20
3.86
4.67} & \multicolumn{2}{|l|}{} & \multicolumn{2}{|l|}{8.80 . 70} & \multirow[t]{2}{*}{} \\
\hline & & & & & 307.5 & 18.5 & \multicolumn{2}{|l|}{10.15 . 73} & \\
\hline & & & & & 306.7 & 19.0 & \multicolumn{2}{|l|}{11.09 .82} & \[
\begin{aligned}
& 14.90 \\
& 30.64
\end{aligned}
\] \\
\hline & & & & & 842.0 & 71.9 & \multicolumn{2}{|l|}{\(19.22 \quad 1.05\)} & 54.30 \\
\hline & & & & & 1758.1 & 137.4 & 30.45 & 1.53 & 92.66 \\
\hline & & & & & 5059.4 & 167.2 & \multicolumn{2}{|l|}{56.05 . 86} & \multirow[t]{2}{*}{94.00
93.26} \\
\hline & & & & & 8224.4 & 182.3 & \multicolumn{2}{|l|}{67.75 . 58} & \\
\hline & & & & & 10298.0 & 189.0 & 71.40 & . 41 & \[
115.60
\] \\
\hline & \multirow{8}{*}{} & \multirow[t]{8}{*}{\[
\begin{array}{r}
8 \\
16 \\
32 \\
64 \\
128 \\
256 \\
496 \\
1000
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
.22 \\
.80 \\
2.94 \\
6.00 \\
24.06 \\
98.18 \\
336.66 \\
868.08
\end{array}
\]} & \multirow[t]{8}{*}{\[
\begin{array}{r}
.13 \\
.24 \\
.59 \\
.79 \\
2.36 \\
7.33 \\
10.40 \\
5.72
\end{array}
\]} & \(210.8 \quad 6.2\) & 6.2 & \multicolumn{2}{|l|}{9.87 .91} & 7.78 \\
\hline & & & & & 221.9 & 6.6 & \multicolumn{2}{|l|}{8.94 .63} & \multirow[t]{2}{*}{15.20
29.06} \\
\hline & & & & & 272.3 & 16.4 & \multicolumn{2}{|l|}{\[
9.77 \quad .69
\]} & \\
\hline & & & & & 364.4 & 20.0 & 12.01 & . 72 & 58.00 \\
\hline & & & & & 726.3 & 61.7 & \multicolumn{2}{|l|}{18.51 . 96} & \multirow[t]{2}{*}{\[
\begin{aligned}
& 103.94 \\
& 157.82
\end{aligned}
\]} \\
\hline & & & & & 1923.8 & 148.1 & \multicolumn{2}{|l|}{31.791 .63} & \\
\hline & & & & & 4430.8 & 231.5 & \multicolumn{2}{|l|}{51.111 .39} & \[
\begin{aligned}
& 157.82 \\
& 159.34
\end{aligned}
\] \\
\hline & & & & & 7954.9 & 152.5 & 65.87 & . 50 & \[
131.92
\] \\
\hline
\end{tabular}

APPENDIX TABLE A2.5 - part 3

Aggregative response results simulated with a giving up time of 200 time units.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{GUP} & \multirow[t]{2}{*}{IS} & \multirow[t]{2}{*}{ID} & \multicolumn{8}{|l|}{EFFICIENCY ( \(\mathrm{Ne} / \mathrm{Ts}\) ) at the initial density of :} \\
\hline & & & 8 & 16 & 32 & 64 & 128 & 256 & 500 & 1000 \\
\hline \multirow{4}{*}{50} & \multirow[b]{2}{*}{1} & \multirow[t]{2}{*}{\[
\begin{aligned}
& 2 \\
& 4
\end{aligned}
\]} & 8 & 40 & 54 & 111 & 275 & 499 & 881 & 1402 \\
\hline & & & 24 & 31 & 62 & 144 & 254 & 512 & 929 & 1524 \\
\hline & & 2 & 12 & 33 & 59 & 114 & 254 & 512 & 927 & 1571 \\
\hline & 4 d & 4 & 16 & 35 & 20 & 258 & 444 & 816 & 1437 & 2192 \\
\hline \multirow{4}{*}{100} & \multirow[b]{2}{*}{1} & \multirow[t]{2}{*}{2
4} & 13 & 18 & 59 & 108 & 227 & 435 & 657 & 1023 \\
\hline & & & 28 & 39 & 66 & 148 & 244 & 458 & 712 & 1069 \\
\hline & & 2 & 13 & 25 & 68 & 125 & 249 & 455 & 702 & 1145 \\
\hline & 4 d & 4 & 25 & 64 & 72 & 117 & 419 & 674 & 1144 & 1681 \\
\hline \multirow{4}{*}{200} & \multirow[t]{2}{*}{} & 2 & 12 & 30 & 66 & 117 & 195 & 316 & 472 & 764 \\
\hline & & 4 & 16 & 37 & 65 & 118 & 210 & 332 & 492 & 764 \\
\hline & & 2 & 16 & 36 & 44 & 115 & 201 & 320 & 495 & 859 \\
\hline & 4d & 4 & 10 & 36 & 108 & 165 & 331 & 510 & 760 & 1091 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 5 - part 4 AEEregative response results with different giving up times (GUP) - overall efficiencies (Ne/Ts) multiplied x 10,000 for three giving up times (GUP), two search strategies (Is = 1 , random search; IS = 4d, aggregative walk with a long step length of ten), and two prey distributions ( \(I D=2\), random; \(I D=4\), randomly distributed clumps of eight).

AFPEFDIX TABLE A2. 6 Fesults of the simulations for section 6.8 Simulation results to show the effects of the presence of alternative prey upon the aggregative response are given in this table. The prey are arranged either at random (IS = 2), or in clumps of eight distributed at random (IS = 4). In the first three parts of the table, random search (IS = 1 ) is used to obtain the aggregative response to prey type \(A\) with background densities of prey type \(B\) of 16 (part 1), 64 (part 2), and 128 (part 3). The encounter success rate is 0.5 for both prey types, and the giving up time is 250 time units. In the final part of the table (part 4) an aggregative walk is used (IS = 4d, \(L L S=T L S=10, L S S=T S S=1, H=5, S A 1=S B 1=0.5, S A 2=S B 2\) \(=0.75\) ) with a background density of prey type B of 64. Fifty replicates were run for each combination of prey densities and arrangements. The results given for each density of prey type \(A\) (N) are the mean number eaten of type \(A(\overline{\mathrm{Ne}})\), the mean number of type \(A\) surviving ( \(\overline{N s}=N-\overline{N e}\) ), the mean number of type \(B\) eaten ( \(\overline{N^{\prime}}\) ), the mean time spent searching ( \(\overline{T s}\) ), and the overall efficiency \((E=(\overline{N e}+\overline{N e}) / \overline{T s})\), together with the relevant standard errors of the mean ( \(S E\) ).


\section*{APPENDIX TABLE A2. 6 - part 1}

Aggregative response results obtained using random search (IS \(=1\) ) to search for prey type \(A\) arranged at random (IDa \(=\) 2) or in clumps ( \(I D a=4\) ) in the presence of 16 of prey type \(B\) arranged at random ( \(I D b=2\) ), or in clumps ( \(I D b=4\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline IDa & IDb & N & & SE & \(\overline{\text { is }}\) & \(\overline{\mathrm{Ne}}\) & SE & \(\bar{T}\) & SF & E \\
\hline \multirow{8}{*}{2} & \multirow{8}{*}{2} & 8 & 2.2 & 0.2 & 5.8 & 15.7 & 1.6 & 1481 & 133 & 121 \\
\hline & & 16 & 4.8 & 0.4 & 11.2 & 19.1 & 1.5 & 1828 & 131 & 131 \\
\hline & & 32 & 11.4 & 0.9 & 20.6 & 21.6 & 1.6 & 2262 & 163 & 146 \\
\hline & & 64 & 29.2 & 1.5 & 34.8 & 29.8 & 1.5 & 3298 & 184 & 179 \\
\hline & & 128 & 79.8 & 2.9 & 48.2 & 40.4 & 1.6 & 5257 & 248 & 229 \\
\hline & & 256 & 197.6 & 2.7 & 58.4 & 50.0 & 0.7 & 7641 & 214 & 324 \\
\hline & & 500 & 438.6 & 2.6 & 61.4 & 55.8 & 0.4 & 10625 & 184 & 465 \\
\hline & & 1000 & 935.1 & 3.2 & 64.9 & 59.9 & 0.3 & 13832 & 226 & 719 \\
\hline \multirow{8}{*}{4} & \multirow{8}{*}{2} & 8 & 1.7 & 0.2 & 6.3 & 14.3 & 1.4 & 1387 & 124 & 115 \\
\hline & & 16 & 4.6 & 0.5 & 11.4 & 17.6 & 1.6 & 1713 & 144 & 130 \\
\hline & & 32 & 11.0 & 0.8 & 21.0 & 21.9 & 1.6 & 2243 & 155 & 147 \\
\hline & & 64 & 27.0 & 1.6 & 37.0 & 27.8 & 1.6 & 3078 & 192 & 178 \\
\hline & & 128 & 74.0 & 3.1 & 54.0 & 36.2 & 1.4 & 4555 & 224 & 242 \\
\hline & & 256 & 192.6 & 2.9 & 63.4 & 47.6 & 0.8 & 7226 & 223 & 332 \\
\hline & & 496 & 420.7 & 4.6 & 75.3 & 54.0 & 0.6 & 9833 & 269 & 483 \\
\hline & & 1000 & 924.0 & 4.1 & 76.0 & 59.4 & 0.4 & 13313 & 255 & 739 \\
\hline \multirow{8}{*}{2} & \multirow{8}{*}{4} & 8 & 1.4 & 0.2 & 6.6 & 10.6 & 1.0 & 966 & 79 & 124 \\
\hline & & 16 & 3.3 & 0.4 & 12.7 & 13.6 & 1.2 & 1308 & 112 & 129 \\
\hline & & 32 & 8.0 & 0.7 & 24.0 & 17.5 & 1.5 & 1699 & 128 & 127 \\
\hline & & 64 & 28.2 & 1.6 & 35.8 & 27.5 & 1.7 & 3075 & 180 & 181 \\
\hline & & 128 & 76.1 & 2.2 & 51.9 & 38.2 & 1.3 & 4786 & 192 & 239 \\
\hline & & 256 & 197.5 & 2.6 & 58.5 & 49.6 & 0.8 & 7569 & 201 & 326 \\
\hline & & 500 & 435.7 & 3.3 & 64.3 & 55.9 & 0.5 & 10474 & 198 & 469 \\
\hline & & 1000 & 929.4 & 3.4 & 70.6 & 59.7 & 0.4 & 13461 & 195 & 735 \\
\hline \multirow{8}{*}{4} & \multirow{8}{*}{4} & 8 & 1.5 & 0.2 & 6.5 & 12.4 & 1.2 & 1112 & 106 & 125 \\
\hline & & 16 & 3.3 & 0.4 & 12.7 & 12.2 & 1.4 & 1124 & 108 & 138 \\
\hline & & 32 & 8.2 & 0.8 & 23.8 & 16.2 & 1.6 & 1573 & 139 & 155 \\
\hline & & 64 & 21.9 & 1.6 & 42.1 & 21.6 & 1.6 & 2259 & 160 & 193 \\
\hline & & 128 & 64.6 & 2.9 & 63.4 & 32.8 & 1.5 & 3839 & 216 & 254 \\
\hline & & 256 & 187.5 & 3.4 & 68.5 & 46.7 & 0.9 & 6980 & 233 & 336 \\
\hline & & 496 & 423.1 & 4.0 & 72.9 & 53.9 & 0.6 & 9871 & 242 & 483 \\
\hline & & 1000 & 926.1 & 2.8 & 73.9 & 59.4 & 0.3 & 13316 & 202 & 740 \\
\hline
\end{tabular}
```

APPENDIX TABLE A2.6-part 2 Aggregative response results obtained using random search (IS = l) to search for prey type A arranged at random (IDa = 2) or in clumps (IDa $=4$ ), in the presence of 64 of prey type $B$ arranged at random (IDb $=2$ ), or in clumps (IDb $=4$ ).

```
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline IDa & IDb & F & \(\overline{\mathrm{Ve}}\) & SE & \(\overline{\mathrm{Hs}}\) & Ne & SE & Ts & SE & E \\
\hline \multirow{8}{*}{2} & \multirow{8}{*}{2} & 8 & 3.5 & 0.2 & 4.5 & 60.8 & 2.9 & 3442 & 195 & 187 \\
\hline & & 16 & 7.7 & 0.5 & 8.3 & 62.5 & 3.3 & 3656 & 223 & 192 \\
\hline & & 32 & 17.9 & 0.7 & 14.1 & 71.2 & 2.6 & 4273 & 194 & 209 \\
\hline & & 64 & 41.0 & 1.1 & 23.0 & 80.6 & 2.0 & 5270 & 205 & 231 \\
\hline & & 128 & 90.9 & 1.9 & 37.1 & 91.3 & 1.7 & 6411 & 221 & 284 \\
\hline & & 256 & 208.3 & 2.4 & 47.7 & 103.6 & 1.3 & 8780 & 216 & 355 \\
\hline & & 500 & 436.6 & 4.0 & 63.4 & 111.4 & 1.1 & 10692 & 288 & 513 \\
\hline & & 1000 & 935.5 & 3.1 & 64.5 & 120.2 & 0.6 & 13936 & 211 & 758 \\
\hline \multirow{8}{*}{4} & \multirow{8}{*}{2} & 8 & 3.8 & 0.3 & 4.2 & 60.4 & 3.2 & 3406 & 183 & 188 \\
\hline & & 16 & 8.1 & 0.5 & 7.9 & 66.6 & 3.5 & 3940 & 237 & 190 \\
\hline & & 32 & 15.7 & 0.8 & 16.3 & 65.3 & 2.7 & 3736 & 206 & 217 \\
\hline & & 64 & 37.9 & 1.2 & 26.1 & 77.1 & 2.7 & 5026 & 232 & 229 \\
\hline & & 128 & 87.8 & 2.3 & 40.2 & 88.9 & 2.4 & 6152 & 225 & 287 \\
\hline & & 256 & 203.7 & 2.4 & 52.3 & 100.9 & 1.3 & 8170 & 234 & 373 \\
\hline & & 496 & 432.3 & 3.7 & 63.7 & 110.2 & 1.1 & 10488 & 255 & 517 \\
\hline & & 1000 & 930.4 & 3.4 & 69.5 & 119.5 & 0.7 & 13702 & 221 & 766 \\
\hline \multirow{8}{*}{2} & \multirow{8}{*}{4} & 8 & 3.5 & 0.3 & 4.5 & 52.1 & 3.2 & 2781 & 182 & 200 \\
\hline & & 16 & 7.0 & 0.5 & 9.0 & 55.1 & 3.4 & 3052 & 216 & 203 \\
\hline & & 32 & 15.5 & 0.8 & 16.5 & 63.5 & 2.8 & 3640 & 195 & 217 \\
\hline & & 64 & 37.5 & 1.7 & 26.5 & 75.0 & 2.9 & 4613 & 238 & 244 \\
\hline & & 128 & 89.8 & 1.7 & 38.2 & 89.8 & 1.9 & 6269 & 198 & 286 \\
\hline & & 256 & 202.6 & 3.2 & 53.4 & 103.1 & 1.6 & 8148 & 238 & 375 \\
\hline & & 500 & 446.9 & 2.3 & 53.1 & 114.7 & 0.8 & 11320 & 176 & 496 \\
\hline & & 1000 & 932.1 & 4.2 & 67.9 & 119.4 & 0.7 & 13768 & 242 & 764 \\
\hline \multirow{8}{*}{4} & \multirow{8}{*}{4} & 8 & 2.9 & 0.3 & 5.1 & 46.7 & 3.3 & 2434 & 193 & 204 \\
\hline & & 16 & 6.0 & 0.5 & 10.0 & 49.2 & 3.7 & 2758 & 220 & 200 \\
\hline & & 32 & 14.5 & 1.0 & 17.5 & 56.3 & 3.3 & 3176 & 206 & 223 \\
\hline & & 64 & 34.5 & 1.6 & 29.5 & 65.1 & 3.3 & 3885 & 218 & 256 \\
\hline & & 128 & 83.7 & 2.6 & 44.3 & 84.5 & 2.4 & 5735 & 249 & 293 \\
\hline & & 256 & 195.5 & 3.7 & 62.5 & 97.8 & 1.9 & 7656 & 255 & 382 \\
\hline & & 496 & 425.5 & 4.0 & 70.5 & 109.9 & 1.1 & 9976 & 218 & 537 \\
\hline & & 1000 & 927.9 & 4.4 & 72.1 & 119.0 & 0.6 & 13431 & 238 & 779 \\
\hline
\end{tabular}

APPENDIX TABLE A2. 6 - part 3 Aggregative response results obtained using random search (IS = 1) to search for prey type A arranged at random (IDa = 2) or in clumps ( \(\mathrm{IDa}=4\) ), in the presence of 128 of prey type \(B\) arranged at random ( \(I D b=2\) ), or in clumps ( \(I D b=4\) ).
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline IDa & ID & \% & & SE & \(\overline{N S}\) & \(\overline{\mathrm{Ne}}\) & SE & \(\overline{T s}\) & SE & F \\
\hline \multirow{8}{*}{2} & \multirow{8}{*}{2} & 8 & 2.0 & 0.2 & 6.0 & 14.2 & 1.4 & 1311 & 112 & 124 \\
\hline & & 16 & 3.8 & 0.4 & 12.2 & 15.2 & 1.4 & 1526 & 124 & 125 \\
\hline & & 32 & 11.3 & 0.8 & 20.7 & 22.8 & 1.7 & 2413 & 185 & 141 \\
\hline & & 64 & 28.7 & 1.4 & 35.3 & 29.0 & 1.5 & 3183 & 182 & 181 \\
\hline & & 128 & 77.8 & 2.0 & 50.2 & 39.7 & 1.0 & 4928 & 175 & 238 \\
\hline & & 256 & 192.9 & 2.8 & 63.1 & 46.7 & 0.9 & 7032 & 191 & 341 \\
\hline & & 500 & 427.8 & 4.2 & 72.2 & 54.1 & 0.6 & 9437 & 239 & 511 \\
\hline & & 1000 & 927.3 & 3.8 & 72.7 & 58.8 & 0.4 & 12356 & 230 & 798 \\
\hline \multirow{8}{*}{4} & \multirow{8}{*}{2} & 8 & 2.5 & 0.4 & 5.5 & 14.9 & 1.6 & 1423 & 142 & 122 \\
\hline & & 16 & 4.8 & 0.6 & 11.2 & 15.7 & 1.5 & 1485 & 132 & 138 \\
\hline & & 32 & 12.8 & 1.2 & 19.2 & 18.2 & 1.5 & 1713 & 132 & 181 \\
\hline & & 64 & 24.5 & 2.1 & 39.5 & 18.7 & 1.6 & 1960 & 166 & 220 \\
\hline & & 128 & 67.7 & 3.7 & 60.3 & 26.6 & 1.5 & 2956 & 185 & 319 \\
\hline & & 256 & 179.1 & 4.7 & 76.9 & 37.6 & 1.2 & 4723 & 204 & 459 \\
\hline & & 496 & 415.9 & 4.8 & 80.1 & 48.8 & 0.7 & 7163 & 212 & 649 \\
\hline & & 1000 & 913.4 & 6.5 & 86.6 & 54.4 & 0.7 & 9958 & 225 & 972 \\
\hline \multirow{8}{*}{2} & \multirow{8}{*}{4} & 8 & 0.9 & 0.1 & 7.1 & 11.5 & 1.5 & 710 & 63 & 175 \\
\hline & & 16 & 2.2 & 0.3 & 13.8 & 13.3 & 1.3 & 864 & 63 & 179 \\
\hline & & 32 & 5.9 & 0.5 & 26.1 & 18.7 & 1.5 & 1147 & 79 & 214 \\
\hline & & 64 & 19.9 & 1.6 & 44.1 & 25.8 & 1.9 & 2043 & 154 & 224 \\
\hline & & 128 & 66.3 & 2.5 & 61.7 & 40.5 & 1.5 & 3899 & 188 & 274 \\
\hline & & 256 & 188.7 & 3.2 & 67.3 & 53.5 & 0.8 & 6929 & 197 & 350 \\
\hline & & 500 & 429.2 & 2.9 & 70.8 & 58.7 & 0.4 & 9733 & 199 & 501 \\
\hline & & 1000 & 924.9 & 3.7 & 75.1 & 60.7 & 0.3 & 12306 & 186 & 801 \\
\hline \multirow{8}{*}{4} & \multirow{8}{*}{4} & 8 & 1.4 & 0.3 & 6.6 & 10.4 & 1.3 & 617 & 47 & 191 \\
\hline & & 16 & 2.5 & 0.4 & 13.5 & 11.0 & 1.2 & 652 & 44 & 207 \\
\hline & & 32 & 6.6 & 0.9 & 25.4 & 12.4 & 1.5 & 757 & 67 & 251 \\
\hline & & 64 & 18.0 & 1.7 & 46.0 & 17.2 & 1.6 & 1189 & 94 & 296 \\
\hline & & 128 & 59.5 & 3.5 & 68.5 & 30.2 & 1.8 & 2402 & 160 & 373 \\
\hline & & 256 & 165.4 & 5.7 & 90.6 & 42.0 & 1.8 & 4097 & 218 & 506 \\
\hline & & 496 & 408.9 & 5.0 & 87.1 & 52.7 & 0.9 & 6966 & 221 & 663 \\
\hline & & 1000 & 904.1 & 5.8 & 95.9 & 57.9 & 0.6 & 9607 & 224 & 1001 \\
\hline
\end{tabular}

APPENDIX TABLE AZ. 6 - part 4 Aggregative response results obtained using an aggregative
walk ( \(I S=4 d\) ) to search for prey type \(A\) arranged at random (IDa \(=2\) ) or in clumps (IDa \(=4\) ), in the presence of 64 of prey type \(B\) arranged at random ( \(I D b=2\) ), or in clumps ( \(I D b=4\) ).```


[^0]:    FIGURE 1.3 The competition curve of Nicholson (1933). This shows the relationship between the 'area of discovery' ( $A$ ) and the proportion of the area searched one or more times.

[^1]:    TAELE 4.5 Abstracted parameters of the functional responses of $A$ nemorum to eggs of $P$. brassicae. Results from three methods of estimating the parameters of the Random Predator Fquation (a = search efficiency; Th = handling time). Method l: linear regression analysis of ln $S$ $x$ Ne after Rogers (1972). Method 2: best fit linear relationship of $\ln S \mathrm{x}$ Ne after Davies (1969). n refers to the number of points dropped due to total predation resulting in $\ln S$ values which can not be evaluated. Method 3: least squares best fit to the functional response (Section 2.2).

    The results of these three methods are examined in Sections 2.2 \& 4.4.

