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ABSTRACT 

In reviewing the literature, particular attention is 

paid to the functional response, preference and the effects of 

prey aggregation, which provide the theme of this' work. The 

problems of abstracting the parameters of the Random Predator 

Equation are examined and an alternative least squares approach 

suggested. Models which vary these parameters are considered. 

The functional responses of Coccinella septempunctata  

L. to two size classes of an aphid prey are modelled. Predation 

when both prey classes are present is found to be well described 

by predictions based on the individual functional responses. 

Functional responses of Anthocoris nemorum (L.) to ovae 

of Pieris brassicae (L.) are examined in a simple arena. Four 

different arrangements of the prey, of increasing aggregation, 

are used. The responses to the different arrangements, at three 

different time intervals, are analysed and compared. Only the 

most aggregated distribution produces results differing signifi-

cantly from the others. Recording predation at the three time 

intervals confirms the casual observation that long periods of 

predator inactivety occur. 

Using a more complex arena, the effects of the distri-

bution and arrangement of the ovae on plants are examined. The 

functional responses to individual ovae on the edges of the 

leaves and to clumps of ovae on the centre of the leaves are 

examined, as well as the predation when both distributions are 

offered. Predictions based on the functional responses to the 

individual prey arrangements give a poor description of the 

observed predation when both arrangements are used. Continuous 

observations reveal that the anthocorids, by the end of the 20 

hour experimental period, search to a greater extent in the 

areas of highest prey density. 

A computer simulation programme is developed to imitate 

predator searching behaviour. The programme is able to mimic 

and extend some of the observed behaviour. 
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INTRODUCTION 

The interactions of polyphagous predators with their 

prey are complex, and so, it is necessary to abstract simple 

components of such an interaction and study them individually. 

The simplest interaction which can be abstracted is that involving 

one predator species and one prey type. This simple situation 

can be further broken down into components by considering the 

effects of the density, distribution, and arrangement of the prey, 

and the density and life-stage of the predator. The next stage 

in understanding the complex interactions of polyphagous predators 

and their prey is to consider the effects of the presence of two 

prey types. This.is the main theme of this work. 

In view of the relative simplicity of the single prey 

type interaction, most previous work, as can be seen from the 

literature review in Chapter 1, has been on interactions of this 

form. In spite of this, some aspects of the single prey type 

interaction merit further consideration, and hence, in Chapter 2 

various aspects of the functional response are considered, while 

in Chapter 4 the effects of prey distribution on the functional 
response are examined. 

Because of the complexity of predator-prey interactions 

with several prey types, two simple abstractions involving two 

prey types are examined in this work. In Chapter 3, the more 

simple arrangement is used, of a predator searching in an homo-

genous environment for two size classes of prey. If the predation 

of the two prey types can be predicted from the individual 

functional responses, then this approach can be extended to higher 

levels of complexity. In Chapter 5, a more complex situation is 

examined. Within a relatively heterogenous environment two parts 

contain prey: in one part, which is easily and readily searched, 

prey are widely spaced, while in an alternative area, less easily 

or readily searched, prey are highly aggregated. Thus, in these 
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two chapters, the ability of predators to select larger (and, 

therefore, energetically more rewarding) prey within an homo-

genous arena, and the abiliy to select the most rewarding part 

of an heterogenous arena are examined. 

The use of computer simulation models in ecology is 

rapidly increasing, and one area where they are of relevance is 

predator-prey interactions. In Chapter 6, a simulation model 
is developed which is used to model predator searching behaviour 

and hence examine the effects of using various search strategies, 

prey distributions and combinations, upon the functional and 

aggregative responses. 



CHAPTER 1 

LITERATURE SURVEY 

1.1 	INTRODUCTION 

In this section, the previous work of relevance in the 

field of predator-prey interactions is examined. As,  intimated in 

the Introduction, much of this previous work has dealt with inter-

actions involving only one species, and, accordingly, this situ-

ation predominates in the following survey. The literature is, 

here, divided into three categories: 

Functional Responses (Section 1.2) introduces the vari-

ous types of functional responses and the derivations of the models 

of the normal, type II response are dealt with in some detail. 

This leads up to the work of Chapter 2, where further aspects are 

considered and models of non-type II responses examined and pro-

posed. Further models are also developed in Chapter 3. 

Preference and Switching (Section 1.3) covers previous 

work in the field of polyphagy. Various models/indices of prefer-

ence are examined, including the model which is used in Chapter 3. 
The evolution of the functional response models to incorporate two 

prey types is examined, and the resultant models are used in Chap-

ters 3 and 5. The previous work on switching, together with the 
theories of bird foraging stategies, summarized here, are also of 

relevance to these two chapters. 

The Effects of Aggregation of the Prey (Section 1.4) 

refers, in particular, to its effects upon predation. Both be-

havioural observations and theoretical considerations are covered. 

These provide the background for Chapter 4 and, to a lesser extent, 

Chapters 5 and 6. 

- 9 
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1.2 	FUNCTIONAL RESPONSES 

1.2.1 	Introduction  

Solomon (1949) introduced the terms 'functional response' 

and 'numerical response' to describe two components of predator-

prey (and host-parasitoid) interactions. A functional response 

describes the change in the number of prey killed per predator 

(or hosts attacked per parasitoid) in response to the prey (or 

host) density, while a numerical response describes the change in 

the predator (or parasitoid) reproductive rate in response to prey 

(or host) density. Through use, the term functional-reEponse has 

tended to become restricted in meaning (Murdoch, 1973) and, as now 

used, is usually applied to the results from experimental arrange-

ments, such as those described in Chapters 3, 4 & 5, in which the 
predator (or parasitoid) searches for a fixed time irtnrval, in a 

restricted area, for a range of prey(or host) densities. 

The principal difference between a predator-prey and a 

host-parasitoid interaction is that predators remove the prey by 

eating them whereas after parasitization hosts remain present. 

This means that the prey become unavailable for further predation 

but hosts continue to be available for parasitization. If each 

encounter is taken to be instantaneous, the resultant numbers of 

prey eaten and hosts parasitized will be described by the same 

model. Once an allowance is made for the time taken to encounter 

a prey or host, different models will be necessary. This differ-

ence is demonstrated in the discussion of models in Section 1.2.2. 

Holling (1959a) recognised three distinct types of func-

tional response (Fig. 1.1), although others have since been found 

(Section 1.2.3). The'normal' or type II response has been reported 

and modelled most frequently. Some. of these models are reviewed 

in Section 1.2.2; the type III response, and two other responses 

which do not fit into the Holling classification, are briefly in-

troduced in Section 1.2.3 and considered in more detail in Sections 

2.3 and 2.4. 
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Type I 	 N 

Ne 

Type II 	 N 
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Classification of functional responses after Holling 
(1959a)• 

FIGURE 1.1 

Type III 
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1.2.2 	Type II Functional Responses  

There are a number of models of the type II functional 

response. The models of Thompson (1924), Nicholson & Bailey 

(1935), Rolling (1959b), Rogers (1972) and Griffiths & Rolling 

(1969) will be reviewed in this section. Royama (1971) has re-

viewed these and other models, including those of Ivlev (1961), 

Hassell & Varley (1969) and Watt (1959). 

The models of Thompson (1924, 1939) and Nicholson & 

Bailey (1935) are of a similar form. Both formulate the average 

number of encounters per 'prey-position' or host which will occur 

in the time available, and distribute these attacks at random 

amongst the 'prey-positions' or hosts. 'Prey--position' will be 

used in this work to refer to the position of a prey, which, once 

that prey has been eaten, can be searched again. The encounters, 

if distributed at random, will generate a Poisson distribution of 

the frequency of encounter per 'prey-position' or host (Fig. 1.2). 

Knowing this, the frequency with which a given 'prey-position' 

will be searched (or host attacked) n times is given by the stand-

ard equation (e.g. Southwood, 1966): 

Nencn ( -Nenc ) ((Nenc/N)n ) 
- exp ----- . 	. . . 1.2.1 

N 	n! N 

where Nencn is the number of 'prey-positions' searched n times per 

predator (or hosts attacked n times per parasitoid), Nenc is the 

total number of encounters per predator (or attacks per parasitoid), 

and N is the initial prey (or host) density. Using Eqn. 1.2.1, 
the frequency with which a prey (or host) escapes detection for 

the whole time period can be found: 

-Nenc ) ((Nenc/N)°) 	-Nenc Nenco 
= exp ( 	. 	 

0! 	
_ exp(----- ). . 1.2.2 

and hence, the number of prey eaten (or the number of hosts attack-

ed) is defined by the number of 'prey-positions' searched (or hosts 
attacked) one or more times: 

Na = Ne = N(1 - exp(- P Nenc/N)), 	. . . 1.2.3 
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FIGURE 1.2 An example of a Poisson distribution of the 

frequency of encounter per prey-position or 

host. In this case, 200 encounters are dis-

tributed amongst 100 prey-positions, and 

13.4 prey escape detection. 
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where Na is the number of hosts attacked, Ne is the number of 

prey eaten and P is the number of predators (or parasitoids). 

The models of Thompson and Nicholson & Bailey differ 

in the formulation of the term -P Nenc/N. Thompson, whose model 

is applicable to host-parasitoid interactions only, suggests 

that the number of attacks made by a parasitoid is determined by 

the number of eggs it can lay, and that all parasitoids lay all 

their eggs. Therefore, if the average number of eggs laid per 

parasitoid is Nx, substitution in Eqn. 1.2.3 gives: 

Na = N(1 - exp(- P Nx/N)). 

Nicholson & Bailey, however, define the number of encounters in 

terms of the 'area of discovery', an approach which can be applied 

to both predator-prey and host-parasitoid interactions. Nicholson 

(1933), in describing the searching behaviour of parasitoids, in-

troduced the term 'area of discovery'. This he described as the 

total area searched, under the given conditions, by an average 

individual during her lifetime. In modelling functional responses, 

the animal's lifetime can be taken as the period of the experiment. 

Since the parasitoid (or predator) is assumed to search at random, 

it will search some areas more than once, and so, as the 'area of 

discovery' increases,the proportion of the total area searched 

(one or more times) will asymtotically approach unity. Nicholson 

(1933) called this relationship (Fig. 1.3) the 'competition curve'. 

The number of encounters with prey-positions per predator (or 

hosts per parasitoid) is now defined as the product of the 'area 

of discovery', the number of prey-positions (or hosts) and the 

number of predators (of parasitoids). Substitution in Eqn. 1.2.3 

gives: 

Na = Ne = N(1 - exp( -A N P/N)) = N(1 - exp( -A P)), 

. . . 1.2.4 

where A is the 'area of discovery'. Although Nicholson & Bailey 

do not formally state Eqn. 1.2.4, it can be readily obtained 

from their work by substitution. 
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Area coverered 
(Proportion of prey /hosts encountered) 

1.0 	  

0.5-  

1 	2 	3- 	4 	5 

Area traversed (A) 

FIGURE 1.3 	The competition curve of Nicholson (1933). This 

shows the relationship between the 'area of dis-

covery' (A) and the proportion of the area search-

ed one or more times. 
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The number of encounters (Nenc) and the number of prey 

eaten (Ne) (or hosts attacked, Na) as functions of the prey den-

sity, and the logarithm of the proportion of prey (or hosts) sur-

viving as a function of the number of prey eatenr are plotted in 

Fig. 1.4 for the models of Thompson and Nicholson & Bailey. It 

can be seen that for the Nicholson & Bailey model, the number of 

encounters and the number of prey eaten are proportional to the 

prey density (slope of the former = AP, and of the latter = 1 - 

exp(- AP)), and hence, a constant proportion of the prey survives. 

In the case of Thompson's model, however, the number of encounters 

is constant, irrespective of prey density and is defined by the 

number of eggs laid per parasitoid. This means that the number of 

hosts attacked levels off at this value, giving a type II function-

al response. At low prey densities, a large-number of eggs is 

distributed amongst a small number of hosts, leading to a small 

proportion of hosts surviving (Fig. 1.4F). 

Holling (1959b) described a simulation experiment, in 

which a blindfolded subject, by tapping with a finger, searched 

for sandpaper discs pinned upon a square table. Whenever a disc 

was found, it was removed from the table. The functional response 

thus obtained was a 'normal' type II response, and Holling deduced 

that the levelling off was due to the time necessary to remove 

each disc leading to a maximum rate at which the discs could be 

removed. To describe these results, Holling deduced an equation 

which has become known as the Disc Equation. To do so, he defined 

the situation: 

Ne = a P Ts N, 	 . . . 1.2.5 

where a is the 'instantaneous rate of discovery' (i.e. the pro-

portion of the area searched in unit time; this is equivalent to 

A/T) and Ts is the time available for searching. This definition 

is not accurate, since no allowance is made for exploitation of the 

prey (or host), a point which will be discussed below. The time 

available for searching will be reduced by the time taken to 'han-

dle' prey (or hosts): 

Ts = T - Th Ne, 	 . . . 1.2.6 
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FIGURE 1.4 
	

Figures to demonstrate the models of Nicholson & 

Bailey (1935) (A, C & E) and Thompson (1924) (B, 
D & F). 
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where Th is the handling time for each prey and T is the total 

time of the experiment. The handling time, Th, is taken as the 

total time made unavailable for searching by the removal of a 

prey (or parasitization of a host), and can include such elements 

as identification time, digestive pause, grooming, and time lag 

until the next egg is ready to be laid. Ts, as defined in Eqn. 

1.2.6, can now be substituted in Eqn. 1.2.5 to give: 

Ne = a P N(T - Th Ne), 

which rearranges to give the Disc Equation: 

Ne =aPTN/(1 +aPTh N). 	. . . 1.2.7 

Holling used the Disc Equation to describe several published 

functional responses, and, by abstracting the parameters a and 

Th, obtained good descriptions of the experimental data. 

However, as mentioned above, Eqn. 1.2.5 can not be 

considered a suitable description of searching behaviour. The 

prey density does not remain constant during a predator-prey 

interaction, because prey are removed by predation. Similarly, 

the density of unparasitized hosts changes as parasitization 

occurs, and Eqn. 1.2.5 should thus be written as : 

Nenc = a Ts N, 	 . . . 1.2.8 

where Nenc is the number of encounters, with prey-positions or 

hosts. Since the predator (or parasitoid) searches at random, 

these encounters can then be distributed amongst the prey-posi-

tions or hosts, by the same reasoning as for the models of 

Thompson and Nicholson & Bailey. Substitution can now take 

place for P Nenc/N in Eqn. 1.2.3. A difference between predator-

prey and host-parasitoid interactions now becomes important. 

P Nenc/N can be defined for a predator by substituting Eqn. 1.2.6 

into Eqn. 1.2.8 and rearranging to give: 

P Nenc/N = a P(T - Th Ne), 

which can be substituted in Eqn. 1.2.3 to give: 

Ne = N(1 - exp(- a P(T - Th Ne))). 	. . . 1.2.9 



- 19 - 

For a host-parasitoid interaction, however, Eqn. 1.2.6 is not 

suitable; at each encounter Th is used. Therefore, Ts should 

be defined as: 

Ts = T - Th Nenc, 

which can be substituted into Eqn. 1.2.8, and rearranged to 

give: 

Nenc/N = a T/(1 + Th N). 

This can be substituted into Eqn. 1.2.3: 

Na = N(1 - exp( - a P T/(1 + a Th N)))., . . . 1.2.10 

Rogers (1972) derives Eqns. 1.2.9 and 1.2.10 which he calls the 

Random Predator Equation and the Random Parasite Equation. 

Royama (1971) derives Eqn. 1.2.10 as above, but ob-

tains Eqn. 1.2.9 in a different manner. Since Eqn..1.2.5 and 

hence Eqn. 1.2.7 are correct if the instantaneous number of 

prey present, N, is correct, these equations can be considered 

as instantaneous equations for the predation rate. Therefore, 

the Disc Equation (Eqn. 1.2.7) can be written in the different-

ial form as: 

dN/dT = -a P N/(1 + a P Th N), 	. . . 1.2.11 

where dN/dT is the rate of change of prey density, which, since 

prey density is decreasing, causes the minus sign in front of 

the right hand side of the equation. Equation 1.2.11 can now 

be integrated with respect to N, over the period T: 

T••T 
 

Ne = f (- a P T N/(1 - a P Th N))dN 
T.O 

= N(1 - exp(- a P(T - Th No))) 

which is the Random Predator Equation (Eqn. 1.2.9). 
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The Random Predator Equation (Eqn. 1.2.9) and the 

Random Parasite Equation (Eqn. 1.2.10) provide a good, simple 

description of the type II functional response, based on random 

search by predators and parasitoids, and constant values of the 

parameters for search efficiency and handling time. 

The models considered so far have been based on a random 

(or Poisson) distribution of attacks. Griffiths & Holling (1969) 

suggest a model for a host-parasitoid interaction based on a 

negative binomial distribution of attacks. For such a distribu-

tion to be suitable, some hosts must be more likely to be found 

than others; hence they will have disproportionately more attacks 

than would be expected if the parasitoids searched at random. 

However, whereas the Poisson distribution is described by only 

one parameter (the mean), the negative binomial is described by 

two (the mean and K, an index of aggregation which varies from 

infinity to zero with increasing aggregation). 

. The equation corresponding to Eqn. 1.2.1 (for the 

Poisson distribution) is, for the negative binomial (Bliss, 1953): 

Nenc
n 	(K + n - 1)! (m/(K + m))

n 

N 	n! (K - 1): (1 + m/K)K  

where m is the mean number of attacks per host (i.e. Nenc/N). 

Hence, the equation corresponding to Eqn. 1.2.2 (for the Poisson 

distribution) is: 

 

Nenc
o 	(K + 0 - 1): (m/(K +m))°  

- (1 + m/K) 	, 
N 	0! (K - 1)! (1 + m/K)k  

and substituting Nenc/N for m: 

Nenc
o / N = (1 + Nenc/N K)-K. 

Hence, the number of hosts attacked can be formulated: 

Na/N = (1 - Nenco  / N) = 1 - (1 + Nenc/N K)-K, 
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and therefore: 

Na = N - N(1 + Nenc/(N K))-K 	. . . 1.2.12 

To test the negative binomial distribution of attacks, Griffiths 

& Holling fitted it to thirty sets of data of the frequency dis-

tribution of eggs of the ichneumonid, Pleolophus basizonius, para-

sitizing the sawfly, Neodiprion sertifer. Comparing the fit ob-

tained by this method with that obtained usips-,the Poisson dis-

tribution, they found that the negative binomial gave a better 

fit to more sets of data. This effect was more marked when just 

the zero and greater than zero frequency classes were considered. 

However, since two parameters are estimated from the data in fit-

ting the negative binomial distribution, and only one in fitting 

the Poisson, the better fit obtained using the former distribu-

tion is not very surprising. To use Eqn. 1.2.12 as a model for 

the functional response assumes that K has a constant value. In 

order to test this, Griffiths and Holling plotted K against the 

number of eggs laid per host offered, and found that the regress-

ion did, not differ significantly from zero, showing that K is 

not affected to any great extent by the number of attacks. How-

ever, examination of the values of K in Table IV in Griffiths & 

Holling (1969) shows that K varies widely. They fitted this 

model to the distribution of attacks to data from a number of 

published host-parasitoid interactions and obtained good fits. 

Rogers (1972), however, pointed out that the host-parasitoid 

interactions quoted are suspect. Due to the confined experi-

mental conditions, many of the parasitoids, which normally avoid 

superparasitism, were induced to exhibit this behaviour. 

Griffiths & Holling used the Disc Equation (1.2.7) to 

substitute for Nenc/N in Eqn. 1.2.12, giving the functional re-
sponse equation: 

Na = N [I - (I + 
a P T -K 

(1 + a Th N)K) ] 
. . . 1.2.13 

This was criticized by Rogers (1972) on the grounds that, having 

demonstrated that eggs are distributed in a non-random manner, 
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Griffiths & Holling assume that the parasitoid searches at 

random when they generate the number of attacks to substitute 

into Eqn. 1.2.12. Thus, Eqn. 1.2.13 is unsuitable as a function-

al response model. The use of the negative binomial to distribute 

attacks amongst hosts could prove suitable in some cases. It 

seems likely that parasitoids will restrict their searching, and 

that some hosts will be more obvious. The major drawback to this 

approach is the formulation of the term Nenc/N of. Eqn. 1.2.12, 
if non-random search is assumed. The work of Thompson (1924) 

suggests one solution; if the number of encounters is defined by 

the number of eggs laid by the parasitoid (Nx), substitution in 

Eqn. 1.2.12 gives: 

Na = N - N(1 + Nx/(N K))-K  

The negative binomial distribution of attacks could also be app-

lied to a predator showing aggregative behaviour (Section 1.4)9 

but the difficulty of formulating the term Nenc/N rakes this 

approach difficult to apply. 
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1.2.3 	Other Functional Responses  

Although the Holling type II functional response is 

probably the most widely found, other types of response have 

been predicted and recorded. 

Sigmoid, or Holling type III, functional responses 

(Fig. 1.1c) were recorded by Holling (1959a) whe4 small mammals 

fed on sawfly cocoons. The experimental arrangement differed 

from that normally used in that an excess of a less preferred 

alternative food (dog biscuits) was always present. Hassell, 

Lawton & Beddington (1977) give further examples and suggest a 

possible model. This model is examined and one of related form 

is used in Chapter 3 (Section 3.3.2). 

The dome shaped functional response (Fig. 1.5A) was 

first found by Welty (1934), who considered it to be due to a 

confusion effect. He suggested that, when several prey are pre-

sent simultaneously in the field of vision of a fish, feeding 

is inhibited. Mori & Chant (1966) also found a dome shaped re-

sponse for a predatory mite, but concluded that this was due to 

interference with the predator by the prey at high densities. 

Holling (1965) on the basis of some assumptions about learning, 

predicted dome shaped functional responses to distasteful prey. 

Reeve (pers. comm.) and Williams (pers. comm.) both found dome-

shaped responses in aquatic systems. The latter example (see 

Section 2.4.3.1) was thought to be due to confusion effects, 

Complex or 'stepped' functional responses (Fig. 1.5B) 

have been found by Haynes & Sosojevic (1966), Sandness & McMurty 

(1970) and Sayan (pers. comm.). Hassell, Lawton & Beddington 

(1976) pointed out that the example of Haynes & Sosojevic is 

adequately described by the Random Predator Equation. 

Rogers (pers. comm.) suggests a model for varying the 

parameters of the Random Predator Equation. This model, and the 

functional responses introduced above, are examined in Chapter 2 
(see Sections 2.3 & 2.4). 
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A_ Dome shaped 	 N 

Ne 

B -Stepped or Complex 	N 

FIGURE 1.5 	Two types of functional response which do not fit 

into the classification of Rolling (1959a). 
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1.3 	PREFERENCE AND SWITCHING 

1.3.1 	Introduction 

Animals may show a hierarchy of preference towards 

different food types. This can occur for various reasons; for 

example a food type may be easier to find and capture, or it 

may provide a richer food source, and as a result animals will 

concentrate on finding and feeding upon that food type. How-

ever, if a preferred food type becomes scarce, there will arise 

a point at which it is no longer feasible to concentrate on 

that type, and the animal will switch to the most suitable 

alternative food. Conversely, if a formerly scarce, preferred 

prey becomes common, animals will change over to that food type. 

This phenomenon is called switching and has been commonly found 

in vertebrates. The term switching was introduced by Elton 

(1927) as a contributory factor in the regulation of animal 

numbers; since as a food type becomes too scarce for its con-

sumers to feed upon it, it will have the opportunity to recover 

in numbers, whilst as it becomes common more animals will switch 

to it, and so reduce its numbers. 

More recently, ecologists have looked for preference 

and switching in invertebrate predators (Murdoch, 1969; Murdoch 

& Marks, 1973; Lawton, Beddington & Bonser, 1974) and, in some 
cases, have found evidence of such behaviour. 

The cases examined can be divided into two types: 

those in which an homogenous mixture of prey is available and 

those in which different prey types occupy different parts of 

the habitat. The former arrangement is used in Murdoch (1969), 

Murdoch & Marks (1973), Lawton, Beddington & Bonser (1974) and 
in Chapter 3 of this work, whilst the latter arrangement is 
used in Ivlev (1961), Murdoch, Avery & Smyth (1975) and Chapter 

5 of this work. Tinbergen (1960) proposed an hypothesis which 
would make the occurrence of preference and switching equally 

likely in either case, whereas the work of Royama (1970a) 
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suggests that this behaviour will be more readily found in the 

latter case (see Section 1.3.5). 

In this section on preference and switching, some methods 

for measuring preference will be examined in Section 1.3.2; the 

possibility of predicting.  preference from functional response 

data will be covered. in Section 1.3.3, the published models 

and examples of switching will be reviewed in 1.3.4, and the 

theories of Tinbergen and Royama and the effects of spatially 

separated prey types will be examined in 1.3.5. 

1.3.2 	Indices of Preference  

In order to evaluate the effects of preference, some 

method of quantifying it is necessary. A number of different 

methods and indices have been used in the past. These will be 

described and discussed to show their drawbacks, and to indicate 

that many of them are basically similar, although often intro-

duced in new forms or as new methods. 

In interpreting these methods, the following symbols 

will be used: 

Ne - number of prey type I eaten 

Ne' - number of prey type II eaten 

N 	- number of prey type I present in the 

environment 

N' 	number of prey type II present in the 

environment 

Se 	- total number of prey eaten; for the two 

prey situation = Ne + Ne' 

S 	- total number of prey present in the 

environment; for the two prey situation 

= N + N' 

C 	- index of preference; subscripted symbols 

refer to the various indices. 

Further symbols are introduced and defined in the text as nec-

essary. 
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Scott (1920) measured preference by the term (Ne/N), 

the ratio of food items in the diet to food items in the environ-

ment. The former was measured as numbers per unit time (di- 

mension T
-1

), whilst the latter was measured 	numbers per unit 

area (dimension L
-2), resulting in an index, which should have 

been dimensionless, having dimensions of L
2 

T
-1
. No measure of 

the total food eaten or available is incorporated in this index, 

and so, it can not give any real estimate of preference. This 

measure does not seem to have been used since. 

Savage (1931) defined the index: 

C = (Ne/Se) / (N/S). 

Positive preference causes the value of this index to increase 

from unity to infinity, which can be difficult to interpret. 

Shorygin (1939), Greze (1939), and Ivlev (1961) all in-

dependently re-established this index. It has since been used 

by Menge (1974). 

Larsen (1936) used the reciprocal of Cs: 

CL  = (N/S) / (Ne/Se). 

This has the disadvantage that as preference increases, the 

value of the index decreases from one to zero. The small range, 

however, is easier to use than the index of Savage (Cs). 

Ivlev (1961) developed a more sophisticated index of 

the form: 

(Ne/Se) - (N/S) 
CI  _ 

(Ne/Se) + (N/S) 

This index will vary from zero to minus one for increasing ne-

gative preference; and from zero to plus one for increasing pos-

itive preference. As such, it is much easier to use and to 

understand. Due to the different scale, the index is more sens-

itive to slight preference. However, as Landenberger (1968) 
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has pointed out, the maximum (or minimum) value attainable for 

CI 
varies with the prey ratio in the environment. For example, 

if five of each of prey types I and II are present, the greatest 

preference which could be shown for prey type I (i.e. all of 

prey type I eaten and none of prey type II) would result in a 

value for CI of 0.33 (CI 
= (1 - 0.5) / 	+ 0.5)), whereas, if 

two of prey type I and eight of prey type II are present, the 

greatest preference which could be shown for prey type I would 

result in a value for CI of 0.67 (CI = 	
- 0.2) / 	+ 0.2)). 

Thus, preferences calculated using this index for different prey 

ratios are not directly comparable. The proportion of the maxi-

mum attainable value for each ratio could be compared, but this 

is rather cumbersome. 

Murdoch (1969) defined an index to measure preference: 

C = (Ne/Ne') / (N/N'). 	. . . 1.3.1 

This has a similar disadvantage to the index introduced by 

Savage in that the scales are again awkward to handle; one to 

zero for negative preference and one to infinity for positive 

preference. This index is less sensitive to slight preference 

than that of Ivlev, because of the scale used. 

Jacobs (1974) considered two previously proposed in-

dices and suggested two new ones. Firstly, he referred to "the 

so-called Forage Ratio". He gave no references for the term; 

there do not seem to be any. He defined it as, in the bywiJoieD 

used here: 

Forage Ratio = (Ne/Se) / (N/S) = C s, 

which is the index suggested by Savage (1931). Secondly, he 

derived the formula: 

(Ne/Se) (1 - N/S) 
Index - 	 = C, 

(N/S) 	- Ne/Se) 
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which, by substituting for Se and S and by rearranging, can be 

shown to be identical to the index of Murdoch (C), and so, 

suffers from the same drawbacks. However, as Jacobs points out, 

this can be alleviated by taking the logarithm of the index. 

Negative preference would then vary from zero to minus infinity, 

and positive preference from zero to plus infinity. The second 

index, based on that of Ivlev, he defined as: 

(Ne/Ne') - (N/N') 
C
J 
 - 

(Ne/Ne') + (N/N') 

This index, like that of Ivlev (CI), varies from zero to minus 

one for negative preference, and from zero to plus one for pos-

itive preference; unlike that of Ivlev, its maximum values are 

not defined by the ratio of the prey types available. 

Population geneticists, studying the maintenance of 

polymorphisms, have also approached this problem. Cain & 

Sheppard (1950, 1952, 1954, etc.) worked on the selection of 

colours and patterns in Cepaea nemoralis by predatory birds 

(e.g. thrushes). In presenting their data, they did not forma-

lize an index as such, but they did compare the ratio of the 

prey types in the diet with the ratio in the environment. This 

is equivalent to the index introduced by Murdoch (1969). Kettle-

well (1957 etc.) presented his results on predator selection of 

the Peppered Moth, Biston betularia in a similar manner. 

Elton & Greenwood (1970) suggested a mathematically 

derived description of preference and switching. In the ab-

sence of switching, this model is of the form: 

(Ne/Ne') 	(N/N').(v/v'), 	 . . . 1.3.2 

where v and v' are the visibilities of the two species to the 

predator. As used, the ratio v/v 1  is equivalent to the pref-

erence index of Murdoch (C). The adaptation of this model to 

describe switching is described in Section 1.3.4. 
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Another relationship was proposed by Manly, Miller & 

Cook (1972): 

Prob = Ne/Se = N/(N + 	N'), 	. . . 1.3.3 

where Prob is the probability of the next prey being of type I 

(which is equivalent to Ne/Se), and co is an index of preference 

to prey type II. Solving for De gives: 

	

= (N/N') / (Ne/Ne') = 1/C. 	. . . 1.3.4 

Hence, if the preference towards type I is the reciprocal of the 

preference towards type II, this index is, once again, equiva-

lent to that proposed by Murdoch (C). They also pointecLout 

that, if prey are offered in equal numbers, Eqn. 1.3.3 will take 

the form: 

Prob = 1/(1 + 	= CM, 

where CM  provides another measure of preference. For this in-

dex, positive preference will give values varying from 0.5 to 

1.0, and negative preference will give values from 0.5 to zero. 

This means that it can be readily understood. 

Tinbergen (1960), studying predation by small insecti-

vorous birds in the field, approached this problem from a slight-

ly different angle. He defined a model which, for two prey 

types, takes the form: 

(Ne/Se) = r N / (r N + r' N'), 	. . . 1.3.5 

where r and r' are the'risk indices' of the two prey types. The 

risk index is defined as the instantaneous rate of capture per 

prey individual (Ne/N T). Rearranging Eqn. 1.3.5 gives: 

(Ne/Ne') = (N/N 1 ). (r/r'), 	. . . 1.3.6 

showing that r/r' is equivalent to the index of Murdoch (C). 
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This model will be returned to in Section 1.3.3. The searching 

image hypothesis of Tinbergen and the work of Royama will be 

discussed in Section 1.3.5. 

Rapport & Turner (1970) proposed a model of prefer-

ence based on the use of 'standard prey densities'. This term 

they defined as the minimum density of prey at which the pre-

dator can obtain its food requirements. To measure food re-

quirements, the most feasible approach is to take the upper 

asymptote of a functional response. This, however, makes esti-

mation of the standard density subject to large errors. In 

Fig. 1.6A, it can be seen that a small error in estimating food 

requirements at the asymptote, will lead to a large error in the 

standard density. This drawback seems unavoidable. The 'no 

preference' model assumes that, when two prey types are present 

at half their standard densities, the predator obtains half its 

food requirements from each: 

= ('i' + ?") / 2, 	. . . 1.3.7 

where 	is the total consumption, and )I' and ?" are the con- 

sumptions of prey types I and II at their standard densities. 

When preference occurs, Eqn. 1.3.7 can be written as: 

= (PI 32' 	P"  Y") / 2, 

where the parameters p' and p" are stated to "have an obvious 

interpretation", presumably the ratio of the observed consump-

tion to the expected consumption. They continue by defining 

the preference for prey type I to prey type II, P12, as the 

difference between p' and p". Since, due to the use of stand-

ard densities, p' and p" will vary from zero to two, and sum to 

two, preference will vary from zero to minus two for negative 

preference and from zero to plus two for positive preference. 

If the predator has different functional responses to the two 

prey types, strong preference may result automatically. For 

example, if the two responses are as shown in Figs. 1.6B & C, 

strong preference will result for the second prey type. Although 

this model can be expanded to include more than two species of 

prey, the difficulties caused by its structure and interpretation 
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B 
	

C 

FIGURE 1.6 
	

Hypothetical functional responses used in the • 

interpretation of Rapport & Turner's (1970) 

model of preference (see text). 
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render it an unsuitable alternative to the models previously 

described. This approach has been used by Rapport, Berger & 

Reid (1972) studying food preference of Stentor coeruleus; 

but it does not seem to have been used elsewhere. 

Of the methods used to describe preference, it can be 

seen that some are unsuitable (Scott, 1920) or difficult to apply 

(Rapport & Turner, 1970), Same have awkward ranges (Murdoch,1969; 

Manly, 1973) and others are difficult to interpret due to their 

formulation (Ivlev, 1961; Jacobs, 1974). 

The most widely used and readily understood method is 

to compare the ratio of the prey types found in the diet with 

the ratio of the prey types available in the environment. This 

is the method used by Cain & Sheppard (1950 etc.) and Kettlewell 

(1957). It was formally defined as an index by Murdoch (1969), 

and has also been introduced and defined in various forms by 

Tinbergen (1960), Elton & Greenwood (1970), Manly et al. (1972) 

and Jacobs (1974). 

The index proposed by Jacobs (1974), Co., has the ad-

vantage of varying from minus one to plus one as does that of 

Ivlev (1961), CI. Jacobs' index does not suffer from the draw-

backs of Ivlev's index (Landenberger, 1968), and so may prove 

to be a useful index. 

1.3.3 	Predicting Preference from Functional Responses 

Murdoch (1969), in proposing his model of preference 

(Eqn. 1.3.1), suggested that an appropriate predation model 

could be used as a null hypothesis. In this section, the deri-

vation of such a null hypothesis is shown. 

Preference can be defined in terms of the search 

constants used in the Disc Equation of Holling (1959b): 

Ne = a N T / (1 + a Th N), 
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where, as previously defined, Ne is the number of prey eaten, 

a is the instantaneous rate of discovery, N is the number of 

prey present, T is the total time available and Th is the 

handling time for the prey (see Section 1.2.2). This, as 

pointed out by Murdoch (1973) and Lawton, Beddington & Bonser 

(1974), can be adapted for two prey types: 

Ne = a N T / (1 + a Th N + at  Th' N'),. 

Net = a' N' T / (1 + a Th N + a' Th' N'), 

where the primed symbols refer to a second prey type. Dividing 

the equation for Ne by that for Ne' gives: 

Ne/Ne' = (a/a') N/N'. 

This is analogous to Murdoch's model. Therefore, if exploita-

tion is negligible, or prey are replaced as they are eaten, 

preference (C) can be defined as the ratio of the search con-

stants for the two prey types (a/a'). This situation is similar 

to the preference models of Tinbergen (1960) (Eqn. 1.3.6) and 

of Elton & Greenwood (1970) (Eqn. 1.3.2). It can be seen that 

the risk index of Tinbergen (r) and the visibility of Elton & 

Greenwood (v) correspond to the instantaneous rate of discovery 

of Holling (a). Indeed, the definition of the risk index of 

Tinbergen (r = Ne/N T) is the same as that of the instantaneous 

rate of discovery. 

As previously noted, however, exploitation of prey is 

often significant, making the Random Predator Equation (Rogers, 

1972) (Section 1.2.2) more appropriate than the Disc Equation. 

This Random Predator Equation: 

Ne = N(1 - exp(- a(T - Th Ne))), 

can be adapted simply to the two prey form (Lawton, Beddington 

& Bonser, 1974): 

Ne = N(1 - exp(- a(T - Th Ne - Th' Ne'))) • . . 1.3.8 

Ne' = NI(1 - exp(- a'(T - Th Ne - Th' Ne'))). 
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Dividing the equation for Ne by that for Ne' now gives: 

Ne N 	1 - exp(- a Ts) 
_ — • 	 

Ne' N' 	1 - exp(- a' Ts) 
. . . 1.3.9 

where Ts = (T - Th Ne - Th' Ne'). The definition of C is now 

more complex and dependent on Ts, the time available for search-

ing, which itself depends on the numbers of prey types eaten. 

Indeed, C is now variable, suggesting that Murdoch's model is 

too simple a description when exploitation occurs over the time 

considered. Although the preference term in Eqn. 1.3.9, 

((1 - exp(- a Ts))/(l - exp(- a' Ts))), can not be estimated 

directly, the Random Predator Equations can be used to predict 

actual consumption, and hence, the ratio Ne/Ne', when both prey 

types are present. 

Using this approach, preference can be calculated to 

show how the term in Eqn. 1.3.9 differs from a/a' derived from 

the Holling Disc Equation. Thus, four combinations of high and 

low handling times have been used to calculated preference in 

Fig. 1.7. It can be seen that when the handling times for either 

both prey or the highly preferred prey are low, the preference 

approaches a/a'. When the handling times for both, or for the 

preferred prey, are high, the resultant preference is consider-

ably less than a/a', this effect being more marked when both 

handling times are high. Therefore, as handling time increases, 

and hence searching time decreases, the effective preference will 

decrease. This, therefore, is an important qualitative differ-

ence between the non-exploitation model (Bolling Disc Equation) 

and the exploitation model (Random Predator Equation) of the 

functional response. 

This approach is used in this work. The functional 

responses to individual prey types will be used to predict the 

null hypothesis of predation when both prey types are present 

(see Chapters 3 and 5). An alternative approach, used by Lawton, 
Beddington and Bonser (1974)  is to carry out but a single experi-

ment using prey mixtures and then fit Eqns. 1.3.8 to these data 
of predation on the two prey types. 
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FIGURE 1.7 	Hypothetical preference situations calculated 

using the two prey-type Random Predator Equation 

(Eqns. 1.3.8), showing the effects of the handling times. Para-
meters used: a = 1.0, a' = 0.1, T = 1.0, and initial prey densi-

ties such that N + N' = 120. A - no.preference (a = a', C = 

1.0); B - no handling times (C = a/a' = 10); C - both handling 

times low (Th = Th' = 0.001) and low handling time for preferred 

prey, high handling time for less preferred prey (Th = 0.001, 

Th'= 0.1); D - high handling time for preferred prey, low hand-

ling time for less preferred prey (Th = 0.1, Th'= 0.001); E - 

high handling times for both prey (Th = Th' = 0.1). 
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1.3.4 	Switching 

Preference is measured in terms of a deviation of the 

ratio of the numbers of two prey types in the diet from the ratio 

of the numbers or densities of the two prey types in the environ-

ment. The no-preference null hypothesis normally used states 

that these are equal. It can be seen from the last section 

(1.3.3) that the null hypothesis can also be based on predict-

ions from the individual functional responses. 

Switching is assessed by the variation of preference 

from the null hypothesis situation. Murdoch (1969) stated that, 

for a switching behaviour to occur, there will be negative pre-

ference when the term N/N' is less than unity and positive pre-

ference when it is greater than unity. In other words, if pre-

dators show positive preference towards whichever is the common-

er prey, switching occurs. As described in the last section, 

a more sophisticated alternative hypothesis, based upon the pre-

diction of predation from the individual functional responses 

can be derived and used. . Preference is considred to be act-

ing if the ratio of the actual numbers eaten differs from the 

ratio of the expected numbers eaten. Hence, switching will 

occur if there is negative preference when the ratio of the ex-

pected number of prey eaten is less than unity, and there is pos-

itive preference when the ratio is greater than unity. 

Elton & Greenwood (1970) described a model of switching 

based on the same null hypothesis as that used by Murdoch (1969) 

(Section 1.3.2; Eqn. 1.3.2). This null hypothesis: 

Ne/Ne' = (v/v') N/N' 

is modified to the form: 

Ne/Ne' = (vN/v'N')13. 

The effect of varying b when the ratio v/v' (which is equivalent 

to C) is unity, can be seen in Fig. 1.8. The switch-over point 

is defined by the preference (v/v'). Values of b greater than 

one result in a switch to the commoner prey type, whilst values 
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FIGURE 1.8 A generalized diagram of Elton & Greenwood's 

(1970) model of switching. The preference term, 

v/v', is taken as unity, and the effects of 

several values of the switching term, b, are 

shown. The switch-over point is defined by 

the preference term. 
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of less than one lead to a switch to the rarer prey type. The 

alternative null hypothesis based on the functional responses 

(Section 1.3.3) can be used in this model. 

Manly (1973) also developed a switching model based 

on a null hypothesis equivalent to that of Murdoch (Section 

1.3.2; Eqns. 1.3.3 and 1.3.4). The total preference,oc, is 

defined as: 

oc = d + s(N/S), 

where d and s are constants, and N and S, as used in Section 

1.3.2, are the number of prey type I and the total number of 

prey respectively in the environment. For switching to occur, 

d must be less than unity and s must be greater than zero. The 

effects of varying s, with d equal to zero, are shown in Fig. 

1.9. It can be seen that the switch-over point is defined by 

both constants, ( cf. the model of Elton & Greenwood (1970), 

Fig. 1.8, where the switch-over point is defined by the pref-

erence constant alone). This, more general model is likely to 

be of greater use than that of Elton & Greenwood. 

A coccinellid-aphid interaction was examined fnr.pre-

ference and switching by Marks (Marks, 1970; Murdoch & Marks, 

1973). The coccinellids were reared on one of three aphid 

species, and in experiments were offered a choice of two of the 

species in various ratios. He found that the ratio of the prey 

in the diet was the same as the ratio of prey present (i.e. the 

results fit Murdoch's null hypothesis), and that this result 

was largely unaffected by the species on which the coccinellid 

was reared. In view if this, it seems likely that the coccin-

ellid has a similar search efficiency for all the aphid species. 

Ivlev (1961, Chapter 4, Fig. 17) demonstrated switch-

ing by carp. When offered a choice of four prey types, carp 

initially showed a strong preference for chironomid larvae; 

after three days the larvae had become rare, and the fish then 

showed a strong negative preference for the larvae, and an in-

creased positive preference for the previously second most pre-

ferred prey, amphipods. 
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FIGURE 1.9 A generalized diagram of Manly's (1973) model 

of switching. The residual preference term, 

d, is taken as zero, and the effects of several 

values of the switching term, s, are shown. 

The switch-over point is defined by both terms. 
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Murdoch (1969) examined the predation of marine whelks 
(Thais emarginata and Acanthina spirata) when offered mussels 

(Mytilus edulis and M. californianus) and barnacles(Balanus 

glandula). In several laboratory experiments, Thais and Acanthina 

showed a strong and consistant preference for M. edulis over M. 

californianus. This was not due to a difference in encounter 

rates, since observation showed that the prey were encountered in 

the ratio at which they were present. Both whelks showed weak 

overall preference when results were pooled, and strong individual 

preference when offered M. edulis and Balanus. When Thais were 

offered a selection of ratios of M. edulis and Balanus, there was 

no evidence of switching. However, when Murdoch 'trained' the 

Thais on a diet of one prey type only, switching occurred when 

both were offered. This was considered to be anp.l.ogous to the 

predator becoming trained within a patch of one prey type. 

Murdoch, Avery & Smyth (1975) looked for evidence of 

switching by predatory fish. Guppies, Poecilla reticulatus, 

were given two prey: Drosophila on the water surface and Tubifex 

worms on the bottom of the aquarium. The guppies showed high 

individual variation in preference when the prey were offered in 

equal numbers. Over twelve days the ratio of the food offered 

was varied from 1:4 to 4:1 for one half of the fish and from 

4:1 to 1:4 for the other half. The diets and time spent in 

different parts of the aquarium,(top, bottom, or middle), were 

recorded. In response to the changes in the available prey, 

the guppies were found to switch to the more common type. A 

separate group of fish, with a preference for the bottom of the 

aquarium (and hence, for the tubificid worms), were slow to 

switch, and, as a group were less efficient predators. 

1.3.5 	Foraging Strategies of Birds  

Tinbergen (1960) and Royama (1970a) have proposed two 

contrasting strategies to account for the predation of insecti-

vorous birds. These strategies and their implications for the 

general theory of preference and switching will be examined 

below. 
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Tinbergen (1960) made extensive observations on the 

diet of great tits, Parus major, and the available food in pine 

woods. He found that the tits do not immediately notice a new 

food source. For example, Panolis larvae of suitable age occur 

in the diet of some individuals several days before it is taken 

by others. These others then switch to the new prey and often 

take it in large numbers. Food is often collected in runs of 

the same prey type, and individuals specialize in different prey 

types. Tinbergen states that these phenomena can be due to local 

differences in the prey available, different hunting techniques 

or conditioning to different parts of the habitat. Some cases, 

however, suggest that none of these explanations are adequate. 

To account for all cases, Tinbergen suggests that the birds may 

be using a 'specific searching image'; if, by chance, a bird 

comes across several prey of one type, it will become 'aware' of 

the specific characteristics of that prey type, and these will 

be assimilated in a learning process as a specific searching 

image. Having acquired such an image, the birds concentrate on 

that prey type. 

By observation and the examination of the crop contents 

of drugged birds, Murton (1971) obtained data on the diet of 

wood-pigeons. Within an experimental area, the 'prey' (legumi-

nous seeds of various species) were distributed in known arrange-

ments and numbers. These seeds contained a drug, and when the 

birds succumbed, their crop contents were examined. The pooled 

data showed that the flock fed at random; the seed types were 

eaten in the ratio at which they were present. However, exam-

ination of individual diets showed that many birds specialized 

in feeding on one particular prey type. For example, when offer-

ed tic beans and maple beans at approximately equal densities, 

33% of the birds selected tic beans, 39% selected maple beans 
and 28% took either by chance. Murton was also able to demon-

strate that the specialists tended to be more efficient; invari-

ably the most successful birds in a.run were specialists. Vari-

ous risk indices were obtained and used to test Tinbergen's model 

of preference (Section 1.3.2); the deviations found were consider-

ed to be caused by social facilitation of feeding within the flock. 



- 43- 
Gibb (1962) presented the now generally unaccepted 

hypothesis of 'searching by expectation'. Tits, (Parus spp.), 

are predators of the larvae of an eucosmid moth, Ernarmonia  

conicolona. The larvae feed in pine cones, and the tits locate 

them by tapping the cones, leaving obvious signs of successful 

predation. Gibb sampled cones from a 15 x 15 metre grid in a 

pinewood. (One might expect this to result in 225 metre square 

plots; Gibb lists 302). He counted the number of:larvae per cone, 

and the number eaten from each cone. He then plotted his results 

as the percentage predation against the intensity of larvae per 

ten cones. Intensities of from nine to sixteen occur infrequent-

ly, and, in replotting his data (Fig. 1.10A) the results at these 

intensities are pooled into two groups. Gibb suggested that the 

tits hunt by expectation; having established some estimate of the 

normal density of the prey, they search a cone until they have 

found this number and then cease searching. In Fig. 1.10B, 

Gibb's data is plotted as the number of larvae eaten per cone 

against the intensity of larvae per cone. It can be seen 

that, at nearly all densities of larvae, a constant proportion 

is eaten. This suggests that tits spend a set time searching on 

any one cone. The predation at the highest larval density im-

plies that this behaviour can be modified at very high densities 

of larvae. Thus, the somewhat elaborate hypothesis put forward 

by Gibb seems to be at variance with his results when plotted in 

this form. 

A somewhat different approach to that of Tinbergen is 

put forward by Royama (1970a). This, like Gibb's work, is based 

on the fact that the distribution of prey is naturally discon-

tinuous and different parts of the environment, on both a macro-

and a micro-scale, suit different types of prey. For example, 

within a wood, a given lepidopterous species of larva may be 

found on only one species of tree, and within individual trees 

it will occur only in restricted areas, such as within crevices 

of the bark or between spun leaves at the tips of branches. 

Royama (1970a) worked on Great Tits, and recorded the food 

brought by the parent birds to the nestlings, and compared it 

with the food available in the environment. Based on his ob-

servations, he proposed a searching strategy dependent on maxi-

mization of profitability by the parent birds. Each prey type 
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has a profitability measured in terms of calorific return per 

unit of effort expended in obtaining the prey and bringing it 

to the nest. There is a minimum profitability below which it is 

more profitable for the parent bird to eat the prey rather than 

take it back to the nest. The environment can be divided into 

areas or niches of profitability. The birds concentrate on the 

most profitable niches, occasionally checking the other niches 

to see whether new food sources have become available. If such 

a new food source makes some other niche more profitable, the 

birds will respond by spending more time searching in that niche, 

and hence, give the appearance of switching. Therefore, Royama 

considered the search image hypothesis put forward by Tinbergen 

to be redundant, its apparent effects being caused by habitat 

selection in response to changes in niche profitability. 

Smith & Sweatman (1974) made observations on feeding 

tits, which support Royama's hypothesis. In laboratory experi-

ments, they showed that search intensity and predation are maxi-

mized in the areas of highest prey density. Furthermore, if the 

area of greatest density and area of least density were changed 

over, the birds tended, initially, to concentrate on what had 

been the area of second greatest prey density. In a further ex-

periment, involving a choice of areas of constant prey density, 

the tits concentrated their searching activity in the area with 

the largest (i.e. most profitable) prey. Field observations 

showed that hunting birds specialize in a particular habitat 

(niche), until the time taken to find the prey is similar to the 

overall average for the environment. These results support the 

views of Royama rather than those of Tinbergen. 



1.4 	THE EFFECTS OF AGGREGATION OF THE PREY 

1.4.1 	Introduction 

So far in this chapter, the effects upon the prey 

death rate of prey density and the preference of the predator 

have been considered. In this section, the effects of the dis-

tribution of the prey upon the searching behaviour of the pre-

dator, and hence upon the prey death rate, will be considered. 

Many species of animals are normally found in patches. 

This is true of both prey species used in this work: aphids 

(Chapter 3) and Pieris brassicae eggs (Chapters 4 & 5). Al-

though the effects of aggregation will not be considered with 

respect to the aphid prey, this aspect will be of importance in 

thonwork done with eggs as prey. 

The work done on the effects of prey aggregation with 

respect to predator-prey and host-parasitoid interactions can 

be divided into two aspects. In Section 1.4.2, the searching 

behaviour of predators in response to prey and their distribu-

tion will be examined, and in Section 1.4.3, some models of the 

effects of prey distribution will be reviewed. 

1.4.2 	Searching Behaviour in Response to Prey Distribution 

The searching behaviour of predators often results in 

their collecting in areas of high prey density. Such behaviour 

is predicted by Royama (1970a) for foraging tits, and this work 

is described and compared with the work of Tinbergen (1960) in 

Section 1.3.5. Ecologists studying'insect predation have tended 

to concentrate on small scale behavioural responses to prey, 

which cause predators to collect in areas of high prey density; 

other workers studying foraging birds have tended to look on a 

broader, more generalized, scale. Results from these two app-

roaches will be considered in turn. 
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One widespread mechanism which causes predators to 

spend more time searching in areas of high prey density than 

would be expected on the basis of random search, involves a 

change in searching behaviour subsequent to feeding. The search 

path of many predators becomes more tortuous after feeding. This 

is achieved by shortening the distance between turns, and in-

creasing the angle of turn. Frequently, the speed of movement 

decreases simultaneously. This behaviour results in an intensi-

fication of search in the area where the prey was found. Examples 

of such behaviour have been found in sticklebacks (Thomas, 1975), 

coccinellids (Banks, 1957; Marks, 1970), and anthocorids (Evans, 
1973). The behaviour of anthocorids will be considered in Chap-

ters 4 & 5. 

Murdie & Hassell (1973) studied the behaviour of house-

flies feeding on various arrangements of sugar droplets in square 

perspex arenas. The search track of the flies was traced on the 

lid of the arena, and time intervals of three seconds marked. 

They found that, after feeding, the searching behaviour changed; 

the angles of turning were increased and the distance between 

turns decreased. This behaviour became rapidly less pronounced 

and normal search was resumed within half a minute. Computer 

simulations produced not dissimilar tracks. The resultant 

functional responses showed that the flies were more efficient 

at finding the clumped droplets; but, as the authors pointed out, 

the normal functional response models are not applicable due to 

the non-random search of the flies. Hassell & May (1974) ex-

tended this work using mathematical models, as will be described 

in the next section. 

Krebs et al. (1974) examined the searching behaviour 

of chickadees in the artificial habitat of an aviary. They con-

cluded that the birds do not hunt by expectation (Gibb, 1962) 

(Section 1.3.5). Within one patch of the environment, the 

'giving up' time was found to be constant; i.e. if the time 

which passed, in which the bird searched within a unit of habitat 

without finding any food, reached a threshold level, the bird 

gave up and tried another patch ( cf. Murdoch & Oaten (1975), 

Section 1.4.3). The'giving up' time was found to be inversely 

proportional to the overall feeding rate for the environment. 
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Thus, if the environment is rich in prey, the birds will quickly 

give up any patch where they are finding food infrequently. 

Tinbergen et al. (1967) studied the effect c- of spacing 

within a clump. They put out camouflaged eggs in an area of 

sand dunes, arranged in a small group of set inter-egg distance. 

The attention of predatory crows was drawn to the eggs by putting 

an uncamouflaged, conspicuous egg in the centre of the grid. 

As a result, they found that closely spaced eggs were more heavily 

preyed upon than those more widely spaced. On measuring 'giving 

up' times, they found that crows searching for widely-spaced eggs 

searched for the longest time. One might conclude that camou-

flaged animals will tend to be widely spaced, yet a small dense 

clump may escape detection. The distribution of prey and search-

ing behaviour of predators will interact as natural selection 

acts on the prey to maximize survival, and on the predator to 

maximize foraging success. 

1.4.3 	Models of the Effects of Prey Distribution 

In this section, the following models will be reviewed: 

Ivlev (1961), Royama (1970b), Hassell & Rogers (1972) and Hassell 

& May (1974). 

Ivlev (1961) produced a generalized description of the 

effect of aggregation of prey. It is based on an index of clump-

ing which is effectively the variance of the local prey densities. 

The unit of local density is not defined, but is important since 

the aggregation will appear greatest at the mean clump size of 

the prey. (Plant ecologists, by comparing the variance from diff-

erent quadrat sizes, estimate the clump size of plants). The re-

lationship between the number of prey eaten and their aggregation 

is, Ivlev suggested, curvilinear. Experiments with fish feeding 

on various prey aggregations vindicated such a viewpoint. He 

described this relationship with an equation of the form: 

Ne = (K - Nr) (1 - exp(- k A)) + Nr, 



where K is the maximum possible consumption in the time avail-

able, Nr is the consumption when prey are arranged regularly, 

A is the index of aggregation and k is a constant defining the 

curve. By combining this equation with his functional response 

equation, Ivlev derived a general equation to define how the 

number of prey eaten varies in response to prey density and 

aggregation. Such a mathematical description could well be useful 

in some cases, but the biology and behaviour involved should also 

be considered. 

Royama's hypothesis of maximization of profitability by 

niche selection (Royama, 1970a) has been considered in Section 

1.3.5. This hypothesis has been stated mathematically (Royama, 

1970b), and will be described here. The model is ia two'parts: 

firstly, the relationship between the number of prey eaten and the 

local prey density, and secondly, the relationship between the 

number of prey eaten and the time spent searching by the predator. 

To describe the first, curvilinear relationship, Ivlev's equation 

for a functional response (Ivlev, 1961) was used, and to describe 

the second, Royama used a 'generalized Nicholson & Bailey model" 

i.e. the Random Predator Equation. By combining these two re-

lationships, he obtained an isoclime of the ideal distribution 

of predator time. Thus, for a given prey density, the optimum 

time to spend there and hence the prey consumption can be found. 

For any hypothetical distribution of predator time with prey den-

sity, the corresponding numbers of prey attacked at each density 

can be found, and hence the proportion eaten. This model was 

found to fit the percentage predation of parasitization data ob-

tained by Varley (1941) (a slightly curvilinear relationship), 

Gibb (1958) (a strongly curvilinear and a domed relationship) 

and Holling (1959a) (a strongly domed relationship). 

Another approach, not dissimilar to that of Royama, 

was used by Hassell & Rogers (1972). Nemeritis, when given a 

choice of prey chambers containing various densities of hosts, 

spent most time in areas of greatest host density. The percent-

age time spent in each chamber increased as a function of the 

prey density, giving a graph of exponential shape. The density 

of Nemeritis altered this response; if four or more were used, 

the percentage time spent in each chamber was proportional to 

the density. 
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Extending this approach, Hassell & May (1974) con-

sidered the aggregative response as the time spent per unit area 

in response to the prey density in that area. If a predator 

(or parasitoid) enters an area of known prey (or host) density, 

the time spent there and hence, the number of prey attacked (or 

hosts parasitized) can be defined. The authors constructed a 

model based on the searching behaviour of house flies, as des-

cribed by Murdie & Hassell (1973) (Section 1.4.2). The flies 

show two modes of searching behaviour: random walk with short 

step lengths (mode I) and, forward directed or on-going random 

walk with long step lengths (mode II). Mode I is used for 30 

seconds after feeding. It is followed by mode II if no further 

sugar droplets are found. By assuming the prey density remains 

constant, the authors were able to derive a model of the time 

spent per unit area as a function of prey density in that area. 

By introducing stochastic variation, a smoothed response of sig-

moid shape was obtained. They continued by suggested other 

shapes for this response, and conducting stability analyses. 

Murdoch & Oaten (1975) suggested a slightly different 

description of aggregative searching within a patch. This in-

volves a time limit, analogous to that described by Krebs et al. 

(1974), at which, if the predator has not found a prey, it leaves 

the patch. If the predator finds a prey, it then has a further 

time limit to find the next prey. The aggregative response (time 

spent per patch as a function of patch density), as in the model 

of Hassell & May, is sigmoid in shape. Murdoch & Oaten show that 

this would have a stabilizing effect over part of the range of 

the overall functional response. 

The aggregative response, as used by Hassell & May 

and Murdoch & Oaten, provides a useful, simple description of the 

aggregative behaviour of predators and parasitoids. 
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CHAPTER 2 

THEORETICAL ASPECTS OF THE FUNCTIONAL RESPONSE 

2.1 	INTRODUCTION 

During the course of this work a number of theoretical 

aspects of the functional response, and modifications of the 

Random Predator Equation (Rogers, 1972) were examined, and these 

will be described in this chapter. Rogers (1972) suggested that, 

to abstract the parameters of the Random Predator Equation, a 

regression analysis of the logarithm of the proportion of prey 

surviving (ln S) against the number eaten (Ne) could be used. 

This technique is examined in Section 2.2, and alternative tech-

niques proposed. Although the regression technique is not con-

sidered suitable, the figure of the logarithm of the proportion 

of prey surviving plotted against the number of prey eaten has 

been found to be useful in the interpretation of functional re-

sponses; some examples are given in Section 2.3. In modelling 

functional responses other than the normal, type II, one approach 

is to vary the parameters of the Random Predator Equation as 

functions of the prey density or the number of prey eaten; in 

Section 2.4, some such models are examined together with some ob-

servations on varying parameters during the experimental period. 
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2.2 	ABSTRACTING THE PARAMETERS OF THE RANDOM PREDATOR 

EQUATION 

Royama (1971) and Rogers (1972) both suggested a simple 

model for the type II functional response, for which Rogers pro-

posed the name "The Random Predator Equation". It is of the form: 

Ne = N(1 - exp(- aP(T - Th Ne))), 	. . 2.1 

where Ne is the number of prey eaten, N is the initial prey density, 

a is the search efficiency, P is the number of predators (taken as 

one in the following discussion), T is the total time available, 

and Th is the time taken to handle one prey. The derivation of 

this model is given in Section 1.2.2. 

Since the parameters (a and Th) offer difficulties for 

direct measurement, they are normally abstracted from predation 

data. Thus, Rogers (1972) suggested the technique of linear re-

gression analysis to abstract the parameters from data of the 

number of prey eaten (Ne) for various values of initial prey 

density (N). To do this, the Random Predator Equation (Eqn. 2.1) 

is transformed to the linear form: 

ln((N - Ne)/N) = 1nS= - a T + a Th Ne, 	. . . 2.2 

where S is the proportion of the prey surviving. The natural log-

arithm of S will, in this work, be referred to as In S. By treat-
Eqn. 2.2 as a regression of the form y = c + mx, and performing 
a regression analysis of In S on Ne, estimates of the intercept 

(- a T) and the slope (a Th) can be obtained. This technique has 

since been used by a number of workers (e.g. Evans, 1973, Hokyo 
& Kawauchi, 1975). 

However, in applying a regression analysis, certain 

assumptions are made about the data: 
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1. the two variables are independent of each other, 

2. the x values (Ne) are arbitrarily defined and not 

subject to variation, 

3. the variance of y (ln S) is the same for all values 

of x (Ne). 

In this situation, it should be noted that in S and Ne are not 

independent (Ne occurs in both terms), and that the values of x 

(Ne) are not arbitrarily defined but are the means of a number of 

replicates, and hence subject to variation. When the variance of 

In S is considered, another problem becomes apparent. As this 

technique has been used in the past, the logarithm of the mean 

value of S has been used; in fact, it can be seen that the mean of 

the logarithmic values of S should be used. One reason why the 

mean of in S has not been used in the past is that, at low prey 

densities, it is not unusual for all the prey to be eaten in some 

replicates and this leads to values of zero for S and hence, minus 

infinity for in S i.e. the mean of In S can not be evaluated if 

total predation occurs in any of the replicates. Furthermore, it 

can be seen that that small changes in the value of Ne will, at 

low prey densities, lead to large changes in the corresponding 

values of In S, which leads to the variance of In S at low prey 

densities (and hence values of Ne) being much greater than the 

variance at high prey densities. In view of these problems, the 

regression analysis of In S x Ne is not a suitable technique for 

the abstraction of parameters. The resultant figure of In S 

plotted against Ne is, however, often more informative than the 

functional response figure, as will be described in Section 2.3. 

If there is no data involving total predation, an 

improved method of parameter extraction would be to find the 

best-fit linear relationship of In S x Ne, allowing for both 

variables being subject to error. Such a method is described by 

Davies (Davies, 1971; programme 22). However, in as much as 

In S is still subject to greater variation at low prey densities, 

this method is also unsuitable. Most functional response experi-

ments result in data involving total predation, and in order to 

overcome this drawback, a least squares technique was developed, 

and the computer programme BESTFIT (see Appendix Section A1.3 for 

a description and listing) was written. The values of the para- 



- 54 - 
meters which give the best fit to the observed data are taken 

as the best estimates. The major drawback with this approach, 

(apart from the large amount of computing time which may be 

necessary), is that the higher values of Ne have a larger effect 

upon the results than the smaller ones. 

In Chapter 4, these three techniques are used to ab-

stract the parameters of the Random Predator Equation for twelve 

functional responses, and the resultant estimate.:, are tabulated 

in Table 4.5. It can be seen that the technique of the least 

squares best fit to the functional response consistently yields 

parameters which give a better fit to the data. The results of 

Chapter 4 also provide a means of comparing the effects of using 
the mean of In S and the In of mean S. Both 111.1?2"0, where they 

can be calculated, are given in Tables 4.1-4.4, and it can be 

seen that the deviation is most marked at the low values of Ne 

(and hence N). The In of mean S consistently underestimates the 

proportion of the prey eaten; the values of mean 71.1 S tend to 

'tail off' towards minus infinity at low values of Ne. This 

phenomenon is sometimes found when In mean S values are considered, 

and this is examined in Chapter 3 (Section 3.3.5). 
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2.3 	INTERPRETATION OF In S x Ne FIGURES 

It was mentioned in Section 2.2 that in S_x Ne figures 

can be more informative than functional response fj.6ures. In 

this brief section, some examples will be given. 

The Random Predator Equation is simply interpreted in 

a In S x Ne figure, in particular the effect of the search eff-

iciency being more evident than in a functional response figure. 

In Fig. 2.3 the effects of varying the parameters a (search eff-

iciency) and Th (handling time) are shown using both functional 

response and In S x Ne figures. The effects of the different 

search efficiencies are more evident in the latter figure, the 

intPrcept on the In S axis showing the values of a when the total 

time available (T) is unity, as in this case. The intercept on 

the Ne axis can be shown, from Eqn. 2.2, to be equal to T/Th i.e. 
the maximum consumption rate. The straight line relationship 

makes both of these intercepts easier to interpret. 

Deviations from the normal, type II functional response 

may be more obvious in the In S x Ne figures. A type III or sig-

mold functional response is often very close to the type II in ' •  

shape. In Fig. 2.4A, an obviously sigmoid functional response 

drawn freehand is interpreted as a in S x Ne figure; in place of 

the straight line relationship of the Random Predator Equation, 

a clear cut U or V shape is now apparent. This obvious shape was 

noted in the functional response of C. septempunctata to type I 

aphid prey in Section 3.4.2, enabling suitable models to be fitted. 
The freehand dome shaped functional response shown in Fig. 2.4C 

results in a curve of similar shape in the In S x Ne figure (Fig. 
2.4D). In order to establish such a curve from experimental data, 

it may be necessary to link data points in a prey density sequence 

(see Fig. 2.10B of the analysis of data of Yao (pers. comm.)). 

One factor which becomes more clear from the In S x Ne figure of 

the dome-shaped functional response is that In S can not be defined 

by any simple function of Ne, a model of at least the complexity 

of the quadratic form being necessary. 

Therefore, in view of the extra information and insight 

which may be obtained from a In S x Ne figure, it is worthwhile 

examining In S x Ne figures during the course of the analysis of 
functional response data. 
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FIGURE 2.1 	Hypothetical functional responses, and In S x Ne 

figures, calculated using the Random Predator 

Fquation, to show the effects of varying the search efficiency (a) 

and the handling time (Th). 

(A) - functional responses and (B) - In S x Ne figures Tor var-

ious values of the search efficiency, with the total time 

(T = 1.) and the handling time (Th = 0.02) held constant. 

(C) - functional responses and (D) - In S x Ne figures for var-

ious values of the handling time, with the total time (T = 1.0) 

and the search efficiency (a = 0.75) held constant. 
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responses to show the relationships with the corr-

esponding In S x Ne figures. 

(A) - functional response and (B) - In S x Ne figures for a sigmoid 

or type III functional response. 

(C) - functional response and (D) - In S x Ne figures for a dome 

shaped functional response. 
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2.4 	VARYING PARAMETER MODELS 

2.4.1 	Introduction 

In order to describe functional responses other than 

the normal, type II response, the Random Predator•Equation can 

be modified by defining the parameters (a - search efficiency, 

Th - handling time) as functions of the prey density or the num-

ber of prey eaten 

There are two approaches to defining the parameters, 

analogous to the instantaneous and overall forms of the functional 

response equations described in Section 1.2.2. Thus, in the 

first approach, the search efficiency and handling time can be 

instantaneous functions of the prey density or the number of prey 

eaten, in which case the functions must be integrated over the 

period of the experiment before they can be substituted in the 

Random Predator Equation. Alternatively, the instantaneous re-

lationships can be substituted into an instantaneous equation 

such as the Holling Disc Equation. (Section 1.2.2; Eqn. 1.2.7), 

and the whole equation integrated over the experimental period. 

In the second approach, the parameters can be defined in an over-

all form i.e. used as a mean search efficiency or handling time, 

and substituted directly into the Random Predator Equation. The 

former approach may be easier to apply from the practical view-

point, but the latter is easier to incorporate into and handle as 

a modified Random Predator Equation. 

Rogers (pers. comm.) has suggested a simple linear model 

using the latter approach, and the possibilities of this model are 

examined in Section 2.4.2. In Section 2.4.3, data from dome shaped 

functional responses suggest alternative models. Two sigmoid 

functional responses models, one suggested by Hassell (pers. comm.) 

and the other by the results of Chapter 3 of this work, will be 

described and compared in Chapter 3 on the work using coccinellids 
and aphid prey. 
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2.4.2 	Rogers' varying parameter model  

Rogers (pers. comm.) has found data showing that the 

parameters of the Random Predator Equation (a - search efficiency, 

Th - handling time) can be defined as linear functions of the 

number of prey eaten. Accordingly, he has suggested a model of 

the form: 

Ne = N(1 - exp(- 'g(r - Th Ne))) 	. . . 2.3 

where a, the mean search efficiency, and Th,the mean handling 

time, are defined by the linear relationships: 

a = m Ne + Q 

Th = n Ne + H, 

where m, n, Q and H are constants. Substitution in Eqn. 2.3 

gives: 

Ne = N(1 - exp(- (Q + m Ne)(T -(H + n Ne)Ne))), . . 2.4 

which can be rearranged to give: 

ln S = -Q T + (Q H - T m)Ne + (H m - Q n)Ne 	m n Ne3. 

This equation can be treated as a multiple regression equation of 
the form: 

y=a+bx+cx2 +dx3. 

The results of a multiple regression analysis can, using Newton's 

approximation, yield estimates of the parameters (m, n, Q, H) de-

fining the mean search efficiency and handling time. 

The range of functional response shapes which this model 

describes, can be seen by varying the parameters m (Fig. 2.3) and 

n (Fig. 2.4) - the effects of varying H and Q being similar to 

varying a and Th in the Random Predator Equation (Fig. 2.1). 

Varying m, the change in the mean search efficiency for each prey 

eaten, produces a range of apparently normal type II responses. 
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FIGURE 2.3 	Hypothetical functional responses and In S x Ne 

relationships, calculated using the Rogers' 

varying parameter model (Eqn. 2.6), to show the effects of varying 

the parameter m (change in mean search efficiency per prey eaten) 
with the other parameters held constant (T = 1.0, Th = 0.05, 

= 0.2). 
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FIGURE 2.4 	Hypothetical functional responses and In S x Ne 

relationships, calculated using the Rogers' vary-

ing parameter model (Eqn. 2.6), to show the effects of varying 

the parameter n (change in mean handling time per prey eaten) 

with the other parameters constant (T = 1.0, g. = 0.2, H = 0.05). 
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Comparing Fig. 2.3 with Fig. 2.1 of the Random Predator Equation, 
it can be seen that decreasing m has a similar effect to de-

creasing the handling time of the Random Predator Equation, 

while increasing m produces patterns similar to -the effect of 

increasing the search efficeincy of the Random Predator Equation. 

Increasing m, however, also adds a sigmoid element to the func-

tional response, which is only apparent in the In S x Ne figure. 

Comparing the figure of the effects of varying n r  the change in 

the mean handling time for each prey eaten, (Fig. 2.J) with Fig. 

2.1 of the Random Predator Equation, other similarities can be 

seen. Thus, increasing n has an effect similar to increasing 

the handling time of the Random Predator Equation, while decreas-

ing n, at least initially, is similar to decreasing the handling 

time of the Random Predator Equation. However, when the negative 

value of n becomes too large, the relationship diverges from the 

Random Predator Equation, a steadily increasing proportion of 

the prey being eaten. This is due to the individual prey handling 

time becoming effectively negative in order to produce the nece-

ssary decrease in the mean handling time; as a result, the more 

prey that are eaten, the more time is available to find further 

prey, and the model becomes unrealistic. 

To determine whether this model will adequately des-

cribe sigmoid and dome-shaped functional responses (see Section 

1.2.3), the parameters necessary to obtain the responses shown 

in Fig. 2.2, with either the search efficiency of the handling 

time constant, were calculated and are shown in Figs. 2.5 (sig-

moid) and 2.6 (dome-shaped) both as functions of the prey density 

and as functions of the number of prey eaten. It can be seen 

that only a as a function of Ne for the sigmoid response approaches 

a linear relationship; this is in agreement with the fact noted 

from Fig. 2.3 that when m = 0.001, the In S x Ne figure shows a 

shape suitable to describe a sigmoid response. 

Therefore, on the whole,.this model results in type II 

responses adequately described by the Random Predator Equation. 

However, increasing mean search efficiency as a linear function 

of the number of prey eaten can lead to a sigmoid functional 

response. 
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FIGURE 2.5 	Mean parameter (a, mean search efficiency; Th, mean 
handling time) values calculated from the hypothet-

ical sigmoid functional response of Fig. 2.2A. Th is kept const-

ant at 0.0833, and a is shown as a function of N, the prey density . 
(A), and as a function of Ne, the number of prey eaten (B). a is 

kept constant at 0.8, and Th is shown as a function of N, the prey 

density (C) and as a function of Ne, the number of prey eaten (D). 
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FIGURE 2.6 	Mean parameter (a, mean search efficiency; Th, mean 

handling time) values calculated from the hypothet-

ical dome-shaped functional response of Fig. 2.2C. Th is kept con-

stant at 0.0833, and a is shown as a function of N, the prey den-

sity (A), and as a function of Ne, the number of prey eaten (B). 

a is kept constant at 0.8, and Th is shown as a function of N, the 

prey density (C) and as a function of Ne, the number of prey eaten 

(D). 



-65- 

2.4.3 	Models of the dome-shaped functional response  

2.4.3.1 Model based upon the data of Williams (pers. comm.) 

Williams (pers. comm.) obtained data on the predation 

of Notonecta glauca L. upon Gammarus pulex (L.), in a bucket over 

a period of five hours. The resultant functional response (Fig. 

2.7A) was dome-shaped. To obtain further information, Williams 

made some continuous observations, and the time taken for succ-

essive feeds was recorded. 

This data of the individual handling times can be de-

fined using an instantaneous function of the number of prey eaten. 

A logarithmic relationship of the form: 

Th = n In Ne + c, 

where n and c are constants, was found to be suitable. This re-

lationship can be integrated with respect to .Ne and substituted 

into the Random Predator Equation to give: 

Ne = N(1 - exp(- a(T -[ n(Ne In Ne - Ne) + c Ne]Ne))). 

This equation is rather cumbersome, and the logarithmic relation-

ship did not provide a good description of the data, and so the 

handling time was defined as an overall function of the number of 

prey eaten. Thus, transforming the individual handling time to 

mean handling times, a log/log relationship of the form: 

In Th = n In Ne + c 	 . . . 2.5 

was found to be necessary to obtain a good fit to the data (n = 

-0.3288, c = 3.836; F = 455, df = 1,6, P< 0.001). This relation-

ship is shown in Fig. 2.7C. Transforming Eqn. 2.5 gives: 

Th = exp(n In Ne + c) 

which can be substituted into the Random Predator Equation to 

give: 

Ne = N(1 - exp(- a(T - [exp(n In Ne + c)]Ne))) . . 2.6 
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FIGURE 2.7 	Figure of the model developed for the dome-shaped 

functional response based upon the data of Williams 

(pers. comm.). 	(A) - functional response and (B) - In S x Ne 

figures fitted with the model (Eqn. 2.8) with parameters calcula- 

ted from (C) and (D). 	(C) - in Th plotted against In Ne to show 

the relationship of Eqn. 2.5 ('Ti = exp(n In Ne + c); n = - 0.3288, 

c = 3.836;"F = 455, df = 1,6, P <0.00n. 	(D) - g (calculated by 

substituting Eqn. 2.5 into the Random Predator Equation and, for 

each set of predation data, solving lor a) plotted against N (the 
prey density) to show the relationship of Eqn. 2.7 (3 = m N + d; 
m = - 0.0001284, d = 0.004407; F = 41, df = 1,5, P <0.01). 
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By substituting for N and Ne in Eqn. 2.6, a series of values for 
a (the mean search efficiency) was obtained. These were descib-

ed by the relationship: 

a = m N + d, 	 . . . 2.7 

as shown in Fig. 2.7D (m = -0.0001284, d = 0.004407; F = 41, 

df = 1,5, P <0.01). Substituting Eqn. 2.7 into Eqn. 2.6 now 

gives: 

Ne = N(1 - exp(- [ m N + dJ (T - [ exp(n In Ne + c)] Nen ) 
. . . 2.8 

Using this Equation (Function XNEWTW, Appendix Section A1.2.3), 

the functional response fitted to the data (Fig. 2.7A; F = 41, 

df = 1,5, P <0.01) and the In S x Ne relationship (Fig. 2.7B, 

F = 120, df = 1,5, P<0.001) were obtained. 

It can be seen that, at low prey densities, the effects 

of the decreasing search efficiency and handling time cancel each 

other out, leading to a normal type II functional response. At 

high prey densities, however, the rate of change of the handling 

time is greatly reduced, and the continuing decrease in the search 

efficiency leads to a drop off in the numbers of prey found. 

Comparing this model with the values of the search eff-

iciency and handling time suggested by Fig. 2.6, differences can 

be seen. Thus, the initial increase in search efficiency in 

Fig 2.6 is not necessary to produce a dome-shaped functional 

response, but is a result of the initial freehand figure of the 

functional response (Fig. 2.2). In the case of the handling time, 

Fig. 2.6D shows a relationship which could be described by Eqn. 

2.5. The two parts of the dome in Fig. 2.6A (increasing Ne and 

decreasing Ne) could, if symmetrical, be described by the one 

equation. The occurence of a minimum handling time at the max-

imum prey consumption would not, by itself, produce a dome-

shaped response, but it would accentuate one. 

Thus, decreasing the mean search efficiency as a linear 

function of prey density will produce a dome-shaped functional 

response. Extrapolating such a model to higher prey densities 
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would lead to negative values for the search efficiency; a more 

suitable function is found in the next section. 

2.4.3.2 	Model based upon the data of Yao (pers. comm.)  

Another model of a dome-shaped functional response was 

developed in collaboration with D.J. Rogers and D. Yao using data 

of Yao (pers. comm.). In Yao's work, 24 hour continuous observa-

tions were made of the predation of the mite Phytoseilus persimi-

lis Athias-Henriot on another mite, Tetranychus urticae Koch. 

This yielded estimates of the handling time and search efficiency 

over a range of prey densities. 

The handling time was found to be desribed by the linear 

relationship: 

Th = n Ne + c, 	 . . . 2.9 

where n and c are constants (Fig. 2.8C; n = - 0.000451, c = 0.0224; 

F = 176, df = 1,4, P <0.001). The search efficiency, however, was 

best described by the relationship: 

In a = m In N + d 
or 	a = exp(m In N + d), 	. . . 2.10 

where m and d are constants (Fig.2.8C, line 1; m = - 1.940, d = 

6.324; F = 31, df = 1,4, P< 0.01). Hence substitution of Eqns. 

2.9 and 2.10 into the Random Predator Equation gives: 

Ne = N(1 - exp(- exp(m In N + d)] (T - (n Ne + c] Ne))) 

. . . 2.11 

This equation, together with the parameters (n, c, m, d) derived 

from the continuous observations, was used to calculate the fun-

ctional response (Fig. 2.8A, line 1) and the In S x Ne relation-

ship (Fig. 2.8B, line 1). It can be seen that these calculated 

lines give a very poor fit to the data. 

Since, in making continuous observations, the search 

efficiency is more likely to be estimated incorrectly than the 

handling time, substitution of N and Ne in Eqn. 2.11 was used to 
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FIGURE 2.8 	Figures of the model developed for the dome-shaped 

functional response based on the data of Yao (pers. 

comm.). 	(A) - functional response and (B) - In S x Ne figure 

fitted with the model (Eqn. 2.11): line 1 - all parameters obtain-

ed by continuous observation; line 2 - parameters describing a 

abstracted from functional response data. 	(C) - Th plotted 

against Ne (the number of prey eaten) to show the relationship of 

Eqn 2.9 (Th = n Ne + c, n = - 0.000451, c = 0.0224; F = 176, df = 

1,4, P<0.001). 	(D) - In a plotted against In N to show the re- 

lationship of Eqn. 2.10: line 1 - data obtained by continuous ob-

servation (a = exp(m In N + d), m = - 1.940, d = 6.324; F = 31, 
df = 1,4, P< 0.01); line 2 - data obtained by substituting Eqn. 
2.9 into the Random Predator Equation and solving for E (a = 
exp(m In N + d), m = - 1.082, d = 4.361; F = 258, df = 1,41 

P< 0.001). 
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obtain estimates of the search efficiency. The resultant esti-

mates were found to be well described by Eqn. 2.10 (Fig. 2.8D, 

line 2; m = - 1.082, d = 4.361; F = 258, df = 1,4, P<0.001). 

Using the new values for the parameters m and d, the functional 

response and In S x Ne relationship were recalculated (Fig. 2.8A 

line 2 and 2.8B line 2) and resulted in a good fit to the data 

(functional response - F = 120, df = 1,4, P <0.001; In S x Ne -

F = 252, df = 1,4, P < 0.001). 

The use of Eqn. 2.10 to describe a is applicable over 
any range of prey densities, and so is more useful than Eqn. 2.7 

proposed in the last section. The model of the handling time 

(Eqn. 2.5) of the last section is, however, applicable over a 

wider range of prey consumption, and so may be more useful than 

the relationship used in this section. Accordingly, a more wide-

ly useable equation to describe a dome-shaped functional response 

would be: 

Ne = N(1 - exp(- [exp(m In N + d)] x 

(T - [exp(n In Ne + c)] Ne))). 
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2.5 	SUMMARY AND CONCLUSIONS 

1 	In abstracting the parameters of the Random Predator 

Equation from functional response data, the In S x Ne 

regression technique suggested by Rogers (1972) is not suitable, 

and an alternative least squares best fit technique is proposed. 

The figure of in S x Ne can, however, often be informative in 

the interpretation of functional response data (Sections 2.3-2.4). 

2 	Type II functional responses can often be obtained by 

varying the parameters of the Random Predator Equation 

(Section 2.4.2; Figs. 2.3 & 2.4). These responses can still be 

adequately described by the Random Predator Equation, the para-

meters giving an overall measure of searching efficiency and 

handling time (Hassell, Lawton & Beddington, 1976). 

3 	Sigmoid functional responses can be obtained by de- 

fining the mean search efficiency (g) as an increasing 

function of the prey density or the number of prey eaten. This 

relationship can be linear (Section 2.4.2, Fig. 2.3) or curvi-

linear (Fig. 2.5). Hassell, Lawton & Beddington (1977) and 

Hassell (pers. comm.) have suggested sigmoid functional response 

models based on an increasing value of a in response to the prey 

density which levels off at some maximun value (i.e. similarly to 

the type II functional response). Since predation at high prey 

densities is largely defined by the handling time, rather than 

the search efficiency, this difference is unimportant. Functional 

response equations based on this description of g are introduced 

in Section 3.4.2. An alternative approach which results in sig-

moid functional responses is to define the mean handling time 

(Th) as a curvilinear function of the prey density or number of 

the prey density or number of prey eaten, such as are shown in 

Fig. 2.6C & D. 

if 	The dome shaped functional response is obtained by de- 

fining g as a decreasing function of the prey density. 

This can be linear (Section 2,4.3.1, Fig. 2.7D) or curvilinear 

(Section 2.4.3.2, Fig. 2.8D). The dome shaped functional response 
is emphasized by defining Th as an increasing function of the prey 

density (Section 2.4.2, Fig. 2.6C). 
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CHAPTER 3 

PREFERENCE EXPERIMENTS WITH COCCINELLA SEPTEMPUNCTATA L. 

AND BREVICORYNE BRASSICAE (L.) 

3.1 	INTRODUCTION 

In this section, a predator-prey interaction is examined, 

in which two types of prey are available. The functional responses 

to the individual prey types are used in an attempt to predict pre-

dation when both are present. The predators used are adults of 

the coccinellid beetle, Coccinella septempunctata L. (the seven 

spot ladybird). The prey are the cabbage aphid, Brevicoryne brass-

icae (L.), either as first instar aphids (type I) or as apterate" 

adults and large aphids of similar size in the penultimate instar 

(type II). 

Various descriptions of preference have been discussed 

in the literature survey (Section 1.3.2). In measuring preference, 

Murdoch's (1969) model is a simple starting point. He suggested 

that, in the absence of switching, a constant parameter C can be 

used to describe preference. He defined C as the proportional 

difference between the ratio of the prey types in the environment 

and the ratio in the diet: 

Ne / Ne' = C N / N' 	 . . . 3.1 

where N and N' are the numbers of the two prey types present and 

Ne and Ne' are the numbers which are eaten. This relationship is 

shown in Fig. 3.1 where the null hypothesis is represented by a 

slope of unity. Murdoch (1969) also suggested that an appropriate 

predation model may be used as a null hypothesis in preference 
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Ne/Ne' 

N/N' 

FIGURE 3.1 Generalized graph illustrating Murdoch's (1969) 

model of preference: Ne/Ne' = C N/N' , where N is 

the number of prey type I present, Ne is the number 

of prey type I eaten, and N' & Ne' refer to the same 

figures for prey type . II. The lines a,b,c show 

three possible situations: a - no preference (C = 1); 

b - preference for prey type II (C <1); c - prefer-

ence for prey type I (C> 1). 
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studies. The derivation of such a model is given in Section 

1.3.3. 

In this section, the functional responsa- -Ire used to 

predict predation when both prey types are present; hence, the 

ratios used in the Murdoch plot (Fig. 3.1) are found. These 

predictions are compared with the actual numbers and ratios ob-

served. 
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3.2 	EXPERIMENTAL METHOD 

3.2.1 	The Arenas  

The arenas used in this study are based on those used 

by Marks (Marks, 1971; Murdoch & Marks, 1973) in similar experi-

ments using coccinellid larvae. The arenas were plastic petri 

dishes of diamter 9 cm, with a moistened filter paper on the 
bottom. The sides of the petri dish top were coated with fluon 

to prevent the experimental animals leaving the bottom of the 

arena. The aphids were distributed on the filter paper at 

10.00 h, a conscious effort being made to distribute them at ran-

dom. The aphids were then left to disperse and settle down until 

11.00 h when the coccinellids were introduced. One coccinellid 

was put in the middle of each arena. Each run lasted two hours 

and was conducted at 20°C under constant illumination from 

fluorescent tubes. At the end of each experiment, the number of 

prey eaten, and prey types if appropriate, were scored. 

3.2.2 	The Prey: Brevicoryne brassicae of two size classes 

Cultures of B. brassicae were mainatained on potted 

brussels sprout plants in a greenhouse, and in a constant en-

vironment experimental room (20°C and 60% R.H.). The two types 

of prey mentioned in the introduction were: 

Type I: first instar aphids. A sample of ten was weighed giv-

ing a mean weight of 0.0324 g (S.E. of mean = 0.007), 

Type II: adult apterous aphids or nymphs of similar size in the 

penultimate instar. Weighing a sample of ten gave a 

mean weight of 0.624 g (S.E. of mean = 0.095). 

3.2.3 	The Predators: Coccinella septempunctata adults 

Adults of C. septempunctata were collected daily during 

the course of the experiments at approximately 15.00 h. They 

were obtained from the patch of broad beans at Hill Bottom 

(Silwood Park). It is assumed that when collected all the cocc-

inellids were satiated, due to feeding upon the large numbers of 
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Aphis fabae Scop. present on the bean plants. The coccinellids 

were then kept without food in individual 3" X 1" glass tubes at 
20°C until the experiments started at 11.00 h the next morning. 

Any coccinellids which did not look healthy or which had append-

ages missing were discarded. No differentiation of the sexes 

was made for this work, since there was no difference in the 

mean numbers of aphids eaten by males or females in experiments 

when ten type I prey were exposed to predation under experimental 

conditions (Table 3.1). These results are sufficiently homo-

genous to warrant pooling of the experimental results using male 

and female coccinellids. Details of the sexual differences are 

given by Pope (1953). 

3.3 	RESULTS AND ANALYSIS 

The predation results are tabulated in Tables 3.2 
(both prey present), 3.3 (type I present only) and 3.4 (type II 
present only). 
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S.E. OF 

SEX NUMBERS EATEN MEAN MEAN 

:Tale 5 4 9 5 7 lo 7 3 7 5 6.58 0.66 

Female 5 5 8 3 8 6 9 10 6.75 0.84 

TABLE 3.1 	Predation of C. septempunctata when offered 

ten type II prey under experimental conditions. 

The means are not significantly different (t = 

1.45, df = 18, P> 0.1). 



PREY 

DENSITY 

AMEER EATEN RATIO RATIO 	OF 

Ne 	/ .ie' 

TYPE I / 
NUmbER OF PREY EATEN MEAN S.E. 

OF 

TYPE II TYPE I / TYPE II TYPE I / II TYPE I / II li/N° MEAN S.E. 

16 / 2 6/2 8/2 11/2 	6/2 11/1 16/2 15/2 10.43 / 1.86 1.53 / 0.14 8.00 6.00 1.13 

12 / 4 3/3 10/4 10/4 	7/2 	8/4 10/4 8.00 / 3.5o 1.13 / 0.34 3.00 2.33 0.33 

8 / 6 8/4 7/6 	2/4 	0/3 	0/3 	1/5 3.0o / 4.17 1.46 / 0.48 1.33 0.64 0.32 

4 / 8 0/4 1/4 	1/7 	2/5 	4/6 	2/4 1.67 / 5.00 0.56 / 0.52 0.50 0.33 0.10 

TABLE 3.2 	Predation of C. septenipunctata  on B. brassicae  when both prey types are present. 



DENSITY iUMBER EATEll De S.E. ln S S.E. ln S 

1 0 0 1 1 1 1 1 1 1 1 1 0.82 0.12 -1.71 * 

2 0 0 1 1 1 1 1 2 2 2 2 1.18 0.23 - 0.89 * 

4 0 0 0 1 1 2 2 2 3 4 4 4 4 2.08 0.45 - 0.73 * 

8 0 2 2 4 4 5 6 6 7 8 8 8 5.00 0.77 -0.98 * 

16 9 10 12 13 14 14 14 16 12.75 0.82 - 1.59 * 

32 14 18 20 25 27 31 22.50 2.57 - 1.21 - 1.54 0.43 

64 15 20 27 30 32 32 33 27.00 2.62 - 0.55 - 0.56 0.07 

100 10 17 24 28 29 34 35 25.29 3.43 - 0.29 - 0.30 0.04 

TABLE 3.3 	Predation of C. septempunctata  on B. brassicae  with type I 

present only. Data given of the number eaten (Ne), the 

mean number eaten (Ne), the logarithm of the mean proportion 

of prey surviving (ln E), and the mean of the logarithmic 

values of the proportion of prey surviving (ln S). The 

symbol * is used to denote a value of in S which can not 

be evaluated due to total predation in one or more replicates. 



DENSITY NUMBER EATEN (Ne) Tie S.E. In S S.E. In S 

1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.94 0.06 -2.81 * 

2 0 1 1 2 2 2 2 2 2 2 2 2 1.67 0.19 -1.80 * 

4 o 1 1 1 2 2 3 3 4 4 4 4 2.42 0.42 -0.93 * 

8 0 2 2 3 3 3 3 3 4 4 6 6 6 6 7 8 4.13 0.54 -0.73 * 
16 1 3 3 3 3 4 4 4 5 6 8 8 9 14 16 6.07 1.07 -0.48 * 

25 5 6 8 8 8 8 10 10 11 11 12 12 14 17 10.00 0.85 - 0.51 - 0.54 0.06 

50 8 9 10 12 15 15 11.50 1.23 - 0.26 - 0.26 0.03 

TABLE 3.4 Predation of C. septempunctata  on B. brassicae  with type II present 

only. Data given of the number of prey eaten (Ne), the mean number 

of prey eaten (Ne), the logarithm of the mean proportion of prey 

surviving (ln 	and the mean of the logarithmic values of the pro- 

portion of prey surviving (IT1 S). The symbol * is used to denote a 

value of In S which can not be evaluated due to total predation in 

one or more replicates. 
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3.3.1 	Application of Murdoch's Model of Preference  

Murdoch (1969) suggests that preference can be readily 

examined by plotting the ratio of the numbers of the two prey 

types occurring in the diet against the ratio of the numbers of 

the prey types in the environment. The resultant slope C is a 

measure of preference (see Eqn. 3.1 and Section 1.3.2). This is 

shown in Fig. 3.2 using the data from Table 3.2. .The null hy-
pothesis of no preference implies that the ratios for the diet and 

the environment are equal (i.e. Ne/Ne' = N/N') and C the measure 

of preference is unity. In Fig. 3.2 the data has been described 

by a line through the means and origin, giving a value for C of 

0.725 which is significantly different from unity (t = 2.54, df = 
25, .02 )P > .01). This shows that the coccinellids demonstrate 

preference towards prey type II. 

In order to try to explain this preference, the func-

tional responses to the individual prey types will be used to pre-
diL:t consumption of prey in the mixed prey situation. 
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FIGURE 3.2 	Predation by C. septempunctata when both prey types 

of B. brassicae are present - graph of the ratio of 

the two prey types eaten (Ne/ne') plotted against 

the ratio of their initial densities (N/N'). The 

fitted line (through the means and the origin) has 

a slope of 0.73 which is significantly different 

from unity (t = - 2.54, df = 25, 0.02> 13 > 0.01). 

Ne/Ne' plotted as the mean t S.E. of the mean. 
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3.3.2 	Functional Responses to Type I Prey  

Examination of the plotted functional response (Figs. 

3.5, 3.7; from data in Table 3.3), shows that the response is 

somewhat sigmoid in shape, and that a slightly reduced number 

of prey is eaten at the highest prey density. This tendency 

for the response to be dome shaped is probably due to experi-

mental error and will be considered as such in this analysis. 

Dome shaped and sigmoid functional responses have already been 

considered in Chapter 2. When the in S x Ne plot (logarithm of 

the proportion of prey surviving plotted against the number of 

prey eaten; see Sections 2.3 & 2.4) is examined (Fig. 3.3) the 

deviations from a Holling type II response are obvious. Inter-

preting this graph as described in Section 2.3, the reia;;ionship 

can be divided into four parts as shown in Fig. 3.3. Part 1 is 

due to the phenomenon of 'over-predation' at low prey densities 

which will be dealt with in Section 3.3.5. Parts 2 and 3 are 

are the two phases of the sigmoid response - part 2 being den-

sity dependent and part 3 inversely density dependent. Part 4 

is due to the dome shape which is not considered significant. 

Due to the small number of data points at the high prey densities, 

a prey-density-sequence plot was necessary to show this dome-

shaped response (see Section 2.3). 

Rogers (1972) suggested that in order to fit the Random 

Predator Equation to data, the regression of In S x Ne can be 

used to find values for the parameters a (search efficiency) and 

Th (handling time) (Section 2.2). Figure 3.3 shows the calculated 

regression line; the resultant functional response gives a poor 

fit to the data (F = 19.7, df = 1,7, P).05). 

An alternative model of this response is shown in Figs. 

3.4 and 3.5. The model involves the elimination of the two 

points for N = 1 and 2, where, as previously noted, 'over-predation' 

at low prey densities occurs. The remaining points are then con-

sidered to form a V shape (Section 2.3) and a regression is fitted 

to each arm of the V. The points for N = 4, 8, 16 are fitted to 

one regression, while the points for N = 16, 32, 64, 100 are fitted 

to the other. Due to the negative slope and intercept of the 

first regression, a negative handling time results. This, as dis-

cussed below, can be considered in terms of increased appeptite or 
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rate of search, which is measured in terms of increased time avai-

lable for each prey eaten. The resultant equations are: 

Ne = N(1 - exp(- 0.0046(T + 17.58 Ne))) 

Ne = N(1 - exp(- 0.0226(T - 3.635 Ne))) 
	. . 3.2 

These equations can be solved simultaneously to give an intersect-

ion point of N = 16.46, Ne = 13.22. '/!hen the functional response 

is calculated from Eqns. 3.2, it provides a good fit to the data 
(Fig. 3.5, F = 61.6, df = 3,4, P< 0.001). 

Another model of the sigmoid functional response is su-

ggested by Hassell, Lawton & Beddington (1977). They suggest that, 

to obtain a sigmoid functional response, the search efficiency 

varies in response to prey density in much the same way as prey 

consumption varies with prey density in a type II functional re-

sponse. Accordingly, they suggest an equation to describe search 

efficiency of the form: 

a = b N/(1 + c N) 	 . . . 3.3 

where b and c are constants. This can be taken as an instantaneous 

equation for a and substituted into the Holling Disc Equation (Eqn. 

1.2.8): 

Ne =bN2/(1 + c N + b Th N2). 

To allow for exploitation, this can be integrated over the period T: 

Ne = N(N - Ne)(c In S - b Th Ne - b T) 	• • • .3.4 

Alternatively, Eqn. 3.3 can be taken as an overall equation and 
substituted directly into the Random Predator Equation (Hassell, 

pers. comm.)- to give 

[ 	

(- b  N(T - Th Ne) 
Ne = N 1 - exp 

1 + c N . 	. 3.5 

This simpler approach will be used to model the functional response 

to type I prey, and subsequently be referred to as the HLB model. 
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The authors suggest that the parameters of Eqn. 3.4 can 
be extracted from predation data by multiple regression analysis, 

but obtained poor descriptions of functional response data by 

this method. For the HLB model (Eqn. 3.5) this method will be 
used to find the parameters. Bearing in mind that the logarithm 

of the mean value of S (ln g) is used instead of the mean of the 

logarithmic values of S (ln S), this seems to be a reasonable 

approach. Furthermore, since the range of variation in the value 

of ln g is not very great, the fit should not be excessively bi-
ased by any particular part of the response (cf. regression 

technique for the Random Predator Equation in Section 2.2). The 

resultant parameter values were: b = 0.0019, c = 0.025, Th = 

4.09 min. Once again, the first two points of the response were 

not included due to the deviation previously noted. The figure 

of ln S x Ne based on these parameters is shown as Fig. 3.6; the 

functional response (Fig. 3.7) provides a good description of the 

data (F = 234, df = 2,4, P< 0.001). The shapes obtained are 

basically similar to those obtained using the two-regression 

model. The ln S x Ne figure shows, however, that the two models 

diverge at extreme values of Ne. The HLB model shows a lower 

proportion of prey eaten at extreme values. Other differences 

will become apparent when predictions of the mixed prey situation 

are examined. 
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FIGURE 3.3 	Predation of C. septempunctata on type I B. brassicae  

- figure of the logarithm of the proportion of prey 

surviving (ln S) plotted against the number eaten 

(Ne) with the points linked in a prey density se-

quence and showing the linear regression. The rela-

tionship is divided into four parts, as is explained 

in the text (Section 3.3.2). The regression line 

(slope = 0.019, intercept = 1.122), clearly, is not 

a good fit. 

Ne plotted as the mean 	S.E. of the mean, ln S 

plotted as the logarithm of mean S (ln g) with limits 

calculated from the S.E. of the mean of Ne. 
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FIGURE 3.4 	Predation of C. septempunctata on type I B. brassi- 

cae - figure of the logarithm of the proportion of 

prey surviving (ln S) plotted against the number 

eaten (Ne) fitted with the two regression model. 

First regression (using the points for N = 4, 8, 16): 

slope = - 0.081, intercept = - 0.553; a = 0.0046/min., 

Th = - 17.58 min. Second regression (using the 

points for N = 16, 32, 64, 100): slope = 0.082, int-

ercept = - 2.707; a = 0.0226/min., Th = 3.635 min. 

Ne plotted as the mean t S.E. of the mean, ln S 

plotted as the logarithm of mean S (ln 	with limits 

calculated from the S.E. of the mean of Ne. 
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FIGURE 3.5 	Functional response of C. septempunctata to type I 

B. brassicae - the number eaten (Ne) plotted against 

the initial prey density (N) - with the two regress-

ion model fitted. Below the point of inflexion (PI): 

Ne = N(1 - exp(- 0.0046(T + 17.58 Ne))), 

and above the point of inflexion: 

Ne = N(1 - exp(- 0.226(T - 3.635 Ne))). 

The number eaten is plotted as the mean t S.E. of 

the mean. 
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FIGURE 3.6 	Predation of C. septempunctata on type I B. brassicae  

- figure of the logarithm of the proportion of prey 

surviving (ln S) plotted against the number eaten (Ne) 

- fitted with the HLB model (Eqn. 3.5). The para-

meters used to calculate the line are b = 0.00187, 

c = 0.0252, Th = 4.088 min; these were obtained by a 

multiple regression analysis on the ln S x Ne rela-

tionship (Section 3.3.2). 

Ne plotted as the mean ± S.E. of the mean, ln S 

plotted as the logarithm of mean S (ln ff) with limits 

calculated from the S.E. of the mean of Ne. 
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FIGURE 3.7 	Functional response of C. septempunctata to type I 

B. brassicae - the number eaten (Ne) plotted against 

the initial prey density (N) - fitted with the HLB 

model (Section 3.3.2). Parameters as for Fig. 3.6. 

The number eaten (Ne) plotted as the mean ± S.E. of 

the mean. 
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3.3.3 	Functional Response to Prey Type II  

The functional response to prey type II is rather 

simpler than that to prey type I. Examination of the In S x Ne 

figure (Fig. 3.8) shows that the first two points again demon-

strate 'over-predation' at low prey densities, which is dealt with 

in Section 3.3.5. It can be seen from the figure that the re-

gression line based on all the points gives a poor fit to the data. 

The regression obtained by eliminating the first two data points, 

and the line obtained using the parameters resulting from the 

least squares technique (see Section 2.2 and Appendix Section. A1.3) 

are effectively identical in this case, and provide a good de-

scription of the functional response (Fig. 3.9; F = 169, df = 1,89, 

P <0.001) . 
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FIGURE 3.8 	Predation of C. septempunctata on type II.B._brassicae  

- figure of the logarithm of the proportion of prey 

surviving (ln S) plotted against the number eaten (Ne) 

- with three fitted lines. Line 1: fitted regression 

using all points (a = 0.017/min., Th = 10.0 min.), 

line 2: fitted regression ignoring points for N = 1, 

2 (a = 0.00808/min., Th = 7.21 min.), line 3: para-

meters obtained by the least squares best fit to the 

functional response (a = 0.00817/min., Th = 7.185 min.). 

He plotted as the mean ± S.E. of the mean, ln S plot-

ted as the logarithm of mean S (ln S) with limits 

calculated from the S.E. of the mean of Ne. 
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FIGURE 3.9 	Functional response of C. septempunctata to type II 

B. brassicae - the number eaten (Ne) plotted against 
the initial prey density (N) - fitted with the Random 

Predator Equation using the parameters obtained by 

the least squares best fit to the functional response 

(a = 0.00817/min., Th = 7.185 min.). 

The number eaten (Ne) plotted as the mean ± S.E. of 

the mean. 
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3.3.4 	Prediction of predation with both prey types present  

Both models used to describe the functional response to 

type I prey (Section 3.3.2) will be used, with the Random Predator 

Equation for the response to type II prey (Section 3.3.3), to pre-
dict predation when both types are present. This was done using 

a modified version of the computer programme PREDICT (see Appendix 

Section A1.5). The resultant predictions, together with the ob-

served predation are shown in Figs. 3.10 & 3.11. Figure 3.10 

shows that the predictions based on the two-regression model of 

the response to type I prey give a good fit to the observed preda-

tion (2(= 0.69, df = 7, P> 0.99). The prediction based on the HLB 
model (Fig. 3.11) clearly is not such a good fit (e. 1.49, df = 7, 
0.95 <P <0.99). The number of prey type I eaten is consistently 

overestimated, whilst the number of prey type II is consistantly 

underestimated. Examination of the figure of Ne/Ne' x N/N' (Mur-

doch's model) (Fig. 3.12) shows that the two regression model 

gives a good fit to the observed ratios, whereas the HLB model pre-

dicts a switch in preference from type II to type I, which is 

clearly a very poor fit of the observed preference. These two 

apparently similar models of the sigmoid response give very diff-

erent predictions when combined with a normal type II functional 

response to predict predation with both prey types present. 

The explanation for this difference lies in the varia-

tions of a and Th incorporated into the model. The HLB model 

assumes a constant handling time and a search efficiency defined 

by the initial prey density. The two-regression model for most 

of the range of prey densities considered involves a constant 

search efficiency and a negative value for the handling time. At 

the highest densities of prey type I considered there is a switch 

in parameters to a higher search efficiency and a small positive 

handling time. A negative handling time means that for each prey 

found, the time available for searching is increased by the 'han-

dling time'. Since the experiments are of fixed duration this 

can not be the literal explanation. This apparent increase in 

searching time could be interpreted as an increase in activety 

(i.e. rate of search), as stimulation of appetite, or as some 

similar mechanism which could be measured as a negative handling 

time. 
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The important differences between these two models be-

come apparent when predictions of predation are made for the 

situation with both prey types present. In both models the search 

efficiency increases over a range of increasing densities of prey 

type I. In the case of the two-regression model the search effi-

ciency for both prey types is effectively increased as a result 

of the sigmoid response to prey type I. This is the result of 

search efficiency being defined as 'negative handling time' which 

leads to an increase in the time available for searching and han-

dling both prey types. In the HLB model, however, the effect of 

varying the search efficiency is restricted to the one prey type 

due to the way it is incorporated into the model. In a simple 

experimental arena, as used here, where the prey are mixed toge-

ther, it is to be expected that an increase in the search-  eili-

ciency for one prey type will effectively also cause an increase 

in search efficiency for the other. In a more complex arena, 

where different techniques are used to search for different prey 

types, or where the prey types occur in different parts of the 

environment, one would expect the search efficiencies to be inde-

pendant of each other (see Chapter 5). This difference would have 

to be considered whenever forms of the Random Predator Equation 

(or other predator prey models) involving varying parameters are 

combined to predict predation with two or more prey types present. 
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FIGURE 3.10 	Predation of C. septempunctata with both types of 

B. brassicae present - the number of each prey type 

eaten (Ne & Ne') plotted against the combination 

of the initial prey densities (N-& N' - arranged 

such that 2N + N' = 20) - predicted predation cal-

culated using the two regression model of the 

functional response to type I prey and the Random 

Predator Equation for the response to type II. 

Symbols used: A - number of type I eaten, 0 - num-

ber of type II eaten. 

The numbers eaten (Ne & Ne') are plotted as the 

mean .t S.E. of the mean. 
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FIGURE 3.11 	Predation of C. septempunctata with both types of 

B. brassicae present - the number of each prey type 

eaten (Ne & Ne') plotted against the combination of 

the initial prey densities (N & N' - arranged such 
that 2N + N' = 20) - predicted predation calculated 

using the HLB model of the functional response to 

type I prey and the Random Predator Equation for the 

response to type II prey. Symbols used: 4 - number 

of type I eaten, o - number of type II eaten. 

The numbers eaten (Ne& Ne') are plotted as the mean 

S.E. of the mean. 
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FIGURE 3.12 	Predation by C. septempunctata when both prey types 

of B. brassicae are present - graph of the ratio of 

the two prey types eaten (Ne/Ne') plotted against 

the ratio of their initial densities (N/N'). Line 

a shows the predicted predation based on the two 

regression model of the functional response to type 

I B. brassicae, and line b shows the prediction 

using the HLB model of the functional response to 

type II. prey. Both predictions use the Random Pre-

dator Equation to desrcibe the functional response 

to type II B. brassicae. 

The ratio Ne/Ne' is plotted as the mean ratio ± 

S.E. of the mean. 
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3.3.5 	'Over-predation' at low_prey densities  

In analysing the functional responses of C. septem-

punctata feeding on the two size classes of B. brassicae, a sig-

nificant deviation from the Random Predator Equation was found. 

At low prey densities the coccinellids found and ate more prey 

than would be expected on the basis of the search efficiency and 

handling time evident from the predation at higher prey densities. 

If the graph of In S x Ne is examined, this shows up as increas-

ingly large negative values of In S as Ne (and hence N) decreases. 

This is particularly clear in the response to type II prey (Figs. 

3.8 & 3.14) and is present, although complicated by a sigmoid re-
sponse, in the figure for type I prey (Fig. 3.3). At first, this 

was thought to be an unusual case, but examination of other data 

showed several other examples which had not previously been 

commented upon. Two examples are shown in Fig. 3.13 from the work 

of Mogi (1969) and Fernando (pers. comm.). Other examples were 

found in the work of Hokyo & Kawauchi (1975) and Reeve (pers. 

comm.). This phenomenon is referred to in this work as 'over-.  

predation'at low prey densities. 

To obtain a non-biological description of thir.. 'over-

predation' the linear form of the Random Predator Equation: 

1nS= - a T + a Th Ne , 	. . . 3.6 

can be modified by an additional term which causes the value of 

In S to tend to minus infinity as Ne tends to zero. The term 

(c In S)/Ne was found to be suitable, when c has positive values. 

Incorporating this term into Eqn. 3.6 gives: 

1nS= - a T + a Th Ne + (c In S)/Ne, 	• • • 3.7 

where c is a constant representing some measure of the degree of 

curvature of the relationship. ThiS can be rearranged to give 

the functional response equation: 

[ 	

(- a Ne(T - Th Ne) 
re = N 1 - exp . . . 3.8 

Ne - c 
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In order to abstract the parameters of such a model, Eqn. 3.7 
can be treated as a multiple regression equation (of the form 

Y =ax+by/x + c). Multiple regression analysis of the data 

on C. septempunctata feeding on type II aphid prey (Table 3.3) 

yielded the parameters used in Fig. 3.14, where it can be seen 

that the data is well described (F = 97.0, df = 2,4, P < 0.001). 

However, such an approach is, strictly speaking, not correct for 

the same reasons noted for the linear regression technique in 

Section 2.2. A least squares technique similar to that suggested 

for the Random Predator Equation could be used (using function 

XNEWTO, Appendix Section A1.2), but since the low values of the 

number of prey eaten at low prey densities have little effect 

upon the result, the approach is, in this case, unresolvable. 

Although a description of this phenomenon is readily 

obtained, an explanation is not so easily found. It was initially 

thought that a normal distribution of search efficiency values 

would, if used to calculate functional response data, yield such 

an effect. Accordingly, in collaboration with Dr D. J. Rogers, 

such an approach was tried using a simple computer programme. 

However, the results obtained did not differ significantly from 

the Random Predator Fquation. 

In examining examples of this phenomenon, it was noted 

that one factor in common for all experimental arrangements was 

the relatively small size of the arenas used. Thus, Fernando 

(pers. comm.) used leaf discs of 16 sq cm for mites, the work in 

this chapter uses nine cm diameter petri dishes for coccinellids, 

Reeve (pers. comm.) used buckets for Notonecta, and Hokyo & Ka-

wauchi (1975) used the pentatomid bug, Podisus maculiventris Say, 

in small arenas of 8.5 cm diameter and larger arenas of 15 cm 

diameter. The results of Hokyo & Kawauchi (1975) show that this 
effect is more pronounced in the small arenas. Therefore, this 

phenomenon appears to be connected with the small sizes of the 

arenas used. A possible explanation, however, lies in the deri-

vation of the Random Predator Equation rather than the arena it-

self. When the Poisson distribution is used to describe the dis-

tribution of encounters with prey (see Section 1.2.2 and Eqns. 

1.2.1 & 1.2.2), an approximation is made (Stoy, 1932). This 

approximation assumes that the number of prey present is large, 

and hence the number of prey eaten is cosiderably less, and, 
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therefore, the area available is only partially searched. This 

assumption applies to the Random Predator Equation, and so, using 

small arenas and low prey densities such that all the prey may be 

eaten, it is violated, and deviations such as that observed might 

be found. 

In order to elucidate this situation, the approach used 

will be the same as that used in Section 2.4.3 on. the models of 

dome shaped functional responses. Accordingly observations were 

made of the handling time for successive prey when individual 

coccinellids were offered ten type I prey under experimental 

conditions. These observations include as 'handling time', such 

elements as the digestive pause, post ingestion grooming, and 

movement during which the coccinellid rejected all prey encount-

ered. By making observations every 20 seconds, a number of inter-

actions could be monitored simultaneously. The results, together 

with the mean for each prey eaten and the overall mean are given 

in Table 3.5. The mean for each successive prey eaten gives 

somewhat inconsistant results, but the overall mean (i.e. Th, see 

Section 2.4) gives a smooth curve (Fig. 3.15A) which is well de-

scribed (F = 523, df = 1,8, P < 0.001) by an equation of the form: 

Th = a Ne/(1 + a b Ne), 	 . . . 3.9 

:;ith the parameters a (1.753) and b(0.03655) obtained by a least 
squares technique. This equation can be used to calculate Th and, 

by substitution into the Random Predator Equation, values for a 
can be obtained: 

a = In S / (T - Th Ne). 

However, since g can not be evaluated when Ne exceeds 10.75 (as 

this causes Th Ne to exceed T), only five points are available for 

Fig. 3.15 of 5 plotted as a function of Ne. In order to describe 

these five points an equation of the form: 

a = exp(c in Ne + d) + g 	. . . 3.10 

was used and, when the parameters c (- 1.209), d (- 3.988) and 
g (0.003992) were obtained by a least squares technique, 
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a reasonably good fit to the calculated values of a was obtained 

(F = 30.3, df = 2,2, P < 0.05). Equations 3.9 and 3.10 can be 

substituted into the Random Predator Equation: 

1:e = N(1 - exp(- aer - Th Nei)) 

Ne = N(1 - exp(- (exp(c In Ne + d) + g)(T - 
. 2 a rle /(1 + a b Ne)))) . . . 3.11 

and used to calculate the functional response using subroutine 

XNE;ITC (Appendix Section A1.2.6). The resultant figure of the 

functional response (Fig. 3.16A - line A) shows that, although a 

good fit to the data is obtained at low prey densities, the fit 

diverges, and overall it is not significant (F = 2.64, df = 4,2, 

9> 0.05) . The In S x Ne figure (Fig. 3.16B - line A) shows a 

similar situation, although the fit here is significant (F = 32.6, 

df = 4,2, P< 0.05). The inadequate fit obtained is due to the 

upper asymptote of 10.75 defined by the parameters of Fqn. 3.8. 

Accordingly, the parameter b which largely defines this asymptote 

was varied, and the best value found by a least squares technique 

(using programme BESTFIT and subroutine YNEWTC - Appendix Sections 

A1.3 and A1.2.5). This resulted in a best value for b of 0.1375, 

and the resultant functional response (Fig. 3.16A - line B) pro-

vides a reasonable fit to the data (F = 19.2, df = 4,?, P = 3.05), 

while the in S x Ne relationship is a rather better fit (F = 43.7, 

df = 4,2, P< 0.05). 

Thus, the In S x Ne figure (Fig. 3.16B) shows two phases of 

behaviour: (1) an initial high search efficiency and low handling 

time, followed by (2) reduced search efficiency and increased 

handling time. This means that the prey consumption rate as a 

function of time will be similar to the relationship shown in 

Fig. 3.15B - initially rapid consumption decreases to a steady 

slow rate. This, effectively, is a model of satiation. The cocc-

inellid, initially starving, rapidly consumes two or three aphids, 

and then reduces its consumption rate to accomadate the rate at 

which food is passed through its gut. 

This explanation may not suffice to explain the 'over-

predation' observed in other cases; in particular it is unlikely 

to apply to the functional response of C. septempunctata to type I 

aphid prey (Section 3.3.2) where, in order to alleviate starvation, 
rather more first instar aphids would need to be consumed. 
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FIGURE 3.13 	Examples of 'over-predation,  at low prey densities: 

(A) - functional response and (B) - In S x Ne fig-

ure of the predation of third instar Harmonia axyri-

dis Pallas (Coccinellidae) feeding on the aphid, 

Aphis craccivora Koch, (data from Mogi (1969)). 

(C) - functional response and (D) - In S x Ne figure 

from data of Fernando (pers. comm.) on the predation 

of protonymphs of Phytoseilus persimilis Athias-

Heriot feeding on deutonymphs of Tetranychus urticae  

Koch (arena a 16 sq cm disc of. bean leaf, time per-

iod 24 hours). 

The data is given as the means only; the lines were 

fitted by eye. 



FIGURE 3.14 	Predation of C. septempunctata on type II B. bra- 

ssicae fitted with the descriptive model of 'over-

predation' at low prey densities (Eqns. 3.7 & 3.8). 

(A) - functional response - the number of prey 

eaten plotted against the initial prey den-

sity (N). Parameters of fitted functional 

response obtained from (B); F = 97, df = 

2,4, P<0.001. 

(B) - in S x Ne figure - the logarithm of the mean 

proportion of prey surviving (ln S) plotted 

against the number of prey eaten (Ne). Model 

fitted by multiple regression analysis of Eqn. 

3.7 (this relationship): a = 0.0072, c = 
0.70, Th = 7.11 min.; F = 54, df = 234, 
P <0.01. 

Data (from Table 3.4) given as the means only-

see Figs. 3.8 & 3.9 for the S.E. of the mean. 
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1 2 

FEED 

3 	4 

NUMBER 

5 	6 	7 8 9 

1.33 0.33 8.33 1.33 8.33 13.00 4.67 28.67 14.00 

2.00 9.33 7.67 17.00 24.33 6.67 15.33 12.33 12.33 

1.00 5.00 13.67 2.67 4.33 3.33 10.33 4.00 

2.00 1.00 1.00 1.33 23.67 6.33 14.00 

1.33 1.67 4.00 1.67 3.33 29.33 10.00 

1.67 7.00 0.67 1.33 10.33 16.33 21.33 

1.00 6.33 6.67 7.33 3.00 7.67 10.00 

Replicates 1.00 9.33 3.00 13.33 12.33 19.67 

0.33 5.33 10.00 4.33 24.33 19.67 
0.33 11.33 4.00 6.33 30.33 

3.00 6.00 2.33 5.33 

0.33 0.33 1.33 7.00 

0.33 17.33 14.00 

1.00 19.33 

0.67 

0.33 

Number 	of 

replicates 16 12 14 13 10 9 / 3 2 

Mean 1.10 5.25 7.10 6.38 14.43 13.56 12.24 15.00 13.17 

Running 

mean 1.10 3.17 4.48 4.96 6.85 7.97 8.58 9.38 9.80 

Calculated 
running 

mean 
1.62 3.07 4.38 5.57 6.64 7.63 8.53 9.36 10.13 

TABLE 3.5 	C. septempunctata  feeding on type II prey: observations 

of handling times (in minutes, to the nearest 20 sec.), 

under experimental conditions. The calculated running 

mean was obtained by fitting Eqn. 3.8 to the data and 

substitution. 



FIGURE 3.15 	Predation of C. septempunctata on type II B. brassi- 

cae - results from continuous observations. 

(A) - The observed mean handling time (Th) plotted 

as a function of the number of prey eaten (Ne). 

Equation 3.9 ( Th = a Ne / 	-+ a b Fe) ) is 

fitted to the data using the least squares 

best fit technique: a = 1.753, b + 0.03655; 
F = 523, df = 1,8, P <0.001. 

(B) - The calculated mean search efficiency (a) 
plotted against the number of prey eaten (Ne). 

Equation 3.10 ( a = exp(c In Ne + d) + g ) 

is fitted to the data using the least squares 

best fit technique: c = - 1.209, d = - 3.988, 

g = 0.003992; F = 30, df = 2,2, P< 0.05. 

Data (from Table 3.5) given as the mean only. 
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FIGURE 3.16 	Predation of C. septempunctata on type II B. bra- 

ssicae - fitting the satiation model to predation 

data. 

(A) - functional response - the number of prey eaten 

(Ne) plotted against the initial prey density 

(N) -fitted with the satiation model based on 

Eqns. 3.9 & 3.10, as described in the text. 

Line a - calculated functional response using 

the parameters obtained in Fig. 3.15: F = 2.6, 

df = 2,4, 13> 0.05. 
Line b - parameter b estimated by the least 

squares best fit to the functional response 

with the other parameters held constant: 

b = 0.1375; F = 19.2, df = 3,3, P< 0.05. 

(B) - ln S x Ne figure - the logarithm of the pro-

portion of prey surviving (ln S) plotted 

against the number of prey eaten (Ne) -

fitted with the satiation model. 

Line a - as for (A): F = 32.6, df = 2,43 

P <0.01. 

Line b - as for (A): F = 43.7, df = 3,3, 

P(0.01. 

Data (from Table 3.4) given as the mean only -

see Figs. 3.8& 3.9 for the S.E. of the mean. 
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3.4 	DISCUSSION AND CONCLUSIONS 

When offered a choice between large and small B. brass-

icae, C. septempunctata clearly show a preference for the large 

aphids (Fig. 3.2). Examination of predicted prey consumption 

when both types are present (Figs. 3.10 & 3.12) shows that this 

preference can be defined by the functional responses to the in-

dividual prey types. It is clearly shown that this preference 

(Fig. 3.12) is the result of a greater search efficiency for the 

larger prey. This conclusion can almost certainly be extended to 

other coccinellids and their aphid prey. 

The word 'preference', as generally used and defined, has 

connotations of deliberate choice (for example, the Shorter Oxford 

English Dictionary gives: the act of preferring i.e. to set or 

hold (one thing) before another in favour or esteem; to choose 

rather; to like better): in the case of a predator-prey interact-

ion, the less preferred prey being rejected or the more preferred 

deliberately selected. Murdoch's mathematical description (Mur-

doch, 1969;Murdoch, Avery & Smyth, 1975) really includes two com-
ponents, only one of which is in accordance with the normal use 

of the word preference. The first component is the definition of 

the ratio of the prey encounter rates in terms of the ratio cf 

the prey densities: 

Nenc/Nenc' = f(N/N') 

where Nenc and Nenc' are the encounter rates for the two prey 

types. This relationship has already been defined in terms of 

the functional responses to the two prey types (Section 1.3.3) 
and, for the Holling Disc Equation, takes the form: 

Nenc/Nenc' = a/a' . (N/N') , 

whilst for the Random Predator Equation it takes the form: 

1 - exp(- a Ts) 
Nenc/Nenc' - 	 . (N/N') 

1 - exp(- a' Ts) 
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The second component of preference involves the defini-

tion of the ratio of the prey types eaten in terms of the ratio 

of the prey encounter rates: 

Ne/Ne' = f'(Nenc/Nenc') . 

In the simplest case, analagous to Murdoch's model, the relation-

ship is proportional: 

Ne/Ne' = K . (Nenc/Nenc') 

where K is a preference constant. This component involves se-

lection or rejection of prey, and is in accordance with the dict-

ionary definition of preference. The first component is entirely 

due to the different search efficiencies and should not be in-

cluded as 'preference' on the basis of the dictionary definition. 

It is, therefore, useful to distinguish between 'searching' or 

'automatic' preference (first component present; ratio of prey 

types eaten equal to the ratio of the encounter rates) and 'select-

ive' or 'deliberate' preference (second component present; pref-

erence due to deliberate rejection or selection of prey encount-

ered). To state this mathematically, 'automatic' preference is 

defined by the situation: 

Ne/Ne' = Nenc/Nenc' = f(N/N'), 

and 'deliberate' preference is defined by: 

Ne/Ne' = f'(Nenc/Nenc') = f'(N/N') . 

If the search efficiencies for the two prey types are equal, there 

will be no 'automatic' preference, whilst if all prey encountered 

are eaten, there will be no 'deliberate' preference. Depending 

upon the presence or absence of these two components, four com-

binations can occur when a predator-Lprey interaction is examined 

for preference. These four combinations and examples of each are 

tabulated as Table 3.6. 

In Chapter 1 (Section 1.3.5) two hypotheses of the for-

aging strategies of birds were described. Tinbergen (1960) put 

forward the idea of a 'searching image' to account for the 



PREFERENCE : 

DEFINITION 

PREFERENCE 

ACCORDING 

TO MURDOCH 

(1969) 

EXAMPLES 
'AUTO- 

MATIC' 

'DELI- 

BERATE' 

- 	- Ne/Ne' = Nenc/Nenc' = N/N' No Murdoch & Marks (1973) 

+ 	- Ne/Ne' 	= Nenc/Nenc' 	= f(N/N')  Yes This work (Chapter 3) 

Royama (1970) 

- 	+ Ne/Ne' 	= 	f'(Nenc/Nenc') = 	f'(N/N') Yes Murdoch (1969) - final 

experiments 

Murton (1971) - ? 

+ 	. 	+ Ne/Ne' 	= 	f'(Nenc/Nenc') 	= f'(f(N/N')) Yes This work (Chapter 5) 

Lawton, Beddington & 

Bonser (1974) 

Tinbergen (1960) 

TABLE 3.6 	The four combinations of the presence or absence of 'automatic' and 'deliberate' 

preference (as introduced in this chapter). Since encounter rates are not avai-

lable from some of the literature, a probable example is listed with a question 

mark next to it. 



-111 — 

variable preference shown towards certain food types by birds. 
The deliberate selection of a prey type, perhaps due to a 'search-

ing image', has since been demonstrated by Nurton (1971). Royama 

(1970) put forward an alternative hypothesis that predators can 

intensify their searching in areas where energy intake is maxi-

mized. The effect of this upon preference would be similar to 

the effects of the 'searching image'. This has been demonstrated 

by Smith and Sweatman (1974). The resultant preference for a food 

type is caused by the different prey encounter rates, and not by 

selection or rejection of the prey by the predator. These two 

hypotheses, however, are not incompatible. Tinbergen's hypothesis 

describes 'deliberate' preference, whilst that of Royama describes 

'automatic' preference. As noted above, both types of preference 

can occur together; a predator can restrict its search to the 

most rewarding part of the available habitat, and use a 'searching 

image' to maximize its efficiency within that area. 

In Chapter 5, an experimental arrangement is examined 
in which a predator can show preference for part of its habitat, 

and nence show 'automatic' preference for the prey type in that 

area. 

Comparison of the functional response figures with the 

corresponding In S x Ne plots (Figs. 3.5 & 3.3, prey type I; Figs. 

3.9 & 3.8, prey type II) clearly show how much more informative 
the latter figures can be. The 'over-predation' at low prey den-

sities is apparent in the In S x Me plots for both prey types. 

That for prey type I (Fig. 3.3) clearly indicates a sigmoid 

response, in contrast to the conventional functional response 

figure (Fig. 3.5). This useful approach to examining deviations 

from the type II functional response is discussed in Section 2.3. 

The differences between the predictions based on the 

two models of the response to type I prey have been discussed in 

Section 3.3.4. The predicted relationships in Figs. 3.10 and 3.11 

both show an interesting result. The predicted response for the 

numbers of prey type II eaten shows a concave shape over part of 

the range of prey densities. This phenomenon is predicted for 

prey densities up to eight using the HLB model, and up to two 
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using the two-regression model, and results in the response to 

the density of prey type II being of a sigmoid shape. Therefore, 

a normal, type II functional response can be transformed to a 

sigmoid, type III response by using an alternative prey. To obtain 

this result, two conditions were necessary. Firstly, the func-

tional response to the alternative prey was sigmoid in shape. 

The functional response of a predator to a less preferred prey 

is frequently sigmoid (Hassell, Lawton & Beddington, 1977), and 

so this situation must often arise. Secondly, as one prey type 

increased in density, the other decreased, and vica versa. If 

both conditions are met, a sigmoid functional response to the 

preferred prey will result. Murdoch & Oaten (1975) consider 

sigmoid functional responses to be important stabilizing factors, 

although Hassell, Lawton & Beddington (1977), point out how this 

importance can frequently be reduced or masked by circumstances. 

It is of interest to see how a sigmoid response can arise for a 

preferred prey where it is not normally observed. 

In conclusion, it has been shown that suitable models 

of the functional responses to two prey types can be used to pre-

dict, with some accuracy, the predation which occurs when both 

are present. 
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CHAPTER 4 

THE EFFECTS OF THE DISTRIBUTION OF EGGS OF PIERIS 

BRASSICAE (L.) UPON THE FUNCTIONAL RESPONSE OF 

ANTHOCORIS NEMORUM (L.) 

4.1 	INTRODUCTION 

In this chapter the variation of the functional response 

of a predator due to aggregation of the prey is examined. The 

predators used are adults of Anthocoris nemorum (L.) and the prey 

are eggs of Pieris brassicae (L.). Anthocorids have recently 

been extensively studied (Anderson, 1961; Dixon & Russell, 1973; 

Evans, 1973, 1976a,b,c) and much has been recorded of their eco-

logy and behaviour. Anthocorids eat a wide variety of prey, most 

of which are mobile. However, it is necessary to use an immobile 

prey in order to establish the effects of prey distribution. 

Mobile prey can be glued down (Dimetry, 1976), but this is not 

practical on the scale used here. Amongst the possible immobile 

prey types, lepidopterous eggs are suitable, and hence the use of 

P. brassicae eggs here. 

Evans (1973), observing the searching behaviour of A. 

confusus Reuter in 20 x 20 cm perspex arenas, found that the 

anthocorid's search track, after feeding, became more tortuous 

and, as a consequence, small clumps of prey (aphids) were readily 

exploited. If no further prey were found, the path became less 

tortuous and returned to normal over a period of five minutes. 

He also found that, subsequent to feeding, the anthocorids tended 

to turn successively in the same direction, resulting in circling 

movements around the prey's location. 
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In view of previous observations on anthocorid searching 

behaviour, it, therefore, seems likely that a greater proportion 

of prey will be eaten as the prey become more clumped. Ivlev 

(1961), working on fishes, predicted and found that prey consump-

tion depends upon an index of aggregation in a curvi-linear manner. 

Accordingly, in this chapter the functional responses to four diff-

erent distributions will be examined. The distributions will 

cover a range of aggregation from random to regularly arranged 

clumps of ten eggs. It is to be expected that the efficiency of 

the anthocorids will increase as the aggregation of the prey in-

creases. The results of this work will form a basis for compari-

son with the simulation studies of Chapter 6, and will be used to 

determine the intra-habitat distribution of prey for Chapter 5. 
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4.2 	EXPERIMENTAL METHOD 

4.2.1 	The Arenas  

Square perspex trays with fitted lids were used as are-

nas. They were of internal measurement 20.2 cm and had sides 1.3 

cm in height. Glued to the base was a piece of 15 x 15 cm graph 

paper leaving around it a 2.6 cm margin. This margin and the 

sides of the tray were coated with fluon. 

4.2.2 	The Prey: Pieris brassicae eggs  

The functional responses were obtained for four distri-

butions of P. brassicae eggs: random, using the negative binomial 

distribution with values for K of 1.0 and 0.01, and regularly arr-

anged clumps of ten. In tnis chapter the first three distribu-

tions will be collectively referred to as 'scattered' and the last 

as 'clumped'. 

The random distribution of prey was obtained by using 

random number tables. In obtaining the negative binomial di5;Axi-

butions, the graph paper on the base of the arena was dividcd 

into 225 units of one square centimetre. The frequency with 

which the densities per unit occurred was calculated using pro-

gramme PUT (described and listed in Appendix Section A1.4). Using 

The value for K of 1.0 to generate the frequencies, a good fit to 

the distribution was obtained. Due to the small number of units 

available, the fit using the value for K of 0.01 was not so good. 

However, bearing in mind that the true value of K in this case is 

greater than 0.01, the generated distribution is intermediate be-

tween that based on the negative binomial with the value for K of 

1.0 and the most aggregated distribution involving the regularly 

arranged clumps of ten eggs glued adjacent to each other. 

The eggs were individually glued to the graph paper 

using gum tragacanth. Since eggs of constant age were not easily 

supplied, their age in the experiments was variable, and this may 

be one source of error in the results. 
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4.2.3 	The Predators: Anthocoris nemorum Adults 

Since Evans (1973) states that A. nemorum can not be 

bred in the laboratory for more than one generation, no attempt 

was made to maintain a culture. Instead, adults and large nymphs 

were collected from the field and kept in the laboratory until 

used for experiments. They were fed on Acyrosyphon pisum (Harris) 

and kept in rearing containers, as used and described by Anderson 

(1961). Evans used A. confusus for his practical work, and was 

able to maintain them in culture. However, at Silwood Park dur-

ing the period of study, A. confusus was too scarce to rely on 

for maintaining a culture, and hence obtaining A. nemorum from 

the field was considered more dependable. In 1976, perhaps due 

to the drought conditions, A. nemorum was scarce, but sufficient 

were obtained to complete the experimental programme. 

Anthocorids are less reliable experimental animals than 

coccinellids, and between a quarter and a half of the experiment-

al runs made were failures, due to the anthocorids failing to feed 

or dying. This, coupled with the difficulty of culture and time-

consuming culture methods, makes them a difficult experimental 

animal for general studies. 

	

4.2.4 	Experimental Procedure  

Anderson (1961) states that anthocorids do not immedi-

ately attack on the first encounter with a new prey type. Sev-

eral encounters are necessary before they recognise the prey and 

begin to feed. The level of this encounter threshold will be 

affected by hunger, and thus anthocorids of standard starvation 

have been used in this work. To achieve standard starvation, the 

experimental animals were isolated in individual 1 dram vials at 
15.00 h on the day previous to each run. Before each run, the 

anthocorids were examined and any with missing or broken append-

ages were discarded. The anthocorids were introduced to the are- 

nas at 13.00 h and the eggs which had been eaten were counted at 

14.00 h, 15.00 h and 09.00 h the next morning. The runs were 

conducted at 20°C and 60% R.H.. Apart from a period of eight 

hours darkness overnight, the arenas were subject to constant 

illumination from fluorescent tubes. 
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Eggs which had been attacked could be distinguished by 

their deflated appearance caused by the loss of liquid. The 

eggs' colouring is due to the fluid content; the egg walls being 

colourless. Therefore when an anthocorid consumed all the con-

tents of an egg, a colourless deflated shell remained. However, 

more frequently it occurred that only some of the egg contents 

were consumed by the anthocorid and this resulted in the yellow 

colour remaining. Over the course of a few hours', evaporation 

causes the egg walls to collapse leaving a yellow deflated shell. 

This means that only some prey were totally eaten, and so the 

number attacked was recorded. Furthermore, since a pierced egg 

takes a few hours to deflate, it can be attacked more than once. 

Thus, in the short term, this situation is more characteristic of 

a host-parasitoid interaction than of a predator-prey interaction. 

Of necessity, in applying the Random Predator Equation to the re-

sults, the number of deflated prey is taken as the number eaten, 

and the possibility of a prey being attacked more than once is 

overlooked. 
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4.3 	RESULTS AND ANALYSIS 

The numbers of eggs attacked are tabulated as Tables 

4.1 - 4.4. 

Figures 4.1 - 4.3 show the functional responses for each 
of the three time intervals. It can be seen that in all cases 

there are no marked deviations from the normal, type II functional 

response. This is confirmed by the examination of the In S x he 

figures (Figs. 4.4 - 4.7) (logarithm of the proportion of prey 
surviving plotted against the number of prey eaten - see Sections 

2.2 & 2.3); all the relationships are reasonably linear. Accord-

ingly, the technique of the least squares best fit to the function-

al response (Section 2.2, Appendix Section A1.3) has been used to 

find the parameters used in the figures. The parameters have also 

been calculated by the normal regression technique (Rogers, 1972) 

and by finding the best fit linear relationship using programme 

22 in Davies (1969) (see Section 2.2). The results from these 
three methods are given in Table 4.5. It can be seen that there 

is no consistant trend for one method to yield higher or lower 

estimates of the parameters in comparison with the others. but 

the least squares best fit technique does consistantly yield the 

best fit to the data. The difference between the estimates is 

sometimes as high as 	and so the importance of using the best 

method of parameter extraction can be seen. 
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TIME DENSITY NUMBER EATEN Ne S.E. In S S.E. In S 

2 0 1 0 0 1 0.4 0.2 - 0.223 - 0.277 .170 

4 2 0 1 1 0 0.8 0.4 - 0.223 - 0.254 .127 

one 8 3 2 0 0 1 1.2 0.6 - 0.163 - 0.178 .089 

hour 16 1 3 0 2 2 1.6 0.5 - 0.105 - 0.108 .036 

32 4 2 3 1 3 2.6 0.5 - 0.085 - 0.085 .018 

64 3 4 4 2 3 3.2 0.4 - 0.051 - 0.051 .007 

2 0 2 1 0 2 1.0 0.4 - 0.693 * 

4 3 1 2 3 1 2.0 0.4 - 0.693 - 0.808 .248 

two 8 3 3 1 2 4 2.6 0.5 - 0.393 - 0.411 .094 

hours 16 4 6 1 3 3 3.4 0.8 - 0.239 - 0.248 .067 

32 6 5 4 4 5 4.8 0.4 - 0.163 - 0.163 .013 

64 4 5 5 3 5 4.4 0.4 - 0.071 - 0.071 .007 

2 2 2 1 1 2 1.6 0.2 - 1.609 * 

4 4 3 3 3 4 3.4 0.2 - 1.897 * 

twenty 8 5 7 7 5 6 6.0 0.4 - 1.386 - 1.501 .248 

hours 16 8 12 5 7 8 8.0 1.1 - 0.693 - 0.745 .170 

32 9 16 13 15 16 13.8 1.3 - 0.564 - 0.574 .069 

64 12 19 18 9 24 16.4 2.7 - 0.296 - 0.302 .056 

TABLE 4.1 	Predation of A. nemorum on eggs of P. brassicae arranged 

at random. Results given of the number of prey eaten 

_in each replicate, the mean number eaten_(Ne),_the log-

arithm of mean S (ln g), and the mean of the logarithmic 

values of S (ln S). The.symbol * is used to denote a 

value of ln S which can not be evaluated due to total 

predation in one or more replicates. 
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TIME DENSITY NUMBER EATEN Ne S.E. In S S.E. In S 

2 0 0 0 0 1 0.2 0.2 - 0.105 - 0.139 .139 

4 0 1 0 2 0 0.6 0.4 - 0.163 - 0.196 .136 

one 9 1 0 3 0 2 1.2 0.6 - 0.143 - 0.155 .078 

hour 16 2 1 3 4 0 2.0 0.7 - 0.134 - 0.139 .051 

31 3 4 1 3 4 3.0 0.5 - 0.102 - 0.103 .020 

63 2 4 3 4 4 3.4 0.4 - 0.055 - 0.056 .007 

2 2 1 0 2 1 1.2 0.4 - 0.916 * 

4 1 1 2 3 2 1.8 0.4 - 0.600 - 0.670 .201 

two 9 3 1 4 2 2 2.4 0.5 - 0.310 - 0 323 .080 

hours 16 5 3 4 4 2 3.6 0.5 - 0.255 - 0.258 .040 

31 4 4 3 4 5 4.0 0.3 - 0.138 - 0.138 .011 

63 4 5 3 5 4 4.2 0.4 - 0.069 - 0.069 .007 

2 2 2 2 2 1 1.8 0.2 - 2.303 * 

4 3 4 4 4 2 3.4 0.4 - 1.897 * 

twenty 9 7 7 5 6 6 6.2 0.4 - 1.168 - 1.203 .134 
hours 16 7 10 7 9 11 8.8 0.8 - 0.799 - 0.824 .114 

31 25 19 5 12 17 15.6 3.4 - 0.700 - 0.810 .246 

63 12 17 24 8 15 15.2 2.7 - 0.276 - 0.283 .058 

TABLE 4.2 Predation of A. nemorum  on eggs of P. brassicae  arranged 

using the negative binomial (K = 1.0). Results given 

of the number of prey eaten in each replicate, the mean 

number eaten (Ne), the logarithm of mean S (ln 	and 

the mean of the logarithmic values of S (ln S). The 

symbol * is used to denote a value of ln S which can 

not be evaluated due to total predation in one or more 

replicates. 
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TIME DENSITY NUMBER EATEN Ne S.E. ln S S.E. ln S 

3 1 1 0 1 0 0.6 0.2 - 0.223 - 0.243 .098 

4 2 0 0 2 0 0.8 0.5 - 0.223 - 0.277 .170 

11 1 0 3 2 2 1.6 0.5 - 0.157 - 0.163 .054 
one 

16 2 3 1 1 4 2.2 0.6 - 0.148 - 0.152 .042 
hour 22 2 4 3 1 2 2.4 0.5 - 0.116 - 0.117 .027 

37 4 3 2 3 4 3.2 0.4 - 0.090 - 0.091 .011 

64 2 0 4 4 4 2.8 0.8 - 0.045 - 0.045 .013 

3 2 1 0 2 3 1.6 0.5 - 0.762 * 

4 3 2 0 4 1 2.0 0.7 - 0.693 * 

11 3 2 4 5 2 3.2 0.6 - 0.344 - 0.379 .069 
two 16 3 3 4 2 5 3.4 0.5 - 0.239 - 0.242 .040 
hours 22 4 4 5 4 3 4.0 0.3 - 0.201 - 0.201 .018 

37 6 3 4 5 4 4.4 0.5 - 0.127 - 0.127 .016 

64 3 5 4 6 5 4.6 0.5 - 0.074 - 0.075 .009 

3 3 2 1 3 3 2.4 0.4 - 1.609 * 

4 4 3 3 4 2 3.2 0.4 - 1.609 * 

11 7 6 8 9 4 6.8 0.8 - 0.963 - 1.051 .215 
twenty 16 8 7 10 6 11 8.4 0.9 - 0.744 - 0.777 .130 
hours 22 11 9 7 13 8 9.6 1.1 - 0.573 - 0.590 .092 

37 18 15 9 12 13 13.4 1.5 - 0.450 - 0.458 .065 

64 8 14 17 16 13 13.6 1.6 - 0.239 - 0.241 .031 

TABLE 4.3 Predation of A. nemorum on eggs of P. brassicae arranged 

using the negative binomial (K = 0.01). Results given 

of the number of prey eaten in each replicate, the mean 

number eaten (Ne), the logarithm of mean S (ln S), and 

the mean of the logarithmic values of S (ln S). The 

symbol * is used to denote a value of ln S which can 

not be evaluated due to total predation in one or more 

replicates. 
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TIME DENSITY NUMBER EATEN Ne S.E. ln S S.E. ln S 

10 0 0 3 1 4 1.6 0.8 - 0.174 - 0.195 .102 

20 2 4 0 0 3 1.8 0.8 - 0.094 - 0.098 .044 

one 30 0 0 4 3 4 2.2 0.9 - 0.076 - 0.078 .033 

hour 40 0 3 4 2 4 2.6 0.7 - 0.067 - 0.068 .020 

6o 4 3 2 2 4 3.0 0.5 - 0.051 - 0.051 .008 

80 4 3 4 2 4 3.4 0.4 - 0.039 - 0.039 .005 

10 4 0 6 5 7 4.4 1.2 - 0.580 - 0.665 .203 

20 4 7 0 8 5 4.8 1.4 - 0.274 - 0.290 .089 

two 30 0 5 8 7 7 5.4 1.4 - 0.198 - 0.205 .055 

hours 40 4 5 7 4 8 5.6 0.8 - 0.151 - 0.152 .024 

60 5 5 6 4 7 5.4 0.5 - 0.094 - 0.094 .011 

80 5 5 4 7 6 5.4 0.5 - 0.062 - 0.062 .036 

10 9 8 10 7 10 8.8 0.6 - 2.120 * 

20 7 16 15 19 10 13.4 2.2 - 1.109 - 1.423 .449 

twenty 30 9 18 15 19 17 15.6 1.8 - 0.734 - 0.761 .113 

hours 40 12 10 16 12 22 16.2 2.0 - 0.519 - 0.533 .o85 

6o 15 11 18 17 21 16.4 1.7 - 0.319 - 0.322 .038 

8o 17 11 16 14 26 16.8 2.5 - 0.207 - 0.209 .036 

TABLE 4.4 Predation of A. nemorum on eggs of P. brassicae arranged 

in regularly distributed clumps of ten eggs. Results 

given of the number of prey eaten in each replicate, 

the mean number eaten (Ne), the logarithm of mean S 

(ln 	and the mean of the logarithmic values of S 

(ln S). The symbol * is used to denote a value of ln S 

which can not be evaluated due to total predation in one 

or more replicates. 



TABLE 4.5 Abstracted parameters of the functional responses of A. nemorum to 

eggs of P. brassicae. Results from three methods of estimating the 

parameters of the Random Predator Equation (a = search efficiency; 

Th = handling time). 	Method 1: linear regression analysis of In S 

x Ne after Rogers (1972). 	Method 2: best fit linear relationship 

of In S x Ne after Davies (1969). n refers to the number of points 

dropped due to total predation resulting in In S values which can 

not be evaluated. 	Method 3: least squares best fit to the function- 

al response (Section 2.2). 

The results of these three methods are examined in Sections 2.2 & 4.4. 



METHOD1 METHOD2 METHOD3 

PREY TIME ABSTRACTED ABSTRACTED ABSTRACTED 
DIS- IN PARAMETERS 

GOODNESS OF FIT PARAMETERS 
ESS OF FIT GOODNESS PARAMETERS 

GOODNESS OF FIT 

TRIBUTION HOURS 
a Th F df P n a Th F df P a Th F df P 

1 .00411 15.6 210 1,4 <.001 0 .00498 17.3 97 1,4 <.001 .00350 14.3 306 1,4 <.001 
random 2 .00741 23.1 84 1,4 <.001 1 .00898 23.8 74 1,4 .001 .00765 23.6 87 1,4 4.001 

20 .00159 64.0 209 1,4 <.001 2 .00171 67.2 157 1,4 1.001 .00125 58.2 313 1,4 <.001 

negative 1 .00252 7.8 42 1,4 <.01 0 .00310 10.0 101 1,4 4.001 .00364 12.5 256 1,4 <.001 

binomial 2 .00896 27.0 113 1,4 4.001 1 .00884 27.4 109 1,4 4.001 .00755 26.0 140 1,4 4.001 

K = 1.0 20 .00185 65.4 99 1,4 <.001 2 .00105 39.2 16 1,4 .4.05 .00170 63.5 101 1,4 A.001 

negative 1 .00428 12.6 32 1,5 4.01 0 .00530 15.7 85 1,5 4.001 .00542 16.3 89 1,5 4.001 

binomial 2 .00949 25.3 297 1,5 <.001 2 .00741 23.6 270 1,5 4.001 .00854 24.5 382 1,5 4„.001 

K . 0.01 20 .00155 76.8 276 1,5 4.001 2 .00135 71.4 341 1,5 <.001 .00134 72.3 345 1,5 A.001 

1 .00382 15.7 46 1,4 <.01 0 .00380 15.5 45 1,4 <.01 .00330 14.8 52 1,4 <.01 

'clumped' 2 .01780 20.8 20 1,4 <.05 C .C1722 20.7 19 1,4 4.05 .02085 21.1 23 1,4 A.01 

20 .00347 66.0 299 1,4 <.001 1 .00567 69.3 151 1,4 <.001 .00399 67.4 420 1,4 4.001 
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FIGURE 4.1 	Functional responses of A. nemorum  to eggs of P. 

brassicae  after one hour - the number eaten (Ne) 

plotted against the prey density (N). The Random 

Predator -EAuation is fitted-by the 	of the 

least scuares_best fit to the functional response. 

(A) - eggs arranged at random; a = 0.00350/min., 

Th = 14.27 min.. 
(B) - eggs arranged using the negative binomial 

(K = 1.0); a = 0.00364/min., Th = 12.47 min. 
(C) - eggs arranged using the negative binomial 

(K = 0.01); a = 0.00542/min., Th = 16.26 min. 

(D) - eggs arranged in regularly distributed clumps 

of ten; a = 0.00330/min., Th = 14.84 min. 

Number eaten plotted as the mean f S.E. of mean. 
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FIGURE 4.2 	Functional responses of A. nemorum to eggs of P. 

brassicae after two hours - the number eaten (Ne) 

plotted against the prey density (N). The Random 

Predator Equation is fitted by the method of the 

least squares best fit to the functional response. 

(A) - eggs arranged at random; a = 0.00765/min., 

Th = 23.62 min. 

(B) - eggs arranged using the negative binomial 

(K = 1.0); a = 0.007553min., Th = 25.97 min. 

(C) - eggs arranged using the negative binomial 

(K = 0.01); a = 0.00854/min., Th = 24.46 min. 

(D) - eggs arranged in regularly distributed clumps 

of ten; a = 0.00854/min., Th = 21.12 min. 

Number eaten plotted as the mean t S.E. of mean. 
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FIGURE 4.3 	Functional responses of A. nemorum to eggs of P. 

brassicae after twenty hours 6 the number eaten (Ne) 

plotted against the prey density (N). The Random 

Predator Equation is fitted by the method of the 

least squares best fit to the functional response. 

(A) - eggs arranged at random; a = 0.00125/min., 

Th = 58.22 min. 

(B) - eggs arranged using the negative binomial 

(K = 1.0); a = 0.00170/min., Tn = 63.48 min. 

(C) - eggs arranged using the negative binomial 

(K = 0.01); a = 0.00134/min., Th = 72.28 min. 

(D) - eggs arranged in regularly distributed clumps 

of ten; a = 0.00399/min., Th = 67.37 min. 

Number eaten plotted as the mean ± S.E. of mean. 
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FIGURE 4.4 
	Predation of A. nemorum on eggs of P. brassicae arr- 

anged at random.- logarithm of the proportion of prey 

surviving (ln S) plotted against the number eaten (Ne). 

The results after all three time intervals are shown. 

The fitted lines were obtained by the least squares 

best fit to the functional response (see Table 4.6). 

Symbols used are: o - after one hour; v - after two 
hours; A - after twenty hours; solid symbols are used 

for the values of In T where these are significantly 
different from in S. 

Number eaten and In S plotted as the meant S.E. of 
the mean. 



In 

FIGURE 4.5 Predation of A. nemorum on eggs of P. brassicae  

arranged using the negative binomial distribution 

(K = 1.0) - logarithm of the proportion of prey 

surviving (ln S) plotted against the number eaten 

(Ne). The results after all three time intervals 

are shown. The fitted lines were obtained by the 

least squares best fit to the functional response 

(see Table 4.6). Symbols used are: o - after one 

hour; v - after two hours; a - after twenty hours; 
solid symbols are used for values of In S where 

these are significantly different from In S. 

Number eaten and In S plotted as the mean t S.E. of 

the mean. 
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In S 

FIGURE 4.6 	Predation of A. nemorum on eggs of P. brassicae  

arranged using the negative binomial distribution 

(K = 0.01) 	logarithm of the proportion of prey 

surviving (ln s) plotted against the number eaten 

(Ne). The results after all three time intervals 

are shown. The fitted lines were obtained by the 

least squares best fit to the functional response 

(see Table 4.6). Symbols used are: o - after one 

hour; 7 - after two hours; A - after twenty hours; 

solid symbols are used for values of ln S where 

these are significantly different from ln S. 

Number eaten and ln S plotted as the mean ±. S.E. 

of the mean. 
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FIGURE 4.7 Predation of A. nemorum on eggs of P. brassicae  

arranged in regularly distributed clumps of ten -

logarithm of the proportion of prey surviving plot-

ted against the number eaten (Ne). The results 

after all three time intervals are shown. The 

fitted lines were obtained by the least squares 

best fit to the functional response (see Table 4.6). 

Symbols used are; a - after one hour; v - after two 

hours; A 	after twenty hours; solid symbols are 

used for values of In § where these are significant-

ly different from In S. 

Number eaten and In S plotted as the mean ± S.E. 

of the mean. 
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4.4 	DISCUSSION AND CONCLUSIONS 

The premises leading to the Random Predator Equation 

(Rogers, 1972) include the assumption that the search efficiency 

and handling time of a predator searching at random for a given 

prey type are constant over time. In the experiments considered 

here, this would result in the search efficiency and handling 

time estimates for the functional responses being constant, irre-

spective of the time intervals and prey distribution. Examination 

of Table 4.6 shows that this is not the case. The estimated 

search efficiencies and handling times are largely unaffected by 

the prey distribution, but are different for each time interval. 

The mean estimated handling time after two hours is 

approximately double that obtained after one hour. This results 

from the In S x he plots (Figs. 4.4 - 4.7) showing a common in-
tercept on the Ne axis, implying a common maximum prey consumption 

of approximately five. This is due to temporary satiation of the 

anthocorid after eating five prey. Thus, if the prey density 

were sufficiently high, on average five prey would be eaten in the 

first hour, and the satiated anthocorid would not feed again dur-

ing the second hour. After twenty hours, the estimated handling 

time is considerably higher, and this is due to one or more long 

periods of inactivety or rejection of prey. The data obtained 

after twenty hours can be fitted to a modified Random Predator 

Equation of the form: 

Ne = N(1 - exp(- a(T - Tw - Th Ne))) 	. . 4.1 
where Tw is the time wasted or period of rejection of prey. The 

value of Tw can be varied to obtain the required values for the 

search efficiency or handling time. Thus, if Tw is twelve hours, 

the handling times obtained are comparable with those obtained 

after two hours; whilst if Tw is 16 hours, the estimated handling 

times are comparable with those after one hour. Since the esti-

mated handling times after one hour are consistant with those ob-

served (Chapter 5), this latter estimate of Tw seems reasonable. 

This means that over the twenty hour period, anthocorids search 

and feed for about four hours only. 
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TIME 

IN HOURS DISTRIBUTION a 	a Th 	Th 

random .00350 14.27 

K = 1.0 .00364 12.47 
one K = 0.01 .00542 .00399 16.26 14.48 

'clumped' .00330 14.84 

random .00765 23.62 

K = 1.0 .00755 .00791 25.97 
two K = 0.01 .00854 24.46 

23.29 

'clumped' .02085 21.12 

random .00125 58.22 

K = 1.0 .00170 .00143 63.48 
twenty K = 0.01 .00134 72.28 65.34 

'clumped' .00399 67.37 

TABLE 4.6 Predation of A. nemorum on a range of dis-

tributions of eggs of P. brassicae at three 

time intervals - summary of the estimated 

parameters (a = search efficiency; Th = 

handling time) of the Random Predator Equa-

tion obtained by the least squares best fit 

to the functional response. Mean values are 

given where the parameters are consistant. 
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It can be seen (Table 4.6) that the estimates of the 

search efficiency for the 'scattered' distributions differ from 

those for the 'clumped' distribution. Therefore, the 'clumped' 

distribution will be considered separately below. Considering 

the 'scattered' distributions, it can be seen that compared with 

the estimates after one hour, the estimates after two hours are 

higher, and after twenty hours, lower. This initial increase is 

caused by the time taken to recognise the prey before feeding is 

initiated (Anderson, 1961). From the original data (Tables 4.1 -

4.3) it can be seen that about one quarter of the anthocorids do 

not commence to feed until the second hour; insufficient encount-

ers being made during the first hour to initiate feeding. This 

delay results in the higher estimated search efficiency after two 

hours. The decrease found after twenty hours is a reflection of 

the long period of rejection of prey. Table 4.6 shows that, for 

the first two hours, the search efficiency for the prey arranged 

according to the negative binomial distribution (K = 0.01) is 

greater than that for the other 'scattered' distributions. This 

tendency is lost by twenty hours, and may not be significant. 

Comparison of the functional response figures after one hour (Fig. 

4.1) with those after two hours (Fig.4.2) and twenty hours (Fig. 

4.3) shows that an initially high variance is soon lost. This 

again is caused by the time lag for the recognition of the prey; 

some anthocorids do not feed during the first hour (leading to 

high variance) but most have started to feed by the end of the 

second (leading to reduced variance). 

In the case of the 'clumped' prey, the estimates of the 

search efficiency after two hours and twenty hours are higher than 

those obtained for the 'scattered' distributions of prey (Table 

4.6). Furthermore, examination of the functional response figures 

shows that the high variance found after one hour for the 'scatt-

ered' distributions (Fig.4.1) is still present for the 'clumped' 

distribution after two hours (Fig. 4.2), but reduced after twenty 
hours (Fig. 4.3). These differences are due to the compact dis-

tribution of the eggs. Aclump of ten eggs will be encountered 

less frequently than ten 'scattered' eggs. Hence, 'scattered' dis-

tributions will cause more encounters, and feeding will be initi-

ated more rapidly. However, once an anthocorid 'recognises' a 

clump of eggs, it stays by that clump and its search efficiency 



- 134 - 
is greatly increased. These two effects cancel each other out 

during the first hour, leading to results similar to those obtain-

ed for the 'scattered' distributions. At the end of two hours, 

however, the increased search efficiency has the greater effect 

and this is reflected in the estimated parameters. Since the 

effects of the longer time necessary to recognise the prey are 

exagerated by the increased search efficiency once the clump is 

found, the high variance still occurs after the second hour. The 

greater search efficiency is still evident after twenty hours, 

but the variance is reduced. 

From this discussion, it can be seen that the parameters 

of the Random Predator Equation do not remain constant. The eff-

ects of any time lag for recognition, satiation, periods of inact-

ivity and aggregative behaviour in response to a clump of prey are 

all measured in terms of the two parameters search efficiency and 

handling time. These two parameters, therefore, should be consid-

ered as an amalgamation of searching behaviour, and not just the 

simple constants originally defined. 
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CHAPTER 5 

PREDATION OF ANTHOCORIS NEMORUM (L.) UPON PIERIS  

BRASSICAE (L.) EGGS ARRANGED ON BEAN PLANTS 

5.1 	INTRODUCTION 

In this chapter, the searching behaviour of A. nemorum 

upon bean plants will be examined. This topic has not received 

a great deal of attention in the past. Anderson (1961) and 

Evans (1973) have both noted that starved anthocorids will 

probe plant tissues and drink from water droplets; in view of 

this, it seems likely that anthocorids searching on plants are 

more likely to survive the experimental period, than those used 

in the dry, perspex arenas described in Chapter 4. 

Steer (1929) noted that A. nemorum nymphs searching 

for red spider mites and their eggs (Oligonychus ulmi Koch and 

Tetranychus telarius L.) search systematically on the underside 

of leaves of Rubus spp. They were observed to walk the length 

of a vein and probe carefully on either side i.e. where most of 

the mites and their eggs were to be found. 

Dixon & Russell (1972) studied the searching behaviour 

of adult A. nemorum and A. confusus  Rtr. on sycamore leaves. They 

recorded the search paths of the anthocorids on the underside 

of the leaves, and found that they spent disproportionately more 

time on the main veins. The experiments implied that negligible 

time is spent searching on the upper surface of leaves. The 

authors consider that 18 hours per day are spent searching and 

feeding; they do not mention long periods of inactivity. Long 

'digestive pauses' are included as handling time in their appr-

oach, but do not seem to be considered of any importance. They 



- 136 - 
also found that the speed of movement when the anthocorids were 

on the petioles was greater than when they were on the leaves. 

Evans (1973) also made more detailed observations on the 

searching behaviour of first and second instar nymphs of A. nem-

orum on bean plants. He found that the nymphs spent 48% of the 
available time at rest on the petiole or base of the leaves. Of 

the remaining time, 15% was spent on the upper surface. Of the 

time spent searching on the undersurface of the leaves, first 

instar nymphs spent 42% on the veins and 45%  on the edges of 

leaves, while second instar nymphs spent 18% and 79% respectively 
in these areas. The greatest distance travelled was on the edge 

of the leaves, and along the veins; he found the speed of move-

ment to be greatest upon the leaves. 

Brunner & Burts (1975) examined the behaviour of A. nem-

oralis (F.) nymphs searching for Pear Psylla (Psylla pyricola  

Forster) upon individual pear leaves, and found differences in 

behaviour depending upon the satiation of the anthocorid. Star-

ved anthocorids moved slowly (5.7 cm/min) with a high turning 

rate (68°  turn/cm); when a prey was found, they increased their 

rate of turn and decreased their speed (the time for which this 

occurred is not mentioned). The search paths of the starved 

nymphs showed a high correlation with the distribution of im-

mature prey; thus, the predator spent 71% of the time on the low-
er leaf surface, where 74% of the immature pear psylla occurred 

and 48% of the time on the midribs where 64% of the immature prey 
were to be found. Satiated individuals, in contrast, had a re-

latively higher speed (7.2 cm/thin) and a reduced rate of turn 

(30°  turn/cm). The primary route was around the leaf periphery 

and repeated attempts were made to leave the leaf; the authors 

conclude that such behaviour is the action of satiated individuals 

searching for a resting place. 

Thus, Dixon & Russell (1972) working with adult an-

thocorids on sycamore leaves, Evans (1973) working with nymphal 

A. nemorum on bean leaves and Brunner & Burts (1975) working with 

nymphal A. nemoralis on pear leaves, all found that anthocorids 

spend most time searching on the veins and edges of the under-

side of leaves. It will be seen, from observationsin this 
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chapter (Section 5.6), that adults of A. nemorum search on 

bean plants in a manner different to that described above. 

In this chapter, two arrangements of P. brassicae  

eggs are used: individual eggs on the edges of the leaves and 

clumps on the centre of the uppersurface. The functional re-

sponses to these two arrangements (Section 5.3) are used to 

predict predation when both arrangements are used (Section 5.4). 

The distributions of attacks between leaves or clumps of eggs 

are recorded (Section 5.5), and continuous observation of the 

searching behaviour and allocation of time are made for each 

prey arrangement (Section 5.6). 
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5.2 	EXPERIMENTAL METHOD 

5.2.1 	The Arenas 

For this work, the arena consisted of an individual 

plant of miniature broad beans, Viola fabae (L.); planted in a 

pot. The plants used were seedlings old enough to have four 

leaves; the central axil and any bracts were pinched off, leaving 

the stem and the four leaves. The stem was bound with cellotape 

to bring the bases of the leaves together. The crevice between 

the two pairs of leaves was blocked with a small wad of damp 

cotton wool to prevent anthocorids becoming stuck down this gap 

or upon the cellotape. The bean seedling was then planted in a 

plastic pot of diameter 12.6 cm, the soil level coming to within 

about two cm of the top of the pot. A thin layer of fine, dry 

sand was then spread on top of the soil, preventing the an-

thocorids hiding in the soil, and making them readily visible 

when upon the surface. A plastic propagator top was placed on 

top of the pot. The top of the propagator lid had been removed 

and replaced with fine mesh netting, allowing ventilation and 

preventing condensation within the arena. The inside of the 

bottom of the propagator top was coated with fluon, in order to 

prevent the anthocorids climbing upon the side and top of the 

propagator. This experimental arrangement is shown in Fig. 5.1. 

5.2.2 	The Prey: P. brassicae eggs  

As in the last chapter, the eggs were glued down using 

gum tragacanth. Two arrangements or prey were used: firstly, 

clumps of ten eggs were glued in the centre of the upper sur-

face of the leaves and secondly, individual eggs were glued at 

regular intervals around the edge of the leaves, again upon the 

uppersurface. These two arrangements will be referred to as 

'clump' eggs and 'edge' eggs in this work. 
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11 

FIGURE 5.1 	A sectional view of the arena used in the work of 

Chapter 5, as desribed in Section 5.2.1. 

Approximately x 1. 
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5.2.3 	The Predators: A. nemorum adults  

In order to obtain anthocorids of standard starvation, 

they were treated in a manner similar to that used fir the work 

with square, perspex arenas (Section 4.2.3). 

5.2.4 	Experimental Procedure  

The procedure used was basically the same as that used 

in Chapter 4 (Section 4.2.4). Predation was recorded after one, 

two and twenty hours. The distribution of attacks was also re-

corded; in the case of 'clump' eggs, the number attacked in each 

clump was recorded, while for 'edge' eggs, the number attacked on 

each leaf was recorded. By using an eight track event recorder, 

observations were made of the anthocorid's behaviour during the 

second hour and the final hour of one replicate of each arrange-

ment of eggs. 

It was found that mortalities during the course of 

experiments were lower than those obtained in the work with the 

square, perspex arenas described in Chapter 4. This is due to a 

combination of the availability of moisture from the plants, and 

the presence of hiding or resting places in the arena leading to 

reduced activity. 
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5.3 	FUNCTIONAL RESPONSES TO INDIVIDUAL PREY ARRANGEMENTS 

5.3.1 	Introduction and Methods 

Predation was scored in the same way as for the work 

with square, perspex arenas described in Chapter.  4. Once again, 

due to the deflation of punctured eggs, the number of eggs attack-

ed, rather than the number consumed, was recorded. 

5.3.2 	Results and Analysis 

The predation of 'edge' and 'clump' prey and the corre-

sponding In S values (logarithm of proportion of eggs surviving) 

are set out in Tables 5.1 ('clump') and 5.2 ('edge'). The re-

sultant functional responses and In S x Ne plots (see Sections 

2.2 and 2.3) are shown in Figs. 5.2 (one hour), 5.3 (two hours) 
and 5.4 (twenty hours). The In S x Ne plots show linear re-
lationships, and so the Random Predator Equation has been fitted 

to the functional responses by the least squares best fit tech-

nique (Section 2.2, Appendix Section A1.3), and the parameters 

obtained are tabulated in Table 5.3. A significantly good fit 

is obtained in all cases. 

5.3.3 	Discussion 

The functional responses obtained (Figs. 5.2-5.4) 

differ according to the egg arrangement and the time interval. 

The responses after one hour (Fig. 5.2) show that the 
search efficiency and the maximum consumption rate are less for 

'clump' prey than they are for 'edge' prey. This can be ex-

plained by a difference in encounter rates, similar to that 

suggested in Chapter 4 to account for the difference between 
'scattered' and 'clumped' distributions after one hour. In that 

case, it was suggested that, if scattered individual eggs and 

clumped eggs are present at equal densities, scattered eggs will 
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be more frequently encountered, and so recognition of the eggs 

as prey, and hence initiation of feeding, will occur sooner. 

In view of the results of Section 5.6, this phenomenon is 

likely to be even more pronounced due to the greater proportion 

of time spent searching on the edges of leaves. Therefore, if 

the time lag for recognition is less for 'edge' prey, the an-

thocorids will spend more time searching for and feeding upon 

'edge' prey, and hence, have a greater search efficiency and 

maximum consumption rate. 

Due to the greater rate of feeding once 'clump' eggs 

are found (as described in Chapter 4), the maximum consumption 

rates after two hours are similar. However, because of the larger 

proportion of time being spent searching the edges of leaves, the 

anthocorids still show a greater search efficiency for 'edge' 

prey. 

After twenty hours, however, the two responses are very 

different. The search efficiency for 'edge' prey is much greater 

than for 'clump' prey. This is still due to the tendency of the 

anthocorids to search the edges of leaves; thus, at low densities, 

most of the 'edge' eggs are likely to have been encountered by 

most of the anthocorids. The maximum consumption rate, however, 

is much greater for 'clump' eggs than for 'edge' eggs. This is 

caused by the anthocorids puncturing several eggs within a clump, 

without necessarily feeding much on them (Section 4.2). Thus, 

the actual maximum consumption of eggs is likely to be similar 

for both arrangements, 

When the standard errors of the points of the graphs at 

the three time intervals are compared, it can be seen that these 

are large after one and two hours, the results only becoming 

reasonably consistant after twenty hours. This high, initial 

variance was also found in the work of Chapter 4, and again, is 
because some individuals do not start feeding until after the 

second hour (see Tables 5.1 & 5.2). This may be due to the time 

lag needed for recognition of the prey, but is accentuated by the 

more heterogeneous arena providing resting sites where the an-

thocorids remain inactive for long periods without searching for 

food (see Section 5.6). 
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TIME N NUMBER EATEN (Ne) Ne S.E. S.E. In S 

10 0 0 0 3 0 0.6 0.60 - .071 .071 

20 0 0 2 3 0 1.o 0.63 - .054 .034 

One 30 2 0 0 0 4 1.2 0.80 - .042 .028 

40 0 1 1 2 3 1.4 0.51 - 	.036 .013 

8o 0 2 3 3 0 1.6 0.60 - .018 .008 

lo 3 0 0 3 0 1.2 0.73 - .143 .087 

20 4 0 2 7 0 2.6 1.33 - .152 .081 

Two 30 2 0 2 5 6 3.o 1.10 - .109 .041 

40 0 4 2 5 5 3.2 0.97 - .085 .026 

8o 3 2 4 3 4 3.2 0.37 - .041 .005 

lo 3 0 2 3 5 2.6 0.81 - .326 .113 

20 6 8 2 12 2 6.0 1.26 - .399 .151 

Twenty 30 5 4 2 8 12 6.2 1.74 - .243 .078 

40 7 7 10 14 5 8.6 1.57 - .247 .052 

80 lo 8 9 6 15 9.6 1.50 - 	.129 .022 

TABLE 5.1 
	Predation of A. nemorum upon 'clump' eggs of 

P. brassicae. The first of each series of rep-

licates was used in the continuous observations 

of Section 5.6. 
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TIME N NUMBER EATEN (Ne) Ne S.E. In S S.E. 

4 0 1 0 0 1 0.4 0.24 - .115 .070 

8 1 2 0 0 1 0.8 0.37 - .111 .053 

One 16 2 3 0 0 1 1.2 0.58 - .081 .040 

32 3 0  3 0 4 2.0 0.84 - .066 .028 

64 1 3 5 0 2 2.2 0.86 - .035 .014 

4 o 3 o o 4 1.4 0.87 - .431 * 

8 2 2 0 2 2 1.6 0.40 - 	.960 .145 

Two 16 2 4 0 4 3 2.6 0.75 - 	.183 .054 
32 5 3 5 0 4 3.4 0.93 - .114 .032 

64 2 3 5 4 6 4.o 0.71 - .065 .012 

4 1 4 0 2 4 2.2 0.80 - .799 * 

8 5 3 5 6 5 4.8 0.49 - .96o .145 
Twenty 16 5 4 7 6 4 5.2.  0.58 - 	.399 .055 

32 9 5 5 3 8 6.o 1.10 - .211 .043 

64 4 5 7 6 6 5.6 0.51 - .092 .009 

TABLE 5.2 Predation of A. nemorum  upon 'edge' eggs of P. 

brassicae.  The first of each series of repli-

cates was used in the continuous observations 

of Section 5.6. ( * - In of mean S given due 

to total predation in one replicate.) 
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ABSTRACTED PARAMETERS GOODNESS OF FIT 
PREY TOTAL 

ARRANGEMENT TIME a Th F df P 

One .00161 28.9 270 1,4 <.01 

'clumps' Two .00251 29.3 17 1,4 (.05 

Twenty .000447 91.5 43 1,4 (.01 

One .00239 19.6 135 1,4 (.01 

'edge' Two .00362 26.4 100 1,4 (.01 

Twenty .00197 192.1 11 1,4 (.05 

TABLE 5.3 Abstracted parameters of the Random Predator 

Equation for the functional responses of A. 

nemorum to 'clump' and 'edge' eggs of P. brass-

icae (Figs. 5.2 - 5.4), obtained by the least 

squares best fit to the functional response 

(Section 2.2) from the data of Tables 5.1 & 5.2. 
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A 	 C 
Ne 

FIGURE 5.2 	Predation of A. nemorum upon eggs of P. brassicae - 

functional responses and In S x Ne plots for 'clump' 

(A & B) and 'edge' (C & D) eggs after one hour. 

The Random Predator Equation is fitted using the 

parameters given in Table 5.3. 

Number eaten (Ne) and In S plotted as mean .±. S.E. 

of mean. 
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FIGURE 5.3 	Predation of A. nemorum upon eggs of P. brassicae - 

functional responses and In S x Ne plots for 'clump' 

(A & B) and 'edge' (C & D) eggs after two hours. 

The Random Predator Equation is fitted using the 

parameters given in Table 5.3. The symbol • is 

used to denote a value of In mean S, as opposed to 

mean In S. 

Number eaten (Ne) and In S plotted as mean ± S.E. 

of mean. 



- -5- 

• 

B D 

-148- 

A C 
10 

	 ' 
40 	N 3 0 

 

40 N 30 

19 Ne 19 Ne 

FIGURE 5.4 Predation of A. nemorum upon eggs of P. brassicae -

functional responses and In S x Ne plots for 'clump' 

(A & B) and 'edge' (C & D) eggs after twenty hours. 

The Random Predator Equation is fitted using the 

parameters given in Table 5.3. The symbol • is used 
to denote a value of In mean S, as opposed to mean 

In S. 

Number eaten (Ne) and In S plotted as mean t S.E. of 

mean. 
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5.4 	PREDATION ON MIXED ARRANGEMENTS OF EGGS 

3-4.1 	Introduction and Methods  

The functional responses to two prey types (or arrange-

ments) presented separately can be used to predict predation at 

all combinations of densities when both are present, assuming 

that no 'deliberate' preference is shown (Section 3.5). Thus, 

a three dimensional figure (Ne x N x N', where Ne = the number of 

prey eaten and N and N' are the densities of the two prey types) 

is obtained, as is shown, for example, in Lawton, Beddington & 

Bonser (1974). In Chapter 3, using coccinellids feeding on two 

size classes of aphid prey, a section through this three di-

mensional graph was considered, such that 2N + N' = 20. In this 

section using anthocorids, nine combinations of the densities of 

the two prey arrangements will be used, in an attempt to cover 

the range of the relationship defined by the two functional re-

sponses. 

3-4.2 	Results and Analysis  

The predation which occurred at the nine combinations 

of egg densities is given in Table 5.4. 

In Figs. 5.5 (one hour), 5.6 (two hours) and 5.7 
(twenty hours), the predictions based on the Random Predator 

Equation for the separate prey arrangements are fitted to the 

predation results. The adaptation of the Random Predator 

Equation to two prey types is given in Section 1.3.3; the com-

puter programme PREDICT (Appendix Section A1.5) was used to 

solve the resultant equations using the parameters given in 

Table 5.3. The data is presented.as three sections of the three 

dimensional relationship (Ne x N x N'; the number eaten x den-

sity of 'edge' eggs x density of 'clump' eggs) with the number 

of 'clump' eggs (N') constant at 10, 40 or 80 in each section. 
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5.4.3 	Discussion 

Examination of Figs 5.5-5.7 shows that, on the whole, 
the predictions based on the functional responses give a poor fit 

when compared with the accuracy obtained in Chapter 3 using cocci-
nellids. 

The predictions after one hour provide a good fit to 

the observed data (X = 1.103, df = 8, P>.99). However, due to 

the large variance in the data after ane hour for both the sep-

arate functional responses and for this mixed prey experiment, 

not too much reliance can be placed on this result. 

The figure for two hours (Fig. 5.6) does_not show such 

a good fit to the data (X2= 8.9, df = 8, .05<P ‹.95). In par-
ticular, the results when 80 'clump' prey are present are not 

fitted by the predictions. In this case the consumption of 

'clump' prey is underestimated. The consumption when 64 'edge' 

prey are present also seems to be underestimated when there are 

40 and 80 'clump' prey. 

After twenty hours, this tendency has become clearer. 

In all cases the consumption of 'clump' prey is underestimated; 

in all except one, the consumption of 'edge' prey is overestimated. 

The variance after twenty hours is still high; examination of 

Table 5.3 shows the reason for this. There is a tendency for 
the anthocorids to concentrate on the eggs of one arrangement. 

Thus, when 40 'clump' and 64 'edge' prey are available, two an-

thocorids eat mainly 'clump' eggs, two eat mainly 'edge' eggs, 

and one eats both in equal numbers. This tendency to concentrate 

on one prey arrangement is present after one and two hours, and 

it seems likely that the feeds of the first few hours determine 

the subsequent behaviour during the experiment. 
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TIME 

IN 

HOURS 

DENSITY 

CLUMP/ 

EDGE 

PREDATION OF 'CLUMP' EGGS PREDATION OF 'EDGE' EGGS 

NUMBER EATEN Ne S.E. NUMBER EATEN Ne S.E. 

10 / 4 0 0 2 0 2 0.8 0.49 1 0 0 0 1 0.4 0.24 

10 / 16 0 0 l' 2 0 0.6 0.40 1 0 0 1 2 0.8 0.37 

lo / 64 0 0 0 2 0 0.4 0.40 0 3 4 3 1 2.2 0.73 

40 / 4 2 1 0 3 0 1.2 0.58 0 0 1 0 0 0.2 0.20 

One 40 / 16 1 0 0 0 4 1.0 0.77 1 0 1 1 2 1.0 0.32 

40 / 64 0 0 2 3 0 1.0 0.63 3 2 0 0 2 1.4 0.60 

8o / 	4 0 3 0 2 4 1.8 0.80 0 0 0 0 0 0.0 O. o0 

80 / 16 3 0 4 0 0 1.4 0.87 0 2 0 1 0 0.6 0.46 

80 / 64 0 0 2 4 0 1.2 o.80 3 3 1 0 0 1.4 0.68 

10 / 4 o 0 4 0 2 1.2 0.80 3 0 0 2 3 1.6 0.68 

10 / 16 0 0 5 2 0 1.4 0.98 4 0 0 2 3 1.8 0.80 

10 / 64 2 0 0 2 0 0.8 0.49 2 5 4 4 3 3.6 0.51 

40 / 4 2 1 4 5 3 3.0 0.71 0 0 1 0 0 0.2 0.20 

Two 40 / 16 2 3 0 1 9 3.o 1.58 1 1 3 2 2 1.8 0.37 

40 / 64 2 1 4 3 2 2.2 0.58 5 5 0 0 3 2.6 1.12 

8o / 4 3 3 6 9 4 5.0 1.14 0 0 0 0 0 0.0 0.00 

80 / 16 7 0 5 3 6 4.2 1.24 0 4 0 1 0 1.0 0.79 

8o / 64 5 0 4 7 5 4.2 1.16 3 7 3 1 4 3.6 0.98 

10 / 4 0 5 4 4 4 3.4 0.87 3 0 0 2 3 1.6 0.68 

10 / 16 0 0 5 4 2 2.2 1.02 6 4 2 2 3 3.4 0.75 

lo / 64 2 0 0 2 0 0.8 0.49 4 7 6 5 4 5.2 0.58 

40 / 4 12 4 7 10 15 9.6 1.91 0 1 1 0 0 0.4 0.24 

Twenty 40 / 16 4 5 0 1 13 4.6 2.29 1 1 5 3 2 2.4 0.75 

40 / 64 2 1 8 7 3 4.2 1.39 8 9 1 0 3 4.2 1.83 

8o / 4 4 8 17 13 4 9.2 2.56 1 0 0 0 0 0.2 0.20 

8o / 16 12 4 8 14 10 9.6 1.72 0 7 0 2 1 2.0 1.30 

8o / 64 10 3 19 7 6 9.o 2.74 3 11 3 1 12 6.o 2.28 

TABLE 5.4 
	Predation of A. nemorum upon mixtures of 'clump' and 'edge' 

eggs of P. brassicae. The first of each series of repli-

cates was used in the continuous observations of Section 

5.6. 



N'=80 

2- 

N 66  40 

N'=10 N'= 40 

FIGURE 5.5 	Predation after one hour of A. nemorurn upon mixtures of 'clump' and 'edge' eggs of 

P. brassicae. Solid lines show predictions from the individual functional responses 

(Table 5.3),(goodness of fit X1=1.1,df=8,13>.99). In each figure, the number of 

'clump' eggs (N') is held constant, while the number of 'edge' eggs (N) is varied. 

Symbols used are a for 'clump' eggs and • for 'edge' eggs. 

Number eaten (Ne) plotted as mean ± S.E. of mean. 
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FIGURE 5.6 	Predation, after two hours, of A. nemorum upon mixtures of 'clump' and 'edge' eggs of 

P. brassicae. Solid lines show predictions from the individual functional responses 

(Table 5.3), (goodness of fit X1.8.9,df.81.056)<.95). In each figure, the number of 

'clump' eggs (N') is held constant, while the number o:,17 'edge' eggs (N) is varied. 

Symbols used are o for 'clump' e2;gs and • for 'edge' eggs. 

Number eaten plotted as mean ± U.E. of mean. 
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FIGURE 5.7 	Predation, after twenty hours, of A. nemorum upon mixtures of 'clump' and 'edge' eggs of 

F. brassicae. Solid lines show predictions from the individual functional responses 

(Table 5.3), (goodness of fit X=70.7,df=8,2<.001). In each figure, the number of 

eggs (N') is held constant, while the number of 'edge' eggs (N) is varied. 

Symbols used are o for 'clump' eggs and • for 'edge' eggs. 

Numbers eaten (Ne) plotted as mean ± S.E. of mean. 
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5.5 	DISTRIBUTION OF ATTACKS 

5.5.1 	Introduction and Method 

In order to have a more complete picture of the search-

ing behaviour of anthocorids in these arenas, it is necessary to 

observe them searching on the plants. The results of such con-

tinuous observations are described in the next section (5.6), 

whilst here the distribution of attacks between clumps or 

leaves are recorded for each replicate, since this will be a re-

flection of where the anthocorids searched. 

When the predation was scored, the distribution of 

attacks was also recorded. For the 'clump' prey, the number eat-

en from each clump was recorded, and for the 'edge' prey, the 

number eaten from each leaf. 

5.5.2 	Results and Analysis  

The distributions of attacks are given as Tables 5.5 
('edge' eggs), 5.6 ('clump' eggs), 5.7 (both arrangements to-
gether; distribution of attacks amongst the 'edge' eggs) and 

5.8 (both arrangements together; distribution of attacks amongst 

the 'clump' eggs). 

The variance/mean ratio provides a simple method of 

assessing how the attacks are distributed. When the ratio equals 

unity, the distribution is random; increasing values greater than 

unity show increasing aggregation, and decreasing values less than 

unity show increasing regularity. These ratios for each egg arr-

angement and the pooled totals for each time interval are given 

in Table 5.9. 



- 156 - 

5.5.3 	Discussion 

It can be seen from the data of the distributions of 

attacks (Tables 5.5-5.8) and the resultant variance/Mean r:-itios 

(Table 5.9), that the anthocorids distribute their attacks diff-

erently depending upon the arrangements of the eggs. Thus, when 

'clump' eggs are considered, the attacks are distributed in an 

aggregated manner, whilst for the 'edge' eggs, the attacks tend 

to be regularly distributed. This effect is also present when 

both prey arrangements are used. 

These distributions of attacks must be a reflection of 

the method of search used by the anthocorids. The edges of the 

leaves are, therefore, to some extent searched systematically; 

at the higher densities attacks are made in each leaf (Table 5.5). 

In the case of 'clump' prey, however, the attacks are localized, 

several attacks being made in the same clump, and frequently some 

clumps are not attacked at all (Table 5.6). 
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TIME N NUMBER OF ATTACKS MADE ON EACH LEAF 

8 0100 1000 1 0 0 0 
16 0 1 0 1 0 1 1 1 0 0 1 0 

One 32 0 0 2 2 1 1 1 0 0 1 1 1 
64 1 0 0 0 1 1 0 1 1 2 1 1 0 1 0 1 

8 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 
16 0 1 0 1 0 2 1 1 1 2 0 1 0 0 1 2 

Two 32 0 0 2 2 0 2 0 1 1 2 1 1 2 1 1 1 
64 1 1 0 0 1 1 0 1 1 2 1 1 0 1 1 2 1 1 2 2 

8 2 1 1 1 1 0 1 1 2 2 0 1 2 3 1 0 2 1 1 1 
16 1 2 1 1 0 2 1 1 0 3 3 1 3 2 0 1 0 1 1 2 

Twenty - 32 0 2 4 2 3 0 2 0 1 2 1 1 0 2 1 0 4 1 1 3 
64 1 1 0 2 1 3 0 1 1 2 2 2 1 1 1 3 1 1 2 2 

TABLE 5.5 The distribution of attacks by A. nemorum on 

'edge' eggs of P. brassicae. The first of 

each series of replicates was used in the 

continuous observations of Section 5.6. The 

symbol --- denotes that no predation took 

place in that replicate. 
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TIME N NUMBER OF ATTACKS MADE IN EACH CLUMP 

20 2 0 - - 3 0 - - 
30 2 0 0 - 0 4 0 - 

One 
40 1 0 0 0 0 0 0 1 0 2 0 0 0 1 2 0 

80 o o o o o 1 2 0 0 2 1 0 
2 0 0 0 0 0 0 0 0 0 0 0 

20 4 0 - - 2 0 - - 7 o - - 
30 o 2 0 - 

Two 40 3001 0002 0500 0320 
80 0 0 0 0 0 0 0 0 0 1 1 0 0 2 1 0 0 1 2 1 

0 o 3 o 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 

20 4 2 - - 5 3 - - 2 0 - - 8 4 - - 2 0 - - 
30 2 3 o - o 1 3 - 0 2 0 - 4 1 3 - 0 6 6 - 

Twenty 
40 0034 3022 4006 0860 0320 
80 0 0 0 0 0 0 2 0 0 4 1 2 0 0 0 0 0 1 2 1 

7030 6000 0200 3210 3062 

TABLE 5.6 The distribution of attacks by A. nemorum on 

'clump' eggs of P. brassicae. The first of 

each series of replicates was used in the 

continuous observations of Section 5.6. The 

symbol - denotes the absence of furtner clumps 

at that density, and --- denotes that no pre-

dation took place in that replicate. 
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TIME 

IN 

HOURS 

DENSITY 

'EDGE'/ 

'CLUMP' 

NU:4BER OF ATTACKS MADE ON EACH LEAF 

FIVE 	REPLICATES : 

16 / 10 0 1 0 0 0 0 0 1 1 1 0 0 

16 / 40 1 0 0 0 0 1 0 0 

16 / 8o 2 0 0 0 0 1 0 0 
One 

64 / 10 0 1 2 o 31 00 o 1 1 1 0 0 0 1 

64 / 40 1 1 1 0 0 1 1 0 0 1 1 0 

64 / 80 1 2 0 0 0 1 1 1 0 1 0 0 

16 / 10 1 1 1 1 0 1 0 1 2 1 0 0 

16 / 40 1 0 0 0 1 0 0 0 0 1 2 0 1 0 0 1 0 0 2 o 

16 / 8o 2 0 1 1 0 1 0 0 
Two 64 / 10 0 3 2 0 0 2 0 0 3 1 0 0 0 1 2 1 0 1 0 2 

64 / 40 2 1 1 1 0 1 1 3 1 1 1 0 

64 / 80 1 2 0 0 1 2 2 2 2 1 0 0 0 0 0 1 1 2 0 1 

16 / 10 1 2 1 2 0 2 2 0 0 1 1 0 0 1 0 1 2 1 0 0 

16 / 40 1 0 0 0 1 0 0 0 1 1 2 1 1 0 1 1 0 0 2 0 

16 / 8o 2 1 1 3 0110 0001 
Twenty 

64 / 10 1 3 3 o o 2 0 2 3 1 2 0 1 1 2 1 1 1 0 2 

64 / 40 3 1 2 2 2 2 2 3 01 00 1 1 1 o 

64 / 8o 1 2 0 0 4 2 2 3 2 1 0 0 0 0 0 1 4 6 1 1 

TABLE 5.7 Distribution of attacks on 'edge' eggs of P. brass-

icae by A. nemorum, when mixtures of both arrange-

ments are available. The first replicate of each 

series was used in the continuous observations of 

Section 5.6. --- denotes that no predation took 

place in that replicate. 
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TIME 

IN 

HOURS 

DENSITY 

'EDGE'/ 

'CLUMP' 

NUMBER OF ATTACKS IN EACH CLUMP 

FIVE 	REPLICATES : 

4 / 40 2 0 0 0 0 0 1 0 0 1 0 2 --- 

16 / 40 1 0 0 0 --- 0 2 2 0 

64 / 40 2 0 0 0 0 3 0 0 
One 4 / 80 0 3 0 0 1 0 0 0 0 0 0 0 

0 0 0 0 1 0 0 0 0 0 0 4 
16 / 60 0100 0 0 0 0 

0 2 0 0 2 0 1 0 

64 / 80 2 0 0 0 0 0 2 0 
0 0 0 0 0 2 0 0 

4 / 40 2000 0010 0301 0104 00 03 
16 / 40 1 0 1 0 0 030 0001 0 2 70 
64 / 4o o200 0010 4000  o30 o 0010 

Two 4 / 80 0 2 1 0 0300 0000 1000 0004 
o o o o 0000 6o oo 4040 oo oo 

16 / 8o 0100 0011 0003 0000 
0 4 2 0 2 0 1 0 0 0 0 0 0 o 6 o 

64 / 8o 0100 4000 1 1 2 0 0 0 0 o 
4 0 0 o o o o o o 2 0 1 o 5 o o 

4 / 40 2 o 6 4 1 2 1 o 3301 0604  o807 
16 / 40 2 1 1 0 1 o 3 1 o o o 1 4 2 7 o 
64 / 40 o 2 0 0 0 0 1 o 5 3 0 0 3400 1 1 1 o 

Twenty 4 / 80 o 2 1 0 o 3 1 o o o 4 0 1 2 0 0 0 0 0 4 
o 1 o o 1 2 0 1 8 5 o o 4 2 4 o o o o o 

16 / 8o 5 1 0 o 0040 o 1 1 1 o 7 1 3 0 o 2 0 
o 4 2 0 0 0 0 0 2 0 1 2 o 3 o o 0 2 6 o 

64 / 8o 0100 0000 4700 1 1 2 0 0 0 0 o 
6 030 0300 0 5 0 3 0201 0 6 0 0 

TABLE 5.8 Distribution of attacks by A. nemorum among 'clump' 

eggs of P. brassicae when mixtures of both arrange-

ments are available. The first replicate of each 

series was used in the continuous observations of 

Section 5.6. --- denotes that no predation took place 

in that replicate. 
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PREY 

ARRANGEMENT 

PREY 

DENSITY 
'EDGE'/ 

'CLUMP' 

VARIANCE / MEAN RATIO OF THE DISTRIBUTION 

OF ATTACKS AFTER THE TIMES OF : 

ONE HOUR TWO HOURS TWENTY HOURS 

- / 20 1.800 3.796 1.926 

'clumps' - / 30 2.800 3.073 2.106 

only - / 40 1.210 1. 1.746  2.400 2. 2.760  2.804 2.624  

- / 80 1.478 1.513 2.872 

8 / 	- 0.818 0.533 0.491 

'edges' 16 / 	- 0.545 0.692 0.737 

only 32 / 	- 0.618 0.635 0.561 0.569 1.088 0.696 

64 / 	- 0.527 0.421 0.481 

4 / 40 1.273 2.088 2.868 

mixture - 16 / 40 1.343 3.622 2.501 

'clump' 64 / 40 2.257 2.388 2.253 

ratios : 4 / 80 2.739 
1.726 3.923 2.843 2.923 2.907 

16 / 80 1.210 2.911 2.744 

64 / 80 1.733 2.714 3.427 

16 / 10 0.727 0.515 0.777 

mixture - 64 / 10 1.109 1.275 0.818 

'edge' 16 / 40 1.160 1.047 0.772 

ratios 	: 64 / 40 0.455 
0. 0.903 0.580 o. 0.894 0.784 

1.143 
 

16 / 8o 1.476 0.886 1.055 

64 / 80 0.776 0.807 1.860 

TABLE 5.9 Variance / mean ratios of the distribution of att-

acks between leaves for 'edge' eggs and between 

clumps for 'clump'eggs. The ratio for each prey 

arrangement and time interval is given, together 

with the ratio of the pooled results for each type 

of arrangement and time interval. For actual data 

see Tables 5.5 - 5.8. 
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5.6 	RECORDINGS OF ANTHOCORID ACTIVITY 

5.6.1 	Introduction and Method 

To fill out the picture of anthocorid searching be-

haviour, and to try and confirm or reject some of the deductions 

made about their behaviour, the activity in one replicate of each 

prey arrangement was recorded. 

This was done using an eight track event recorder, in 

which the tracks were used as follows: 

1. off the plant / on the plant 

2. on the stem / on the leaves 

3. underside / upperside of the leaf 

4. centre / edge of the leaf 

5. not feeding / encounter with egg / feeding 

6. not grooming / grooming 

7. inactive / searching 

8. a record of one minute intervals from a stop clock. 

Anthocorid activity was recorded for the second hour and the fin-

al hour of the experiment. 

5.6.2 	Results and Analysis  

The data from tracks 1, 5, 6 and 7 (above) are given in 
Tables 5.10 (lh - 2h) and 5.11 (19h - 20h), while the distribuu-

tion of searching time upon the plants (tracks 2, 3, 4 and 7 
above) is given in Tables 5.12 (lh - 2h) and 5.13 (19h - 20h). 

The latter two tables are repeated as percentages of the search-

ing time (Table 5.14, lh - 2h; Table 5.15, 19h - 20h). 
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5.6.3 	Discussion  

From the allocations of time given in Tables 5.10 

(lh - 2h) and 5.11 (19h - 20h), a number of points become app-

arent. Firstly, the anthocorids spend long periods off the 

plant; this seems to be more frequent at the beginning of each 

experiment, and is one source of the high variance in the num-

bers eaten found after one and two hours. Secondly, a large 

amount of the time spent on the plant is spent in inactivity, 

this being more pronounced at the end of the experiment; this 

is in agreement with the long periods of inactivity suggested 

in the discussion of Chapter 4. Thirdly, a significant amount 

of time is spent in grooming. Fourthly, only a relatively small 

amount of time is spent searching; more time is spent peqrching 

at the end of the experiment than at the beginning. However, 

bearing in mind that considerably fewer attacks were made during 

the second recording (12 as compared with 44), it seems likely 

that this was not searching for food, but due to some other cause 

(looking for a mate, a site to rest, etc.). Fifthly, the number 

of encounters with eggs is considerably higher than the number of 

attacks; this is true of both recordings. Finally, an estimate 

of the handling time can be obtained; by taking each unfinished 

feed as half a feed, a value of 12'52" results. 

In Tables 5.12 and 5.13, the time spent searching on 

the different parts of the plant is given, while in Tables 5.14 

and 5.15, this data is given as percentages of the time spent 

searching. From these tables, a number of points arise. Per-

haps the most obvious of these is the small proportion of the 

time spent searching on the centre of the underside of the leaf. 

This is at variance with the results of Dixon & Russell (1972) 

for adults searching on sycamore leaves and of Evans (1973) for 

nymphs searching on bean leaves (Section 5.1). The most likely 

explanation is that the adult anthocorids are unable to obtain a 

secure grip upon the underside of bean leaves. Evans found that 

second instar nymphs spend less time searching on the veins of 

the underside of leaves than do the first instar. Continuing 

this trend, the adults spend negligible time searching the centre 

of the undersides of leaves. 
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In a number of cases, a large percentage of the time 

is spent searching on the plant stem; generally however, most 

of the time searching is on the leaves. Examining the percentage 

distribution of time in Tables 5.14 and 5.15, a number of tend-

encies can be seen: 

1.  1 - 2h 'clump' 	- 

2.  19 - 20h 'clump' - 

3.  1 - 2h 'edge' 	- 

4.  19 - 20h 'edge' 	- 

5.  1 - 2h both 	- 

6.  19 - 20h both 	- 

more time was spent searching the 

edges of the leaves than was spent 

searching in the centre. 

this is reversed; by the end of the 

experiment more time was spent on the 

centre than on the edges of leaves. 

similar to 1 -2h 'clump'. 

considerably more time was spent 

searching on the edges of leaves than 

on the centre. 

similar to 1 - 2h 'clump' and 1 - 2h 

'edge. 

the results here were varied. Some 

anthocorids spent more time searching 

on the edges (10/4, 10/16, 40/64) 

which coincided with specialization on 'edge' eggs; others spent 

more time on the centre of the leaves (40/16, 80/64) and special-

ized on 'clump' eggs. Of the remainder, some spent more time on 

the edges of the leaves (40/4, 80/4, 80/16) and specialized on 

'clump' eggs, while one (10/64) spent more time on the edges, 

and ate aggs of both arrangements. 
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DENSITY 

'EDGE'/ 

'CLUMP' 

TIME 	SPENT: NUMBER 

OF EN- 

COUNTERS 

NUMBER 

OF 

FEEDS on the 
plant 

in- 
active 

groom- 
ing 

active 
search 

feed- 
ing 

- / 10 60.00 0.00 0.00 0.00 60.00 - / 43 - / 8* 

- / 20 60.00 11.58 5.17 4.75 38.5o - / 15 - /*4* 

- / 30 27.75 19.95 7.25 0.55 0.00 - / 	0 - / 0 

- / 4o 36.55 1.50 25.83 9.22 0.00 - / 	3 - / o 

- / 80 60.00 15.58 3.3o 5.08 36.03 - / 52 - / 3* 

4 / 	- 43.55 27.3o 9.20 7.05 0.00 23 / 	- o / - 

8 / 	- 21.75 0.87 3.38 1.75 15.75 12 / 	- *1 / - 

16 / 	- 60.00 29.33 13.67 17.00 0.00 32 / 	- o / - 

32 / 	- 19.83 0.75 0.37 1.00 17.88 2 / 	- *2 / - 

64 / 	- 60.00 18.80 10.42 10.42 20.37 71 / 	- 1 / - 

4 / 10 42.83 29.5o 1.25 1.20 10.88 7 / 	o *2 / 0 

16 / 10 60.00 17.00 0.63 7.13 35.87 14 / 	o *3 / o 

64 / 10 60.00 2.13 6.72 1.27 49.88 9 / 14 *2 / 2* 

4 / 4o 32.42 13.50 12.78 6.13 0.00 3 / 15 o / 0 

16 / 4o 60.00 29.85 0.00 4.78 25.20 23 / 48 1 / 2* 

64 / 40 60.00 6.88 7.33 3.72 42.07 6 / 24 *2 / 2* 

4 / 80 57.33 12.67 4.58 21.08 19.00 34 /132 0 / 2* 

16 / 80 60.00 2.50 1.25 4.00 52.25 18 / 54 0 / 4 

64 / 8o 60.00 5.18 2.08 2.38 40.35 7 / 21 0 / 3 

TABLE 5.10 	The division of time and occurrence of predation and 

encounters by anthocorids searching during the second 

hour of the experiment. Continuous observations were 

made for one replicate of each combination of prey arr-

angements. The symbol * is used to indicate a feed 

which extends beyond the beginning or the end of the 

recording hour. The times are given in minutes. 
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DENSITY 

'EDGE'/ 

'CLUMP' 

TIME 	SPENT: NUMBER 

OF EN- 

NUMBER 

OF 

FEEDS on the 
plant 

in- 
active 

groom- 
ing 

active 
search 

feed- 
ing 

COUNTERS 

- / 10 60.00 33.67 10.17 16.17 0.00 - / 47 - / o 

- / 20 60.00 54.83 1.87 3.3o 0.00 - / 	5 - / o 

- / 3o 60.00 47.82 3.63 8.55 0.00 - / 39 - / o 

- / 4o 60.00 43.75 5.63 2.13 8.48 - / 11 - / 1* 

- / 8o 41.80 8.5o 20.80 12.50 0.00 - / 	2 - / 0 

4 / 	- 60.00 25.53 32.83 1.63 0.00 5 / 	- o / - 

8 / 	- 47.50 39.55 8.25 1.70 0.00 4 / 	- o / - 

16 / 	- 22.87 6.90 2.95 6.43 9.58 47 / 	- *1 / - 

32 / 	- 60.00 9.13 18.93 13.55 18.38 95 / 	- *2 / - 

64 / 	- 60.00 43.58 13.42 . 3.00 0.00 19 / 	- 0 / - 

4 / 10 27.30 12.90 3.63 8.77 0.00 12 / 	6 0 / o 

16 / 10 60.00 48.75 10.22 1.03 0.00 2 / 	0 0 / 0 

64 / lo 60.0o 18.83 7.47 10.17 23.53 40 / 17 *1 / o 

4 / 40 60.00 11.03 5.32 2.57 41.08 10 / 34 0 / 2 

16 / 4o 60.0o 25.53 1.5o 4.3o 28.67 7 / 3o o / 1 

64 / 40 60.00 25.13 16.87 10.95 7.05 22 /108 0 / 1* 

4 / 80 60.00 34.78 9.83 15.38 0.00 28 /101 0 / o 

16 / 8o 60.00 22.62 3.7o 4.55 29.13 10 / 33 0 / 1* 

64 / 80 60.00 18.25 9.62 10.85 21.28 36 /115 0 / 2* 

TABLE 5.11 The division of time and occurrence of predation and 

encounters by anthocorids searching during the final 

hour of the experiment. -Continuous observations were 

made for one replicate of each combination of prey arr-

angements. The symbol * is used to indicate a feed 

which extends beyond the beginning or the end of the 

recording hour. The times are given in minutes. 
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DENSITY 
'EDGE'/ 

'CLUMP' 

TOTAL 
TIME 

SEARCH- 
ING 

TIME 
ON 

STEM 

TIME ON THE LEAF 

UPPERSURFACE 

TIME ON THE LEAF 
UNDERSURFACE 

EDGE CENTRE EDGE CENTRE 

- / 10 0.00 - - - - - 

- / 20 4.75 1.58 0.58 2.00 0.58 0.00 

- / 30 0.55 0.38 0.05 0.00 0.08 0.00 

- / 40 9.22 4.97 1.90 0.73 1.15 0.47 

- / 80 5.08 0.60 2.35 0.75 0.88 0.50 

4 / 	- 7.05 2.93 1.47 2.13 0.52 0.00 

-='8 	/ 	- 1.75 0.00 0.62 0.35 0.65 0.13 

16 / 	- 17.00 8.38 3.18 1.97 2.17 1.30 

32 / 	- 1.00 0.00 0.67 0.08 0.25 0.00 

64 / 	- 10.42 3.18 4.25 0.98 1.65 0.35 

4 / 10 1.20 0.63 0.33 0.17 0.07 0.00 

16 / 10 7.13 0.00 4.07 1.97 0.80 0.30 

64 / 10 1.27 0.00 0.53 0.30 0.43 0.00 

4 / 40 6.13 0.97 2.62 1.13 1.17 0.25 

16 / 40 4.78 0.00 2.90 0.82 0.82 0.25 

64 / 40 3.72 0.82 0.38 0.62 2.20 0.52 

4 / 80 21.08 2.10 9.73 4.22 4.45 0.58 

16 / 80 4.00 0.53 0.67 1.92 0.63 0.25 

64 / 80 2.38 0.00 0.63 1.00 0.75 0.00 

TABLE 5.12 The distribution of searching time by anthocorids 
during the second hour of the experiment. Cont-

inuous observations were made for one replicate 
of each combination of prey arrangements. The 

times are given in minutes. 
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DENSITY 
'EDGE'/ 
'CLUMP' 

TOTAL 
TIME 

SEARCH- 

ING 

TIME 
ON 

STEM 

TIME ON THE LEAF 

UPPERSURFACE 

TIME ON THE LEAF 
UNDERSURFACE 

EDGE CENTRE EDGE CENTRE 

- / 10 16.17 0.93 2.88 8.98 2.42 0.95 

- / 20 3.30 0.33 0.08 0.15 2.70 0.37 

- / 30 8.55 0.70 1.30 2.90 3.12 0.50 

- / 40 2.13 0.38 1.20 0.25 0.13 0.00 

- / 80 12.50 7.70 1.20 2.00 0.90 0.70 

4 / 	- 1.63 0.20 0.35 0.22 0.87 0.00 

8 / 	- 1.70 0.75 0.28 0.00 0.67 0.00 

16 / 	- 6.43 0.20 4.75 0.87 0.33 0.28 

32 / 	- 13.55 0.92 7.37 1.67 3.47 0.13 

64 / 	- 3.00 1.78 0.50 0.35 0.37 0.00 

4 / 10 8.77 4.22 2.53 1.25 0.58 0.18 

16 / lo 1.03 0.00 0.87 0.00 0.17 0.00 

64 / 10 10.17 1.28 3.35 4.17 0.83 0.53 

4 / 40 2.57 0.00 1.30 0.87 0.40 0.00 

16 / 40 4.30 1.50 0.65 0.90 1.22 0.05 

64 / 40 10.95 1.00 4.03 2.55 1.40 1.97 

4 / 80 15.38 2.8o 6.03 1.82 3.53 1.20 

16 / 80 4.55 0.17 0.97 0.67 2.42 0.33 

64 / 80 10.85 0.68 1.82 4.20 3.33 0.82 

TABLE 5.13 The distribution of searching time by anthocorids 
during the final hour of the experiment. Cont-

inuous observations were made for one replicate 

of each combination of prey arrangements. The 

times are given in minutes. 
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DENSITY 

'EDGE'/ 

'CLUMP' 

TOTAL 

TIME 
SEARCH- 

ING 

% TIME 

ON 
STEM 

% TIME ON LEAF 

UPPERSURFACE 

% TIME ON LEAF 

UNDERSURFACE 

EDGE CENTRE EDGE CENTRE 

- / 10 0.00 - - - - - 

- / 20 4.75 33.3 12.3 42.1 12.3 0.0 

- / 30 0.55 69.7 9.1 0.0 15.2 0.0 

- / 40 9.22 53.9 20.6 8.o 12.5 5.1 

- / 80 5.08 11.8 46.2 14.8 17.4 9.8 

4 / 	- 7.05 41.6 20.8 30.3 7.3 0.0 

8 / 	- 1.75 0.0 35.2 20.0 37.1 7.6 

16 / 	- 17.00 49.3 18.7 11.6 12.7 7.6 

32 / 	- 1.00 0.0 66.7 8.3 25.0 3.4 

64 / 	- 10.42 30.6 40.8 9.4 15.8 3.4 

4 / 10 1.20 52.8 27.8 13.9 5.6 0.0 

16 / 10 7.13 0.0 57.o 27.6 11.2 4.2 
64 / 10 1.27 0.0 42.1 23.7 34.2 0.0 

4 / 40 6.13 15.8 69.8 18.5 19.o 4.1 

16 / 40 4.78 0.0 60.6 17.1 17.1 5.2 

64 / 4o 3.72 22.0 10.3 16.6 59.2 13.9 

4 / 80 21.08 10.0 46.2 20.0 21.1 2.8 

16 / 8o 4.00 13.3 16.7 47.9 15.8 6.3 

64 / 80 2.38 0.0 26.6 42.0 31.5 0.0 

TABLE 5.14 The distribution of searching time, expressed as 
percentages, by anthocorids during the second hour 

of the experiment. Continuous observations were 

made for one replicate of each combination of prey 

arrangements. 
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DENSITY 

'EDGE'/ 

'CLUMP' 

TOTAL 

TIME 

SEARCH- 

ING 

% TIME 

ON 

STEM 

% TIME ON LEAF 

UPPERSURFACE 

% TIME ON LEAF 

UNDERSURFACE 

EDGE CENTRE EDGE CENTRE 

- / 10 16.17 5.8 17.8 55.6 15.0 5.9 

- / 20 3.3o 10.1 2.5 4.6 81.8 11.1 

- / 3o 8.55 8.2 15.2 33.9 36.5 5.8 

- / 40 2.13 18.0 56.3 11.7 6.3 0.0 

- / 80 12.50 61.6 9.6 16.0 7.2 5.6 

4 / 	- 1.63 12.2 21.4 13.3 53.1 0.0 

8 / 	- 1.70 44.1 16.7 0.0 39.2 0.0 

16 / 	- 6.43 3.1 73.8 13.5 5.2 4.4 

32 / 	- 13.55 6.8 54.4 19.7 25.6 1.0 

64 / 	- 3.00 59.4 16.7 11.7 12.2 0.0 

4 / 10 8.77 48.1 28.9 14.3 6.7 2.1 

16 / 10 1.03 0.0 83.9 0.0 16.1 0.0 

64 / 10 10.17 12.6 33.0 41.0 8.2 5.2 

4 / 40 2.57 0.0 50.6 33.8 15.6 0.0 

16 / 4o 4.30 34.9 15.1 20.9 28.3 1.2 

64 / 40 10.95 9.1 36.8 23.3 12.8 18.0 

4 / 80 15.38 18.2 39.2 11.8 23.o 7.8 

16 / 80 4.55 3.7 21.2 14.7 53.1 7.3 

64 / 80 10.85 6.3 16.7 38.7 30.7 7.5 

TABLE 5.15 
	

The distribution of searching time, expressed as 

percentages of the time spent searching, by antho-

corids during the final hour of the experiment. 

Continuous observations were made for one repli-

cate of each combination of prey arrangements. 

Total time spent searching given in minutes. 
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5.7 	DISCUSSION AND CONCLUSIONS 

In considering the results described in this chapter, 

one factor which should be borne in mind is the inconsistency of 

results after only one or two hours. Accordingly, c3f the overall 

predation results (Section 5.3 & 5.4) only those obtained after 
twenty hours are sufficiently consistent for much reliance to be 

placed upon them. On the other hand, the 'distribution of att-

acks' data (Section 5.5) and the continuous observations (Section 

5.6) do provide a means of comparing the searching behaviour at 

the beginning of the experiment with that at the end. 

These observations indicate that the searching behaviour 

of the anthocorids changes during the course of the experiment. 

The continuous observations showed that, when only onP pgg arr-

angement is used, the anthocorids initially spend more time 

searching on the edges of the leaf uppersurface than on the 

centre (Table 5.14), but that, by the end of the experiment, an-

thocorids offered 'clump' eggs search for more time on the centre 

than the edge, while those offered 'edge' eggs spent a greater 

proportion of time searching the leaf edges. This tendency (sugg-

ests that the anthocorids, by selecting the most rewarding parts 

of the plant environment, can maximize the profitability of their 

searching time; this is the strategy suggested by Royama (1970) 

for great tits (Section 1.3.5). 

In view of the classification of preference put forward 

in the discussion section of Chapter 3, there are three types of 
preference which may be acting here: 

1. 'automatic' preference due to a difference in en-

counter rates caused by a difference in search 

efficiency for the eggs of the two arrangements. 

2. 'automatic' preference due to a difference in en-

counter rates caused by habitat selection. 

'deliberate' preference for prey of one arrangement 

by the deliberate selection or rejection of one 

type when encountered. 

The first possibility will occur, since the search efficiencies for 

the two arrangements differ. On this basis, there is an 'automatic' 

preference for 'edge' eggs. The observed predation after twenty 

hours (Fig. 5.7), however, shows a preference for 'clump' eggs - 
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i.e. some other behaviour is masking the effect of the 'automatic' 
preference based on search efficiencies. 

The second possibility is an additional 'automatic' pre-

ference due to habitat selection. As described above, the antho-

corids, by the end of the experiment, can select the most reward-

ing area of the plant. This, coupled with the selection of either 

'edge' or 'clump' eggs found in Section 5.4, suggests an 'automatic' 

preference for either egg arrangement can occur by this mechanism. 

The third possibility is that a 'deliberate' preference 

occurs. If the ratio at which the eggs of each arrangement are 

attacked is not equal to the ratio at which they are encountered, 

'deliberate' preference can be considered to occur. From the con-

tinuous observations of Section 5.6, it was noted (Section 5.6.3) 

that there are considerably more encounters with eggs than feeds. 

This was not due to the initial time lag necessary to recognise the 

prey (Anderson, 1961), since in many cases the anthocorids had al-

ready fed. The large number of encounters may be due to the antho-

corid walking over the plant in a temporarily satiated state. The 

stimulus of encountering eggs would reinitiate feeding, if above 

some threshold. The stimulus provided by a clump of eggs would be 

greater than that provided by an isolated egg, and this would re-

sult in the anthocorids selecting 'clump' eggs in a greater pro--

portion than would be expected on the basis of the number of en-

counters with eggs of each arrangement. Thus, anthocorids could 

show 'deliberate' preference by selecting 'clump' eggs. 

If such behaviour occurs, there should be some evidence 

for it from the encounters and feeds recorded by continuous obser-

vation in Section 5.6. Thus, during the second hour the ratio of 

the number of encounters with 'clump' eggs to the number with 

'edge' eggs is 2.55, and the number of attacks on 'clump' eggs to 

the number on 'edge' eggs is 1.5; the corresponding values for the 

last hour are 2.65 and 7.0. Hence, bearing in mind that the num-

ber of encounters with clumps rather than with 'clump' eggs would 

be smaller, these results provide some support, at least from the 

last hour, for this explanation of 'deliberate' preference. 

Therefore, all three possibilities are occurring in this 

situation; there is 'automatic' preference for 'edge' prey due to 

the difference in search efficiencies, 'automatic' preference for 
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eggs of the more rewarding arrangement due to habitat selection, 

and 'deliberate' preference for 'clump' eggs, perhaps due to the 

greater stimulus offered to a partially satiated anthocorid by a 

'clump' of eggs. 

The fact that the anthocorids can select the most re-

warding part of the leaf suggests that switching may occur. How-

ever, examination of the figures for predation using both arrange-

ments (Figs. 5.5 - 5.7) shows that at all ratios there is positive 
preference for 'clump' eggs. Therefore, a more extreme ratio than 

10 'clump' to 64 'edge' would be necessary to demonstrate prefer-

ence for 'edge' eggs. 
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CHAPTER 6 

COMPUTER SIMULATIONS OF PREDATOR SEARCHING BEHAVIOUR 

6.1 	INTRODUCTION 

The use of simulation models in studying predator-prey 

interactions goes back to Holling's 'disc experiment' (Holling, 

1959b), in which a blindfolded human 'predator' searched, by 

tapping with a finger, for sandpaper discs pinned to a table 

(Section 1.2.2). Any.strategy of search used (e.g. random, system-

atic etc.) is not mentioned, but it is implied by Holling's deri-

vation of the Disc Equation that random search was used. The 

approach used in this work is basically similar, but, due to the 

use of computers, more sophisticated and rigidly controlled models 

can be developed, while results are more easily and rapidly ob-

tained. 

Murdie (1971) described a simple computer simulation 

model in which the prey were arranged in 150 quadrats (or units), 

each a matrix of 10 x 10. The inter-quadrat distribution of prey 

was determined using either the Poisson or the negative binomial 

distributions. (The expected frequencies were rounded off and, 

if necessary, extra quadrats were added to the densest figure to 

make up the number of quadrats to 150; cf. subroutine AGGPUT 

described below). Within each quadrat, the prey were distributed 

at random, or in adjacent squares tb form a clump. The predator 

(described as a "bumbling idiot") starts at a random location in 

a quadrat selected at random, and has a random choice of moving 

into one of the eight adjacent squares, or remaining where it is 

( cf. subroutine DIR described below, in which the latter option 

is not available). Any prey encountered are eaten, and if no 

prey are found for twenty time units the predator is considered 
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to have starved to death. Two hundred predators are used in turn. 

Murdie found that this random walk was inefficient, and that the 

predator tended to get "boxed in" along the edges and in the corn-

ers of quadrats. He also found that more of the prey distributed 

at random were eaten; this is caused by the starvation of most 

predators looking for a single clump of prey. The extra twenty 

time units available for searching after a prey is found led to a 

density dependant effect, and the resultant figures of the number 

of prey eaten in response to prey density were initially expo-

nential in shape, followed by a linear phase ( cf. Section 6.6). 

The computer simulation programme developed in this work 

is not dissimilar to that of Murdie (1971). This programme, how-

ever, only uses a single large two dimensional matrix for the 

arena, and is more sophisticated in that several methods of distri-

buting the prey can be used, a range of search strategies are avai-

lable for the predator, two prey types can be used, and both agg-

regative and functional response data can be generated. 

The programme is described in the next section, whilst a 

listing can be found in Appendix Section A2.1. This chapter is 

subdivided to consider the following aspects using simulations: 

Section 6.3 
Section 6.4 

Section 6.5 

Section 6.6 

Section 6.7 

Section 6.8 

the optimization of the aggregative walk, 

the functional responses obtained using the various 

search strategies and prey distribution methods, 

the production of sigmoid and dome shaped functional 

responses by varying the searching parameters, 

the aggregative responses for the various search 

strategies and prey distribution methods, 

the effects of using different giving up times upon 

the aggregative response, 

the effects of alternative prey upon the aggregative 

response. 
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6.2 	DESCRIPTION OF THE COMPUTER SIMULATION PROGRAMME 

The computer simulation programme developed in this 

work involves the search by a hypothetical predator in a two 

dimensional arena. This arena is simulated by a large two dimen-

sional matrix; for the bulk of this work, dimensions of 50 x 50 

were used. The presence of prey at a given location (i.e. pair 

of co-ordinates) within the arena is indicated by:a positive 

value, and absence by a zero value. In order to reduce the com-

puter core space used by the arena, the value of each location 

is used to indicate the numbers of both prey types (A & B) pre-

sent. Thus, the number of prey type B present at a location is 

indicated by: 

Number of type B = integer(n/100), 

where n is the value of that location. The number of type A is 

then given by: 

Number of type A = n - number of type B x 100. 

As an empty location is searched, its value is set to minus one; 

if this location is re-encountered, it will be recognised as one 

previously searched, and so an estimate of the time wasted can 

be obtained. Four subroutines are available for different methods 

of prey distribution, and six search strategies are available in 

three subroutines. The encounter success rate and the handling 

time per prey may differ for the two prey types. The handling 

time can be defined as a function of the initial prey density or 

of the instantaneous number of prey eaten, whilst the encounter 

success rate may, depending upon the search strategy used, be 

similarly defined, or take different values for different search-

ing behaviours. Either a fixed time limit can be used to generate 

functional response data, or a giving up time is used to obtain 

aggregative response data. 

In the main programme (SIM) the parameters are read in; 

separate subroutines are used to distribute the prey and mimic 

the predators' activities. The results are printed out from the 

main programme. 
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There are four methods of distributing the prey, the 

method used being defined by a control option (ID). The strate- 

gies,subroutines and control option values are: 

ID = 1: regular, subroutine REGPUT, 

ID = 2: random, subroutine RANPUT, 

ID = 3: using the negative binomial distribution, subroutine AGGPUT, 

ID = 4: randomly distributed clumps, subroutine CLUPUT. 

These distributions will'be referred to as regular,: random, aggre- 

gated and clumped resectively. In order to determine the prey 

type distributed, one of the subroutine arguments defines the 

value added to the relevant location of the arena ( i.e. 1 or 100). 

Subroutine REGPUT is used to arrange prey regularly. To 

obtain an even distribution, a perfect square is used for the prey 

density (if the input density is not a perfect square, it is round-

ed down to the nearest perfect square). This imposes an upper 

limit for the density of one prey in each location, before more 

than one prey are placed at some locations. 

Subroutine RANPUT arranges prey at random by selecting 

random co-ordinates of the arena. There is no limit to the density 

which may be distibuted using this subroutine. 

Subroutine AGGPUT arranges prey using the negative binom-

ial distribution, and is an improved version of programme PUT 

(Appendix Section A1.4) used to distribute prey for the work with 

square perspex arenas of Chapter 4. As for programme PUT, the 

arena is divided into a number of square units (625 for all sim-

ulations in this work). From the input values for the prey density 

and K of the negative binomial distribution, the expected frequen-

cies of the densities of prey per unit are calculated. These are 

rounded off (varying the rounding off factor if necessary) to give 

the correct number of units (i.e. 625). Due to the finite number 
of units available, the resultant values for the prey density and 

K often differ markedly from the input values (as noted in Chapter 

4). In this subroutine, an additional loop has been added to re-

calculate the frequencies using altered parameters if these diff-

erences are greater than 10%. The units are distributed at random 

within the arena, and the prey at random within each unit. 
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Subroutine CLUPUT distributes clumps of eight prey 

(arranged 2 x 2 with two prey in each position) in a random manner 

similar to that used in subroutine RANPUT. There is no limit to 

the density which can be arranged by this method, although it 

should be borne in mind that, at very high densities, the distri-

bution will approach randomness. This is particularly apparent 

when the aggregative responses (Section 6.6) are considered. In 

Sections 6.3 & 6.4 an earlier version of this programme was used 

in which clumps of ten prey (arranged 3 x 3 with an extra prey in 

the central position) are distributed regularly in a manner simi-

lar to that used in subroutine REGPUT. Accordingly, for these two 

sections, the number of clumps distributed is a perfect square, 

and the input density value is adjusted if necessary. Since 

Sections 6.3 & 6.4 used an arena of 100 x 100, a density of up to 

6,250 can be arranged before the clumps become adjacent. Clearly, 

as the density increases the distribution will become increasingly 

regular. 

There are five options available for the predator's 

search strategy. One of these, the aggregative walk, also pro-

vides an extra, sixth option. The strategies of random search, 

random walk, and forward directed random walk are found in sub-

routine EAT123, the aggregative walk is subroutine AGGEATF  and 

subroutine CLUEAT contains the strategy of systematic local search 

in response to finding a prey. The strategy used is selected by 

an input control option (IS). 

Subroutine EAT123 contains the first three search strat-

egies. For the first option,(IS = 1) totally random search, loca-

tions are selected at random within the arena. The second option 

is a random walk: having searched one location, the predator moves 

at random into one of the eight adjacent locations, using subrou-

tine DIR. The third option (IS = 3) is a forward directed or on-

going walk such as that described by Smith (1974) for birds search-

ing on a lawn. After searching each location, the predator moves 

using subroutine FDIR which selects, at random, one of the five 

adjacent squares which do not cause the predator to turn more than 

a right angle relative to its last direction of movement. Each 

location is searched in a similar manner for all the strategies. 

If the numerical value of the new location is minus one, this means 
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that it has been previously searched and one is added to the sum 

of the time wasted. If the value of the location is zero, no 

prey are present and the value of the location is set to minus 

one. If the location has a positive value, this means that at 

least one prey is present, and subroutine ENC is called. This 

subroutine, described below, determines the number of prey found, 

and adjusts the value of the location accordingly, The handling 

times for any prey eaten are added to the time spent and, if no 

prey remain, the location is set to minus one. When all the avai-

lable time is used up, or the giving up time passes without any 

prey being found, the replicate terminates. 

Subroutine AGGEAT is intended to mimic the aggregative 

behaviour shown by some predators (Banks, 1957; Murdie & Hassell, 

1973; Thomas,1975) in which, after finding a food item, the pre-

dator's search path becomes more tortuous (i.e. reduced step length 

and increased angle of turn) for a brief period. Thus, the normal 

search pattern consists of an input number of steps (LLS) in one 

direction using subroutine SDIR, followed by a turn using FDIR, 

and a further LLS steps in the new direction etc. If a prey is 

found, the search path changes to the random walk described under 

subroutine EAT123 using subroutine DIR. This behaviour persists 

for H time units (5 for all this work) after the last prey is 

found, whereupon the searching behaviour reverts to the normal 

phase ( cf. Murdie & Hassell(1973) and Murdoch & Oaten (1975) as 

described in Section 1.4.3). This search strategy will be referred 

to as an aggregative walk. By setting the parameter H to zero, an 

on-going random walk of step length LLS is obtained. Locations 
are searched in the same manner as described for subroutine EAT123. 

In this and the next strategy (CLUEAT), the encounter success rate 

is defined separately for each searching phase. 

Subroutine CLUEAT  is an attempt to maximize.  predator 

search efficiency for feeding upon clumped prey. The normal 

searching behaviour is the forward directed random walk. When a 

prey is found, an area of 3 x 3 centred upon the prey is system-
atically searched at an expense of TC time units. For Sections 

6.3 & 6.4 the area searched is 5 x 5. After searching this area, 

the predator takes a step of length LB (input) and reverts to the 

forward directed random walk. Again, locations are searched as 
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described for subroutine EAT123. The encounter success rates 

are separately defined for each searching phase. 

Thus, three subroutines are available for taking steps 

within the arena. Subroutine DIR takes a step of length L (one 

for all of this work) in a random direction (i.e. into one of the 

eight adjacent squares). If such a step causes the predator to 

move beyond the boundary of the arena, further random directions 

are selected until the predator remains within the arena. 

Subroutine FDIR takes a step of length L in one of the eight dir-

ections used in subroutine DIR, such that the angle of turn rela-

tive to the last direction of movement is not greater than a right 

angle. In the result of such a step moving the predator beyond 

the edge of the arena, the value defining the last direction of 

movement (LDIR) is adjusted to reverse the last direction, and sub-

routine DIR is called. Subroutine SDIR takes a step of length L 

(one for all of this work) in the same direction as the last 

movement. In the event of such a step causing the predator to 

move beyond the edge of the arena, subroutine FDIR is called. 

Subroutine ENC performs the operations common to all the 

search strategies when a location is searched. Firstly, the num-

ber of prey of each type present is determined; then, for each 

prey, a random number (between zero and one) is generated and, if 

this number is less than the input encounter success rate, the 

prey is considered to have been found. The number of prey found 

of each type is summed, and subtracted from the number present. 

If a map is to be printed, the locations of feeds and unsuccessful 

encounters are stored. 

Subroutine FIX is used to fix the value of one of the 

searching parameters (encounter success rate or handling time for 

either prey) as a function of the input argument (X). This can be 

either the prey density or the number of prey eaten and, depending 

upon control options for each parameter, one of several models can 

be used. These models are outlined in the comment cards of the 

listing (Appendix Section A2.1) and include constant, linear, 

curvilinear, logarithmic, and switching relationships. 

The remaining subprogrammes (SUMS,:4AP,IRAND) are to be 

found in the listing (Appendix Section A2.1). 
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The control option for the search strategy used (IS) 

suggests the following nomenclature for the searching strategies: 

1 random search 

2 random walk 

3 forward directed or on-going random walk 

4a forward directed random walk of step length three 

4b forward directed random walk of step length ten 

4c aggregative walk with a step length of three in the normal 

searching mode 

4d aggregative walk with a step length of ten in the normal 

searching mode 

5 systematic local search in response to finding a prey, 

followed by the forward directed random walk. 

On occasions in the following work, search strategies will be 

referred to by their control option reference number. For example 

(IS = 2) may be used to refer to the search strategy of the ran-

dom walk. 
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6.3 	OPTIMIZATION OF THE AGGREGATIVE WALK 

Subroutine AGGEAT, described above, involves a normal 

search path of steps of length LLS alternating with turns using 

subroutine FDIR. When a prey is encountered, five time units are 

spent searching with a step length of one using subroutine DIR. 

In this section the step length of the normal searching phase 

(i.e. LLS) is varied to find the most suitable length for various 

arrangements of prey. The total time available is 1,000 time 

units, the handling time for each prey is 50 time units, and all 

encounters with prey are successful. Eight arrangenents of prey 

are used to examine this response: a low density (of about 40) and 

a high density (of about 490) of prey arranged at random, using 

the negative binomial distribution with values for K of 1.0 and 

0.05, and in clumps. 

In this section and in the next on functional responses, 

a version of the simulation programme earlier than that described 

in the last section was used. This version, as mentioned, differs 

in the following particulars: 

1. a larger arena of 100 x 100 is used, 

2. subroutine CLUPUT distributes regularly arranged 

clumps of ten prey, 

3. subroutine CLUEAT involves the systematic search of 

an area of 5 x 5 when a prey is found, rather than 
one of 3 x 3. 

The predation results are given in Appendix Section A2.2 

(Appendix Table A2.1) and the resultant figures given here are 

Figs. 6.1 & 6.2. 

It can be seen from these results that, although a clear 

response is not obtained in some cases (e.g. low density aggregated 

prey), there is a tendency for the highest predation to occur when 

using a step length (LLS) of ten. An alternative peak at LLS = 3 
is present for the high density aggregated and clumped prey. 

Accordingly, in the following sections, the two values 

of LLS (3 and 10) will be used and the results from each will be 

compared. 
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FIGURE 6.1 	Optimization of subroutine AGGEAT: varying the step 

length of the normal searching phase (LLS), to find 

the optimum in terms of the number of prey eaten (Ne). Results 

from 20 replicates using: 

(A) - 40 prey arranged at random, 

(B) - 490 prey arranged at random, 

(C) - 39 prey arranged using the negative binomial distribution 
with an actual value for K of 1.5, 

(p) - 487 prey arranged using the negative binomial distribution 
with an actual value for K of 1.1. 

Data from Appendix Table A2.1; the means only of Ne are used for 

clarity; the lines are fitted by eye. 
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FIGURE 6.2 	Optimization of subroutine AGGEAT: varying the step 

length of the normal searching phase (LLS), to find 

the optimum in terms of the number of prey eaten (Ne). Results 

from 20 replicates using: 

(A) - 44 prey arranged using the negative binomial distribution 
with an actual value for K of 0.054, 

(B) - L63 prey arranged using the negative binomial distribution 

with an actual value for K of 0.053, 

(C) - 40 prey arranged in regularly distributed clumps of ten,- 

(D) - 490 prey arranged in regularly distributed clumps of ten. 

Data from Appendix Table A2.1; the means only of Ne are used for 

clarity; the lines are fitted by eye. 
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SEARCH STRATEGIES AND PREY DISTRIBUTIONS 

6.4.1 
	

Simulations and Analysis  

In this section the functional responses for each pre-

dator search strategy and each prey distribution will be generated 

and compared. As in the last section, the total time available 

is 1,000 time units, the handling time for each prey is 50 time 

units, the encounter success rate is 1.0, an arena of 100 x 100 

is used, and subroutines CLUPUT and CLUEAT differ from those de-

scribed in Section 6.2 (see Section 6.3). 

Eight prey densities of up to 1,024 were used for each 

response, and thirty replicates were run for each. The predation 

results are given in Appendix Table A2.2. 

The Random Predator Equation was fitted to each function-

al response using a modified version of the least squares best fit 

approach described in Section 2.2, in which the handling time is 

preset at the correct value of 50 time units. The resultant 

values of the search efficiency (a) and the mean square residual 

variance (R2) of the fitted response are given in Table 6.1. 
However, it has been pointed out (Section 2.3) that the In S x 

figures (logarithm of the proportion of prey surviving x the 

number of prey eaten) should be examined when fitting the Random 

Predator Equation ; accordingly, all these functional responses 

were examined in this way. Most showed normal straight line re-

gressions well described by the abstracted search efficiency (e.g. 

Fig. 6.3 shows the respones obtained for four combinations of 

search strategy and prey distribution). Some, however, showed 

apparently non linear results and so, a further 30 replicates were 

run for these, and the results from all 60 were examined. 

This showed (Appendix Table A2.2; Table 6.1)that some of 

these were, in fact, linear, but left four which clearly were not. 

Taking a further 30 replicates of these four, the results from 90 

replicates were examined. The most markedly divergent of these 

resulted from the use of the forward directed random walk of step 

length ten (IS = 4b) to search for regularly arranged prey (Fig. 

6.4). In particular, the In S value at the prey density of 16 is 
very low i.e. predation is very high. The explanation for this is 
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due to the fact that the prey are regularly arranged 20 units 

apart. This means that, once the predator has found one prey, its 

chances of finding another are greatly increased. This is demon-

strated in Fig. 6.5. It follows that, if the prey are arranged 

ten units apart (i.e. at a density of 81), this effect will also 

be present. Accordingly, 90 replicates at a prey density of 81 

were generated, and these were found to also show this phenomenon 

(Fig. 6.4). It also follows that, using the same search strategy, 

but with a step length of three, prey at three unit intervals 

(i.e. at a prey density of 1,024) and at six unit intervals (i.e. 

at a prey density of 256) will also show this effect. This is, in 

fact, the case, and provides the second non linear response (Fig. 

6.6). The third case results from using the same strategy (LLS = 

10; IS = 4b) to search for clumped prey (Fig. 6.7);  at a density 

of 160 (i.e. with the clump centres 20 units apart) the same pheno-

menon can be observed. 

The fourth non linear result was obtained using the 

aggregative walk (LLS = 10; IS = 4d) to search, once again, for 

regularly arranged prey (Fig.6.8). It can be seen that the Ne 

axis intercept (i.e. the maximum consumption rate = T/Th) is less 

than 20 (the expected rate: T/Th = 1000/50 = 20). Abstracting 

both the search efficiency (a) and the handling time (Th) using 

the least squares best fit technique, a handling time of 54.7 time 
units is obtained (Table 6.1). This suggests the explanation that, 

since the prey are widely spaced, each time a prey is found, five 

time units are wasted in the short step length mode, resulting in 

an effective handling time of 55 time units. If this is the case, 
then at high densities, where the prey are within five units of 

each other (i.e. at the densities of 529 and 1,024), the effective 

handling time will be reduced; this seems to be the case (Fig. 6.8), 
and a curved line, fitted by eye, shows that the data is reasonably 

described on this basis. 



FIGURE 6.3 	Functional response results: examples of the In S x 

Ne figures (logarithm of the proportion of prey 

surviving plotted against the number eaten). The 

figures show the results from using: 

(A) - random search (IS = 1), 

(B) - random walk (IS = 2), 

(C) - forward directed random walk (IS = 3), 
(D) - systematic local search in response to finding 

a prey (IS = 5), 

to search for prey arranged at random. 

Data from Appendix Table A2.2; 

30 replicates run for each prey density; 

the means only of Ne and In S are used for clarity; 

the mean of In S is used, as opposed to the In of 

mean S; 

the fitted lines use the search efficiency of the 

Random Predator Equation obtained by the least 

squares best fit to the functional reponse with the 

handling time held constant at the correct value of 

50 time units (see Table 6.1). 
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FIGURE 6.4 Functional response results: the In S x Ne plots 

for the functional response using the forward di-

rected random walk of step length ten to search for 

regularly arranged prey; the markedly non linear 

nature of the relationship can be seen. The fig-

ures are: 

(A) - the first 30 replicates, 

(B) - the second 30 replicates, 

(C) - the third 30 replicates, 

(p) - the mean results of all 90 replicates. 

In Figs. B, C, & D the extra point for N = 81 has 

been added - see text; 

data from Appendix Table A2.2; 

the means only of In S and Ne are used for clarity; 

the mean of In S rather than the In of mean S is 

used; 

the fitted line of Fig. A uses the search efficiency 

of the Random Predator Equation obtained by the 

least squares best fit to the functional response 

with the handling time at the correct time of 50 

time units (see Table 6.1); 

the best fit value of the search efficiency for all 

90 replicates and the point for N = 81 is 1.735 

locations searched per time unit. 
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FIGURE 6.5 	Diagram to show how prey (symbol • ) arranged reg- 

ularly at 20 unit intervals are heavily predated 

using the forward directed random walk of step length ten (IS = 

4b). Thus, once a prey is encountered, for example, at position 

A, there are two types of move (single arrow) possible: 

1) vertically or horizontally to, for example position B; any 

move from here (double arrow) leads to a 1 in 5 chance of 

finding a second prey at the end of the second step, 

2) diagonally to, for example, position C; any move from here 

(treble arrow) results in a 3 in 5 chance of finding a prey 

at the end of the second step. 

If both of these movements are made with equal frequency, then the 

Probability of finding another prey in two steps (i.e. 20 time 

units) is 0.5. On the basis of random search, the probability 

would be (20 x 16)/10000 = 0.032. Hence, it can be seen why this 

search strategy is so efficient. 



FIGURE 6.6 Functional response results: the In S x Ne plots 

for the functional response using the forward di-

rected random walk of step length three (IS = 4a) 

to search for regularly arranged prey. The non 

linear nature of the relationship can be seen. 

The figures are: 

(A) - the first 30 replicates, 

(B) - the second 30 replicates, 
(C) - the third 30 replicates, 

(D) - the mean results for all 90 replicates. 

Data from Appendix Table A2.2; 

the means only of In S and Ne are used for clarity; 

the fitted line of Fig. A uses the search efficiency 

(a = 1.093 locations/time unit) obtained by the 

least squares best fit to the functional response 

with the handling time at the correct value of 50 

time units; 

the best fit value of the search efficiency for all 

90 replicates is 1.075 locations/time unit. 
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FIGURE 6.7 Functional response results: the In S x Ne plots for 

the functional response using the forward directed 

random walk of step length ten (IS = kb) to search 

for regularly arranged clumps of ten prey. The non 

linear nature of the relationship can be seen. The 

figures are: 

(A) - the first 30 replicates, 

(B) - the second 30 replicates, 

(C) - the third 30 replicates, 

(D) - the mean results from all 90 replicates. 

Data from Appendix Table A2.2; 

the means only of In S and Ne are used for clarity; 

the mean of in S is used; 

the fitted line of Fig. A uses the search efficiency 

(a = 1.037 locations/time unit) obtained by the 

least squares best'fit to the functional response 

with the handling time at the correct value of 50 

time units. 
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FIGURE 6.8 	Functional response results: the in S x Ne plots for 

the functional response using the aggregative walk 

with a step length of ten for the normal phase (IS 

= 4d) to search for regularly arranged prey. It 

can be seen that the intercept on the Ne axis differs 

from the correct value (T/Th = 20). The figures are: 

(A) - first 30 replicates, 

(B) -- second 30 replicates, 

(C) - third 30 replicates, 

(D) - the mean results from all 90 replicates. 

Data from Appendix Table A2.2; 

the means only of In S and Ne are used for clarity; 

the mean of In S is used; 

the fitted line -of Fig. A uses the search efficiency 

(a = 0.480 locations/time unit) obtained by the 

least squares best fit to the functional response 

with the handling time at the correct value of 50 

time units; 

the straight line of Fig. D uses the parameters of 

the Random Predator Equation obtained by the least 

squares best fit to the functional response for both 

parameters (a = 1.345 locations/time unit; Th = 
54.73 time units); 
the curved line of Fig. D is fitted by eye to show 

that the true intercept on the Ne axis (T/Th) is 

still 20. 
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PREY : REGULAR RANDOM 	K = 0.05 CLUMPS MEAN 

a 
IS a R2 a R2 a R2 a R2 

1 0.934 0.03 0.948 0.10 0.954 0.05 0.946 0.12 0.946 

2 0.471 0.12 0.447 0.09 0.406 0.07 0.449 0.40 *1 0.443 

3 0.748 0.02 0.720 0.10 0.668 0.12 0.767 0.81 0.726 

4a 1.093 1.39 *3 0.906 0.03 0.778 0.22 *1 0.856 0.03 0.847 *5 

4b 1.496 0.73 *3 0.954 0.03 1.032 1.30 *2 1.037 1.39 *3 0.993 *5 

4c 0.757 0.06 0.874 0.13 0.950 0.11 1.190 0.55 0.943 

4d 0.480 1.54 *4 0.880 0.07 1.128 0.09 1.134 0.52 1.047 *5 
5 0.699 0.09 0.885 0.34 1.231 0.36 1.784 0.26 1.150 

TABLE 6.1 	Abstracted search efficiency (a) and mean square residual 

variance (R2) of the functional responses of Section 6.4 
for all search strategies and prey arrangements. The search efficien-

cies were obtained by the least squares best fit to the functional re-

sponse with the handling time (Th) held constant at the true value of 

50 time units. The search strategies (IS) are those given at the end 

of Section 6.2. The results from thirty replicates were used unless 

otherwise stated, and these data are given in Appendix Table A2.2. 

The search efficiency (a) is given in units of locations searched per 

unit of time. Since only one parameter is abstracted from each set of 

data, there are insufficient degrees of freedom to permit an analysis 

of variance; hence the mean square residual variance is examined. 

Notes:  

*1 	60 replicates used 

*2 90 replicates used 

*3 non linear relationship 

*4 abstracting both a and Th by the least squares best fit to the 

functional response gives parameters of a = 1.345 locations/time 
unit and Th = 54.73 time units, which leads to a mean value for 

a of 1.222 locations/time unit 

*5 not including values of a from non linear relationships 
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6.4.2 	Discussion  

The search efficiencies for each of the functional re-

sponses are given in Table 6.1. In the following discussion 

these estimated search efficiencies will be given as locations 

of the arena searched per unit of time. Examining these, a number 

of points can be made: 

1 	Completely random search (IS = 1) results in a consist- 

ent search efficiency of 0.946, which is close to the 

true value of 1.0. This search efficiency is unaffected by the 

prey distribution. 

2 	Random walk (IS = 2) results in a low average search 

efficiency of 0.443. Again this is unaffected by the 

prey distribution. This strategy, similar to that used by Murdie 

(1971), is, by a large margin, the least efficient of the search 

strategies. 

3 
	

The forward directed random walk (IS = 3) leads to an 

average search efficiency of 0.726, independant of the 
prey distribution. This mean search efficiency, although greater 

than that resulting from the random walk, is still less efficient 

than the random search strategy. 

The two forward directed random walks with long step 

lengths (4a & 4b) both gave artificially high values 

for the search efficiency for regular prey (as described in 

Section 6.4.1). Taking the mean search efficiency for the remain-

ing three prey arrangements gives a value of 0.847 using the step 

length of three (IS = 4a), and 0.993 using the step length of ten 
(IS = 4b). Thus, it can be seen that the step length of ten is 

more efficient here, due to the relatively large component of 

systematic search. Neither strategy is significantly affected by 

the prey distribution. 

5 
	

Comparing the two aggregative walks (IS = 4c, 4d), it 

can be seen that the search efficiency increases as the prey agg-

regation increases. The strategy using the step length of ten 

(IS = 4d) gives an unsuitably low value for the search efficiency 
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when the prey are arranged regularly (see Section 6.4.1), and so, 

the efficiencies of these two search strategies are not directly 

comparable for this prey arrangement. The results when searching 

for prey arranged at random show nearly equal search efficiencies 

(a = 0.874 for 4c, a = 0.880 for 4d). When searching for the 
aggregated prey, the strategy using the step length of ten clearly 

shows a greater search efficiency (a = 0.950 for 4c, a = 1.128 for 

4d), while, when searching for clumped prey, the strategy using a 

step length of three has a slight (perhaps insignificant) advant-

age (a = 1.196 for 4c, a = 1.134 for 4d). These results are in 

accordance with those from Section 6.3. 

6 	The strategy of systematic local search in response to 

finding a prey (IS = 5) also leads to increasing search 

efficiency as the prey aggregation increases. It can be seen that, 

for the aggregated and clumped distributions of prey, this is the 

most efficient of the strategies (a = 1.231 for aggregated prey, 

a = 1.784 for clumped prey), whilst comparing the mean search 

efficiencies shows that, overall, it is the most efficient search 

strategy (mean a = 1.150). 

In conclusion, it has been found tha regularly arranged 

prey tend to produce anomalies, and, therefore, will not be used 

in subsequent simulations. Regularly arranged clumps may also 

produce such anomalies and results should be examined for this; 

the random distribution of clumps would be a better approach, and 

this is used for the remainder of this work. Of all the strategies 

considered, only the forward directed random walk with the step 

length of ten (IS = 4b), the aggregative walk with the normal step 

length of ten (IS = 4d), and the systematic local search in re-

sponse to finding a prey (IS = 5) are more efficient than totally 

random search. In the following sections particular attention 

will be paid to these three strategies. 
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6.5 	SIGMOID AND DOME SHAPED FUNCTIONAL RESPONSES 

In Chapters 2 and 3 a number of models of sigmoid and 

dome shaped functional responses were discussed; in this section 

these and other possibilities will be examined by means of simu-

lations. Subroutine FIX is used to define the handling time or 

encounter success rate (s) as functions of either the initial prey 

density or the number of prey eaten. Varying the encounter 

success rate provides a not unrealistic method of varying the 

search efficiency. Obviously, however, even the maximum encounter 

success rate will not increase the search efficiency beyond the 

limits imposed by the search strategy. 

Various models of the parameters were considered and 

these are tabulated in Table 6.2. Fach model has been given a 

reference number (S1 - 12, Dl - 7, as shown in Table 6.2), and 

they are considered in turn below: 

Sl: in this model the mean encounter success rate 

(E) is a linear increasing function of the prey density. Since 

the encounter success rate can not exceed 1.0, this means that 

it rises linearly to 1.0, and then remains at 1.0 with increasing 

prey density. This results in a sigmoid functional response (Fig. 

6.9A), and a In S x Ne figure showing the V shape characteristic 

of the sigmoid response (Fig. 6.9B). The figure of the calculated 

mean search efficiency plotted against the number of prey eaten 

(Fig. 6.9C) shows a relationship similar to the type II functional 

response but differing in that there is a positive intercept on 

the search efficiency axis. 

Model S2: this model differs from S1 in that the in-

stantaneous encounter success rate (s) is a linear function of 

the number of prey eaten. The results (Fig. 6.10) are, however, 

similar to those obtained using the model Sl. 

Model S3: the mean encounter success rate (g) is a 

curvilinear function of the prey density, rising to a maximum 

value in a manner similar to the type II response. The model 

used is analogous to the Rolling Disc Equation (Section 1.2.2). 

Again, the results (Fig. 6.11) are similar to those obtained 

using the model Sl. 



REF J MODEL 
FIGURE OF 

THE MODEL RESULT 
PARAMETERS USED 

a 	b 	c 
FIG 

S1 2 g'=aN+ b Sigmoid 0.02 0.2 - 6.9 
_...ci 

S2 2 s = a Ne + b 6 Sigmoid 0.2 0.2 - 6.10 

S3 5 g=abN/(1 + a c N) 
1.- /,.......  

Sigmoid 0.05 1.0 1.0 6.11 

S4 5 s = a b Ne/(1 + a c Ne) Unusable - - - - 

S5 3 E = a In N + b 

---Y 

Sigmoid 0.3 - 0.4 - 6.12 
S6 3 s = a In Ne + b 

b 
Unusable - - - — 

V 6 Th = exp(a In N + b) + c Unusable - - - -  

S8 6 Th = exp(a In Ne + b) + c 
\.\\,,,__ 

Type II 	' - - - - 

S9 4 E = a; IF N> c, s = b b Discontinuous - -.  - 6.13 
S10 4 s = a; 	IF Ne> c, 	s = b 

s 
Approx. type II - - - - 

c 
Sll 4 Th.= a; 	IF N> c, 	s = b a Discontinuous - - - 6.13 -- 

S12 4 Th = a; 	IF Ne> c, s = b 
b  

Sigmoid if a <0 - 40. 60.0 4.0 6.14 



I 

D1A 2 g = a N +b h■ Dome shaped - 0.0002 1.0 	- 6.15 

(0:. 
D1B 2 E = a N + b Dome shaped - 0.0004 2.0 	- 6.15 

D2 3 g = a In N + b Dome shaped - 0.11 1.0 	- 6.16 

D3 6 E = exp(a In N + b) + c Type II - - 	- - 

TABLE 6.2 	Models used for the sigmoid and dome shaped functional responses. The parameter 

J is that used in subroutine FIX to determinethe model used. The parameters a, b 

and c are those used in the simulations resulting in Figs. 6.9 - 6.16. The fig-

ures of the models show the parameter in question (s, instantaneous encounter 

success rate; E, mean encounter success rate; Th, instantaneous handling time; Th, 

mean handling time) as a function of the number of prey eaten (Ne) or the initial 

prey density (N), as defined by the model. 
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Model S4: the instantaneous encounter success rate (s) 

depends upon the number of prey eaten using the same description 

as for S3. However, since the value of s will remain at zero un-

til the first prey is found, no prey will ever be found and the 

model is unusable. 

Model S5: in this model the value of s is an increasing 

logarithmic function of the prey density. Once again, the results 

(Fig. 6.12) are similar to those for Si. 

Model s6:  is the corresponding version of S5 in which 

s is defined by the number of prey eaten. Since the initial value 

of s can not be evaluated (as it involves taking the logarithm of 

zero)this model is also unusable. 

Model S7:  the mean handling time is defined by the re-

lationship: 

Th = exp(a In N + b), 

where Th is the mean handling time, N is the prey density and a & 

b are constants. The parameter a used is negative (Table 6.2); 

this results in an approximately type II functional response. 

Model S8: is the instantaneous version of S7 (Th as the 
corresponding function of Ne, the number of prey eaten), and as in 

the case of S6, is unusable due to the value of Ne being initially 

zero. 

Model S9: here, g will take one of two values depending 

upon the value of N. Fig. 6.13A shows that the resultant In S x 
Ne relationship can not be V shaped, and will lead to an approxi-

mately type II functional response. 

Model S10: the instantaneous version of S9 (s defined 

by the value of Ne) leads to a smoothed version of the results 

obtained using S9 i.e. an approximately type II functional response 
is obtained. 
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Model S11: involves a choice of two values for the 

handling time, determined by the value of the prey density. 

Figures 6.13B & C show the two possible results. In Fig. 6.13B 

both handling times have positive values, and an approximately 

type II functional response would result. In Fig. 6.13C the ini-

tial handling time has a negative value, and it can be seen that 

the ln S x Ne figure•is approaching the V shape. If, in this 

latter case the change in the handling time were accompanied by 

an increase in search efficiency a V shape would result for the 

in S x Ne figure, as was the case for the two-regression model 

used in Chapter 3. 

Model S12: is the instantaneous version of Sil (Th de-

fined by the value of Ne) and results in a smoothed version of 

the same results (Fig. 6.14); hence, the functional response is 

slightly sigmoid and the ln S x Ne relationship shows a somewhat 

doubtful V shape. 

Thus, the models Si, S2, S3, S5 and S12 all produced 

sigmoid functional responses; the first four by varying the 

encounter success rate and the last by varying the handling time. 

The first four models all resulted in similar figures of the 

calculated search efficiency as a function of the number of prey 

eaten. Therefore, the ALB model used in Chapter 3 is suitable for 
the description of all these cases. Model S12, the only technique 

of varying the handling time which resulted in a sigmoid function-

al response (albeit a somewhat doubtful one), incorporated the 

effects of a negative handling time ( cf. the two-regression 
model used in Chapter 3). Should the change in the handling time 

coincide with an increase in search efficiency, a more clearcut 

V shape of the ln S x Ne relationship would result. 

Three models considered likely to produce dome shaped 

functipnal responses were considered. In view of the conclusions 

of Section 2.4, all of these models describe the mean encounter 

rate as decreasing functions of the prey density. 

Model Dl: the mean encounter success rate (-e-) is de-

creased linearly as a function of the prey density. Two versions 

were examined: in model DIA g decreases continuously, while in 

model D1B it is initially constant, and then decreases more , 
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rapidly than in model D1A. The mean search efficiency (a) was 
calculated, and it can be seen (Fig. 6.15C) that the changes 

closely mirror those of E. When the search efficiency is plotted 

as a function of the number of prey eaten (Fig. 6.15D), figures 

not dissimilar to those suggested in Section 2.4 (Fig. 2.7B & 

2.8B) are obtained. 

Model D2: involves the logarithmic decrease of g as a 

function of prey density. The initially rapid decrease in the 

calculated value of a (Fig.6.16C) appears to have little effect, 
the final reductions at a low search efficiency and high prey 

density causing the slight dome shape. 

Model D3: 5-  is defined by a decreasing function similar 

to the increasing function used for model S7, and this results 

in a type II response. 

Thus, both the linear and logarithmic models of the 

decrease in search efficiency result in dome shaped functional 

responses, confirming that both may be suitable approaches (see 

Section 2.4). 



FIGURE 6.9 Sigmoid functional response results obtained using 

the model S1 (see Table 6.2; the mean encounter 

success rate, g = a N + b; a = 0.02, b = 0.2) to 

search for prey arranged at random. The figures are: 

(A) - the functional response: the number of prey 

eaten (Ne) plotted against the prey density 

(N). This is very close to the type II re-

sponse. 

(B) - the logarithm of the proportion of prey sur-

viving (ln S) plotted against Ne. This shows 

very clearly the V shape characteristic of 

the sigmoid functional response. 

(C) - the calculated mean search efficiency (a) 
(obtained by substituting the predation re-

sults and the known handling time into the 

Random Predator Equation and solving for a) 
plotted against Ne. It can be seen that this 

is a curvilinear relationship, reminiscent of 

the type II functional response, but with an 

intercept on the a axis defined by the para-

meter b of the model Sl. 

Fifty replicates were used for each prey density; 

data from Appendix Table A2.3; 

in Figs. Ai& B the means only of Ne and ln S are 

used for clarity, and these are used to calculate a; 

all the lines are fitted by eye. 
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FIGURE 6.10 Sigmoid functional response results obtained using 

the model S2 (see Table 6.2; the instantaneous 

encounter success rate, s = a Ne + b; a = 0.2, b = 

0.2) to search for random prey. The figures are: 

(A) - the functional response: the number of prey 

eaten (Ne) plotted against the prey density 

(N). This is very close to the type II re-

sponse. 

(B) - the logarithm of the proportion of prey sur-

viving (ln S) plotted against Ne. This shows 

the V shape characteristic of the sigmoid 

functional response very clearly. 

(C) - the calculated mean search efficiency (a) 
(obtained by substituting the predation re-

sults and the known handling time into the 

Random Predator Equation and solving for a) 
plotted against Ne. It can be seen that this 

is a curvilinear relationship, reminiscent 

of the type II functional response, but with 

an intercept on the a axis defined by the 
parameter b of the model S2. 

Fifty replicates were used for each prey density; 

data from Appendix Table A2.3; 

in Figs. A & B the means only are used for Ne and 

ln S for clarity, and these are used to calculate 

all the lines are fitted by eye. 
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FIGURE 6.11 Sigmoid functional response results obtained using 

the model S3 (ee Table 6.2; the mean encounter 

success rate, g= a b N/(1 + a c N); a= 0.05, b= 

1.0, c = 1.0) to search for random prey. 

(A) - the functional response: the number of prey 

eaten (Ne) plotted against the prey density 

(N). This is very close to the type II re-

sponse. 

(B) - the logarithm of the proportion of prey sur-

viving (ln S) plotted against Ne. This clear-

ly shows the V shape characteristic of the 

sigmoid functional response. 

(C) - the calculated mean search efficiency (a) 
(obtained by substituting the predation re-

sults and the known handling time into the 

Random Predator Equation and solving for g) 

plotted against Ne. It can be seen that this 

is a curvilinear relationship similar to the 

type II functional response, and that it 

passes through the origin. 

Fifty replicates were used for each prey density; 

data from Appendix Table A2.3; 

in Figs A & B the means only of in S and Ne are 

used for clarity, and these are used to find a; 

all the lines are fitted by eye. 
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FIGURE 6.12 Sigmoid functional response results obtained using 

the model S5 (see Table 6.2; the mean encounter 

success rate, E = a In N + b; a = 0.3, b = - 0.4) 
to search for prey arranged at random. 

(A) - the functional response: the number of prey 

eaten (Ne) plotted against the prey density 

(N). This is very close to the type II re-

sponse. 

(B) - the logarithm of the proportion of prey sur-

viving (ln s) plotted against Ne. This 

clearly shows the V shape characteristic of 

the sigmoid functional response. 

(C) - the calculated mean search efficiency (g) 

(obtained by substituting the predation re-

sults and the known handling time into the 

Random Predator Equation and solving for g.) 

plotted against Ne. It can be seen that this 

is a curvilinear relationship similar to the 

type II functional response, and that it 

passes through the origin. 

Fifty replicates were used for each prey density; 

data from Appendix Table A2.3; 

in Figs. A & B the means only of In S and Ne are 

used for clarity, and these are used to calculate a; 

all the lines are fitted by eye. 
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FIGURE 6.13 	Hypothetical results for models S9 and Sll. 

(A) - the logarithm of the proportion of prey sur-

viving (ln S) plotted against the number of 

prey eaten (Ne) using hypothetical results 

from model S9. In this model the search 

efficiency (a) is defined by the initial 

prey density. Thus, at low densities the 

search efficiency is al , and at high densities 

it is az. This situation results in the fig-

ure shown, and the V shape characteristic of 

the sigmoid functional response cannot be 

obtained. 

(B) - in S x Ne for model 511. Here, the handling 

time (Th) is defined by the prey density: at 

low densities the handling time is Thi , and 

at high densities it is The. In this figure 

both Th, and Thz  are positive, and the result 

can be seen to preclude the possibility of a 

V shape arising. 

(C) - in S x Ne for model Sll (cf. Fig. B). In this 

figure Thi  takes a negative value, and the 

in S x Ne relationship begins to approach the 

V shape. Note that if models S9 and Sll were 

combined, with suitable parameters, a V shape 

would be obtained. 
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FIGURE 6.14 Sigmoid functional response results obtained using 

the model S12 (see Table 6.2 ; the instantaneous 

value of the handling time Th is - 40 for the first 

four prey, whereupon it changes to 60) to search 

for prey arranged at random. The figures are: 

(A) - the functional response: the number of prey 

eaten (Ne) plotted against the prey density 

(N). This is very close to the type II re-

sponse. 

(B) - the logarithm of the proportion of prey sur-

viving (ln S) plotted against Ne. This 

shows a somewhat doubtful V shape, being 

basically a smoothed version of Fig. 6.13C. 

(C) - the calculated mean handling time (Th) (ob-. 

tained by substituting the predation results 

together with an estimated search efficiency, 

from Fig. B, of 0.3,into the Random Predator 

Equation and solving for Th) plotted against 

Ne. 

Fifty replicates were used for each prey density; 

data from Appendix Table A2.3; 

in Figs. A & B the means only of In S and Ne are 

used for clarity, and these are used to calculate 

Th for Fig. C; 

all the lines are fitted by eye. 
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FIGURE 6.15 Dome shaped functional response results obtained 

using the models D1A (see Table 6.2; the mean 

encounter success rate, g = a N b; a = - 0.0002, 

b = 1.0) and D1B (a = - 0.0004, b = 2.0) to search 

for prey arranged at random. The figures are: 

(A) - the functional response: the number of prey 

eaten (Ne) plotted against the prey density 

(N)._ This shows a clear reduction in the 

numbers of prey eaten at the highest prey 

densities. 

(B) - the logarithm of the proportion of prey sur- 

viving (ln S) plotted against Ne. The turn 

over at high values of Ne characteristic of 

the dome shaped functional response is app-

arent. 

(C) - the calculated mean search efficiency (a) 

(obtained by substituting the predation re-

sults together with the known handling time 

into the Random Predator Equation and solving 

for i) plotted against N. 

(D) - a plotted against Ne. 

The symbols used are o for model D1A, x for model 

D1B and • where both models are superimposed. 

Fifty replicates were used for each prey density; 

data from Appendix Table A2.3; 

in Figs. A & B the means only of In S and Ne are 

used for clarity, and these are used to calculate 

the values of g for Figs. C & D; 

all the lines are fitted by eye. 
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FIGURE 6.16 Dome shaped functional response results obtained 

using the model D2 (see Table 6.2; the mean enc-

ounter success rate, i = a In N + b; a = - 0.11, 
b = 1.0) to search for prey arranged at random. 

The figures are: 

(A) - the functional response: the number of prey 

eaten (Ne) plotted against the prey density 

(N). This shows a slight reduction in the 

numbers of prey eaten at the highest prey 

densities. 

(B) - the logarithm of the proportion of prey sur-

viving (ln S) plotted against Ne. The turn 

over at high values of Ne characteristic of 

the dome shaped functional response is just 

apparent. 

(C) - the calculated mean search efficiency (i) 

(obtained by substituting the predation re-

sults together with the known handling time 

into the Random Predator Equation and solving 

for a) plotted against N. 
(D) - a plotted against Ne. 

Fifty replicates were used for each prey density; 

data from Appendix Table A2.3; 

in Figs. A & B the means only of In S and Ne are 

used for clarity, and these are used to calculate 

the values of a for Figs. C & D; 

all the lines are fitted by eye. 
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6.6 	AGGREGATIVE RESPONSES 

6.6.1 	Simulation and Analysis 

In order to obtain aggregative responses, a 'giving up 

time' was used. This 'giving up time' (Hassell & May, 1974; 
Murdoch& Oaten, 1975) is the time which passes after the last 

prey is found, before the predator gives up and leaves a unit of 

habitat. Effectively this means that once the reward rate falls 

below some threshold value, the predator leaves the area. In 

this section a constant giving up time of 250 time units is used. 

In the next section (6.7), three different values of the giving 

up time will be used, and the results compared. 

In this section all eight search strategies (IS = 1, 2, 3, 4a, 4b, 

4c, 4d, and 5) used for Section 6.4 (on functional responses) will 
be used again. Since the use of regularly arranged prey was found 

to yield unrealistic results (Section6.4), this method was not used 

in this section; instead a distribution using the negative binom-

ial (K = 2.0) was used. It will be seen, however, that this distri-

bution produces results not dissimilar to those obtained using the 

random distribution of prey. The other two prey distribution 

methods (negative binomial, K = 0.05 and clumped) are similar to 

those used in Section 6.4, except that, in using the negative bi-

nomial distribution, arena units of 2 x 2 are used, and for the 

clumped distribution, clumps of eight prey are distributed at ran-

dom (see Section 6.2). 

The results for this section are given in Appendix Table 

A2.4. Four methods of presenting these results have been used: 

1) the logarithm of the number of prey eaten as a fun-

ction of the logarithm of the initial prey density, 

2) the number of prey surviving as a function of the 

initial prey density, 

3) the aggregative respodse (note logarithmic scales): 

the logarithm of the time spent searching as a fun-

ction of the logarithm of the initial prey density, 

4) the overall reward rate (i.e. the quotient of the 

number of prey eaten and the time spent searching - 

Ne/Ts) as a function of the initial prey density. 
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Three examples of the first three methods are given as 

Figs. 6.17 - 19. These are for the search strategies of random 

search (IS = 1), aggregative walk (LLS = 10; IS = 4d), and system-

atic local search in response to a prey (IS = 5); the other search 

strategies produced similar figures and so these are omitted. Due 

to the large scales involved, the figures incorporating the number 

of prey eaten and the time spent searching have been plotted on 

logarithmic scales. The great similarity of the results for the 

prey distributed at random and using the negative binomial (K = 

2.0) has led to one line being used to join these points. 

The figures of the number of prey eaten and the time 

spent searching are similar. The quantitative differences between 

the various prey distributions are more marked in the figure of 

the time spent searching, but there are also qualitative differ-

ences between these two methods of presentation. This latter 

effect is clearly shown in Fig. 6.18 (IS = 4d) and Fig. 6.19 (IS = 

5). Here, at low initial prey densities, more clumped prey are 

eaten than prey of the other distributions, but least time is 

spent searching for them i.e. once a clump is found, more prey 

will be found, but with these distributions there is a greater 

chance of the predator giving up. 

The figures of the number of prey surviving are, at 

least at high initial prey densities, more informative than the 

figures of the number of prey eaten and the time spent searching. 

When the reward rates were considered (Appendix Table A2.4 - part 

9), it was found possible to pool the results from several search 

strategies, as is shown in Fig. 6.20. These figures are perhaps 

the most informative method of presentation used. 

On the basis of these results, a descriptive model of 

the number of prey eaten suggests itself. If the figures for the 

number of prey surviving as a function of initial prey density 

are examined (Figs. 6.17 - 19 B), it• can be seen that the number 

surviving rises to a constant value in a manner similar to the 

type II functional response. Accordingly a model based on a type 

II functional response seems suitable. Thus, an equation of the 

form of the Random Predator Equation, 

Ns = N(1 - exp(- c(t - b Ns))), 	. . . 6.1 
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can be used to describe this situation, where Ns is the number of 

prey surviving, N is the initial prey density and c, t, and b 

are constants analagous to the search efficiency, total time and 

handling time of the Random Predator Equation. Hence, the number 

of prey eaten can be described: 

Ne = N - Ns = N exp(- c(t - b Ns)) 

= N exp(- c(t - b(N - Ne)))• 	. . . 6.2 

where Ne is the number of prey eaten. Alternatively the Disc 

Equation could be the basis of a model: 

Ns = c b t/(1 - c b Ns) 

Ne = N - c b t/(1 - c b(N - Ne)). 

The model based upon the Random Predator Equation (Eqn. 6.1) will 

be used in this work due to the readiness with which the parameters 

can be abstracted using programme BESTFIT (Appendix Section A1.3). 

These three parameters can be interpreted as follows: 

t/b defines the maximum value of Ns (i.e. it is the ratio which 

is important, one of these constants can be arbitrarily defined -

for this work t), while c defines the curvature, or the rate at 

which this maximum is arrived at, and is a measure of the surviv-

ability of the prey or inefficiency of the predator. Therefore, 

at high initial prey densities, the ratio t/b defines the number 

of survivors, while at low initial prey densities this is largely 

defined by the parameter c. 

For each of the aggregative responses, the parameters b 

and c were abstracted using programme BESTFIT (Appendix Section 

A1.3), and these are tabulated in Table 6.3. Using these abstract-

ed parameters, the number of prey surviving is plotted in the fig-

ures (Figs. 6.17 - 19 B), and it can be seen that a good fit is 

obtained, except at low densities of prey arranged using the neg-

ative binomial distribution (K = 0.05) where the parameter c is 

underestimated. This should, therefore, be borne in mind when the 

abstracted parameters are compared. 



FIGURE 6.17 	Aggregative response results obtained using the 

strategy of random search (IS = 1) to search for 

1) prey arranged at random (symbol x ), 

2) prey arranged using the negative binomial 

distribution with K = 2.0 (symbol + ); this 

and the last distribution are pooled and the 

points joined up with a single solid line, 

3) prey arranged using the negative binomial 

distribution with K = 0.05 (symbol o ; dotted 

line), 

4) prey arranged in clumps of eight distributed 

at random (symbol • ; broken line). 

(A) - the number eaten (Ne) plotted against the 

initial prey density (N). Logarithmic scales 

are used for clarity. The points are conn-

ected to show their relationships. 

(B) - the number of prey surviving (Ns) plotted 

against N. Linear scales are used. The 

fitted lines use the parameters given in 

Table 6.3 in Eqn. 6.1. 

(C) - the aggregative response: the time spent 

searching (Ts) plotted against N. As for Fig. 

A, logarithmic scales are used for clarity. 

The points are connected to show their relat-

ionships. 

Fifty replicates were used; the means only are used 

in the figures for clarity; data from Appendix Table 

A2.4- 
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FIGURE 6.18 Aggregative response results obtained using the 

aggregative walk with the normal step length of ten 

(IS = 4d) to search for: 

1) prey arranged at random (symbol x ), 

2) prey arranged using the negative binomial 

distribution with K = 2.0 (symbol + ); this 

and the last distribution are pooled and the 

points joined with a single line, 

3) prey arranged using the negative binomial 

distribution with K = 0.05 (symbol o ; dotted 

line), 

4) prey arranged in clumps of eight distributed 

at random (symbol • ; broken line). 

(A) - the number eaten (Ne) plotted against the 

initial prey density (N). Logarithmic scales 

are used.for clarity. The points are conn-

ected to show their relationships. 

(B) - the number of prey surviving (Ns) plotted 

against N. Linear scales are used. The 

fitted lines use the parameters given in 

Table 6.3 in Eqn. 6.1. 

(C) - the aggregative response: the time spent 

searching (Ts) plotted against N. As for 

Fig. A, logarithmic scales are used for clar-

ity and the points are connected to show their 

relationships. 

Fifty replicates were used; the means only are used 

in the figures for clarity; data from Appendix 

Table A2.4. 



1000 

10 

1 

256 64 16 

16 256 64 

- 213 - 

O 

.0 	
----- — - 

; 
100-  

x 

1024 N 512 256 

1024 N 4 

Is 
10000 

1000 

250-1 

1024 N 

Ne 
100 -  

O 

0.1-1 
4 

300- 

Ns 

200-  



FIGURE 6.19 Aggregative response results obtained using the 

search strategy incorporating systematic local 

search in response to finding a prey (IS = 5) to 

search for: 

1) prey arranged at random (symbol x ), 

2) prey arranged using the negative binomial 

distribution with K = 2.0 (symbol + ); this  

and the last distribution are pooled and the 

points joined with a single, solid line, 

3) prey arranged using the negative binomial 

distribution with K = 0.05 (symbol o ; dotted 

line), 

4) prey arranged in clumps of eight distributed 

at random (symbol • ; broken line). 

(A) - the number eaten (Ne) plotted against the 

initial prey density (N). Logarithmic scales 

are used for clarity. The points are conn-

ected to show their relationships. 

(B) - the number of prey surviving (Ns) plotted 

against N. Linear scales are used. The 

fitted lines use the parameters given in 

Table 6.3 in Eqn. 6.1. 
(C) - the aggregative response: the time spent 

searching (Ts) plotted against N. As for 

Fig. A, logarithmic scales are used for 

clarity and the points are connected to show 

their relationships. 

,Fifty replicates were used; the means only are used 

in the figures for clarity; data from Appendix 

Table A2.4. 
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FIGURE 6.20 	Aggregative response results obtained using all the 

search strategies (IS = 1, 2, 3, 4a, 4b, 4c, 4d, 5 

as outlined at the end of Section 6.2). A measure 

of the overall efficiency (E = Ne/Ts) is plotted 

against the initial prey density (N). The figures 

are: 

(A) - pooled results of the prey arranged at random 

and using the negative binomial distribution 

with K = 2.0. 

(B) - prey arranged using the negative binomial 

distribution with K = 0.05. 

(C) - prey arranged in clumps of eight distributed 

at random. 

Data from Appendix Table A2.4 - part 9; where the 

values of E are considered sufficiently similar, 

these are pooled from various search strategies as 

shown. 
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SEARCH 

STRATEGY 

PREY DIS- 

TRIBUTION 

ABSTRACTED PARAMETERS 

c 	b 

F 

VALUE 

RANKINGS 

1 2 3 4 

Random .007975 13.156 458.6 1 4 1 8 

1 K= 2.0 .007975 13.138 270.8 1 3 1 8 
K= .05 .003655 9.281 740.8 4 1 1 8 
Clumps .004827 11.021 189.9 3 2 4 8 

Random .001659 1.621 1967.5 4 3 7 1-  
2 K= 2.0 

K= .05 
.001729 
.002056 

1.685 
0.084 

1809.6 
52665.6 

3 
2 
4 
1 
7 
2 
1 
1 

Clumps .002587 1.156 5931.0 1 2 7 1 

Random .001852 5.243 473.5 2 3 6 3 

3 K= 2.0 
K= .05 

.001804 

.001037 
5.414 
0.568 

470.3 
439.5 

3 
4 
4 
1 
6 
5 
3 
2 

Clumps .003511 4.219 1844.4 1 2 6 3 

Random .003626 10.769 1524.3 2 4 3 6 
K= 2.0 .003325 9.999 837.0 3 3 5 4 4a K= .05 .000863 1.708 259.8 4 1 7 4 
Clumps .008234 7.476 194.8 1 2 3 4 

Random .002911 9.492  623.0 3 3 5 4 
4b K= 2.0 

K= .05 
.003871 
.001433 

10.190 
3.78o 

717.1 
181.0 

2 
4 
4 
1 
4 
3 
5 
6 

Clumps .018910 8.345 258.5 1 2 2 6 

Random .002997 9.630 1452.4 3 3 4 5 
K = 2.0 .004375 10.316 867.5 1 4 2 6 4c K= .05 .000984 2,347 261.5 4 1 6 5 
Clumps .004021 7.545 944.9 2 2 5 5 

Random .004715 11.977 1562.1 2 4 2 7 
K= 2.0 .004073 11.244 316.3 3 3 3 7 

4d K= .05 .001214 4.533 221.6 4 1 4 7 
Clumps .024312 9.715 137.4 1 2 1 7 

Random .001326 4.360 138.9 3 3 8 2 
K= 2.0 
K= .05 

.001522 

.000845 5 4.840 
0.715 

429.8 
418.3 

2 
4 
4 
1 
8 
8 
2 
3 

Clumps .001982 3.466 326.1 1 2 8 2 

TABLE 6.3 	The parameters c and b of Eqn. 6.1 fitted to the 

aggregative responses of Section 6.6. The search 
strategies are as outlined at the end of Section 6.2. The.F 

values are all highly significant (df = 1,7 or 1,8, P< 0.001). 

The rankings are (1) the parameter c for each search strategy, 

(2) 1/b for each search strategy, (3) c for each prey distri-

bution and (4) 1/b for each prey distribution - i.e. the lower 

the ranking, the more prey are eaten. 
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6.6.2 	Discussion 

The estimated parameters of Eqn. 6.1 are given in Table 

6.3, where they have been ranked in order of prey survivability. 

Hence it can be seen that: 

1) In all cases, at high initial prey densities, most 

prey survive from the distribution using the nega-

tive binomial with K = 0.05. 

2) In most cases, at low initial prey densities, more 

prey survive from the clumped distribution than from 

the others. (Note: the parameter c for the prey 

arrangements using the negative binomial (K = 0.05) 

is underestimated, and prey survivability for these 

distributions is probably greater than indicated.) 

3) From the predator's viewpoint, for a high initial 

prey density, the strategy of completely random 

search leads to more prey being found of every dis-

tribution. The second most successful search strat-

egy is, in most cases, the aggregative walk with a 

step length of ten (IS = 4d), while the other aggre-

gative walk (LLS = 3; IS = 4c) and the forward dir-

ected random walk with a step length of ten (IS = kb) 

are the next most successful. 

4) When searching for prey with a low initial density, 

the most successful strategy is the systematic local 

search in response to finding a prey (IS = 5), while 

completely random search (IS = 1) and the aggregated 

walk (LLS = 10; IS = 4d) are the least successful. 

Thus, from the viewpoint of the prey, on average, the 

largest number will survive a single aggregative response if they 

are arranged in as aggregated a manner as possible. One interest-

ing feature of all the figures is the crossover of the responses 

to aggregated (K = 0.05) and clumped prey. Thus, at the highest 

prey densities more of the latter are eaten than of the former. 

This is because at high prey densities the clumped prey are not as 

highly aggregated as the prey distributed using the negative bi-

nomial (K = 0.05). To demonstrate this point, the frequencies of 

prey density classes for the highest density (828) of the aggre-

gated prey (K = 0.05) are shown as Fig. 6.21. It can be seen that 



- 218 - 

0 	10 	 20 	 30 	 40 

Density 
FIGURE 6.21 	Frequency distribution of aggregated prey (K = 

0.05) at a total density of 828 amongst 625 units. 
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some very dense patches are present, and the distribution is 

effectively more aggregated than the randomly distributed clumps 

of eight prey. Therefore, in an environment subdivided into units 

in which a predator uses a giving up time, the best distribution 

strategy for the prey is to be as highly aggregated as possible 

within each unit. 

From the predator's viewpoint, however, the number of 

prey eaten is likely to be less important than the rate at which 

the prey are found. A gross estimate of this 'efficiency' can be 

obtained as the quotient of the number of prey eaten and the time 

spent searching. Accordingly the overall predation rates are given 

in Appendix Table A2.4 - part 9. From these Fig. 6.20 was con-

structed and some rather different results can be seen: 

1) With the exception of strategies 4c, 4d, and 5, 

there is not a great deal of difference between the 

various search strategies. 

2) Strategy 4c is clearly the most efficient when 

searching for prey arranged at random (ID = 2) and 

in a slightly aggregated manner (ID = 3, K = 2.0). 

Strategy 5 is slightly less efficient, while 4d is 

only a little more efficient than the remaining 

strategies. 

3) In searching for the highly aggregated (ID = 3, K = 

0.05) and clumped (ID = 4) prey, there is not much 

difference between strategies 4c and 4d. Strategy 

5 is clearly the most efficient for finding prey of 

these distributions - in the case of the clumped 

prey this is also evident at low initial prey densi-

ties. 

Comparing the effects of the different prey distributions, 

the first two (ID = 2 and ID = 3, .K = 2.0) clearly lead to similar 

results. The efficiency with which the remaining two distributions 

are found differs depending upon the initial prey density. Thus, 

at low initial prey densities, clumped prey are more rapidly found, 

while at high initial prey densities, aggregated (K = 0.05) prey 

are found with greated efficiency. Thus the crossover of the re-

sponses to these two prey arrangements is confirmed when the effi- 

ciencies are examined. 
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Therefore, within one unit of habitat, the more aggre-

gated the prey are, the more will survive, but the greater will 

be the search efficiency of the predator. The interaction of 

these two phenomenon will largely determine the most suitable 

distribution of the prey. 

Clearly the most successful search strategies are not 

the most efficient; this latter assessment is probably of more 

relevance. Thus, considering the relative efficiencies of the 

search strategies, the three which lead to intensive local search 

when a prey is found are the most suitable for a predator trying 

to maximize energy input. 
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6.7 	EFFECTS OF THE GIVING UP TIME 

6.7.1 	Simulation and Analysis  

In this section the effects of using different values 

of the giving up time are examined. Aggregative responses were 

generated using thre.e values of the giving up time (50, 100, 200), 

with two search strategies (random search, IS = 1; aggregative 

walk, LLS = 10, IS = 4d) and two prey distributions (random, ID = 

2; clumped, ID = 5). The results of 50 replicates for a range of 

prey densities are given in Appendix Table A2.5. It can be seen 

that, apart from the initial giving up time, the time spent search-

ing shows a close correlation with the number of prey eaten; hence, 

these results are shown as the number of prey eaten and the number 

surviving as functions of the initial prey density. 

As was noted in the last section, the number of prey 

surviving can be described by a type II functional response 

equation (e.g. Eqn. 6.1). The parameters obtained by using pro-

gramme BESTFIT (Appendix Section A1.3) to fit Eqn. 6.1 to the 

data are given in Table 6.4. It was pointed out in the last sect-

ion that the rate of prey capture or overall efficiency is of more 

relevance than the number of prey captured, and so the overall 

efficiencies have been calculated (Appendix Table A2.5) and the 

figures of the efficiency as a function of the initial prey 

density are given (Fig. 6.25). 



FIGURE 6.22 	Aggregative response results obtained using three 

different giving up times: 

1) 50 time units (symbol X ; solid line)) 

2) 100 time units (symbol 0 ; broken line), 

3) 200 time units (symbol . ; dotted line). 

The number of prey eaten (Ne) is shown as a function 

of the initial prey density (N), when using: 

(A) - random search (IS = 1) to search for prey arr-

anged at random (ID = 2), 

(B) - random search (IS = 1) to search for clumped 

prey (ID = 4), 

(C) - the aggregative walk (LLS = 10; IS = 4d) to 

search for prey arranged at random (ID = 2), 

(D) - the aggregative walk (LLS = 10; IS = 4d) to 

search for clumped prey (ID = 4). 

Fifty replicates were used for each prey density; 

the means only are used in the figures for clarity; 

data from Appendix Table A2.5; fitted lines use the 

parameters of Table 6.4 in Eqn. 6.2. 
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FIGURE 6.23 	Aggregative response results obtained using three 

different giving up times: 

1)  50 time units (symbol X ; solid line), 

2)  100 time units (symbol o ; broken line), 

3)  200 time units (symbol • ; dotted line). 

The number of prey surviving (Ns) is shown as a 

function of the initial prey density (N), when 

using: 

(A) - random search (IS = 1) to search for prey 

arranged at random (ID = 2), 

(B) - random search (IS = 1) to search for clumped 

prey (ID = 4), 
(C) - the aggregative walk (LLS = 10; Is = 4d) to 

search for prey arranged.  at random (ID = 2), 

(D) - the aggregative walk (LLS = 10; IS = 4d) to 

search for clumped prey (ID = 4). 

Fifty replicates were used for each prey density; 

the means only are used in the figures for clarity; 

data from Appendix Table A2.5; fitted lines use the 

parameters of Table 6.4 in Eqn. 6.2. 
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FIGURE 6.24 Aggregative response efficiency results obtained 

using the giving up times of: 

(A) - 50 time units, 

(B) - 100 time unit, 

(C) - 200 time units. 

The figures show the measure of overall search 

efficiency (E = Ne/Ts; Ne = number of prey eaten, 

Ts = time spent searching) plotted against the 

initial prey density (N). The various combinations 

of search strategies and prey distributions are: 

1) random search (IS = 1) and prey distributed 

at random (ID = 2), 

2) random search (IS = 1) and clumped prey (ID = 

4), 

3) aggregative walk (LLS = 10; IS = 4d) and 

prey distributed at random (IS = 2), 

4) aggregative walk (LLS = 10; IS = 4d) and 

clumped prey (ID = 4). 

Fifty replicates were used for each prey density; 

the means of Ne and Ts were used to calculate the 

efficiency; data from Appendix Table A2.5; the 

results from some combinations of search strategy 

and prey distribution are pooled, as shown; the 

lines are fitted by eye. 
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GIVING 

UP TIME IS ID 
ABSTRACTED PARAMETERS 

c 	b 

F 

VALUE 

50 

1 

4d 

2 

4 

2 

4 

.00529 

.00572 

.00732 

.00359 

1.633 

1.234 

1.697 

0.640 

>106 

>105 

36317 

>105  

100 

1 

4d 

2 

4 

2 

4 

.00590 

.00753 

.00590 

.00391 

4.022 

3.345 

3.751 
2.119 

5641 

563 

34859 
95622 

200 

1 

4d 

2 

4 

2 

4 

.00829 

.02456 

.00531 

.00883 

9.824 

9,304 

9.250 

6.452 

537 

270 

248 

168 

TABLE 6.4 	Abstracted parameters (c & b) of Eqn. 

6.1 for the aggregative responses of 

Section 6.7, obtained by the least squares best fit 

to the Ns x N relationship. The search strategies 

used are random search (IS = 1), and the aggrega-

tive walk with a long step length of ten (IS = 4d). 

The prey are arranged either at random (IS = 2), or 

' in randomly distributed clumps of eight (IS = 4). 

All F values are highly significant (df = 1,7, 

P<0.001). 
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6.7.2 	Discussion 

Examining the figures of the predation results (Fig. 

6.22) a number of points can be made: 

1) At the lowest value of the giving up time (50 time 

units); the figure of the number of prey eaten (and 

hence, due to their similarity, the aggregative re-

sponse) has an initially marked exponential phase, 

which changes to a linear relationship with in-

creasing prey density. 

2) As the giving up time increases, this exponential 

phase becomes less marked. 

3) If an upper time limit were to be imposed, the low 

giving up time would result in the figure of the 

number eaten (and hence, the aggregative response) 

being sigmoid in shape. As the value of the giving 

up time increased, this relationship would approach 

that of the type II functional response. 

4) Therefore, it can be seen that the ratio of the 

giving up time to the maximum time available de-

fines the shape of the aggregative response - a 

point made by Hassell & May (1974) who went on to 

point out the stabilizing effects of such aggre-

gative responses. 

5) For both predator search strategies, more of the 

prey distributed at random are found than of those 

distributed in clumps. 

6) Comparing the success of the two strategies, it can 

be seen that, when searching for prey arranged at 

random, there is little difference between the two 

search strategies. When searching for clumped prey, 

however, the strategy of random search (IS = 1) is 

clearly more successful. Once again (cf. Section 

6.6.2), this is probably due to the aggregative walk 
being more likely to 'strand' the predator in fully 

exploited areas, and cause it to give up. 

7) The differences noted in point 6 above are all more 
pronounced with the lowest giving up time. 
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Turning now to the figures of the success rate or effi-

ciency as a function of the initial prey density (Fig. 6.24), as 

in the last section on aggregative responses, a rather different 

picture emerges: 

1) Clearly, increasing the giving up time decreases 

the piedator's efficiency. 

2) Random search (IS = 1) is'equally efficient with 

either prey distribution, and less efficient than 

the aggregative walk (IS = 4d). When searching for 

the prey arranged at random, the aggregative walk 

is only slightly more efficient than random search, 

but when searching for clumped prey, it is a great 

deal more efficient. 

3) Again, these differences are more pronounced with 

the low giving up time. 

Thus, it can be seen that the giving up time has a mark-

ed effect upon the aggregative response, perhaps more so than the 

prey distribution and predator search strategy. As in the last 

section it was found that the success and efficiency of search 

strategies do not go together, the least successful tending to be 

the most efficient. 
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6.8 	ThE EFFECTS OF ALTERNATIVE PREY UPON AGGREGATIVE RESPONSES 

6.8.1 	Simulation and Analysis  

Since many predators are polyphagous, the density of a 

particular prey type (type A) may be of less importance in deter-

mining the number of .that type eaten in an aggregative response, 

than the density and arrangement of an alternative prey type (type 

B) occupying the same habitat. Accordingly, in this section, the 

effects of various densities and arrangements of the alternative 

prey (type B) will be examined. 

Firstly, the strategy of random search (IS = 1) was used 

to obtain aggregative responses to the four combinations of two 

arrangements (random & clumped) of each of the two prey types; 

these responses being obtained at three densities (16, 64, and 128) 

of prey type B. The results from 50 replicates are given in 

Appendix Table A2.6 - parts 1 - 3. Secondly, the aggregative walk 

(IS = 4d) was used for the four combinations of prey arrangements, 

with a density of 64 for prey type B. Appendix Table A2.6 - part 

4 contains the results from 50 replicates under these conditions. 

The results for the four combinations of prey arrange-

ments, when random search was used, are sufficiently similar to 

justify pooling the results, and so in Fig. 6.25 the means of all 

four combinations are used. The results obtained using the agg-

regative walk are shown in Fig. 6.26. The logarithmic scales 

used in two of these figures were necessary to show the differences 

between the four combinations. 

The model based upon the Random Predator Equation (Eqn. 

6.1) was fitted to the data of the number of prey surviving for 

each aggregative response (see Section 6.6.1). The resultant 

parameters are given in Table 6.5. 



FIGURE 6.25 	The effects of three densities of an alternative 

prey (type B) upon the aggregative response to 

prey type A. The densities of prey type B are: 

1)  16 (symbol x), 

2)  64 (symbol c 	), 

3)  128 (symbol • ). 

The figures are: 

(A) - the number of prey type A eaten (Ne) plotted 

against the initial density of prey type A 

(N), using logarithmic scales for both, 

(B) - the number of prey type B eaten (Ne') plotted 

against In N, 

(C) - the aggregative response: the logarithm of 

the time spent searching (in Ts) plotted 

against In N, 
(D) - the overall predator efficiency (Efficiency = 

(Ne + Ne')/Ts) plotted against In N. 

Fifty replicates were used for each combination of 

prey densities; the logarithmic scales are used for 

clarity; the logarithm of the mean values of Ne and 

Ts are used; the means only are used in the figures 

for clarity; data from Appendix Table A2.6; the 

lines are fitted by eye. 
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FIGURE 6.26 	The effects of the arrangements of two types of 

prey (A and B) upon the aggregative response when 

the aggregative walk is used. Prey type B is pre-

sent at a density of 64. The prey arrangements are: 

1) type A at random; type B at random (symbol o ; 

solid line), 

2) type A at random; type B clumped (symbol 	; 

broken line), 

3) type A clumped; type B at random (symbol x ; 

dotted line), 

4) type A clumped; type B clumped (symbol 	; 

line of dots and dashes). 

The figures are: 

(A) - the logarithm of the number of prey type A 

eaten (ln Ne) plotted against the logarithm 

of the initial density of prey type A (in N), 

(B) - the number of prey type B eaten (Ne') plotted 

against ln N, 

(C) - the aggregative response: the logarithm of 

the time spent searching (ln Ts) plotted 

against ln N, 

(D) - the overall predator efficiency (Efficiency = 

(Ne + Ne')/Ts) plotted against ln N. 

Fifty replicates were used for each combination of 

prey densities; the logarithmic scales are used for 

clarity; the logarithm of the mean values of Ne and 

Ts are used; the means only are used in the figures 

for clarity; data from Appendix Table A2.6; the 
lines are fitted by eye. 
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SEARCH 

STRATEGY N' 
PREY DISTRIBUTION 

IDa 	IDb 

ABSTRACTED PARAMETERS 

c 	b F VALUE 

random 	random .00367 	13.4 849 

random 	clumps .00397 	13.5 1695 

16 cluips 	random .00397 	11.7 1662 

clumps 	clumps .00617 	12.9 720 

pooled results .00426 	12.8 1560 

random 	random .00160 	14.7 7145 

random 
random 	clumps .00176 	14.0 1689 

search 64 clumps 	random .00155 	12.3 2489 

clumps 	clumps .00261 	12.8 1062 

pooled results .00182 	13.4 1230 

random 	random .000645 	13.2 916 

random 	clumps ' 	.000842 	14.4 376 

128 clumps 	random .000793 	13.1 7652 

clumps 	clumps .001402 	10.1 24708 

pooled results .000830 	13.4 1418 

aggregative 

walk 64 

random 	random 

random 	clumps 

clumps 	random 

	

.00145 	12.8 

	

.00287 	13.1 

	

.00171 	10.9 

3976 
3439 
1300 

(LLS = 10) clumps 	clumps .00253 	10.0 793 

TABLE 6.5 	Abstracted parameters (c & b) of Eqn. 6.1 for the aggre- 

gative responses of Section 6.8, obtained by the least 
squares best fit to the Ns x N relationship (Section 6.6). 

All the F values are highly significant (df for single 

aggregative responses = 1,6, P< 0.001; df for pooled re-

sults = 1,30, P < 0.001) . 
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6.8.2 	Discussion 

A number of interesting points can be seen from these 

simulation results. Considering firstly, the effects of the 

density of prey type B on the results when random search (IS = 1) 

is used (Fig. 6.25), the following points may be made: 

1) Perhaps the most obvious point is that, as the 

density of prey type A increases, the differences 

caused by the different densities of prey type B 

decrease. This is particularly clear in the figures 

of In Ne x In N (Fig. 6.25A) and In Ts x In N (Fig. 

6.25C). Hence, from Table 6.5, it can be seen that 

the values of the parameter b of Eqn. 6.1, which 

defines predation at high prey densities, are simi-

lar for all densities of prey type B. This converg-

ence occurs because•, at low densities of prey type 

A, the changes in the density of type B cause an 

appreciable change in the total density, and hence 

in the time spent searching; on the other hand, at 

high densities of type A, the different densities 

of type B cause little change in the total density, 

and negligeable change in the period spent searching. 

2) At the lower densities of type A (i.e. less than 

128), the increase in the density of type B leads to 

an appreciable increase in the time spent searching 

(Fig. 6.25C) and hence, to a lesser extent, in the 

number of prey type A found (Fig. 6.25A). Therefore, 

in Table 6.5, it can be seen that the values of the 

parameter c of Eqn. 6.1, which largely defines prey 

survival at low prey densities, decrease as the den-

sity of prey type B increases. 

3) The converse of point 2 is also true: as the density 

of prey type A increases, the number of type B eaten 

increases (Fig. 6.25B). 

4) The efficiency of the predator (i.e. the total num-

ber of prey eaten divided by the time spent search-

ing = (Ne + Ne')/Ts) increases as the density of 

either prey type increases (Fig. 6.25D). The diff-

erences caused by the different densities of prey 

type B are still apparent at the high densities of 

type A. This is due to the inclusion of the number 

of type B eaten in the efficiency term. 
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Turning now to the effects of the alternative prey when 

the aggregative walk (IS = 4d) is used (Fig. 6.26), several points 

can be made. 

At high densities of prey type A, the number of type A 

eaten seems to be unaffected by the prey arrangements used (Fig. 

6.26A). The values of the pArameter b of Eqn. 6.1, as given in 

Table 6.5, suggest, however, that less are eaten when type A is 

clumped. 

Depending upon the prey density, consumpion by the pre-

dator varies with the prey arrangements used. Accordingly, at low 

densities of A, the combinations can be ranked by the numbers of 

prey type A eaten: 

A4/B2> A2/B2 > A4/B4 > A2/B4 , 

where the numerals refer to ID the control option for the prey 

arrangement (ID = 2 = random; ID = 4 = clumped), for example A4/B2 
implies that type A is arranged in clumps, while type B is arranged 

at random. At intermediate densities of prey type A, this ranking 

changes to 

A2/B2 > A4/B2 > A2/B4 > A4/B4 

as can be seen in Fig. 6.26A. These latter rankings are confirmed 

by the parameters of Table 6.5, where it can be seen that the 

ranking at intermediate densities of type A also applies at high 

densities. The efficiencies (Fig. 6.26D) can also be ranked. 

Thus, at low densities of type A: 

A4/B2 = A2/B2 > A2/B4 e--- A4/B4 

while at high densities this changes to: 

A2/B2 = A2/B4 > A4/B2 = A4/B4 . 

The changeover point is at approximately a density of 64 type A 

i.e. where the two prey types are present in equal densities. 

Similar effects can be seen for the searching time (Fig. 6.26C) 

and the number of type B eaten (Fig. 6.26B). 
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Clearly the most frequent prey type has the dominant 

effect upon the overall results. Thus, at low densities of type 

A, the combination A4/B2 is predominantly arranged at random, 

while at high densities it is predominantly arranged in clumps. 

The converse is true of the combination A2/184, and this provides 

the explanation of the transformation of the rankings noted above. 

Therefore, particularly in view of the results of Fig. 

6.26B, one can conclude that if species B must share a unit of 

habitat with species A, there are three possible situations which 

may arise: 

1) Type A is present at a low density and arranged at 

random. Therefore, less of type B will be eaten in 

one aggregative response, if it also is arranged at 

random. 

2) Alternatively, if type A is present at a high density 

and arranged at random, less of type b will be eaten 

in one aggregative response, if it is arranged in 

clumps. 

3) The third situation arises if type A is arranged in 

clumps. In this case, less of type B will be eaten 

in one aggregative response if it too is arranged 

in clumps. 

Although certain conclusions may thus be drawn on the best distri-

bution strategies of prey, it should be borne in mind that this 

also maximizes the predator's efficiency (compare Figs. 6.26 B 
and D), and so considering the effects of one aggregative response 

may be unrealistic. 
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6.9 	DISCUSSION AND CONCLUSIONS 

In this chapter, a number of aspects of predator-prey 

interactions have been examined. Most of these have used only 

one prey type, but in the last section the effects of alternative 

prey were introduced. In Sections 6.3, 6.4, and 6.5 functional 

responses were examined, while Sections 6.6, 6.7, and 6.8 dealt 

with aggregative responses. 

All the search strategies used were found to produce 

normal, type II functional responses (Section 6.4). Comparing 

the various strategies, it was of interest to note the relatively 

high search efficiency resulting from completely random search. 

Only the strategies which incorporated substantial systematic 

elements (IS = 4b, 4d, 5) were more successful. The strategies 

which included a response to finding a prey were the most success-

ful when searching for aggregated and clumped prey. It has been 

demonstrated (see Table 6.1) that the functional responses of all 

combinations of predator search strategy and prey distribution 

are well described by the Random Predator Equation. Thus, al-

though the Random Predator Equation was intended to apply only to 

random search (Rogers,1972), it also provides a good description 

and assessment of the parameters for other searching methods 

(iiassell, Lawton & Beddington, 1976). 

In Chapter 4 it was found that there was little change 

in the functional response as prey aggregation increased, except 

in the case of the 'clumped' distribution (regularly distributed 

clumps of ten), where the anthocorids were more successful. It 

is, therefore, interesting to note a similar phenomenon in these 

simulations. In Table 6.1 it can be seen that search strategies 

1, 2, 3, 4a, and 4b which do not involve behavioural changes in 

response to finding a prey, show little change in efficiency with 

increasing prey aggregation. Strategies 4c, 4d, and 5, however, 

which involve changes in the search path in response to finding a 

prey, show only an appreciable increase in search efficiency when 

highly aggregated prey distributions are used. 

Several methods of varying the encounter success rate 

were found to result in sigmoid, type III functional responses. 

Wnen the mean search efficiency was calculated by substitution 
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in the Random Predator Equation, it was found to form a curvi-

linear relationship with the number of prey eaten (Section 6.5). 

This provides support for the model of the sigmoid response 

(Hassell, pers. comm.) used in Chapter 3. Several functions 

incorporating a decreasing encounter success rate in response to 

prey density resulted in dome shaped functional responses. 

The aggregative response simulations (Section 6.6) 

showed that maximizing the number of prey found in one aggregative 

response and maximizing a predator's overall efficiency are incom-

patible. Thus, the strategy of completely random search (IS = 1) 

leads to most prey being found, but it is the least efficient. 

It was found that the greatest number of prey survived, and the 

predator's efficiency was greatest, when the most aggregated dis-

tribution of prey was used. Similarly, in Section 6.7. it was 

found that reducing the giving up time reduces the number of prey 

eaten, and increases the predator's efficiency. 

The effects of alternative prey upon functional responses 

may, more readily, be examined by means of deterministic models. 

The effects upon aggregative responses, however, are more complex, 

and simulations such as those of Section 6.8 provide a suitable 
means of examining these. Thus, in Section 6.8, the simulations 
suggested the consequences of different densities of alternative 

prey and the effects of the combination of two arrangements of the 

two prey types. The conclusions about habitat sharing inter-

species (Section 6.8.2) can also be applied to habitat sharing 

intra-species. Thus, similar conclusions may be drawn as to the 

best strategy of dispersal for additions to a population. 

It has been shown that the results of these simulations 

can readily be interpreted, and often could be derived by deduct-

ive means. The usefulness of such a simulation model often lies 

in the focussing of attention upon aspects of behaviour and their 

consequences, rather than the quantitative results. However, any 

conclusions derived here rest upon a firmer basis than if they 

had been arrived at by purely deductive means. 
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CHAPTER 7 

CONCLUDING REMARKS 

Although there are discussion and conclusion sections 

at the end of each chapter of this work, there are a number of 

points which, because of their overall importance and wider 

applicability, ought to be re-emphasized here. 

It was shown in Chapter 2 that the currently standard 

method of parameter abstraction for the Random Predator Equation 

(Rogers, 1972) is unsatisfactory. Two alternative approaches 

were considered. The first, finding the best fit linear relation-

ship (of In S x Ne) allowing for both variables being subject to 

error, was also considered to have drawbacks. The second, a least 

squares best fit to the functional response, was considered to be 

more suitable. This second approach can also be adopted using a 

least X2or a maximum likelihood criterion as to the best fit. It 

is acknowledged, however, that this least squares approach does 

reduce the effects of the predation results at low prey densities, 

and hence, will result in the estimate of the handling time being 

more accurate. On the other hand, the In S x Ne transformation 

reduces the effects of the predation results at high prey densities, 

and this may lead to a better estimate of the search efficiency. 

Accordingly, it is recommended that, for abstracting the parameters 

of the Random Predator Equation, a least squares (a least V, or a 

maximum likelihood) approach should be used, and, for this purpose, 

a computer programme such as BESTFIT (Appendix Section A1.3) 

would be suitable. Should subsequent examination of the In S x Ne 

figure reveal inconsistancies at low prey densities, further con-

sideration should be given to the problem, and, perhaps, a combi-

nation of methods used. 

The following approach for obtaining varying parameter 

models of the functional response has been developed in this work: 
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1) obtain functional response results, 

2) make continuous observations (either on the functional response 

experiments or on separate experiments) and record, in parti-

cular, the handling time for successive prey eaten, 

3) find the mean (or overall) handling times for successive prey 

eaten, and describe them with a suitable relationship as a 

function of either the number of prey eaten or the initial 

prey density, 

4) substitute this overall relationship into the Random Predator 

Equation and calculate values of the mean search efficiency 

for the functional response results, 

5) these values can now be used to define the mean search effi-

ciency with a suitable relationship, again as a function of 

either the number of prey eaten or the initial prey density, 

6) substitute the relationships describing the handling time and 

search efficiency into the Random Predator Equation to obtain 

the final functional response equation. 

Using this approach, two dome shaped functional response models 

(Section 2.4.3) and a satiation model (Section 3.3.5) were devel-
oped. 

When examining the two 'prey interactions of Chapters 3 
and 5, the analytical procedure provided a theme which could be 
described as a recipe for detecting preference. The component 

stages can be outlined as follows: 

1) obtain the functional responses to the individual prey types 

and describe them with suitable functional response models 

(preferably the Random Predator Equation), 

2) combine these two functional responses to predict predation 

when both prey types are present, 

3) examine predation over a range of combinations of densities 

of the two prey types and compare this with the predicted 

predation, 

4) any deviations from the predicted predation may be considered 

as 'deliberate' preference, as opposed to the 'automatic' 

preference defined by the different searching parameters (see 

Section 3.4). 
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The introduction of the terms 'automatic' and 'deliber-

ate' preference in Section 3.4 provides a, perhaps oversimplified, 
descriptive basis for this approach. Thus 'automatic' preference 

implies that prey are eaten in the same ratio as that at which 

they are encountered, whilst 'deliberate' preference occurs when 

the ratio of the prey types eaten differs from the ratio at which 

they are encountered. In this approach, it is assumed that the 

encounter rates can be predicted from the individual functional 

responses (i.e. the search efficiencies and handling times remain 

constant). Should one of the searching parameters change in the 

two prey situation, the encounter rates will differ from those 

predicted, and apparent 'deliberate' preference will result. 

Therefore, although the two terms are useful in this context, it 

should not be assumed that 'automatic' preference is always de-

fined by the predictions based upon the individual functional 

responses. Ideally, continuous observations should be made to 

determine the encounter rates. This could usefully have been 

done for the work of Chapter 3. 

It should be noted that this approach is most suitable 

when the individual functional responses are described by the 

Random Predator Equation, where the parameters are constant. 

When varying parameter models of the functional response become 

necessary (e.g. Chapter 3) it should be determined whether these 

changes in the searching parameters will affect the parameters 

for the other prey type. Thus, in Chapter 3, it was found that 

an increase in the search efficiency for type I prey led to an 

increase in the search efficiency for type II prey. The choice 

of a suitable functional response model should reflect whether 

the parameters for the other prey will be affected. 

In Chapter 3 it was shown that, when two prey types 

form an homogenous mixture, the mixed predation can be predicted 

from the individual functional responses. In Chapter 5, however, 

by providing similar prey in different parts of an arena habitat, 

it was shown that the predation by the anthocorids was not pre-

dicted by this approach, but that habitat selection occurred, 

which became more apparent with the passage of time. Accordingly, 

when applied to a larger more heterogenous system, this approach 

may well be less suitable. The two prey form of the Random Preda-

tor may, however, be used descriptively by abstracting parameters 
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from the mixed predation data (Lawton, Beddington & Bonser, 1974)/ 

to provide a description of the predation in such an interaction. 

It is hoped that this work has provided a firmer frame-

work for the understanding of the predator-single-prey interaction, 

and will help to form a foundation for the study of the inter-

actions of polyphagous predators and their prey. 
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SUMMARY 

1 	The literature of the field is reviewed, particular 

attention being paid to the functional response models, 

preference, and the effects of prey aggregation (Chapter 1). 

2 	The abstraction of the parameters of the Random Predator 

Equation is considered. The currently standard technique 

(regression analysis of in S x Ne) is considered unacceptable. 

Alternative approaches are examined and a least squares best fit 

to the functional response is recommended (Section 2.2). 

3 	The implications of sigmoid and dome shaped functional 

responses are described, illustrating the usefulness of 

the In S x Ne figure (Section 2.3). 

4 	Models for varying the behaviour of the predator in 

response to prey density and/or the number of prey eaten 

are introduced and examined (Section 2.4). 

5 	Two models of the dome shaped functional response are 

derived (Section 2.4.3). 

6 	The functional responses of Coccinella septempunctata 

to two size classes of an aphid prey, Brevicoryne  

brassicae, in a simple, small arena are examined. Predation 

when both prey classes are present is examined and is found to be 

well described by predictions based on the functional responses 

to the individual prey classes (Chapter 3). 

7 	. A model which describes the effects of satiation is 

derived and fitted to the functional response of C. 

septempunctata to adult (type II) B. brassicae (Section 3.3.5). 

A 	The terms 'automatic' and 'deliberate' preference are 

introduced to describe preference resulting from differ-

ent encounter rates and the deliberate selection or rejection of 

prey (Section 3.4). 



- 242 - 

9 	Functional responses of Anthocoris nemorum to ovae of 

Pieris brassicae are examined in a simple arena. Four 

different arrangements of the prey, of increasing aggregation 

are used. The responses to the different arrangements, at three 

different time intervals, are analysed and compared. Only the 

most aggregated distribution produces results differing signifi-

cantly from the others. Recording predation at the three time 

intervals confirms the casual observation that long periods of 

predator inactivity occur (Chapter 4). 

10 	Using a more complex arena, the effects of the distribu- 

tion and arrangement of the ovae on plants are examined. 

The functional responses to individual ovae on the edges of the 

leaves and to clumps of ovae on the centre of the leaves are ex-

amined, as well as the predation when both prey distributions 

are offered. Predictions based on the functional responses to the 

individual prey arrangements give a poor description of the ob-

served predation when both arrangements are used. Continuous ob-

servations reveal that the anthocorids, by the end of the 20 hour 

experimental period, search to a greater extent in the areas of 

highest prey density (Chapter 5). 

11 	A computer simulation programme is developed to imitate 

predator searching behaviour. The programme is able to 

mimic and extend some of the observed behaviour (Chapter 6). 

12 	The important points of this work are re-emphasized in 

the concluding remarks (Chapter 7). 
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APPENDIX 1 

LISTINGS AND DESCRIPTIONS OF COMPUTER PROGRAMMES 

A1.1 	INTRODUCTION 

During the course of this work, a number of computer 

programmes were developed. The simulation programme described 

in Chapter 6 is listed as Appendix Section A2.1; the remaining 

programmes which may be of use in this field are given here. 

Each of the following functions and programmes is briefly de-

scribed and listed: 

A1.2 XNEWT functions - a series of functions which use 

Newton's approximation to solve various functional response 

equations, 

A1.3 programme BESTFIT - a programme which, using one 

of the XNEWT functions, finds the set of parameters which provide 

the best fit to an input set of data, 

A1.4 programme PUT - the programme used in Chapter 4 to 

arrange prey in a square arena using the negative binomial dis-

tribution, 

A1.5 Programme PREDICT - a programme which is used to 

predict predation in a two prey situation, using the parameters 

of the Random Predator Equation for the individual prey functional 

responses. 
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A1.2 	XNEWT Functions 

The functions listed below use Newton's approximation 

(see e.g. Marriot,1970) to calculate the number of prey eaten 

for a given prey density using various functional response equa-

tions. Summarizing the use of Newton's approximation in this 

process, the basic functional response equation: 

Ne = f(a, Th, T, N, Ne), 

is transformed to: 

C = 0 = Ne' - f(a, Th, T, N, Ne'), 

where Ne' is an estimate of the true value of Ne. C is now 

differentiated with respect to Ne': 

dC/dNe' = f'(a, Th, T, N, Ne'), 

and a new estimate of Ne (Ne") is given by: 

Ne" = Ne' - C/(dC/dNe'). 

using the new estimate the process is repeated until sufficient 

accuracy is obtained. 	The functions are: 

Section Function Model used Section Equation 

A1.2.1 XNEWTR Random Predator Equation 2.2 2.1 

A1.2.2 XNEWTO 'over-predation' model 3.3.5 3.8 
A1.2.3 XNEWTW dome shaped (Williams) 2.4.3.1 2.8 

A1.2.4 XNEWTY dome shaped (Yao) 2.4.3.2 2.11 

A1.2.5 XNEWTH HLB model 3.3.2 3.4 

A1.2.6 XNEWTC Satiation model 3.3.5 3.11 
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A1.2.1 
	

Function XNEWTR  

1 	FUNCTION xNEWTR (AN.A.B.T.IRUN) 
C 
C 	FUNCTION XNEWTR USES NEWTONS APPROXIMATION TO CALCULATE THE NUMBER 
C 	OF PREY EATEN USING THE ROGERS RANDOM PREDATOR EQUATION: 
C 	NE = N(1 - EXP(- ACT - TH.NE))) 
r 
C 	INPUT PARAMETERS ARE: 
C 
C 	1. 	xN - PREY DENSITY (N) OF THE MODEL 
C 	2. 	A - SEARCH EFFICIENCY (A) OF MODEL 
C 	3. 	B - HANDLING TIME (TH) OF THE MODEL 
C 	4. 	T - TOTAL TIME (T) OF THE MODEL 

IRON - CONTROL OPTION TO PRINT OUT THE MODEL. 
C 

2 	IF(IRUN.NE.0) GOT03002 
3 	IRUN=1 

WRITE(6.2000) 
5 	2000 FORMAT(/.* RANDOM PREDATOR EQUATION FITTED FOR A • TH*) 
6 	30U2 CONTINUE 
7 	EST=xN*().-Exp(-A*T)) 
8 	EATmAx=7/B 
9 	IF(EsT.GE.EATHAX)EST=EATmAX*9./10. 

10 	00'3000 J=I.10 
11 	BR=ExP(-A•(T-B*EST)) 
12 	CEE=EST-XN•XN*BR 
13 	SLOPE=1.•XN*A*B*BR 
14 	3000 EST=EST-CEE/SLOPE 
15 	XNEWTR=EsT 
lb 	RETURN 
17 	END 

A1.2.2 Function XNEWTO 

FUNCTION 	XNEWTO 	(A9B.C,T.X.ENE.IRUN) 
C 
C FUNCTION xNEWTO 
C 
C THIS FUNCTION USES A NEWTONS APPROXIMATION TO SOLVE THE OvER- 
C PREDATION MODEL SUGGESTED BY COCK 	(PHD THESIS - SECTION 3.3.5): 
C NE=N(1-EXPt-A.NE(T-TH.NE)/(NE-C))) 
C 
C INPUT PARAMETERS ARE 	: 
C 
C 1. A - SEARCH EFFICIENCY 	(A) 	OF MODEL 
C 2. 8 - HANDLING TIME 	ITN) 	OF MODEL 
C 3. C - PARAMETER 	(C) 	OF MODEL 
C 4. T - TOTAL 	TINE 	(T) 	OF MODEL 
C 5. x - PREY PRESENT 	(N) 	OF MODEL 
C 6. ENE - ESTIMATE OF NUMBER OF PREY EATEN 
C 7. 'Run - CONTROL OPTION TO PRINT OUT MODEL USED 
C 

2 EST=ENE 
3 3000 BR=EXP(-A•EST•(T-BEST)/ZEST-C)) 
4 D=IA•S'EST•EST-2.*A*C*8*EST.644,C•TUICESTC/ 11 (EST-0/ 
5 SLOPE=1..X•BR•D 
6 CEE=EST-x•11.-OR) 
7 E=EST-CEE/SLOPE 
8 D=ABS((E-EST)/E) 
9 EST=E 
10 IF(D.GT.0.0001)GOT03000 
11 XNEWTO=E 
12 IF(IRUN.EO.0)GOT03001 
13 RETURN 
14 3001 WRITE(6.2000) 
15 2000 FORMAT(/.• THIS PROGRAM FINDS THE BEST VALUES FOR A,TH • C FOR THE 

1 COCK MODEL OF OVER-PREDATION AT LOW PREY DENSITIES•) 
16 RETURN 
1 7  END 
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A1.2.3 	Function XNEWTW 

	

1 	FUNCTION XNEWTW (Am,D.XN.C.TIIDENSIENE) 
C 

	

C 	FUNCTION XNEWTW 
C 

	

C 	THIS FUNCTION USES A NEWTONS APPROXIMATION TO SOLVE THE PREDATION 

	

C 	MODEL BASED ON THE DATA OF wILLIAMS (PERS. COMM.) : 

	

C 	NE=N(1-ExP(-1M.N+U)(T-EXP(XN.LN(NE)+C)NE))) 
C 

	

C 	INPUT PARAMETERS ARE : 
C 

	

C 	1. - XM - PARAMETER (m) OF MODEL 

	

C 	2. D - PARAMETER (D) OF MODEL 

	

C 	3. AN - PARAMETER (AN) OF MODEL 

	

C 	4. C - PARAMETER (C) OF MODEL 

	

C 	5. T - TOTAL TIME (T) OF MODEL 

	

C 	6. DENS - PREY DENSITY (N) OF MODEL 

	

C 	7. ENE - ESTIMATE OF NUMBER EATEN 
C 

	

2 	EST=ENE 

	

3 	3000 BR=ExP((-AM*DENS-D)*(T-EXP(xN*ALOG(EST)*C)*EST)) 

	

4 	F=EW(ANIFALOG(E5T14.C)•(DENS*AM*0)*(1.*XN) 

	

5 	SLOPE=1..DENS•PR*F 

	

6 	CEE=EST-DENS41 (1.-8R) 

	

7 	DELTA=CEE/SLOpE 

	

8 	E=EST-DELTA 

	

9 	DIFF=A95((E-EST)/E) 

	

10 	EST=E 

	

11 	IF(DIFF.GT.0.00001)60703000 

	

12 	xNEwTw=E 

	

13 	RETURN 

	

14 	END 

	

A1.2.4 	Function XNEWTY  

	

1 	FUNCTION XNEWTY (xm.D.XN.C,T,DENS.ENE) 
C 

	

C 	FUNCTION xNEWTY 
C 

	

C 	THIS FUNCTION USES A NEWTONS APPROXIMATION TO SOLVE THE PREDATION 

	

C 	MODEL BASED Ou THE DATA OF yA0 (PERS. COMM) : 

	

C 	NE=N(1-ExP(-ExP(m.LN(N)*0)(7-(xN.NE+C)NE))) 
C 

	

C 	INPUT PARAMETERS ARE : 
C 

	

C 	I. - xm - PARAMETER (M) OF MODEL 

	

C 	2. D - PARAMETER (0) OF MODEL 

	

C 	3. AN - PARAMETER (AN) OF MODEL 

	

C 	4. C  - PARAMETER (C) OF MODEL 

	

C 	5. T - TOTAL TIME (T) OF MODEL 
6. DENS - PREY DENSITY (N) OF MODEL 

	

C 	7. ENE - ESTIMATE OF NUMBER EATEN 
C 

	

2 	EST=ENE 

	

3 	3000 BR=ExP(-ExP(xm•ALOG(DENS)*())*(T-EST*(XN*EsT•C))) 

	

4 	F=EYR(xMfALOG(DENS)*())*(2.4xN*EST#C) 

	

5 	SLOPE=1.+DENS.0RoF 

	

6 	CEE=EST-DENS*(I.-BR) 

	

7 	OELTA=CEE/SLOPE 

	

8 	E=EST-DELTA 

	

9 	DIFF=ABS((E-EST)/E) 

	

10 	EST=E 

	

11 	IF(DIFF.W.0.000011GOT03000 

	

12 	XNEWTY=E 

	

1 3 	RETURN 

	

14 	END 
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A1.2.5 	Function XNEWTH 

	

1 	 FUNCTION XNEWTH (B9C.TH.T,X9ENE) 
C 
C 	FUNCTION XNEWTH 

C 	THIS FUNCTION USES A NEWTONS APPROXIMATION TO SOLVE THE PREDATION 
C 	MODEL SUGGESTED BY HASSELL (PEPS. COMM) : 
C 	NE=N(1-EXP(-13.N(T-TH.NE)/(1+C.N))) 
C 
C 	INPUT PARAMETERS ARE : 
C 
C 	1. B  - PARAMETER (B) OF MODEL 
C 	2. C - PARAMETER (C) OF MODEL 
C 	3. TH - HANDLING TIME (TH) OF MODEL 
C 	4. T - TOTAL TIME (T) OF MODEL 
C 	5. x - PREY DENSITY (H) OF MODEL 
C 	6. ENE ESTIMATE OF NUMBER OF PREY EATEN 
C 

	

2 	EST=ENE 

	

3 	3000 BR=EXP(-0*X*(T-TH*EST)/(1.+C*X)) 

	

4 	F=B*X*TH/(1.+C*X) 

	

S 	SLOPE=1.+X+BR*F 

	

6 	CEE=EsT-X.(1.-BP) 

	

7 	E=EST-CEE/SLOpE 

	

8 	D=ABSUE-EST)/E) 

	

9 	E5T=E 

	

10 	IF(D.GT.0.00001)GOT03000 

	

11 	XNEWTH=E 

	

12 	RETURN 

	

13 	ENO 

A1.2.6 	Function XNEWTC  

• 	FUNCTION XNEWTC (A.8.C,D.8,T,X,EST,IpuN) 

C 	THIS FUNCTION USES NEWTONS APPROXIMATION TO SOLVE THE SATIATION 
C 	MODEL SUGGESTED BY COCK (PHD THESIS - SECTION 3.3.5) 
C 	NE = N(1 - EXP(- ABAR(T - THBAR.NE))) 
C 	WHERE ABAR = EXP(C.LN(NE) • 0) • G 
C 	AND INBAR = A.NE/(1 • A.8.NE) 
C 
C 	INPUT PARAMETERS ARE: 
C 
C 	A,B.C.O.G - PARAMETERS OF THE MODEL 
C 	T - TOTAL TIME (T) 
C 	X - PREY DENSITY (N) 
C 	EST - E5T1MATE OF THE NUMBER OF PREY EATEN (NE) 
C 	IRON - CONTROL OPTION TO PRINT OUT THE MODEL USED. 
C 

	

2 	IF(IRuN.NE.0)GOT03000 

	

3 	WRITE(6;2000) 

	

4 	1Ruu=1 

	

5 	3000 CONTINUE 

	

6 	DO 3001 J=1.10 

	

7 	ABART=EXP(C*ALOG(EST).8) 

	

8 	DIV=1..A*E1*EST 

	

9 	8R=ExP4-(ABART•G)*(T-A*EST•EST/DIV)) 

	

10 	CEE=EST-x•X•8P 

	

11 	DA=-A8ART+T•C/EST 

	

12 	DB=A8ART*EST*A*(C-2.) 

	

13 	DC=(ABAPT*(D13-A*A•8*EST*EST))/(DIV*DIV) 

	

14 	DD=(2.*A*EST*G*DIV-A•A*B*G*EST*EST)/(DIV*DIV) 

	

15 	SLOPE=1..X*EIR*(DA•OC•DD) 

	

16 	3001 EST=ESTTEEE/SLOPE 

	

17 	XNEW-C=EsT 

	

18 	2000 FORMAT)/,• COCK SATIATION MODEL USED :0./ 
I* NE = N(1-EXP(-ABAR(T-TH8AR.NE)))*./. 
2* ABAJ = EXP(C.LN(NE/•D).G*,/. 
3* TH8AR = A.NE/(I.A.B.NE)*) 

	

19 	RETURN 

	

20 	ENO 
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A1.3 	Programme BESTFIT  

Programme BESTFIT was designed to find the parameters 

which cause the Random Predator Equation (Rogers, 1972) to give 

the best fit to an input set of data. It can, however, readily 

be adapted to fit other equations to data by changing the function 

used. Programme BESTFIT calls subroutine EVAL which uses function 

XNEWTR (see Section A1.2.1) to calculate values of the number of 

prey eaten (Ne) for each value of the prey density (N), and for 

each set of the parameters (a & Th). The initial parameter limits 

are input; ten values over the range of these limits are used for 

each parameter, giving 100 combinations. Using each combination 

of parameters, Ne is calculated for every value of N and the square 

of the difference from the observed value of Ne is calculated. 

Once this has been done, the squares of the differences are summed, 

and the combination of parameters which resulted in the smallest 

sum of squares is used as the basis for the new set of parameter 

limits (i.e. this best estimate f 1/10 of the previous range of 

limits). When ten successive reductions of the limits have been 

made, the parameters giving the best fit are taken as the best 

estimate. 

Input for the programme is as listed in the comment 

cards (listing page 1). NPROB is used as described in Davies 

(1971): each problem has a number not equal to zero, after the 

last set of data a NPROB value of zero causes the programme to 

terminate execution. For the Random Predator Equation, C is the 

total time available (T). The data can be input in one of two 

forms: if TYPE is input as 1.0, a series of values of N is input, 

followed by a corresponding series of values of Ne; if TYPE is 

input as 2.0, the series of values of N is followed by the number 

of replicates for each value of N, which is followed by the repli-

cates for successive values of N (one card for each prey density). 

The data matrix (DATA) has dimensions of (100,4) and so, unless 

this is altered, not more than 100 data points can be input. Each 

set of data has a title, input in A format, which is printed at 

the top of the page of results for that set of data. 

On the first occasion that subroutine EVAL is called for 

each set of data, the value of IRUN results in the model used 

being printed from function XNEWTR. 
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Other models can be fitted to data using this programme 

by changing the function XNEWTR. For example, one of the other 

functions described in Section A1.2 could be used. Obviously, 

if more (or less) than two parameters are being fitted, the main 

programme has to be altered to allow for this. Thus, the more 

complex functional response models described in this work (Chap-

ters 2 & 3) can be fitted by this means. 

Using the resultant best parameters, an analysis of 

variance is performed. 



— 256 — 

PROGRAH-IE HEsTr,IT LISTING 	PAGE 1 

	

1 	PR05,4A1 5=STFIF (INPUT,OUTPUT.TAPE5=INPUT.TAPE6=OUTPuT) 
C 
C 	PR03q4mof,  BESTFIT 
C 
C 	THIS Ppol;aAmmE FINDS THE PARAMETERS (A - SEARCH EFFICIENCY; TH (6) 
C 	- HcANL,L1,15 TIME) OF FIE PANDnm PREDATOR EDUATION (ROGERS, 1972), 
C 	AHICH bIvE THE 3EST FIT TO AN INPUT SET OF DATA, BY A LEAST 
C 	SQUARES )IFFE:,.ENCE APPROACH. 

C 	THIS PPDAM CALLS SUBROUTINE EvAL.  WHICH CALLS FUNCTION XNE4TR. 
C 	ANEAT;.,  C■N BE CHANGED TO FIT ALTERNATIVE MODELS (E.G. HOLLING DISC 
C 	EOU:■TIO). 

C 	Ii PJT: 

C 	I. NPc-r01 - PR)6LEM NUMBER (OPERATES AS PER THAT OF R.G. DAVIES) 
C 	2. TITLE(10) - TITLE FOR THE PROBLEM. 
C 	3. AmIN,AmAX - MINIMUM 	MAXIMUM VALUE FOR SEARCH EFFICIENCY 
C 	3. BmIN9qmAX - MINIMUM • MAXIMUM VALUE FOP HANDLING TIME 
C 	5. C - TOTAL TIME (NOTE HANDLING TIME WILL BE IV THE SAME UNITS) 
C 	6. No -mT.:,ER OF PREY DENSITIES 
C 	7. TYPE - OF DATA 1NeJT : 
C 
C 	TYPE=1 DATA IS A SET OF PREY DENSITIES WITH THE 
C 	 CORRESPONDING NUmBERS OF PREY EATEN 
C 	5. DATA(J,1).J=1.NP - PREY DENSITIES 
C 	9. DATA(J,2).J=1,NP - NUMBERS EATEN 
C 
C 	FYPE=2 DATA IS A SET OF PREY DENSITIES WITH VARYING 
C 	 NUMBERS OF REPLICATES OF THE NUMBER OF PREY 
C 	 EATEN 
C 	5. DATA(J,3),J=1,NP - PREY DENSITIES 
C 	9. DATA(J,4),J=1.NP - NUmBER OF REPLICATES OF NJMBER EATEN FOR 
C 	 EACH PREY DENSITY 

DATA(J,2) - REPLICATES OF NUMBER OF PREY EATEN - NEW CARD FUR 
C 	 FUR EACH PREY DENSITY 
C 

	

2 
	

u1;4ENs10,) TITLE(1U) 
COmmo,, D4TA(10(),4),IRJN 

C 
C 	DATA(J,J) .SILL CONTAIN THE CALCULATED VALUES OF THE NUMBER EATEN 
C 	FOR -:;JCCES0IV= PARA4ETER vALuES. 
C 	DATA(J..) NLLL CONTAIN THE CORRESPONDING SOJARE OF THE DIFFERENCES 
C 	rEITAEEN 	OiSERVLD AND THE CALCULATED VALUES OF THE NUMBER EATEN 
C 

	

4 	30b kEAD(5.1')00)ND!40!4 
IF(NPROB.Eu.o)sToe 

o IkuN=0 

	

I 	 REA:J(F1.1..)u1)(TITLE(J),J=1,10) 
o wRIT1(5,,!000)NPROD.(TITLF(J1,J=1,10) 

	

9 	READ(5.11)02)mIN,AmAA 

	

lu 	 REA)(5.1oue)■2-mIN.BmAX 

	

11 	v-,1Tt 	AHINIA”Ax.3mINipc3MAX 

	

12 	AINT=(Am,.x-AvIN)/Iu. 

	

13 	BINT=(.51,Ax-BmIN)/10. 

	

ly 	RE 0(591103)C 

	

15 	deITP(5,11'0o2): 

	

lo 	READ(5.1.)OU)ND 

	

/ 	RFAD(5.1003)TyPE 

	

16 	IF(Ty;-)E.1.7:.2.)50T03020 
C 
C 	MATCHING vALU=5 OF THE PREY DENSITY AND NUMBER OF PREY EATEN ARE 
C 	J=A) I l 

	

I) 	PI-AD(5,1n0I(DATAIJ911,J=1,Ni'l 

	

2%) 	q,=_AD(D.Ilui1(DATA(J,2).J=1,NP) 

	

21 	4.:,ITP"77(6.e.0(.3) 

	

22 	dqITP(Ot6)(uATAIJ,1),J=1.NR) 

	

23 	'01 0ITP(t).?01,4) 

	

2.4 	wr.:1Tr.(6,uub)(0ATAIJ,2)1J=1.140) 

	

25 	!,01. 3o23 

	

20 	30cu 4rITE(5,?0e0) 
C 
C 	REPLICATED VALUES OF THE NUMBER OF PREY EATEN ARE INPUT. AND THE 
C 	vALJFs A.JE ADJUSTED WITHIN THE MATRIX DATA : 
C 

	

21 	READ(5.110b)()ATA(J,3),J=1,Ne) 

	

ed 	PEAD(5,1005)(DATA(J.4),J=1,NP) 
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PI;(0:1kAmmE riESTFIT LISTING 	PAGE 2 

	

21, 	NA=1 e yes=0 

	

JU 	00 3u21 J=1.ND 

	

Ji 	 ND=DATA(J.4) 

	

ie 
	

lo=N8+N') 
PEA)(.10051()ATA(K92),K=NA,Nd) 

	

J4 	00 3J22 ,\=NA,N6 

	

in 	30e2 OATA(K,I)=uATA(J,3) 

	

30 	SUmX=0. $ S.PixSu=0. 

	

i/ 	00 3040 JA=NA.N3 

	

id 	nUMX=SU,+0ATA(JA,2) 

	

3/ 	3040 SW1AS4=S.PAASO+UATA(JA92)*DATA(JA,2) 

	

44 	4)(=N1-NA+1. 

	

41 	vAR=(Su ASIJ-SJMx*SUmx/xX)/(AX-1.) 

	

4e 	4RITE(*),?ve1))ATACJ,3),V4R9IDATA(K92),K=NA94B) 

	

4J 	NA=NA+ND 

	

44 	CONTIN0t 

	

45 	 NP=N6 

	

4o 	303 CONT1'43E 

	

4 / 	COU4r=9. 
C 
C 	PROGRAy -ETUPNS TO 3000 WITH NEW VALUES FOR VARYING THE PARAMETERS 
C 	A + 
C 

	

40 	30J0 COuTINUL 

	

41 	COUNT=COoNT+1.0 

	

Ou 	COUNTER=9. 
C 
C 	VARY THE RARAALTERS A + B : 
C 

	

51 	A=AAIN-AINT 

	

5e 	2999 A=A+AINT 
8=dYIN-dINT 

	

54 	2490 H=6.07iINT 

	

So 	CALL EVAL (NP,A,R,C) 

	

no 	COUNTER=CDUNT=R+1. 
C 
C 	IN T"E NEXT SECTION THE SQUARES OF THE OIPTERENCES ARE SUMMED 
C 

	

'1 	SUM=0. 

	

70 	03 3003 J=1,ND 

	

nv 	300i SU1=(,im+,ATA(J,4) 

	

8u 	IF(,":0JNIF_4.E0.1)50703002 

	

01 	IF(.510.:.6T.nSU4)30TJ3004 
C 
C 	IF StrA OF s31IARES OF D1FFEENCES IS LESS THAN PREVIOUS LOWEST. 
C 	THE vALU,-_s OF A • d ARE STOiED AS BA + 
C 

	

74 	3002 HA=A c 3M=b $ 6SUA=SUM 

	

oi 	30u4 CONTPTJE 

	

t74 	IF(J.LT.,,AM"./UT3d448 

	

65 	IF(A.LT..v4AX);010G/9 -) 

	

ob 	A'PITE(69.70o6).20JAT,HA.Bd 

	

ol 	IF(DOO‘IT.SE.13.)GOT03006 
C 
C 	COUNT CU,ITROLS THE NUYBEP. OF APPROXIMATIONS MADE (I.E. 10) 
C 

	

88 	IF(3A.F.A.AMIN.04.6A.G.,,.AHAX.OR.B8.FO.BmIN.OR.38.GF.B!4AX)GOT03007 

	

79 	30ov 	° A,IAA=HA+AINT $ AINT=(AYAx-AMIN)/10. 

	

70 	 d1A4=n6+8INT 5 BINT=(e4AX-3mIN)/10. 

	

71 	GOTO3000 

	

7c 	30uo CW(TINut. 
C 
C 	CALCULATE THE rEST VALUES OF THE NUMBER EATEN AND OUTPUT THEM : 
C 

	

73 	CALL EVAL (NP.HA,bd,C) 

	

74 	IF(TYDE.J.2.U)GOTJ3010 

	

75 	WRITF"(h.2UU7. 

	

7o 	:4R1Tv(6.?Out)(0ATA(J,3).J=1,NR) 

	

71 	WRITF(7,...2u04) 

	

/0 	JPITFe.,...?00d)(0ATA(J,4),J=1,NP) 

	

/4 	tiuTOiLlqti 

	

8U 	3010 ..4RITr:(h.2(Ji0) 

	

81 	N=1 

	

82 	00 3030 J=1,NJ 
L=J+1 

	

84 	IFDATA(3.1).:u.DATA(L,1))G0T03030 

	

t$ 	WRITh(h,'fiii)(DATACJI‹),K=1,312) 

	

80 	WkilE(6,0.12)(UAIA(M,4),M=N,J) 
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B7 	N=L 

	

del 	303u CoNTINOE 

	

d9 	3/99 CONTINUE 
C 
C 	PERrogm ANALYSIS OF v4RIANCE : 
C 

	

90 	DFir,=n;,-2. I uFT=NP-1. $ OFM=1. 

	

91 	SUA=j. 	SUmSO=U. 

	

,;2 	Do 4000 J=1.N,D 

	

vi 	SUm=Sum+ ATA(J.2) 

	

94 	4000 SUmS0=Su4Su.o414(J.2)*UATA(J,2) 

	

9D 	SSR=.'SOA 

	

vo 	SST=SuBS1-5UI,*SUM/NP 

	

91 	SSm=SST-iS,,  

	

96 	Sm=SSm/Owm 

	

// 	SR=ssk/uFR 

	

100 	57=5.51/LIFT 

	

101 	F=sm/S,)  

	

102 	w-)ITF(5,2100) 

	

103 	2100 FuRIAT(//,* ANALYSIS OF VARIANCE :*, 
1//,* SOURCE 	: 	DF 	. 	SS 	MS 
2F 	.*) 

	

104 	vRITF(612101))FM,SSM,SM,F 

	

lus 	2101 FORmAT(/.* moJEL 	: *,F4.0,3X,3(E14.6,3X)) 

	

lob 	wRITE(g).2102)3FR,SSR,SR 

	

107 	2102 FORMAT(:- ..?ESIDUAL 	*,F4.0,3X,2(E14.6,3X)) 

	

106 	wRITE(43.2103)DrTiSST,ST 

	

10/ 	2103 FOR,14T(/,* TOTAL 	: *.F4.0,3X,2(E14.6,3X)) 
110 

	

111 	GOT0300 

	

112 	3007 CONTINUE 

	

113 	IF(CO0NT.5T.1.0)GOT03009 
C 
C 	HEST FIT IS AT LIMIT OF ONE OF THE PARAMETERS - (ONLY POSSIBLE ON 
C 	FIRST RUN THROUGH), PROGRAM MOVES ON TO NEXT PROBLEM. 
C 

	

114 	 wRITF(5,2011) 

	

11s 
	

GOT O3001 
C 
C 	INPJT FO:,iATS : 
C 

	

116 	1000 FORAAT(IZ) 

	

117 	1001 FOR,IAT(1o4B) 

	

lid 	1002 FuR,I41(2FIU.5) 

	

llv 	1003 FOR,AsT(F10.$) 

	

121) 	1005 FoR,IAT(I.0) 
C 
C 	OUTDoT F04mAis : 
C 

	

121 	2000 FORmAT(1-1,* DROGLEm NUMBER :*.I3.//,10A8) 

	

122 	2001 FOkmAT(//.* PaNAmETER A - INITIAL LIMITS :*,2(SX.E14.6), 
1/,* PErta ,rTER b - INITIAL LIMITS :*,2(SX,p14.5)) 

	

123 	2002 FORv4T(* CONSTANT C :*,L14.D) 

	

124 	2003 FuRAAT(/.* FIRST VARIABLE :*) 

	

120 	2004 F0P1IT(/.* SECOND VARIAbLE :*) 

	

12o 	Z006 FOR,4 4T(F12.0.10x.2(5X.E14.6)) 

	

1e7 	2007 FORMAT!/,* Sr.)1JENCt HAS CONVERGED*. 
1//,* CALCJLATili VALUES OF SECOND VARIABLE*) 

	

led 	2000 FORi4T(1A.sx.lor8...0 

	

lev 	2009 FORMAT(/.* SOJA-ES OF DIFFEDENCES FROM ACTUAL VALUES*) 

	

130 	2010 FuR,15T(/////.0  REST VALUES :*. 
1/.* PA«A _TEN A :*,E14.6.6X,* PARAMETER B :*,E14.6) 

	

131 	2011 FORMAT(* ,3EST rIT IS AT LIMIT OF ONE OF THE PARAMETERS*) 

	

132 	e020 FoR,*Af(//,' INULPEN 	VARIANCE DANT vARIABLE - 	- REPLICATES OF 
10EP=NDANT VARIAHLE*) 

	

133 	2021 For“Im1(-A.F9.3.D1(qt.14.03,5x,1bF5.0) 

	

134 	2030 	SE3uENCt HAS CONVERGED*. 
1/.* INd=d:NJANT VARIAHLE - OEPENDANT VARIABLE - SQUARES OF DIFFERE 
eas1) 

	

139 	2031 FOR'.,T(/.:o.0.4x.E14.6) 

	

130 	2032 FuRHAT(4)x,Dr14.0) 

	

137 	ENo 
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SutinuTlfiE Eye_ (NP,A.3,C) 
C 
C 	SwIROuT1;,,E EVAL 
C 
C 	THIS s03,QuTINE USES ruNCTION XNEWTR TO CALCULATE VALUES OF THE 
C 	NumiER OF PPEy EATEN FOR EACH VALUE OF THE PREY DENSITY STORED IN 
C 	DATA. T.ir RESULTANT VALUES ARE STORED IN DATA(J,3) AND THE SQUARE 
C 	OF THE DIrI,Ek.7NCE FROM THE OBSERVED VALUES ARE STORED IN DATACJ,4) 
C 

	

2 	C0 4,40,4 JaTA(10014),IRJN 

	

3 	nO 3000 

	

4 	x=0ATA(K,.1) 
OATA(...;•3)=A%E.TR(A.A.3.C.IRuN) 

	

0 	DIFr.DATAln.e)-DATA(K.3) 

	

7 	300u QATA(.4)=ulfr*DIFF 
IF(IPJN.%E.I)ETURN 

	

lu 	40IfEch,,NoC) 

	

11 	2000 FoPiLT(/.* Su;RDUTINE EVAL USES SUM OF SQUARES OF ACTUAL DIFFERENC 
IES*. 
2,1/.0 TIHI,S THROUGH SEQUENCE - 	PARAMETER A 	PARAMETER El*) 

	

12 	RETJ ,f 
Eriu 
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A1.4 	Programme PUT  

In Chapter 4 the functional responses of Anthocoris  

nemorum to various distributions of Pieria brassicae  eggs in 

square perspex arenas were examined. Amongst the distributions 

were two using the negative binomial with values for K of 0.1 and 

0.01. The arrangements of the prey using the negative binomial 

were obtained using this programme. 

The square arena is divided into a number of square 

units. In the experimental arrangement used (Section 4.2) the 

arena is divided into 15 x 15 units ( i.e. a total of 225) each 
one cm square. This programme is generalized to allow for differ-

ent arena and unit sizes; K and the total density are input para-

meters. The arrangement of the input is described in the comment 

cards. 

The calculations are as follows: 

1) Calculation of the expected frequencies (see, e.g. 

Bliss, 1953). The expected freqency of class 0 (Oo) is defined 

by: 

9fo = N q-K 

where N is the total density, K is the constant of the negative 

binomial distribution (defined as K = m2/(s2 - m) where m is the 

mean density per unit and s2  is the variance), and q is defined 

as 1 + m/K. The expected frequency of successive frequency 

classes ((x) can then be calculated, since: 

Ox = R(K + x - 1)/x . O(x - 1) 

where R = m/(K + m) or, if p = 1 - q, R = p/q. 
2) Calculation of the integer frequencies. It is at 

this stage that rounding off errors may cause the resultant values 

of K and the total density to differ from the input values. The 

more units that are available, the better the fit will be. The 

smaller the value of K is, the worse the fit will be, due to the 

long tail of high densities at low frequencies being truncated 

(see Fig. 6.21). Low total densities may also produce large 
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deviations in K due to rounding off errors. If the actual fre 

quencies are simply rounded off, the resultant total number of 

units will frequently differ from the actual number of units. To 

compensate for this, the rounding off factor (initially 0.5) is 

varied until the correct number of units is obtained. 

3) The actual prey density and K value are calculated. 

4) The frequency classes are arranged at random within 

the arena. 

5) A random number table for the distribution of prey 

within each unit is generated. 

The control option (NO) determines how many of these 

operations are done (see listing). 
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PROGRRA PUT (INRUT,OUTPUT,TARE5=INPUT,TAPF6=0JTPUT) 
C 
C 	 PROGRAMME PUT 
C 
C 	THIS PROGRAMME CALCULATES THE DISTRI4UTION OF FREQUENCY 
C 	CASsFS JET.EEN AN INPUT NUNoEP OF UNITS ACCORDING TO THE 
C 	 NF6 TIVE HINOMIAL DISTRIBUTION. 
C 	THE PAPAAETERS < + TOTAL DENSITY ARE INPUT, AND CAN BE VARIED 
C 	IN 4 LOGARITHmIC OR ARITHMETIC SERIES. 
C 
C 	 THE TERMINATION POIPT IS DETERMINED RY THE INPUT PARAMETER NO 

: EXPECTED FREDE+CIES 
C 	N0=> : INTEGER FREQUENCIES 
C 	N0=3 : RANDOM OISTRIBuTION OF FREQUENCIES AMONGST THE UNITS 
C 	Nj0=4 : FeANDOM NJMHFR TAHLE FOR INTRA-JNIT ARRANGEMENT OF 
C 	INDIVIDUALS. 
C 
C 

2 	OPIENsIo4 F(100), IN11001, 4C(50.50) 
C 
C 	F(100) WILL CONTAIN ThE CALCULATED CLASS FREQUENCIES 
C 	IN(1u0) .1LL CONTAIN ThE INTEGER CLASS FREDUENCIES 
C 	mC(S0,50) WILL HE USED TO DISTRI3UTE THE UNITS AT RANDOM 
C 

PFA)(5,1,)0e)PRIAER 
4 	REA)(5.1)00)A(mIN,AKINT,AKMAX,K 

READ(F).1.100)ANmIN.ANINT,ANMAXIN 
o 	REA)(5.1001)ND,NREP 

READ(5,1)U2)ANUmb 
IF(No.E0.4)REAU(5,1003)IS 
V=RANSET(PRI)-+FP) 

C 
C 
C 	 J.(PuT 
C 
C 	I. 	PRI4ER(F10.5) - PkImER FOR THE RANDOM NUMBER GENERATOR. 
C 	RANDOM NUMBER SECIGENCE INITIALIZED AT Y 
C 	2. 	AKAIN,XKINI.XK,AX,N(3F10.5.11) - 
C 	K 	THE NE5ATIVE.dINOmIAL DISTRIBUTION 

MIP(ImJH VALJE,INTERVAL LENGTH + MAXIMUM VALUE 
C 	K=0 : PROG4E5cION IS LOGARITHMIC 
C 	K=1 : PROuRESSION IS ARITHMETIC 
C 	1. 	AN"IN.XNINT.XNAAX,N(3F10.5,I1) - TOTAL PREY DENSITY 
C HINImum JALJE,INTERVAL LENGTH .0 MAXIMUM VALUE - 
C 	N=0 : PROGRESSION IS LOGARITHMIC 
r. 	N=I : PROGRESSION IS ARITHMETIC 
C 	4. 	NO,NREP(I1,12) - Nu=CONTROL PARAMETER (SEE AHOVE) 
C 	NRED=NuhoER OF REPLICATES FOR ARRANGEMENT OF 
C 	 PREY FRE)OENCIFo 
C 	-. 	ANNAH(F10.5) - TOTAL NUNRER OF UNITS AVAILABLE 
C 	4. 	IS(I3) - LENGTH OF Slut OF AN INDIVIDUAL UNIT - 
C 	ONLY READ IF No=4 
C 
C 

Iu 	,PRITF(h.?000)oP1mER 
11 	 )...RIIL(h,2001)A.KmIN,AKINT.XKAAX 
12 	IF(K.F0.116,RIIE(b,2002)AKmIN.XKINT,XKMAX 
14 	IF(N.E'4.,-)),,RITE(6,2003)ANmIN.ANINT,XNMAx 
14 	IF(s:.F").11uRITE(o.2004)XNmIN.XNINT.XNAAX 
lo 	IF(NO.OT.1)RRITE(0,2005)ANUmd 
10 	IF(NN.F,J.4)wRITE(o,2006)1S 
11 	Numn:ANJI-, 

10 	N14=j 

C 
C 
	

VARY AK AND AN IV A LOGARITHMIC (IF ( OR N = 0) OR ARITHMETIC 
C 
	

(IF K 3P N = 1) -,ROuRESSION : 
C 

ly 	 It7 ((. ,).'))AK=xrcmIN/XKINT 

20 	IF((.E).1)AK=zKAIN-XKINT 
21 	101 IF((.!,-_):AK=AK*AKINI 
22 	IF((.F.1.1)AKr.‹..AKINT 

ei 	IFIN.Th'il,N=wNAIN/ANINT 
24 	 (N.F 
20 	100 IF(N.0.0)AN=ANtPANINT 
do 	IF(N.Fd.1)AN=014)(NINT 

NR=,:w4.1 
2d 	WRITE(6.?007) 
23 	wRITE(6.?008)NR.AK,XA 
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3u 	00 3000 J=1.100 
31 	Ff./1=0. 
3e 	3000 IN(J)=0 

C 
C 	CALCULATE THE FREUENCY OF CLASS 0 AND STORE IN F(1) : 
C 

33 	40=XN/ANJ1t 
14 	P=204/x.," 
35 
30 	X=ANu'Aii,J**)0,  
37 	F(1)=x 

C 
C 	CALCULATE SUCCESSIVE FREQUENCY CLASSES AND STORE IN F : 
C 

3d 	 00 3001 1=1,100 
J/ 	AI=I 
4u 	X=A*(P/0)*(A1.00(-1.)/XI 
41 	F(I.1)=A 
42 	IF(F(I+1).LT.0.1100T03002 
43 	3001 CONTINdE 
44 	3002 CONTIWt 
45 	IF(NO.NE.1)GUT03023 

C 
C 	NO=1 	EXPECTED FREQUENCY CLASSES OUTPUT AND RUN TERMINATES. 
C 

4o 	4RITE(6.2069) 
47 	DO 3024 JA=1,(1+1) 
4d 	J=JA-1 
4/ 	3024 wRITE(6,?010)J.F(JA) 
5k, 	GOTOL.000 
51 	3023 CONTINUE 

C 
C 	CHANGE ExPECTED FREOUENCIES TO INTEGERS AND SUM INTEGER 
C 	 FREuJENClES 
C 

5e 	NN=0 
Si 	00 3003 J=1,100 

I.1(J)=F(J)+0.5 
55 
50 

57 
50 

3003 	Nr4=NN• 	( J) 
IF(NN.EO.Num-i)GDT03009 

C 
C 	IF 	SUM  0 	INTEGER FrfEOUENCIES EQUALS XNU46 GO TO 3006 
C 	OTHAIS=  ADJUST ROUNDING OFF FACTOR UNTIL 	IT DOES 	: 
C 

IF(NN.GT.Nu,06)GAP=-1. 
IF(NN.LT.Nu1H)GAP=1. 

5/ Auu=0.5 	5 	ESS=0.2 
Ou 301? Nt4=3 
51 un 	3004 	j=11100 
ac Ir((J)=F(J)+AD.ESS*GAs 

NN=NN.IN(J) 
64 IF(1,((J).LL.0)60703005 
an 3004 CUNi310:: 
60 3005 IF(NuA-i-1N)3007.300B.3009 
61 300/ IF(5A:,)3010,3008.J011 
60 3009 IF(5Ad).3011.300b,J010 
69 3010 ES5=ESS.1::SS/2. 	5 	60T03012 
10 3011 ESS=ESS/,?. 	5 	GOT03012 
71 3006 CONTI‘Ju 
72 !)0 	3027 	L=J.100 
7s 3027 IN(L)=0 

C 
C :(PECIED FREQUEACIE5 AND INTEGER FRE)UENCIES ARE OUTPUT. 
C 

74 viRITF(6.?0191 
75 Jo 	305 	JA=1.(1.1) 
76 J=J1-1 
71 3o2 04,-1T:71.(5,2011)J,F(JA),IN(JA) 
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C 
C 	ACTJAL K AND TOTAL PREY DENSITY ARE CALCJLATEO AND PRINTED : 
C 

	

/0 	DO 3013 .1=1.1D0 

	

/9 	3013 F(J1=IN(J1 

	

CJ 	i=0. S 55=0. 

	

51 	 :).7) 3014 J=1,100 

	

dl 	A=J-1 

	

13 	S=S.F(J1ox 
3014 SS=S.ti.F(J)*X*X 

V=(Sc,-S*,:/ANOmH)/(ANUMN-1.) 

	

dO 	4,1=S/XN-V 4 3 

	

dt 	AK,A=AM*V'/(V-x") 

	

00 	4RITE(6.2012151xKA 
C 
C 	 .40=3 : RUN IS TEW.INATED. 
C 

	

09 	IF(NO.LU.2)60To4000 

	

90 	wRIT(6,2,)13) 

	

9i 	,.SU=S:),“(x,NJJ) 
C 
C 	NSU=LEV/im OF SIDE OF SUUARE MATRIX. 
C 	I.E. ARENA CONSISTS OF NSU X NSU UNITS 
C 
C 	DISTRIBHTE ThE FEOJENCY CLASSES AT RANDOM WITHIN NSU X NSU 
C 	OF THE MATRIX MC, AND PRINT OUT THE RESULTANT DISTRIBUTION : 
C 

	

92 	Du 3015 JJ=1.NREP 

	

9.3 	wRITE(69;3014)JJ 

	

94 	no 3016 1=1950 

	

9b 	90 3016 J=I•50 

	

90 	301b mC(J.L)=0 

	

9/ 	00 3018 1=2/100 

	

96 	NU=IN(J) 

	

LJJ 	IF(NO.LT.1)30T03026 

	

100 	00 3018 L=1,NJ 

	

101 	3019 IX=IPr.NU(Nb0)-1 3 IY=IANO(NSU)-1 

	

to e 	IF(,1C(14.IY).'.E.0)60T03019 

	

10J 	3010 mC(I),IY)=J-1 

	

10'. 	302b CONTINUE 

	

105 	0 3020 J=1. 1̂;0 

	

106 	30el, 4p4ITE(8,015)(MC(J9L),L=19NSU) 

	

107 	3310 CONTIT),-  

	

lud 	400u CONTINUE 

	

109 	IFIXN.LT.xNmAN15070100 

	

I10 	IF((K.LT.XAx)GOTo101 

	

111 	wRITE(0u7) 
C 

TEPmr,JATF JOB 
6ENEPATE RANUUM N0M6ER TAdLE FOR INTRA UNIT 

C 	 ARwAHGE'AENT OF PREY. 
C 	 LEN6TH 07  SIDE OF UAT INPUT AS IS 
C 

Ile 
	

IF(NO.NE.4)STDP 
113 
	

./IPITFA6.)016) 
00 3022 K=1•0 

113 	00 3021 1=1930 
110 
	

3021 IH(J)=IR!,NO(IS)-1 
11/ 
	

IF(IS.F,T.10)1TF(ns201d)(IN(J),J=1.30) 
116 
	

IF(N.LE.10)..RITE(6120171(1N(J)+J=1,30) 

	

11 - 
	

3022 CONTI'AuE 
12t1 
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C 
C INPUT 	F0,29ATS 
C 

121 1000 FoR14T(3F10.5,11) 
122 1001 FOR,AT(II.I2) 
lei 1002 FOPAAT(F10.5) 
le4 1003 FORmAT(13) 

C 
C OUTPJT FORmATS 	: 
C 

123 200u FopAAT(1,41.* 	DRImER FOR THIS 	JOB =0:14.6) 
leo 2001 FoPA8T(//0 	OF 	THE NEGATIVE BINOMIAL VARIES FROM *,E14.5,/. 

1° 	IN 	AlLTIPLFS OF *,E14.00 	10 A MAXIMUM VALUE OF 	0,E14.6) 
121 20ue FDP4AT(//.* K 	OF 	THE 	vtGATIvE BINOMIAL VARIES FROM 	*,E14.6./. 

1* AT 	INT:-DvALS OF *9E14.60 	TO A MAXIMUM VALUE OF 	0.E14.6) 
led 2003 FORMAT(/.* 	THE 	TOTAL 	DRLy UENSITY 	VARIES FROM *,E14.0,/. 

1* 	IN muLTIPLFS OF 	*,E14.6.* 	To A MAXIMUM 	VALUE OF 	*,E14.6,/) 
129 2004 FORMAT(/.# 	TH7 	TOTAL DptY UENSITY VARIES FROM 

1° 	AT 	INTERVALS 	OF 	*,E14.5,* 	TO A MAXIMUM 	VALUE 
*9E14.69/, 
OF 	*.E14.6./) 

13u 2006 FORMAT(* 	TOTAL NUMBER OF ENVIRONMENT UNITS =0E14.6) 
131 200b FoPIAT(* LFNOTH OF SIDE OF 	INDIVIDUAL UNITS =*.14) 
132 2007 FoPsiAT(//,34(RH-5),//) 
133 2006 FORMAT(* DUN VU46LR *13. 

1//0 K 	IS SET 	TO *9E14.6, 
2/0 PREY DENSITY 	IS SET TO *.E14.6) 

134 2009 FORMAT(/.b. 	PREY UENSITY 	. 	EXPECTED FREQUENCY .*/) 
133 2010 F0R9AT(19,12x,F9.2) 
136 2011 FoR9AT(19.12x,F8.2.14X1I4) 
137 2012 FORMAT(//.* 	TOTAL PPEY DENSITY 	: 	*.E14.6, 

1/0 ACTUAL 	K 	= 	*.E14.6,) 
13d 2013 FORMAT(//0 DISTRIBUTION OF UNITS 	:0) 
139 2014 FORMA-H/0 ;EDUCATE :*I3) 
140 2015 FOR9AT(5X,5012) 
141 2016 FORMAT(///.* 	4ANDUM NUMBER TABLE 	:*/) 
142 2017 FoRAAT(m15(13,II» 
143 2014 FOR94T(5g.15(I4,I2)) 
144 2019 F0i4AAT(/.*. PREY UENSITY 	. 	EXPECTED FREQUENCY . ACTUAL FROUENCY 

1,/) 
146 'ITOa 
14o END 

.* 
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This programme was written to predict the predation in 

the situation of two prey types mixed together, from the parameters 

of the functional responses to the individual prey types. 

The Random .Predator Equations (Rogers, 1972) used to 

describe the individual functional responses are: 

Ne = N(1 - exp(- a(T - Th Ne))) 

Ne' = N'(1 - exp(- a'(T - Th' Ne'))) 

where Ne is the number of prey eaten, N is the prey density, a is 

the search efficiency, T is the total time available, Th is the 

handling time for one prey, and the primed symbols refer to the 

second prey type. The predator density (P) is assumed to be unity 

in this programme (as in the rest of this work) and the programme 

would have to be altered to allow for the inclusion of P. These 

equations are readily modified to describe the two prey situation: 

Ne = N(1 - exp(- a(T - Th Ne - Th' Ne'))) 

Ne' = N'(1 - exp(- a(T - Th' Ne' - Th Ne))). 

If either Ne or Ne' are known, the other can be calculated directly 

using Newton's approximation. In this programme, the value of Ne 

is found with Ne' set to zero; this value of Ne is then used to 

calculate Ne'; this value of Ne' is used to recalculate Ne, and so 

on. Thus, after several approximations, the values of Ne and Ne' 

will converge upon the true values. 

This programme was used in Section 5.3, while a modi-
fied version was used in Section 3.4.4. 
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1 	PRO3PAM PREDICT (INPUT,OUTPUT,TAPE5=1NPUT,TAPE6=OUTPUT) 
C 
C 	PRU3-?AM PPLDICT 
C 
C 	THIS PROGRAM SOLVto THE TAO-PREY-TYPE ROGERS RANDOM PREDATOR 
C 	EQUATION JsIN3 NE.TONS APPROXIMATION IN A DOUiLE CONuERGING LOOP 
C 
C 	INPJT : I. TJTAL TIME AvAILAHLE - (T) 
C 	 2. NJ"BER OF PREY DENSITIES FOR PREY TYPE 1 AND 
C 	 PREY TYPE 2 - (NPI,NPV) 
C 	3. ((PI VALUES OF PREY DENSITY FOP TYPE I. 
C 	 4. NV VALUES OF PREY UENSITY FOP TYPE 2. 
C 	 D. P-OBLEM NJWBER - (PHO3) 
C ,. SEARCH EF=ICIENCY • HANDLING TI4E FOR EACH PREY TYPE 
C 	 (A101,A2.62) 
C 	 CARDS 5 + b ARE REPEATED FOR EACH SET OF PAPAMETERs 
C 

	

2 	 DImEN5Mi x%01(50),XNOV(50) 

	

3 	 PE-0(5.1 ,, 0111.  

	

4 	READ(541)02)N-314NPV 
READ(5.1003)(A1OI(J).J=1,NPI) 

	

6 	 REA)(541J0D)(XNOV(J)4J=1,NPV) 

	

7 	3001 PEA)(541001)PRO6 

	

o 	 IF( 0Po3.E3.0.)5TOP 

	

9 	PLA)(51/.100)A1931,A2,32 

	

10 	 wRITE(H42000141,61,A2,H2,7 

	

11 	 ,DRITF(542001) 

	

le 	DO 3000 J=14NP1 

	

13 	 (NI=X 410I(J) 

	

14 	DO 3000 ;=14NPV 

	

ID 	XNV=ANOV(w) 

	

lo 	EI1=0. 	Evl=0. 

	

1/ 	 EI2=100. $ =V2=100. 

	

Id 	3011 IF(vil.E].0.)3uT03006 

	

19 	 Ell=x•IEIT(b21A19-314XNI,E11,EVI,T) 

	

2u 	 DI=AHSUEI1-EI2)/E11) 

	

Cl 	EI2=EI1 

	

22 	r4OT33008 

	

23 	30u6 JI=0. 	EI1=0. 

	

24 	3Oub IF(XN■v.E).0.)30703009 

	

2D 	 Ev1=x4E.T(c1.42,82,XNv.Ev14EI1,T) 

	

do 	 Ov=4-5((1v1-Ev21/EV1) 

	

e7 	 EV2=EV1 

	

2d 	 GOT03013 
300 -) Dv=0. 	tVI=Ue 

	

JU 	301e IF(31.GT.0.00001.0R.OV.GT.0.00001)GOT03011 

	

31 	 d=EII/EV1 

	

32 	 p=E11/(EI1 4.EV11 

	

3J 	 •4RITE(642002)xNI4XNV4EI1,EV14R,P 

	

34 	3000 CWITI,IU- 

	

JD 	 uuT03001 

	

30 	100u FORmAll4F1u.5) 

	

37 	1001 PopvLi(F1C.5) 

	

3d 	100e FoPIAT(2I=0 

	

Jy 	1003 FuR-IAT(lx.16F5.01 

	

4U 	2000 FORmAr(1-1,* PROGRAM PREDICT : RESULTS :*. 
1/,* 4 F1' TREY TYPE 1 : *9E14.6, 
2/.* 	F , ,R PREY TYPE 1 : *E14.64 
3/,* A Fo( PREY TYPE 2 : *,E14.6. 
4/.0  11 F,R 0p-7 Y TYPE 2 : *E14.69 
.1/0,  T:)TAL II's= AVAILABLE *4E14.6) 

	

41 	dOul rOdy111///.* 1ST P41EY PRESENT . 2ND PREY PRESENT . IST PREY EATEN 
RATIO I. 2'u PR=Y EATEN . 	RAT 	 . PERCENTAGE 	.*) 

42 	elwe Fo,eAal(b(4A,E14.6)) 
43 
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1 	FUNCTION XNEwT (H2,A1,81,X,E1.E2,T) 
C 
C 	THIS FuNCTION USES NEWTONS APPPDXIMATION TO SOLVE THE ROGERS 

P-(_BATOR EuuATION. 	IT CAN INCLUDE E2 OF A SECOND PREY 
C 	Tyr'_. Emci WITH A mAADLI,,G TINE OF R2 - I.E. THE TWO PREY 
C 	SOLJTIOA. 	I= E2=02=0 THE ONE PREY SITUATION IS OBTAINED. 
C 

	

2 	1 6R== *P(-A1*(T-81*E1-02*E2)) 
X*csrt  

	

4 	CEE=F1-k.*(1.-R) 
E=t1-CEF./SLOPE 

	

0 	0=A0S((E-E1)/E) 
7 

IF().&T.9.00001)GOT01 
EMT=E 

	

10 	RETJP', 

	

11 	ENU 
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APPENDIX 2 

SUPPLEMENTARY MATERIAL FOR CHAPTER 6 

4 

A2.1 	LISTING OF THE COMPUTER SIMULATION PROGRAMME 
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PRO3PAM SIN (INPUT,OUTPUT,TAPES=INPUT,TAPE6=0JIPUT) 
C 
C 

;Im 
C 

	

C 	THIS PROvRAM SIMULATES THE SEARCHING BEHAVIOUR OF A PREDATOR IN A 

	

C 	SO 	H, mATRIX ARENA. FOUR STRATEGIES APE AVAILABLE FOR THE DIS- 

	

C 	TRI3UTIO OF .DkEY, AND FIVE FOR THE SEARCHING METHOD OF THE PREU- 

	

C 	ATO-c. 
C 

	

C 	INPJT: 
C 

	

C 	1. NPJNS•NkEPs•PIRIAEk (2I2,F10.) 

	

C 	N(q)N.  - NUvIHER uF DIFFERENT PREY ARRANGEMENTS TO BE USED 

	

C 	NREPS - NOmHER OF REPLICATES OF SEARCHING FOR EACH PREY 

	

C 	 A-f,■A 3=mENT 

	

C 	PPIAtR - A PRIMER FOR THE RANDOM NUMBER GENERATOR 

	

C 	2. TT1UP (2E10.5) 

	

C 	IF uP=0.TT 15 THE TOTAL TIME AVAILABLE AND FJNCTIONAL RESPONSE 

	

C 	 DATA ,5 UFNEqATED 

	

C 	IF uP>0. UR IS THE GIVING UP TIME AND AGGREGATIVE RESPONSE DATA 

	

C 	 IS GE4ERATED 

	

C 	3. ITA.JTA,TH41,THA2.THA3 (211.3E6.0) 

	

C 	P4PAlETE?5 TO DEFINE HANDLING TIME FOR PREY TYPE A 

	

C 	ITA - CONTROL OPTION FOR DEFINITION : 

	

C 	1 - HANDLING TIME IS A FUNCTION OF THE NUMBER OF PREY 

	

C 	PRESENT 

	

C 	2 - HANDLING TIME IS A FUNCTION OF T-IE NUMBER OF PREY 

	

C 	EATEN 

	

C 	JTA - DEFINES TmE FORM OF THE FUNCTION (SEE SUBROUTINE FIX) 

	

C 	THA1.THA2.THA3 - THREE CONSTANTS USED TO DEFINE HANDLING TIME 

	

C 	A. IF3.JTS,TH31,THB2•TH63 (211.3E6.0) 

	

C 	RAPAm-_TERS TO DEFINE HANDLING TIME FOR PREY TYRE d 

	

C 	PAPAmETERS FUNCTION IN THE SAME wAY AS FOR THE HANDLING TIME OF 

	

C 	RPEY TYPE A 

	

C 	5. ISA JSA,SAI,SA2,SA3 (211.3E6.0) 

	

C 	neuAl;- TERs TO DEFINE SEARCH EFFICIENCY FOR PREY TYPE A 

	

C 	 PA.JA*IFTERs FUNCTION IN THE SAME WAY AS FOR T-IE HANDLING TIME OF 

	

C 	RkEY TYPE A 

	

C 	b. Is3,Jsn.SH1.562,Sd3 (2II;JF6.0) 
TO ur_FINE SEARCH EFFICIENCY FOR PREY TYPE B 

	

C 	PA4AmLTERS FUNCTION IN THE SAME WAY AS FOR THE HANULING TIME OF 

	

C 	P,EY - YPE 4 

	

C 	7. IS (II) 

	

C 	IS - CONTROL OPTION' FOR SEARCH STRATEGY: 

	

C 	1. PREDATION ENTIRELY RANDOM 

	

C 	2. RANDOM WALK 
EORwARD DIRECTED RANDOM WALK 
FORWARD DIRECTED RANDOM WALK OF LONG STEP LENGTH ALTER- 

	

C 	wITH A RAjuum WALK WITH SHORT STEP LENGTH WHEN A 

	

C 	 .)KEY IS FOUND 

	

C 	R. FO4oARD DIRECTED RANDOM WALK - wHEN PREY ARE FOUND, THE 

	

C 	AREA ImmEDIATFCY AROUND THEM IS SARCHE3 

	

C 	(IF IS=4) LSSILLS,TSS,ILS,H (2I3,3F6.0) 

	

C 	LSS - LENGTH OF SHORT STEP 

	

C 	LLS - LENGTH OF LONG STEP 

	

C 	TSS - TIME USED FOR SHORT STEP 

	

C 	 TLS - TIME USED FOR LONG STEP 

	

C 	H - TIDE FOP WHICH RANDOM wALK AND SHORT STEP LENGTH ARE USED 

	

C 	 IN qEnPONSt TO FINDING A PREY 

	

C 	9. (IF IS = 	LA.L;1.TC (2'59E6.0) 

	

C 	L' - LENGTH OF NORMAL STEP 
- LENGTH OF STEP TAKEN AFTEP SEARCHING IN THE AREA AROUND 

A 214y .vAS FOUND 

	

C 	TC - TImE JSED TO SEARCH AREA AROUND PREY AN] TAKE LB STEP 

	

C 	1U• NA.1,A.moA.ANA,AKA.SoA,CA.FACToRA (139211,5E5.0) 

	

C 	 NH•11,B,m,XN60(K3.S0d,C6,FACTOWS (13.211.5F6.0) 

	

C 	 IDV4 - CONTROL OPTION FUR THE DISTRIBUTION OF THE PREY : 

	

C 	 1 REGULARLY ARPANGEO 
RANUDiLY ARRANGED 

	

C 	.3 ACCORDING TU THE NEGATIVE BINOMIAL DISTRINJTION 

	

C 	4 R4NuOALY ARRANGED CLUMPS OF EIGHT PREY 
C 	 w-JA/•-■ - CONTROL OPTION 'FOR MAP 
C 	0 NO NAP PRODUCED 

	

C 	1 IF HOT' MOA +MIO = 1 A MAP IS PRODUCED OF THE FIRST 
C 	REPLICATE OF THE RUN 
C 	 XN1/,4 - TIE NumeE-2 OF PREY TO RE DISTRIBUTED 
C 	IF TuA/d=3 : 
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C 
	

xK4/3 - K OF THE NEGATIVE BINOMIAL 
C 
	

SJA/0 - LENGTH OF SIDE OF UNIT OF ARENA FOR THE NEGATIVE 
C 
	HINOMIAL DISTRIdUTION OF ATTACKS 
C 
	

CA/B - IF C=I ADJJSTHENT OF VALUES OF XN +AK IS MADE TO OBTAIN 
C 
	A 3000 FIT FOR THE DISTRIHJTION 
C 
	

FACTRiA/b - AUJUSTmENT FACTOR USED r(HPN CA/3=1 
C 
C 

uImENSIOA RESJLT(50.3)95PARE(S0) 

,4ESJLT -JILL CONTAIN THE RESULTS FROM NREP REPLICATES : 
,'E5JLT(N.I) IS FOR THE N0.4BER OF PREY TYPE 4 EATEN (EATA) 
PESJIT(N.;,) IS FOR TH: NUmbER OF PREY TYPE 3 EATEN (EATS) 
RESJLT(N,3) IS FOR THE TM WASTED (TW) 
RESJLT(N.) IS FOR THE PERCENTAGE TIME 'WASTED (PER) 
4ESJLT(N,5) Ii FOR THE fOTAL TIME SPENT IN THE ARENA (TTI4E) 
PESJITH.S) IS FOR THE TOTAL TIME SPENT SEARCHING (TS) 
RtSJLT(N,7) IS FOR T1E LN 5 VALUES OF PREY TYPE A 
4F;j0(.H) IS FOR THE LN 5 VALUES OF PREY TYPE B 

-- SPAE IS J6E0 TO STORE RESULTS OF ONE TYPE FOR USE IN CALCULATING 
THE *IEAN AND S.E. 

NA(50950)9LE NGTh 
LENGTH OF S IUE OF THE ARENA 

A,EATd.PER.T w9TTImE,TT,TS.UR 
9,11- 49THAI.TH A2,THA3.THA.ITB.JT39TH319THB29THB39THB 
,JSA,SAI,5A2 9SA39SA9ISB,JSEI.SBI,SB29SB3,SB,IC 
,TSS,LLS.TLS 9H 
LH,TC 
Nevcc10o,3), NEN.ISTORE(100.3),NFEED 

C 
C 	NEN ENCO0NIEPs WILL HE STORED IN NENC(100.3) AND NFEEO PREDATIONS 
C 	BILL OF  STORE) IN ISTORE(1U013) FOR THE CONSTRUCTION OF A MAP 
C 
C 	READ IN AND PRINT OUT DATA : 
C 

10 	PEAD(5.1,1400)NqUNS,NREPS.PRImLR 
11 	CALL R4NiET(P:(IMER) 
12 	READ(.1301)TT.JP 

IF(TT.OT'0.)(1=TT 
14 	IF(TT.t.:4.0.)wRITE03,2000)uP 
15 	IF(TT.GT.O.)zeITF(b92001)TT 
10 	L.-_AD(g,.1.)0e)ITA.JT49THAI.THA29TH43 
17 	REA)(5.1.)02)IT6.JToliTHE11,THB2.THB3 
to 	REA)(D,1,)0e)ISA,JsA,SA1,SA2.SA3 
1/ 	-)EAJ(5,102)13.3.JSd.53115.32,563 
2U 	IC=0 $ x=0. 
21 	PEAD(5.110J)Ig, 
2e 
23 	 IF(ITA.EJ.1)ITE(43.2°07) 
d-+ 	IF(ITA.c).,,.)A-ITE(d.?008) 
25 	CALL 	(IC,JT4.THAI.TH42,THA3.THA9x) 
do 	wRITw(P/12003) 
27 	 IF(ITH.E;.1)wPITE(6.2007) 
2d 	IF(IT ,.E1.2).;t1TE(.20116) 
2/ 	CAL ,  FIA (ICIJT39THBI.THH29TH839THRIX) 
JO 	a,-,ITC(b.e004) 
Ji 
32 	IF(F,A.E.).2)44ITE(o.20013) 
JJ 	 IF(IS.0t.4).,, ITt(0,U0b)541.5A2 
J4 	Ihr(IS.L.T.4)C4 LL FIA (IC.JSA.5al.S42.SA3954.X) 
33 	4wITEPItrOu5) 
Jo 	IF(1!-H.E.J.1),..7(ITE(S.20071 
31 	IF(IS-3.ti.2)wRITE(0)92003) 
Jo 	IF(IS.GE.4)1TE(3.2006)S31.SA2 
3/ 	IF(IS.LT.4)CALL FIX (1C.jSb1561.562.5d3.53,X) 

IC=1 
41 	IF(IS.F(.4)REA0(5.1004)LSS,LLS,TSS.TLS.H 
42 	 IF(1'...E0.S)RFAD(-3,1n0S)LAILd.TC 
4J 	;;IT,7 (',.2010)IS 
44 	IF(1•,.t.1.4)81-, ITE(b,?Ull)HILSb , LLS,TSS9TLS 
45 	IF(TN.F'J.5)tiRITE(6,2012)TC.LA.Ld 
40 	ARI11- (6,2u13) 

LENT-1=59 
4d 	U0 300n J=1,NWAS 
49 	REA)(5.1100)NA.MA.M1A,ANA.XIXA,SUA.CA.FACTORA 
50 	REA)('1,1100)03.1D6003,AN,Aixd.S013.CB.FACTOR8 

C 
C 
C 
C 
C 
r. 
C 
C 
C 
C 
C 
C 
C 
C 

COMMON/Al/ARt 
C 	LEN5TH Is THE 

COmmoWA,f/EAT 
5 	COMmol/Aj/ITA 
o 	 COmmoN/A4/ISA 
7 	COmmON/A5/LSS 
d 	COMMON/A-)/LA, 
9 	COMMON/A7/m09 
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51 	u.0=0 
IF(w)A.E0.1.ANO.muo.E0.1)1G=1 

	

6J 	SChA=1). rt. 5.7.Hd=U. 

	

54 	 00 2:494 NREP=1,NPEPS 

C 	EMPTY ARENA : 
C 

	

55 	00 301d =1.LEN3Tm 

	

So 	00 331.3 =1.L=NGTh 

	

51 	301d ARENA('4,N)=0. 
C 
C 	ARHANGE GREY TYPE A : 
C 

5o 
4 IF(xNR.EJ.0.)30T03005 

	

sO 	GOID(3001.J00213003.3004)IDA 

	

51 	30u1 CALL RE,-JT IXNA,NREP,SNA.NA) 
be 607330

3002 CALL 
0s 

	

6J 	 RANRJT (XNA.NREP,NA) 

	

64 	 SNA=ANA 

	

67 	-- GOT03005 

	

6o 	3003 CALL AGG,, JT (xNAOIREP,XKA,S0A.CA,FACTORA.SNA.NA) 

	

6/ 	IF(CA.EQ.10.)301- 03000 

	

od 	oJT03005 

	

69 	3004 CALL CLo!JJT (xNA.NREP,SNAINA) 

	

/u 	3005 CONTINUE 
C 
C 	ARRANGE PREY TYPE b : 
C 

	

71 	W5=;). 

	

7e 	IF(xNs.E,).u.)30103010 

	

73 	60T0(30J-13007,3006.3009)IDO 

	

74 	30ub CALL -0EuRJT (ANB.NREP.5N3,N6) 

	

75 	G0T03010 

	

70 	3607 CALL RA,,:rul (xNd,NkEP,NB/ 

	

11 	 St4t1=‹it3 

	

ld 	G0T03010 

	

7q 	300b CALL AG,PUT (xN3,NqEP,XK3,50b.CB,FACTORB,SN50,18) 

	

oU 	IF(C4.6).10.)30T03000 

	

61 	o0I03010 

	

se 	3009 CALL CL00JT (XNB,NPEP,SN=1.No) 

	

Si 	3010 CONTINA. 

C 	DEFINE S?,AkCHING PARAAETERS IF NECCESSARY : 
C 

	

04 	IF(ITAmEJ.I)C4LL FIX (IC0JTAITHAI,THA2ITHA39THA'SNA) 

	

1D 	IF(IT-i.E4.1)C,■LL FIX (ICIJI4 9THEl1gTHB29TH3,T -1b1SNR) 

	

0 	IF(ISA.E .I)CaLL FIX (IC,JSA,SAI,SA21SA3,SAIIS,JA) 

	

dl 	 IF(ISs.E,,.1)CLLL FIX (IC.JS'-.Sd1.SI3e.S133456,SNO) 
C 
C 	PPEDATIu.1 
C 

	

do 	'4EN=o 5 NFEEU=0 

	

o/ 	GOTD(i611,3011,301193012,3013)IS 
3011 CALL rA1123 (IS,NREP) 

	

91 	,,OT33r014 

	

92 	301e CALL AG..,_AT (NPEP) 

	

93 	001-13614 

	

94 	3013 CALL CL( -:AT (NPEP) 

	

9D 	3014 CONTINifr_ 

	

90 	IF(N4ER.E:),I.AND.MO.E0.1)CALL MAP 
C 
C 	STORE RESJLTS FOR REPLICATE : 
C 

	

91 	 dESJLTG4dEP,11=EATA S PESULT(NREP,2)=EATH 

	

9d 	,,ESJLT(N-P.J)=Tw $ RLSULT(NREP.4)=PER 

	

9v 	QESJLTO(J=P.5)=TTIME $ KESULT(NPEP.6)=T5 

	

luu 	IF(SNA.1 r.EATA)GOT03015 

	

101 	-2LSJLT(N-JEF, ./)=ALOOI(SNA-EATA)/SNA) 
iJe 

	

10J 	3015 JE-IJLT(N,;-:r.7)=0. $ SCHA=1. 

	

104 	JOlo IF(SNi.L,_.tAT3)G0TO3U17 

	

105 	Pr=sJLIANH,(1)=ALOG((SNO-EATO)/SNE3) 

	

luo 	 ouipe-199 

	

107 	3017 .;ES..)LT (•44E.Ples ) =0 	$ 	SCHS=1 • 

	

iJO 	e9,)9 CUNTINUL 
C 
C 	CALCULATE AND N.cINT UOT MEANS AND S.E. FOR RUN : 
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C 

	

109 	00 3020 .<=1.3 

	

110 	IF(SCHA.F3.1.0.AND.K.E0.7160703021 

	

111 	IF(SC-09.,-.).1.:).ANu.K.EO.H/GOT03021 

	

112 	uo 30e2 

	

113 	3022 oR.RF(nA)=RESJLT(KA,K) 

	

11+ 	CAL! SUIs(AvtAN,St+SPARE.NRERS) 

	

116 	RES3LT(1.‘)=AqE4N 

	

110 	RESJLT(2.,)=SE 

	

111 	',DTD3J2O 

	

110 	30e1 	S RESULT(2,K)=0. 

	

119 	3020 CONTINuE 

	

12u 	qRITtl'3,2102)(RESULT11,K),K=1.8) 

	

121 	oRiTi7(-3.e103)(14EsuLT(2.K),K=1,8) 

	

122 	4RITF(5.?013) 

	

leJ 	3000 Cu.,TINN 
C 
C 	FuR1ATS : 
C 

	

124 	1000 FORmAT(2I2,F10.5) 

	

123 	1001 Fjp4 i4T12+-10.5) 

	

leo 	loud FOR4AT(21113F5.0) 

	

127 	10U3 FoR,i4T(II) 

	

1e0 	10u4 FOkwAT(2:313F5.0) 

	

129 	10uS FOR‘i4I(2131F6.0) 

	

130 	1100 FONAAT(11.211,BF6.0) 

	

131 	2000 FOP44T(//,* -*.60(*';-*).//, 
1* IN THIS JOb AGGREGATIVE RESPONSE DATA IS GENERATED wITH A GIVING 
2 UP TI1E OF *F10.0+//) 

	

1.3e 	20u1 FOR,1 4T(//.* -*,50(*S-*).//, 
1* IN THIS JOP FUNCTIONAL RESPONSE DATA IS GENERATED WITH A TIME LI 
2ii1T OF *F10.0,//) 

	

13-1 	2002 FORIAlf* 0ARA,AETER DEFINITION :*+// 
1* mANJLING TIit FUR PREY TYPE A :*) 

	

134 	20u3 FORAAT(/.0  HANDLING TI4E FOR PREY TYPE B :*) 

	

136 	2004 FOR4411/.* SEARCH EFFICIENCY FOR PREY TYPE A :*) 

	

13o 	2006 FORA!.1-(/.* SF4kCH EFFICIENCY FOR PREY TYPE 3 :*) 

	

13/ 	2000 FO ,AAT(* CONSTANT IN NORuAL SEARCH PHASE AT*F10.6.* IN LOCAL SEARC 
1H Pk.ASt .]J, JSTANT AT*F10.5) 

	

13d 	2001 PopmAT(4  oA4AJETER DEFINED BY INITIAL PREY DENSITY*) 

	

13/ 	200b F0d4 ■T(* RAR4,..- TER DEFINED *Y INSTANTANEOOS NJM3ER OF PREY EATEN*) 

	

140 	2010 FuR1"T(//* IN 1-1I6 JOB SEARCH STRATEGY NUBER0I3* IS USED*) 

	

141 	2011 rok.-44T(* HuNGFP FACTOR = *+F7.0, 
1/9* Li4GTH OF SmORT STEP =*, I4+ 
2/.0  LENGTH OF LONG STEP =*,I4+ 

TI 'E J5EU FOR SHORT STEP =*,F5.0, 
4/.* TIME JSEu FOR LON:, STEP=-.F6.0) 

	

142 	2012 FORT T(0  TI,IF TO SEARCH CLUMP AREA =*,FS.O. 
1/.0  L- 13T-I OF NORMAL STEP =*.I4. 
2/.' L.' 41T -,  OF LUNG STET' =0+15) 

	

14J 	2u13 rok,AAT(//.* --:=+ou(*$-*),//) 

	

144 	2102 For.,,'Al(/“.' 4EANS :*,/,-I(2A+E14.6)) 

	

Ivo 	2103 FoR 44T(1- STANJAR0 ERROR OF mtAN :*,/.8I2X.E14.6)) 

	

146 	STUD  

	

14/ 	END 
C 

SU*w-IATI± RE5PUT (XA.NREP'sN.NN) 
C 
C 	THIS S1 )3-dOuT1NE DISTRInUTES AN)  PREY WITHIN THE ARENA. 
C 	IF 	IS Nut 4 RERFECT SouARt, IT IS REDUCED TO THE NEAREST 
C 	PERFECT --.DU4RF -4ELoo THE INPUT VALUE. IF NRER=I THE NUm9ER OF 
C 	PREY DISTRt'iOTED IS PRINTED OUT. 
C 	REGR0T 	oE ADAPTE0 Tu ARENAS OF DIFFERENT SIZES 
C 	HY CHA1N1NG T9t C01mON/A1/ CARD. 
C 

	

2 	COumON/41/ARENA(S0+50)+LENGTH 

	

3 	 PN=S1RT(XN) 

	

4 	■i=r4 
RN=N+1• 
GAP=LENGTH/ku 
xL=0+ 
DO 3000 J=1+N 
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9 	xL=XL.GA.3  

	

lu 	 Lr-kL 

	

11 	 xm=0. 

	

le 	00 3u00 r■=1,N 

	

13 	 xm=x0+(iAa 

	

14 	 m=x4 

	

ID 	300u ARENA(L. ,4)=ARENA(L,m) 4.NN 

	

lb 	N=NoN 

	

17 	SN=N 

	

lo 	 IF(NRER.r:).1.AND.N4.E0.1),;RITE(6.2000)N 

	

19 	 IF(IRP.E0.1.tND.N.4.E0.100)..RITE(6,2001)N 

	

40 	2000 FORmAT(I6,* PREY uF TYPE A ARE DISTRIBUTED RECAULARLy*) 

	

21 	2001 FoR,AAT(I,.* PREY OF TYPE 6 ARE DISTRIBUTED REGULARLY*/ 

	

2e 	 RETJkN 

	

23 	 EHD 
C 

	

1 	SUBROJTI 	PANPUT (XN,NREP,NN) 
C 
C 	THIS SUB-;OuTINE DISTRIBUTES AN PREY IN THE ARENA AT RANDOM. 
C 	IF \IRE-P=1 THE NUmBER OF PREY DISTRIBUTED IS PRINTED OUT. 
C 	RANDUT C'AN BE ADAPTED TO ARENAS OF DIFFERENT SIZES 
C 	BY CHANGINu THE COMMON/A1/ CARD. 
C 

COMBON/A1 /APENA(50,50),LENGTH 

	

3 	N=AN 

	

4 	DO 3001 J=19N 
IA=14A-Li(U=NGTH) S IY=IRANO(LENGTH) 

3001 ARE\JA(IX.IY)=ARENA(IA,IY)+NN 

	

7 	 IF(NREP.EO.1.AND.NN.EO.1)wRITF( ,2000)N 

	

6 	IF(NPEP.EO.I.AND.NN.EQ.100)0ITE(6.2001)N 

	

9 	2000 F0d•.AT(I.,* PREY OF TYPE A ARE DISTRIBUTED AT RANDOM*) 

	

10 	20u1 FOHAAT(I6s* PREY OF TYPE 6 AKE DISTRIBUTED AT RANDOM*) 

	

11 	 kETJRN 

	

ie 	END 
C 

	

1 	SUBROUTIJE AG3PUT (XN.NREP,AK.SO,CORECT,FACTO,SP,NNN) 
C 
C 	THIS Su-ROJTINE DISTRIBuTES xN PREY IN T-IE ARENA USING THE 
C 	NE0ATIvE 6INc)AIAL olsrIciu1Iw4 AND A K VALUE OF xK. 
C 	IT Fu%CTIONS IN A SIMILAR WAY TO PROGRAMME NE4pjr. 
C 	THE ARENa IS DIVIDED INTO xNumB UNITS EACH OF SIDE So. 
C 	THE ExPECTED FREOAJENCy DISTRIBUTION OF XN PREY AMONGST XNuMB UNITS 
C 	4ITH R 51;_i lo xK IS CALCULATED, AND THE ROUNDIN3 OFF FACTOR IS 
C 	A0JJSTED To GIVE EXACTLY xNUm6 UNITS. 	THE UNITS APE ARRANGED 
C 	RAN)0mLY mITHIN THE ARENA, AS ARE THE PREY WITHIN EACH UNIT. 
C 	A6GPOT 'AN BE AJAPTED TU ARENAS OF DIFFERFNT SIZES 
C 	BY CH:,NtAINAA THE COMMON/A1/ CARD. 
C 

	

2 	OlmENS104 F(100).1N(100).MC(50,50).SP4RE(100) 
C 
C 	F(100) WILL CONTAIN T-IE GENERATED FREQUENCIES AS REAL NUMBERS 
C 	IN(100) 	ILL CONTAIN THE ROUNDED OFF FREOJENCIES 
C 	'4C(50As0) MILL ziE USED TO DISTRIBUTE THE UNITS RANDOMLY WITHIN THE 
C 	AoE\i.5, 
C 

	

3 	 COMunN/Al/ARFNA(50,50).LENGTH 

	

4 	IF (NRFP. JE.1)30To3999 
C 
C 	THE FDE:oENLI , s ARE ONLY CA1CULATED FOR THE FIRST REPLICATE. 
C 	CHECK TrL 	SO HAS A SATIABLE VALUE : 
C 

	

6 	 CHECK=9. 

	

b 	So=xK $ SN=xN 

	

7 	Iso=s1 
SIUW=0--_NGTH/S) 

	

9 	I=SIDE 
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lu 	IF(PIDAT(I).NE.SIDE)GOT04000 
11 	ANu44=S11E*SIDE 
12 	Num3=ANu3 

C 
C 	CALCULATE THE FREuuENCY OF CLASS 0 AND STORE IN F(1) : 
C 

13 	5001 CONTINUE 
14 	DO 3000 J=1.100 
ID 	F(J)=0. 
10 	300u IN(J)=0 
17 	AA=SN/XNJo 
id 	P=AM/SK 
19 
20 	X=X1W-1-s/0*.aSK 
21 	F(1)=A 

C 
C 	CALCULATE SUCCESSIVE FREQUENCY CLASSES AND STORE IN F 
C 

22 	DO 3001 I=1.v9 
23 	AI=I 
24 	A=A*(R/0)*(XI.SK-1.)/AI 
25 	F(I*1)=A 
2b 	IF(P(1+1).LT.0.1)GOT03002 
21 	3001 CUNTI,,HE 
2d 	30u2 CONTINUE 

C 
C 	CHANGE EAPECT=0 FREQUENCIES TO INTEGERS AND SJM INTEGER 
C 	FRLOIJE'JCIEs ; 
C 

2/ 	NN=0 
30 	1)0 3003 J=1,100 
31 	IN(J)=F(J)+0.5  
3e 	3003 NN=Ni+IN(J) 
3J 	IF(VN.FU.VOMm)G0T03005 

C 
C 	IF SUM iF  INTEGER FREQUENCIES EQUALS XNUMA GO TO 3006 
C 	OTHE,ISE YOJJCT ROUNDING OFF FACTOR UNTIL IT ODES : 
C 

34 	IF(NN.GT.W1H)GAP=-1. 
35 	IF(NN.L1.NUviluAP=1. 
30 	AUD=0.,-; g  LSS=0.2 
3f 	3012 'IN=0 
3o 	)0 3004 j=1•100 
3/ 	I I(J)=F(J)+Ab)+ESo*GAo 
yu 	'4N=NN+IN(J) 
41 	IF(I J(J).LF.0)60T03005 
42 	3004 c)NrpoIE 
43 	3005 IF(NU9,1-i\113007,300,3009 
44 	J007 IF(34-,)J1111,3006,3011 
45 	30W9  IF(5r-J)3111,3004.3010 
Yo 	301u 1:_5S=E,S.55/2. 5 GOT03012 
41 	3011 LSS=ESS/d. S GOT03012 
4d 	30O CONT1W1 
44 	'Jo 31127 L=.1.1J0 
yu 	3027 III(' 1=0 
51 	300o CONTI .Ut 

C 
C 	CALCULATE ACTJAL PREY DENSITY AND VALUE OF < : 
C 

52 	DO 3013 J=1.100 
53 	3013 SPAqP(J)=IN(J) 
54 	5=0. S SS O. 
5D 	00 3014 J=1•190 
So 	x=J-1 
57 	S=S.sRA.+;(J)‹x 
Sd 	3014 SS=SC.S.(j)*A*A 
59 	V=(SS-S*-/ANIUAd)/(ANUMH-1.) 
50 	xo=5/xNU1-3 
61 	,(KA=X.i'Ai/IV-V1/ 
be 	1F(cn-eECT.4E.1.)GUT05000 

C 
C 	IF CORI,tCTIO(4i ARE NUT TO BE MOUE GO TO 5000 
C 
C 	IF RFSULTANT VALUES OF XN AND X< APE NOT WITHIN 1/10 OF THE INPUT 
C 	VALJFS. FOLIC= AK dY FACTOR AND INCREASE XN BY FACTOR AS 
C 	':ECCFCSAty : 
C 

63 	DIFFN=WI-S)/XN 
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64 	IF(DIFFN.LT.0.1)GOT05002 

	

65 	5o4=5N.S1*:- ACTOR 

	

coo 	5002 CONTIYJE 

	

6/ 	DIF=K=Ad;(AK-xKA)/xK 

	

bd 	IF()IFFK.LT.0.1)GOTO-3003 

	

o9 	SK=SK-SK,,7 ACT-JH 

	

7u 	500J CONTI'4UP 

	

/1 	IF(DIFFN.L1.0.1.ANO.DIFFK.LT.0.1)GOT05000 

	

72 	CHECK=C,-Cn+1. 

	

73 	IF(CHECrs.LT.SG.)GOTOS001 

	

/4 	gRITF(6.-011) 

	

/5 	COPECT=Iu. 
7o 

	

77 	5000 CONTI,JUE 
C 
C 	PPINT OUT UCTJAL PREY DENSITY, VALUE OF K AND CALCULATED FREQUEN- 
C 	CIES : 

	

/d 	IF(NN'I.E4.1)04ITF(6.2000)5,ANA 

	

79 	IF(NNN.c4.100)p;RITE(6,2001)S,xKA 
NSU=Su4T(ANJ,-.3) 

C 
C 	NSU = SOJT(TOTAL NUMBER OF UNITS) 
C 	I.E. ARcNA CONSISTS OF NSU X NSU UNITS 
C 

	

dl 	3999 CONTINUE 
C 
C 	EmPTY MC : 
C 

	

d2 	DO 3016 L=1,SU 

	

di 	DO 3016 J=1,50 

	

d4 	3010 HC(J,L)=0 
C 
C 	DIST-RIHoiE FPEuUENCIES RANDOMLY WITHIN NSU X NSJ OF MC : 
C 

	

da 	00 3016 J=2,100 

	

do 	NO=IN(1) 

	

d7 	Ti--(vu.Lr.1)[Aro3026 

	

do 	nl 315 L=1,NJ 

	

89 	3019 Ix=I:-.40(\,SU) S IY=IRAND(NSU) 

	

9U 	IF(,C(I..1Y).NE.0loOTO3019 

	

91 	301d Joix.ly)=J-1 
3Jeo CONTINNE 

C 
C 	DIST->IOUTE DEISITIES AT wANDOH WITHIN EACH JNIT : 
C 

	

93 	00 4001 )=1,145u 

	

94 	DO 4001 K=1,NSU 

	

95 	N=MC(Jer) 

	

yo 	 IFC\4.E).))o0134001 

	

97 	DO 40f'? L- A.N 

	

90 	IX=J*ISN.IPAN)(ISu)-ISO 

	

99 	IY=K,11.1U.144)(ISO)-ISO 

	

luU 	4002 APLNA(It.IY)=AENu(IA.IY)+NNN 

	

101 	4001 CONT1NU- 

	

102 	SP=S 
4ETJ41 

C 
C 

10J 

FOR,IATS : 
C 

	

104 	2000 Fu4vtT(F,,.0.* PRFY OF TYPE A HAVE SEEN DISTBUTED WITH A K VALUE 
u)F*=1‘.7) 

	

105 	2001 FOdsitT(F-,.0, pPRY OF TYPE d HAVE SEEN UIsTRI3UTED WITH A K VALUE 
LEJF4.71'.!)) 

	

100 	2011 F094AT(. A1JuST4FNT DOES NOT WORK*) 

	

107 	300u vy1Tr(61)010)s0 

	

10d 	201U F01,,AAT(4  vALL)=. OF SO INPuT(*,F10.5,*) IS UNSUITABLE*) 

	

109 	Pt-T.)4,4 

	

110 	END 
C 

	

1 	SUMROJTIIE CLJPUT (XI,NRFP,SN,NN) 
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C 	THIS suBqOuTINE DISTRIBUTES RANDOMLY ARRANGED CLUMPS OF EIGHT PREY 
C 	IN THE ANA. 	THE CLUMPS ARE A SQUARE OF 2 X 2 WITH 2 PREY IN 
C 	ErICH. 
C 	IF N4E-P=1 THE PREY DENSITY AND ARRANGEMENT IS PRINTED OUT. 
C 	THIS suH2OoTINE CAN HE AoARTED TO ARENAS OF DIFFERENT SIZES BY 
C 	CHANGING THE COki,ION/A1/ CARD. 
C 

4 

COMmON/AI/ARENA(50.50).LENGTH 
N=xN/ 
DO 	3000 	J=i,N 

5 /“./?0(49) 	S 	IY=IRANDI49) 
o 00 	3000 	L=IX.Ix+1 
7 DO 	3000 	,, =1Y,IY+1 
0 3000 ARENA(LIK)=APENA(L,K)+2.*NN 
9 x=N*.;,. 

10 SN=X 
11 IF(NEP.E0.1.AND.NN.E0.1)4RITE(5.2000)X 
le IF(NREP.11.).1.AND.NN.ED.100),RITE(6.2001)x 
14 2000 Fc140:.TIF-,.u.* 	PREY 	OF 	TYPE 	A 	APE ARRANGED IN RANDOMLY DISTRIBUTED 

1 	CLJ,,I=S 	.2 ,7 	EIGHT*1 
14 2001 FO9AT(F-.1.1,* PREY OF 	TYPE 8 ARE ARRANGED IN RANDOMLY DISTRIBUTED 

1 	CLJ,,PS 	IJF 	E13HT*) 
15 RETJP% 
10 END 

C 

1 SUBRODTI 	EAT123 	(IS.NREP) 
C 
C 	THIS susqOuTINE CONTAINS THREE SEARCH STRATEGIES FOR THE PREY : 
C 	15=1 - R4NDOm SEARCH 
C 	I5=2 - R4NOOm WALK (CALLING SUBROUTINE DIR) 
C 	IS=3 - F)PwAIR) DIRECTED RANDOM WALK (CALLING SUBROUTINE FDIR) 
C 	THE muAd;-.4 OF PREY EATEN OF EACH TYPE (EATA + EATS) AND THE TIME 
C 	v:ASTED (Ti) A4E SUMMED FUR EACH REPLICATE AND THE PERCENTAGE TIME 
C 	.HASTE') (DER) IS CALCULATED AT THE END. 	AS EACH LOCATION IN THE 
C 	ARENA IS St4PCHED • ITS VALUE IS SET TO ZERO IF NO PREY REMAIN AT 
C 	THAT L0 - .T1ON, 50 THAI UNITS PREVIOUSLY SEARCHED CAN BE RECOGNISED 
C 	AND CO.(Nriu. 
C 	THE SFARci EFwICIENCIES ANU HANDLING TIMES CAN 5E ALTERED IN 
C 	RESDONSL To THE NUMBER OF PREY EATEN. 
C 

COmMON/A1/ARENA(50.50),LENGTH 
CO0m0N/AivEAT4,EAT3,PER,Tw,TTIAE.TT,TS.UP 

	

4 	 COMmON/41/1TA.jTA,THAI,THA2.1.HA3.THA.ITB,J73,TH31.TH(92,THB3oTH8 

	

a 	COMluA/4,/154.JSAvaA1,5A,SAJ,SA.ISB,J5b,StagSb2,SE33.56,IC 

	

0 	COmmON/A7/vO.NENC(100.3).NE.N,ISTUPE(100.3).NFEE) 

	

7 	FATA=0. t EATB=U. 5 TS=0. $ TW=0. $ L=1 S LDIR=0 

	

rs 	 TTIYE=0. i TImE=U. 

	

9 	50uu lx=IRDILENGTH) $ IY=IRANO(LENGTH) 

	

lu 	40Uu IF(ITA.E..2)CALL FIX (1C.JTA•THAl.THA2.THA3,THA.EATA) 

	

11 	IF(IT:4.E;.e)C4LL FIX (IC.JTH.TH81•TH■J2.13.THB.EATH) 

	

12 	IF-(iA.E. 2.2)cALL FIX (1c,Jsro5AI,5A2,543,5A,EATA) 

	

13 	IF(Is,3.E.).2)c4LL FIX (ic,...6.,,58lt562,s83.sa,EAT3) 

	

14 	IF(4,E'14,Ix.ly).LE.0.)GOT00000 

	

15 	CALL ENC (SA+5■4 +EA,Ed+IX,IYOREP) 

	

10 	_:ATA==ATA+t-.14 	LATH=E4T+F6 

	

17 	TTIAw=TT1,4E+THA*EA+TH3*EH 

	

16 	IF(TTI.'E.3E.TT.t.^:J.TT.GT.0.)GOT07000 
19 

	

20 	5000 CONTIY(w 
21 

	

22 	IF(TIAE.1,w.oP)GOTu8000 

	

23 	TTI,11:=TTiot+1 

	

e4 	IF(TTIAE.GE.TT.AND.TT.GT.0.)GOT06000 

	

25 	IF(A-E',A(IA.Iyl.E■).-1.)Tw=Tw+1. 

	

20 	15=1S+1+ 

	

27 	IF(A,-)E'JA(Ix•IY)..0.)ARENA(IX•IY)=-1. 

	

2d 	‘;0To(S100.3001.5002)IS 
C 
C 	I5=1 : A Nt.. JAIR OF RANDOM CO-ORDINATES IS SELECTED 
C 	IS=? : P:.=0ATOR MOVES ONE SQUARE IN ANY UIECTION 
C 	IS=3 : PpEDATOR OLIVES ONE SQUARE+ NOT TURNING MORE THAN A RIGHT 
C 	 A.4;LE -RELATIVE TO THE LAST DIRECTION OF MOVEMENT 
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C 

	

29 	5001 CALL AR (1.X.IY,L.LENGTH) 

	

30 	GoTD4000 

	

31 	50u2 CAL! FOI, (Ix.IY.L,LDIR.LENGTH) 

	

3d 	GOTD4000 

	

34 	7000 IF(.7,Eu.O.)0D1- 07001 

	

34 	tATA=RAT44.(TT-TTImE)/((E4/(EA+E3))*THA) 

	

35 	7001 IF(Er.EJ.0.)03T09000 

	

30 	EAT8=EAT --4.(TT-TTImE)/((EH/1EA.EB))*THE11 

	

.37 	8000 Dt_k=lu0.*Tw/TS 
,,eN 

	

3c$ 	RETJ  

	

39 	END 
C 

	

1 	SUBRO4TI 1E AGGEAT (NREP) 
C 
C 	THIS SUBROUTINE IMITATES THE INCREASED RATE OF TURN AND REDUCED 
C 	STED LENGTH OF A PREDATOR IN RESPONSE TO A DREY. 
C 
C 	THE NIORmAL.LONG-sTEP,SmALL-ANGLE-OF-TURN PHASE IS MODELLED BY 
C 	MOVING LL5 SOJARES IN ONE DIRECTION (USING SOIR). FOLLOWED BY A 
C 	TuRN USIA5 FDIR (1.E. OF NOT MOPE THAN A RIGHT ANGLE) AND A FURTH- 
C 	ER LLS S,JJAkE5 IN THE NEW DIRECTION ETC. : EACH STEP USES TLS TIME 
C 	UNITS. IF A DREY IS ENCOUNTERED. THE PREDATOR ALTERS ITS BEHAV- 
C 	IOUq 10 AN INCREASED-RATE-OF-TuRN.REDUCED-STED-LENGTH PHASE. 
C 	THIS IS ImITATED USING STEP LENGTHS OF LLS, EACH USING TSS TIME, 
C 	ANu USIN., DIP (I.E. RANUOm DIRECTION OF TURN) TD TURN AFTER EACH 
C 	STED. THIS PRASE IS JSEO FOk H TIME UNITS ; IF ANOTkER PREY IS 
C 	FoUvo, 	FURT1ER H TIRE UNITS ARE USED IN THIS PHASE. 
C 	THE HANDLING TIMES (THA.THB) CAN BE ALTERED IN RESPONSE TO THE 
C 	NumlUe OF PREY EATEN. 	DIFFERENT SEARCH EFFICIENCIES CAN BE USED 
C 	IN THE TqO SEARCH PHASES. 
C 

COMNON/Ai/Akt7INA(50.50),LENGTH 
COr.HON/A?/EATAIEAT6,PER.TW.TTINIE,TT,TS,UP 

	

4 	COM‘40VAi/IT4gjTA,TH41,TriA2gTH431THA,ITB1jT3,TH3IITH821TH339THa 
COMM0WA4/15AIJSA,SAI,SA?.5.13.SA.ISB.JSB,561,562,583,SO.IC 

	

0 	COM4ON/AD/L5S.TSS,LLS,TLS,H 

	

7 	COmmON/A7/mOlvENC(100,3),NEN,ISTOPE(100,3).NFEE) 

	

d 	EATA=0. S FATE)=0. S TW=O. 	TWO=0. S L=I 
S=LLS S STED=0. S LDIR=0 S SA=SA1 R S3=5dI 

	

10 	TTI\IE=0. a TI E=0. 5 TS=U. 

	

11 	IX=ID4Nu(LENGTH) b IY=IRANU(LENGTH) 

	

12 	4000 IF(4G,EIJA(IA.IY).LL.0.160T06000 

	

14 	CALL ENC (5A.SO.EA,E6,IXIIY,NREP) 

	

'4 	IF(c- A.EJ.0.O.4ND.Ed.E.0.)G0106000 

	

IS 	EAT4=EATA+EA s EATB=EATB•Ed 

	

10 	IF(ITA.E).?)CALL FIx (IC.JTA.THA1.TNA2,THA3.T-(A,EATA) 

	

17 	IF(1771.E,.e)CALL FIX (ICtiTd9Tridi,THd29TH33.THb9EATH) 

	

id 	TTIm=TTImE.THA*FA•TH*Ek 

	

19 	IF(TTPIE.Gt.TT.AND.TT.GT.0.)00T07000 

	

2u 	TIME=-TS; 

	

21 	IF(ST=P.)T.1.)TIk.E=-TLS/5 
2d 

	

ei 	b000 ICUN71 

	

24 	IF(4.4(1x.IY).Eu.-1.)T4=TA+TSS 

	

20 	 IF(ANA(IA,IY).EU.-1.0.AND.STEP.GT.1.)TW=T4+TLS/S-T5S 

	

20 	IF(A.-?E'4A(IA,IY).w0.0.1ARENA(I49IY)=-1. 

	

el 	TwO=T00-1. 

	

20 	IF(T40.L1-.0.)30TO6000 

	

29 	 CALL DI'" (IX.IY.L.LEN5TH) 

	

30 	TImE=TIMg:.+TSS 

	

31 	IF(T1',E.GE.UP)GOT06000 

	

je 	TS=TS.TSS 

	

34 	TTIy==TTImt+TSS 

	

34 	IF(TTIF.GE.TT.AND.TT.GT.0.)GOT08000 

	

35 	SA=SA".! 	50=S62 

	

3o 	60704000 

	

37 	. 9000 STED=STER-1. 

	

3d 	IF(STF.P.GT.0.)50109000 

	

39 	 STED=S 

	

40 	CALL FDIR (IX.1Y.L,LDIR,LENGTH) 

	

41 	GOID3000 
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ye 	4000 CALL SUI4 (IX.IY,L,LUIR,LENGTH) 

	

4.3 	30U0 sA=SAI o Sn=531 

	

4-. 	TTImt=TTIME.ILS/S $ TS=TS+1LS/S 5 TIME=TI4E.TLS/S 

	

46 	IF(TTImE.GE.TT.ANU.TT.3T.0.IGOT08000 

	

40 	IF(TP,E.,,E.UP)60706000 

	

47 	60104000 

	

4d 	700u IF(.7.ED.0.)GDT07001 

	

49 	EATA=E ATA+(TT-TTImE)/((EA/(EA•EH))*THA) 

	

50 	7001 IF(r6—EU.U.)GO703000 

	

51 	EAT0=PAT,3..(TT-TTIME)/((E6/(EA+EB))*THB) 

	

52 	5000 PER=10n.,, Tm/T5 

	

03 	4Eijr4% 

	

54 	END 
C 

	

1 	SUBROuTP,E CLJEAT (NREP) 
C 

	

C 	THIS 5Ur5:4uTIVE MIMICS It!TENSIVE LOCAL SEARCH IN RESPONSE TO 

	

C 	FINDI46 A PREY. 
C 

	

C 	NORMAL SEAIRCH INVOLVES STEPS OF LENGTH LA USING 1 TIME UNIT EACH, 

	

C 	FOLL04E0 5Y A TURN USING FOIR ( I.E. NOT MORE THAN A RIGHT ANGLE). 

	

C 	IF 4 .P.4Er IS FOUND, AN AREA OF 3 X 3 UNITS IMMEDIATELY AROUND IT 

	

C 	IS SEA4C-.=0. ,,HEREUPON THE PREDATOR TAKES A STEP OF LENGTH LEI 

	

C 	THIS mAN0UVPE USES TC TIME UNITS. 

	

C 	THE HANDLING TIMES (THA,THB) CAN HE ALTERP0 IV RESPONSE TO THE 

	

C 	NumlER OF PREY EATEN. 	DIFFERENT SEARCH EFFICIENCIES CAN BE USED 

	

C 	IN THE TqD SEARCH PHASES. 
C 

	

2 	COmmnN/A1/AREN4(50.50),LENGTH 
COM40,4/4.?/EATA,EATB,PER,TwilTTIME,TT,TS,UP 

	

4 	COM40y/43/ITY,JTA,THA1,TP1A2,THA3,THA,ITB,AA,TH31,TH62,TH93,THEI 

	

o 	COMMuN/A4/1SA,JSA.5A1.SA2,SA3,SA.IS8.JSB.561,5(32.583.559IC 
COMmON/4,/LA....)3,TC 

	

7 	COmA01/A7/mQ.vtNC(100.3).Nas,ISTOPE(100,3),\IFEED 

	

d 	EAT4=0. 	EAT5=U. 3 LDIP=0 b T.4=0. $ TS=0. 
TI,==0. 	TTImE=0. 

	

10 	IA=1,.'A10(LEN6TH) S IY=IRAND(LENGTH) 

	

11 	500u IF(4;4,7_AA(Ix,IY).LE.0.)GOT06000 

	

le 	CALL ENC (SA1.519EA,EB,IAI, IY,NREP) 

	

13 	IF(7A.E0.0.0.AND.Ea.E0.0.)GOTO6000 

	

14 	EATA=EAT4.E4 $ EATt3=EATB*E0 

	

ID 	IF(ITA.E..2)CALL FIX (IC.JTA.THA1,THA2,TH43.THA,EATA) 

	

10 	IF(ITn.E).e)CALL FIX (IC.JTBITH81.THH241TH53,THEI,EATB) 

	

1, 	TTI..4,:_=TIPJE4T-4A*EA+TH3*Em 

	

10 	IF(Ti1mP.5E.TT.AN0.TT.GT.O.)GOT07000 

	

19 	TImE=0. 

	

do 	Ix4=Ix-1 S IF(IxA.LT.1)IXA=1 

	

ei 	S IF(IX0.GT.LENGTH)IX8=LENGTH 

	

2e 	IYA=IY-1 	1F(IYA.0.1)IYA=1 

	

23 	11'0=1.7+1 s IF(IY0.6T.LENOTH)1Y3=LENGTH 

	

24 	00 3n01 j=IxA.1)(5 

	

2y 	Do 3061 ,, =IYA,IY9 

	

do 	IF(ADE,)A(J,.<).LE.o.)Goro600l 

	

el 	CALL :NC (SA2,S52,E4.EB,J.KOREP) 

	

2d 	IF(EA.E0.u.O.ANO.E0.E0.0.)G0106001 

	

G9 	E414=.7AT4stA 	EAT=EAT0.E0 

	

3U 	IF(ITA.E).2)CALL FIX (IC.JTA,THA1.THAZ,TH43,THA.EATA) 

	

31 	IF(IT0.E:.2)CALL FIX (IC.JT3.THd1ITHH2,TH93,71b.EATH) 

	

32 	TT1mF=TTPAt•THA*EA+TH*E6 

	

33 	IF(TTI%1E.GE.TI.ANu.TT.GT.0.)60T07000 

	

34 	TImE=-TC/. 

	

3D 	50u1 CONTINUE 

	

30 	IF(4,ENA(J.K).10.-1.)Tw=Tw+TC/9. 

	

J7 	IF(A(j,K).E.D.0.)ARENA(J.K)=-1. 
TIw7=TIAp:.TC/4. 

	

39 	IF(T11--.;E.UP)G0T06000 

	

4U 	TS=TS.TC/4. 

	

41 	TTI,IE=TTI,It+TC/9. 

	

42 	IF(TT1')E.Gt.TT.ANO.TT.GT.0.)GOT08000 

	

43 	30o1 CONTINUE 

	

44 	CALL FOI-( (Ix.IYILB,LDIR.LENGTH) 

	

4d 	(.70131)00 
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40 	b000 IF(Ai4=NA(1X.IY).E0.-1.)TW=TW+1. 

	

4/ 	IF(APENA(IX,IY).EU.O.)ARENA(IX,IY)=-1. 

	

40 	TS=TS+1. 

	

4/ 	TIME=TPAE+1. 

	

5U 	IF(TI'4E.6E.UP)GOT06000 

	

51 	TTIm;-_=TTP4E+1. 

	

be 	IF(TTIAr.3E.TT.AND.TT.GT.0.)GOT08000 

	

5J 	CALL FD1;,  ( IX.IY,LA.LOIR,LENuTH) 

	

54 	GOT)500n 

	

07 	7000 IF(EA.E0.0.)G)107001 

	

SO 	EATA=EA1A+(TT-TTIME)/((EA/(EA+E3))*THA) 

	

57 	7001 IF(EH.E).0.)GDTO6UU0 

	

56 	EAT3==A -P*(TT-TTIME)/((EM/(EA+Ed))*TH3) 
Ptm=100.*Tri/TS 

	

bU 	PETJW4 

	

6/ 	ENO 
C 

	

1 
	

SUBROUTINE ENC (SA,Sel.EA,EB,IX.IY,NREP) 
C 
C 	THIS 5U3 -:?OUTINE IS USED EACH TIME A LOCATION IS FOUND WITH A PREY 

IN IT. 	IT NSES THE SEARCH EFFICIENCY (SA,SB) TO TO FIND THE NUM- 
C 	HENS OF EACH °REY TYPE EATEN AT THAT LOCATION. ADJUSTS THE VALUE 
C 	OF AvENA ACCO RDINGLY. ANN, IF A MAP IS TO BE CONSTRUCTED, STORES 
C 	THE LOCATION 3F THE ENCOUNTERS AND FEEDS ,WHICH OCCURRED. 

	

2 	COMMON/Al/ARE4A(50,50),LFNGTH 

	

3 	COMAON/A7/mO.NENC(100.3),NEN.ISTORE(100,3),NFEE3 

	

4 	ChECKN=0. 
C 
C 	FIN) NU1dEk Or PREY TYPE A (NA) AND B (NB) °RESENT : 
C 

	

el 	N=ARENA(Ix,IY) 
NB=N/10u 

	

7 	NA=\J-rOiOu 

	

0 	NAA=NA 	NbX=VB 

	

V 	IF(NA.E11.0)GOT03012 
C 
C 	FIND Nom7ER OF A EATEN : 
C 

	

10 	DO 3010 J=1,tiAx 

	

li 	A=RANF(0.0) 
C 
C 	IF 4 (=RANF(U.0)) IS LESS THAN 5A A PREY IS FOUND 
C 

	

It 	IF(4.LT.s4)30T03010 

	

13 	NA=NA-1 

	

14 	IF(NiqFP.NE.1.314.mu.E0.0)GOT03010 

	

10 	IF(CHwCK ,I.E0.1.)GuT03010 
C 
C 	STORE THE LOCATION OF UNSUCCESSFUL ENCOUNTERS : 
C 

	

lb 	NEN=NEN+1 

	

17 	IF(NE.GT.100)60703010 

	

10 	,IENC(':EN.1)=Ix b NENC(NEN,2)=1Y S NENC(NE4,3)=1 

	

19 	CrIECK=1. 

C 
C 	CHECK4 15 uSE) TO PREVENT MULTIPLE STORAGE OF UNSUCCESSFUL ENC- 
C 	OUNTE-6 
C 

	

2u 	301U CONTINUE 

	

21 	3012 IF(N-1..EO.U)G0T03013 

	

2e 	 CHECrH=0. 
C 
C 	FIN) NU4HE14 0= 3 EATEN (AS FOR A ABOVE) : 
C 

	

23 	00 3011 J=1,N3A 

	

24 	H=RANF(0.0) 

	

2 	 IF(3.LT.S3)GOT03011 

	

20 	NU=N9-1 

	

t 	 IF(NPEP.NE.1.014.mU.EQ.0)G0T03011 

	

20 	IF(CHECKA.1.0.1.)G0103001 

	

21 	 IF(CHECK,i.E0.1.)GOT03011 
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3u 	IF(NEN.GE.100)GOT03011 
31 	NEN=NEN*1 
32 	NENC(\4EN.1)=Ix S NE4C(NEN,2)=IY S NENC(NEN,3)=2 
34 	CHECK--5=1. 
34 	GOT03911 
40 	3001 NENC(NEN,3)=3 
jo 	3011 CONTINUE 
UT 	3013 ARENA(IX.IY)=APENA(IX,IY)-NA-NB*100 
id 	LA=NA T tB=NN 

C 
C 	RETJRN IF NO PREY EATEN, OR IF NO MAP IS TO BE CONSTRUCTED : 
C 

3/ 	IF(EA.t0.0.0.4ND.EB.E0.0.)RETuRN 
4u 	IF(NREP.,;F.1.3R.m0.E0.0)RETuRN 

C 
C 	STORE LOCATION OF FEEDS : 
C 

4i 	NFEED=NFEEO+1 
42 	IF(NFEED.S1.100)RETURN 
43 	ISTOPE(NFEED.1)=IX S ISTORE(NFEED,2)=IY 
44 	IF(4A.GT.0)1STOPE(4FEED,3)=1 
47 	IF(NB.GT.0)ISTORE(NFEED,3)=2 
40 	IF(NA.GT.O.AND.NB.GT.0)1STORE(NFEED,3)=3 

RETJRN 
46 	END 

C 

1 SUBROUTINE FIX 
C 
C THIS SUBROUTINE DEFINES THE PARAMETER Y AS A FUNCTION OF X 
C IF 	J=0 	THE MODEL USED 	(AS DEFINED BY 	I) 	IS PRINTED OUT 
C THE MODEL USE) IS SELECTED BY THE PARAMETER 	I 	: 
C I=1 	: 	Y=A 
C I=? 	: 	Y=Ax+B 
C 1=3 	• 	Y=A 	LOGX 	+ 	8 
C 1=4 	• 	Y=A 	IF 	X.3T.0 	y=R 
C 1=5 	• 	Y=ABX/(1+ACx) 
C 1=5 	• 	Y=ExP(A.LN(x)48).0 
C 
C FURTHER MODELS CAN EASILY HE ADDED 
C 

2 IF(J.E0.0)60T03999 
GUTQ(3000,3001,3002,3003,3004,3005)I 

4 3000 Y=A 
qETJPN 

0 3001 Y=Au.x4.8 
I RETJRN 
0 3002 Y=A*ALOG(x).8 

RETJRN 
lu 3003 Y=A 

11 IF(X.GT.C)Y=H 
12 RETJRN 
13 3004 Y=A*A*X/(1.+A*CtFx) 
14 RETURN 
10 3005 Y=LxP(A*ALOG(x)4.8)+C 
10 RETJPN 
11 399,/ ,,oTO(4000.4001.4002,4003,4004,4005)1 
10 4000 wRITF(0.2000)A 
1/ PETJRN 
20 4001 4RITF(6,2001)A,B 
21 RETJPNI 
22 4002 eRITE(6.2002)A,B 
e3 RETJPN 
e4 4003 NRITE(6.2003)A,C,B 
20 PETJRN 
Lo 4004 4d1rF(b.eu04)4,a,c 
2T RETJRN 
ed 4000 wRITE(b,2005)A93,C 
e4 2000 FORMAT(* PARAMETER REMAINS CONSTANT AT 	*,F10.5) 
30 2001 FORMAT(* PARAmITER DEFINED BY 	Y=AX+H 	: 	A = *F10.5,5)(1* 8 = *F10 

1.5) 
41 2002 FORMAT(* PARAMETER DEFINED BY Y=A LOG(X) 	: 	A=*F10.5,SX,* B =* 

1F10.b) 
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32 	2003 FORmAT(* DARAmETER CONSTANT AT *F10.59* UNLESS X IS GREATER THAN*F 
110.5.* IN 0HICH CASE PARAMETER = *F10.5) 

	

3J 	20u4 FORMAT( 0  PARAmtTER DEFINED BY Y=AHX/(I+ACX) (I.E. ANALAGOUS TO HOL 
1LING DISC tJUATION)*,/ 
2* A = *FIO.D.* 3 = *F10.59* C = *F10.5) 

	

J4 	2005 FUR1AT(* PARAmtTER DEFINED BY Y = EXP(A.LN(X) + Es) • C 
15A9* A = *1E10.59* B = *9E10.59* C = *11F10.5) 
RETJRN JD 

	

Jo 	END 
C 

SUBROUTP:E FDIR (IX9IY,L9LDIR,LENGTH) 
C 
C 	THIS SUBOUTINE TAKES A STEP OF LENGTH L IN A RANDOM DIRECTION NOT 
C 	GREATER THAN A RIGHT ANGLE. IF ThE PREDATOR 40vES BEYOND THE EDGE 
C 	OF THE APENA. ITS RECORDED LAST DIRECTION OF MOVEMENT IS REVERSED 
C 

A=L 
5=S-PT(X*X/2.) 

	

4 	LS=S+0.5 

	

6 	IF(LDIR.E).OILDIR=IRAND(3) 

	

0 	4U NO=IkAND(5) 
GOTO(11912913914915915917918)LDIR 

11 GOT3(7909192,0)40 
12 GOTO(H91.293.4.)ND 

	

10 	13 GOTO(192939495)ND 

	

11 	14 GOTO(2.39495.5)ND 

	

1e 	15 GOTO(3.4.595.7)ND 

	

13 	lb 600(4+5.5.7.3)N0 

	

14 	17 GOTO(69139798911NO 
lb GOTO(517oBt1,21ND 

10 1 LX=IX 	S 	1Y=IY+L 	S LDIR=1 $ G0T050 
17 2 LX=IA+LS 	t 	LY=IY+LS 	S LOIR=2 S G0T050 
lb 3 LA=IA+L 	5 	LY=IY 	S LDIR=3 $ GOT050 
19 4 LA=IX+LS 	$ 	LY=IY-LS 	$ LOIR=4 $ G0T050 
eU. D $ LDIR=5 S GOT050 
21 b LX=IX-LS 	LY=IY-LS 	$ LDIR=b S G0T050 
22 7 LX=Ix-L 	t 	LY=IY 	$ LDIR=7 $ GOT050 
ei o LX=IX-LS 	S 	LY=IY+LS 	$ LOIR=8 
24 
dO 

50 IF(LX.LT.1.0R.LX.GT.LENGTH.OR.LY.LT.1.0R.LY.GT.LENGTHIGOT030 
IA=IX 	S 	IY=LY 

2b RETJRN 
27 
do 
e9 

3U IF(LDIR.LT.5)5UT0 60 
IF(LOIR.',E.5)LDIR=LDIR-4 
GOT040 

3U 60 LDIR=LDIq+4 
31 GOTO40 
J2 ENO 

C 

	

1 	SUHROUTI'iE SDIR (1A9IY,L9LDIR.LENGTH) 
C 
C 	THIS SUE.4.OuTINE CAUSES THE PREDATOR TO MOVE L UNITS (NORMALLY L=I) 
C 	IN THE SAvE DIRECTION AS IT 94AS PREVIOUSLY MOVING. IF IT MOVES 
C 	bEYONO T-1E ARENA. THE DIRECTION IS REVERSED AND FDIR IS CALLED. 
C 

	

2 	60T3(192.39495969798)010  
1 LA=IX t LY=IY+L S GOT010 
2 LX=IX+L S LY=IY+L S 601010 

	

6 	3 Lx=1A+L g LY=IY $ GOT010 
4 LX=IA+L S LY=IY-L 5 GOT010 

LA=IX 5 LY=IY-L $ 6OT010 
b LA=IX-L S LY=IY-L $ G0T010 

	

9 	1 LX=IA-L S LY=IY $ 6OT010 

	

10 	H LA=Ix-L t LY=IY+L 

	

11 	10 IF(LA.LT.I.OR.LX.GT.LENGTH.OR.LY.LT.1.0R.LY.GT.LENGTH)GOT020 

	

12 	IA=LX S IY=LY 

	

13 	RETJRN 
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14 	20 IF(LOIR.0.5)30T040 
15 	IF(LOIR.GE.5)LDIR=LDIR-4 
lb 	G0T030 
17 	4U LUIR=L01.4+4 
lb 	30 CALL FOlk (IX,IY,L,LDIR,LENGTH) 
19 	RETJRN 
20 	END 

C 

1 SudROUTINE 	DIR 	(IX.IY,L.LENGTH) 
C 
C THIS SUB4OUTIIE CAUSES THE PREDATOR TO TAKE A STEP OF LENGTH L 	IN 
C ANY DIRECTION. 	IF 	IT ROVES BEYOND THE ARENA, 	A NEW DIRECTION IS 
C SELECTED UNTIL 	IT REMAINS WITHIN THE ARENA 
C 

2 x=L 
S=S3RT(X*X/2.) 	$ 	LS=S+0.5 

500 10=IkAND(9) 
GoT0(1.2,3,4,5,6.703)10 

0 1 LX=IX 	$ 	LY=IY+L 	S 	GOT0400 
LX=IX-LS 	$ 	LY=IY+LS 	$ 	G0T0400 

0 3 LX=IA-L 	$ 	Ly=IY 	$ 	G0T0400 
LA=IX-LS 	s 	LY=IY-LS 	$ 	60T0400 

10 5 LX=Ix 	$ 	LY=IY-L S 	GOT0400 
11 6 LX=IK+LS 	i 	LY=IY-LS 	S 	GOT0400 
12 7 LX=IX+L 	$ 	LY=IY 	G0T0400 
13 b LX=Ix+LS 	$ 	LY=IY+LS 
14 400 IF(LX.LT.1.0R.LX.uT.LENGTH.OR.LY.L7.1.0R.LY.GT.LENGTH)G070500 
15 IX=LX 	S 	IY=LY 
10 kETJRN 
17 END 

C 

1 SUBROUTINE MAD 
C 
C THIS sUrHOUTINE PROVIDES A MAP OF THE ARENA AFTER THE PREDATOR HAS 
C SEARCHED 	IN 	IT. 
C 
C AREAS SEARCHED MORE THAN ONCE, AND LOCATIONS WHERE MORE THAN ONE 
C PREDATIOu uCCJRRED ARE NOT DISTINGUISHED. 
C 

2 COmMON/A1/ARE0(50,50),LENGTH 
3 CoMmOWA7/m3.vENC(100.3),NEN,IsTORE(100,3),NFEED 
4 DATA BEAmSTAR,DOT,CIRCLE/1H ,1H*,1H.,1HO/ 

DATA 	4,H,C,X/1HA,IHB,1HC,1hx/ 
0 DATA RLUS,SUM,PORM/1H+,1H-,1H/ 

IF(NEN.GT.100.0R.NFEED.GT.100)GOT04000 

	

a 	00 3000 J=1,LENGTH 

	

4 	D0 3000 K=1,LENGTH 

	

10 	N=ARENA(i,K) 

	

11 	No=N/100 

	

12 	NA=N-'H°100 

	

13 	IF(A0NA(J,K).E0.0.)AkENA(J,K)=9LANK 

	

14 	IF(Na.u1.0)Ak=NA(J,K)=x 

	

15 	IF(NH.GT.0)Ak=NA(J,K)=STAR 

	

10 	IF(NA.GT.0.AN3.Nti.GT.0)A-JENA(J.K)=CIRCLE 

	

11 	IF(AkENA(J,K).E0.-1.1ARENA(D,K)=DOT 

	

16 	3000 CONTINUt 

	

li 	IF(NEN.E.0.0)GDT03005 

	

eu 	uu 3004 A=1,N=N 

	

21 	j=NcNC(4,1) 

	

2e 	K=NENclm.2) 

	

23 	IF(IENC(4.3).E0.1)ARENA(D,K)=PLOS 

	

24 	IF(NENC(.4.3).E0.2)ARENA(D,K)=SUB 

	

25 	IFINENC(m,3).E0.3)ARENA(j,K)=RORM 

	

20 	3004 CoNTINUr 

	

27 	3005 IF(NFEE.D.E0.0)601•03005 

	

26 	Do 3001 m=1,NFEED 



- 284 - 
PROGRAHM= SIM LISTING 	PAGE 15 

	

2/ 	J=ISTORE(4,11 

	

30 	K=ISTORE(m,2) 

	

31 	IF(ISTORE(M.3).E0.1)ARENA(J.K)=A 

	

ie 	IF(IsTORE(m,3).E0.2)ARENA(J,K)=B 

	

33 	IF(ISTORE(m,3).E0.31ARENA(J,K)=C 

	

34 	3001 CONTINuE 

	

35 	3006 CONTINUE 

	

36 	WRITF(69R060) 

	

37 	Do 3002 ,c=1.50 

	

3d 	30u2 ,TRITE(6,20U4)(ARENA(J.K),J=1,50) 

	

3/ 	wRITE(6.20021 

	

4U 	2000 FORIAT(/,10x,39HSAMPLE MAP FOR THP RU N. 
1//, 3x,d0.1&EY: 	. - LOCATION SEARCHED BY PREDATOR (ONE OR MORE TI 
2MES). 
J/.10x.54HX - POSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE A. 
4/910x154H* - POSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE B, 
5/910x.85,10 - POSITION OF ONE OR MORE INDIVIDUALS OF PREY TYPE A AN 
60 ONE OR MORE OF PREY TYPE .1. 
7/,10x,55-1A - POSITION OF PREDATION OF ONE OR MORE OF PREY TYPE Al 
8/910X955*-13 - POSITION OF PREDATION OF ONE OR MORE OF PREY TYPE 89 
9/910X9S61C - POSITION OF PREDATION OF ONE OR MORE OF PREY TYPE A A 
1NO ONE OR MORw OF PREY TYPE d. 
2/,10x,56H. - POSITION OF UNSUCCESSFULL ENCOUNTER WITH PREY TYPE A, 
3/9)11X9'7b.1POSITION OF UNSUCCESSFULL ENCOUNTER WITH PREY TYPE B. 
4/,10x,72HE - POSITION OF UNSUCCESSFULL ENCOUNTER WITH PREY TYPE A 
SAND PREY TYPE 8,//,10X.IMI,50(1H-0.1HI.) 

	

41 	2002 FORmAT(10x4p1HI,50(1H-.),IHI,) 

	

42 	2004 FORMAT(1oX.1HI,50A1,1HI,) 

	

43 	2010 FOR4AT(//,10x,86HTHERE IS INSUFFICIENT STORAGE FOR LOCATION OF ENC 
IOUNTEPS AND/OR PREDATION TO 00 A MAP.,) 

	

44 	RETJRN 
4000 wRITE(6.2010) 

	

40 	RETJRN 

	

4/ 	END 
C 

S08R0OTINE SUMS (X89)(59X,V) 
C 
C 	THIS sUB4OuTINE CALCULATES THE MEAN (X8), AND STANDARD ERROR OF 
C 	THE MEAN (x5). FOR N VALUES STORED IN X 
C 

	

2 	OHENSION A(50) 

	

3 	R=N 1 SJMX=0. $ SUMXS=0. 

	

4 	Do 3000 j=1,N 

	

7 	SUmx=Sumx•x(J) 

	

b 	3000 SOM&S=SORXS.A(J)*A(J) 
A8=SOmX/P 
XVAR=(SOMXS-SJMX*SUMX/R)/(R-1.) 

	

V 	IFCKV4R.LE.O.)00103001 

	

10 	xs=SORT(xvAR),SORT(R) 

	

Ii 	RETJRN 

	

le 	3001 x5=0. 

	

1J 	RETJRN 

	

14 	 END 
C 

	

1 	FUNCTION IRAN) (I) 
C 
C 	THIS FUNCTION FINDS A UNIFORMLY DISTRIBUTED RANDOM INTEGER BETWEEN 
C 	1 AND THE INPJT I. 
C 

XI=I 
A=RANF(0.0)*XI•10 

	

4 	IRAND=X 

	

5 	RETJRN 

	

o 	END 



-285- 

A2.2 	SIMULATION RESULTS 

The tables of simulation results are arranged as follows: 

Appendix 
Table 

Number 
of parts 

Simulation results 
for 	Section 

A2.1 2 6.3 
A2.2 15 6.4 
A2.3 8 6.5 
A2.4 9 6.6 
A2.5 4 6.7 
A2.6 4 6.8 



APPENDIX TABLE A2.1 	Results of the simulations for Section 6.3  

The aggregative walk (IS = 4) uses steps 

of length LLS in the normal searching phase. In this table are 

given the_results of using a number of values of LLS to search 

for prey at two densities (about 40 and 480), arranged in four 

different distributions. The following distributions are used: 

random, using the negative binomial distribution with K values of 

1.0 and 0.05, and in regularly arranged clumps of ten. The larger 

arena of 100 x 100 is used. The time taken to move LLS (i.e.TLS) 

is held equal to LLS, whilst the other parameters are held con-

stant (LSS = TSS = 1, H = 5). The total time available (T) is 

1000 time units, the handling time (THA) is 50 time units, and 

all encounters with prey are successful (SA = 1.0). Thirty rep-

licates of each combination were run; the results given for each 

value of LLS are the mean number of prey eaten (Ne) and the mean 

• percentage time wasted (MW), together with the standard error of 

the mean for each. The table is in two parts: 
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N LLS Ne i S.E. S.E. N LLS Ne 1 S.E. S.E. % TW ± % TW ± 

1 2.4 .27 30.8 1.70 1 12.7 .31 27.9 1.57 

2 2.8 .42 22.6 1.12 2 13.3 .31 20.1 1.35 

3 3.4 .40 14.8 .94 3 13.2 .27 15.3 1.35 

4 2.9 .26 14.1 1.13 4 13.2 .22 14.9 1.52 

5 3.3 .26 12.0 1.38 5 13.7 .27 12.3 .76 

6 3.0 .33 11.9 1.20 6 14.0 .26 14.7 1.24 

7 3.4 .35 12.7 1.04 7 13.7 .31 13.6 1.10 

RA
  

8 2.3 .19 12.2 .96 RA
.  

8 13.6 .22 11.6 .74 

9 2.9 .26 10.1 .51 9 13.5 .24 11.2 1.27 

10 3.4 .35 10.9 1.49 10 14.0 .26 11.2 .75 

12 2.8 .33 12.1 1.29 12 14.0 .24 12.1 1.02 

14 2.8 .37 10.8 .76 14 13.5 .26 11.6 .82 

16 2.9 .31 9.7 .78 16 13.7 .16 9.8 .75 

18 3.0 .35 10.7 .79 18 13.3 .25 9.9 1.02 

20 2.3 .25 10.9 .81 20 13.6 .21 10.1 .70 

1 2.5 .26 31.2 1.69 

1.20 

1.70 

.50 

1.13 

.91 

.90 

.84 

1.45 

.92 

.80 

1.22 

.76 

1.41 

1.44 

48
7

 NE
GA

T
IV

E  
B

IN
O

M
IA

L
 K

 =
  
1
.1

 

1 12.6 .26 30.1 1.57 

2 2.5 .34 22.1 2 13.3 .22 18.4 1.22 

3 2.9 .27 17.0 3 13.3 .23 14.2 1.06 

4 3.2 .35 12.1 4 13.3 .32 12.9 1.06 

5 2.8 .23 12.3 5 13.4 .21 12.5 1.18 

6 2.9 .38 11.7 6 13.9 .29 11.7 1.04 

7 3.1 .35 11.4 7 13.6 .33 11.5 .89 

B
Ir

 

8 2.7 .27 11.0 8 13.9 .26 11.5 .65 

9 2.7 .32 12.1 9 13.9 .25 11.6 1.04 

10 2.5 .22 10.9 10 13.5 .31 12.6 1.00 

12 2.5 .32 9.9 12 14.0 .27 13.3 .97 

14 2.9 .34 11.7 14 13.7 .27 12.3 1.04 

16 2.3 .26 9.8 16 13.8 .27 10.4 .66 

18 2.5 .32 10.9 18 13.8 .41 10.6 .82 

20 2.7 .34 11.6 20 13.4 .21 14.3 1.33 

APPENDIX TABLE A2.1 - part 1 
	

The results for the prey arranged at 

random and using the negative binomial 

distribution with K ='-- 1.0. 
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N LLS Ne ± S.E. S.E. N LLS Ne ± S.E. 

, 

S.E. % TW ± % TW i 

1 3.6 .42 29.9 1.94 1 10.7 .91 27.1 1.92 

2 2.6 .35 20.7 1.22 2 13.0 .72 17.5 1.48 

3 4.3 .58 15.9 1.63 3 14.5 .60 15.2 1.49 

4 3.1 .37 14.1 1.00 4 13.3 .68 12.4 1.15 

5 3.6 .39 11.3 .94 5 14.8 .47 10.1 .87 

6 3.6 .37 11.8 .88 6 13.9 .42 10.0 1.08 

7 2.4 .25 11.1 .86 7 13.7 .48 9.5 .83 

B
D

 

8 4.2 .32 10.3 .86 B
Il

 

8 14.2 .49 8.4 1.19 

9 3.0 .46 11.8 1.27 9 14.1 .67 8.4 .71 

lo 3.7 .5o 10.5 .99 lo 14.6 .52 9.2 1.16 
12 2.5 .40 9.9 .71 12 14.2 .74 8.9 .70 

14 3.6 .37 9.3 .91 14 14.7 .56 8.2 .72 

16 3.5 .37 12.7 1.38 16 14.4 .58 11.7 1.76 

18 3.6 .37 11.1 .95 18 14.5 .46 9.3 1.06 
20 3.4 .29 10.0 .95 20 14.2 .41 9.4 1.06 

1 3.5 .76 29.1 1.41 
1.72 

1.04 
1.25 
.76 

.94 

.59 

.95 	1  
1.02 
.82 

1.54 
1.24 
.71 
1.23 
.80 

1 	
4

90
 CL

U
M

PE
D

 

1 13.1 .49 27.8 1.92 

2 2.2 .66 21.9 2 14.5 .55 18.7 1.89 

3 3.8 .82 14.5 3 15.2 .32 13.4 .89 

4 3.1 .64 15.4 4 14.5 .46 12.3 1.06 

5 2.9 .79 11.9 5 14.1 .48 11.7 .81 

6 3.1 .70 11.7 6 14.1 .35 11.5 1.25 

7 4.4 .81 8.4 7 14.3 .49 11.3 1.21 

,U
M
] 

8 3.6 .68 10.6 8 14.6 .46 11.0 1.22 

9 3.7 .76 9.8 9 14.o .62 10.3 .83 
10 4.3 .71 9.3 lo 13.6 .49 11.o 1.13 
12 3.2 .66 12.1 12 14.1 .55 11.0 1.27 
14 2.7 .50 11.5 14 13.9 .65 11.5 1.19 
16 3.7 .79 7.9 16 13.1 .49 10.3 1.39 
18 3.7 .7o 11.8 18 12.5 .62 9.9 1.00 
20 3.3 .75 10.8 20 12.4 .65 9.5 .90 

APPENDIX TABLE A2.2 - part 2 	The results with the prey arranged using 
the negative binomial distribution with 

K 	0.05 and in regularly arranged clumps of ten. 



APPENDIX TABLE A2.2 	Results of the simulations for Section 6.4  

The functional response results given were 

obtained using each of the search strategies to search for four 

different prey arrangements. The total time available (T) was 

1000 time units, the handling time (THA) was 50 time units, and 

all encounters with prey were successful (SA = 1.0). In this 

section the larger arena of 100 x 100 was used. The four prey 

distributions were: regular, random, using the negative binomial 

distribution with K approximately 0.05. and in regularly arranged 

clumps of ten; in the following table these distributions are re-

ferred to as regular, random, neg. bin. K = 0.05, and_clumps re-

spectively. Eight prey densities of up to about 1000 were used. 

Thirty replicates were run for each combination (parts 1 - 8), 

and supplementary replicates were run for some combinations (parts 

9 - 15). The results given for each prey density (N) are the mean 

number of prey eaten (Ne) and the mean logarithm of the proportion 

of the prey surviving (ln S), together with the standard error of 

the mean for each. The table is divided into 15 parts, and the 

search strategies used in each are as follows: 

	

part 	search strategy and parameters 

1 	totally random search (IS = 1) 

	

2,11 	random walk (IS = 2) 

3 	forward directed random walk (IS = 3) 

	

4,9,12 	forward directed random walk with a step length of 

three (IS = 4a) - (TLS = LLS = 3, TSS = LSS = 0, 

H = 0) 

5,10,13,14 forward directed random walk with a step length of 

ten (IS = 4b) - (TLS = LLS = 10, TSS = LSS = 0, H = 0) 

6 	aggregative walk with a long step length of three 

(IS = 4c) - (TLS = LLS = 3, TSS = LSS = 1, H = 5) 

	

7,15 	aggregative walk with a long step length of ten 

(IS = 4d) - (TLS = LLS = 10, TSS = LSS = 1, H = 5) 

8 	systematic local search in response to finding a prey 

(IS = 5) - (LB = 3, TC = 8, area of 5 x 5 is searched) 
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REGULAR RANDO M 

N 

8 

16 

32 

64 

128 

256 

512 

1024 

N 

N 	Ne f S.E. 	In S f S.E. 

9 .85 .17 -.1056 .0208 

16 1.13 .16 -.0749 .0106 

25 1.77 .23 -.0746 .0099 

64 4.54 .31 -.0740 .0052 

121 7.27 .35 -.0621 .0031 

256 10.65 .29 -.0425 .0012 

529 14.25 .21 -.0273 .0004 

1024 16.48 .11 -.0162 .0001 

Neg. Bin. K = 0.05 

N 	Ne f S.E. 	In S t S.E. 

Ne ± S.E. 

.6o .16 

1.57 .17 

2.50 .25 

4.15 .32 

7.26 .3o 

11.41 .23 

13.90 .22 

16.56 .13 

Ne t S.B. 

ln S 	S.E. 

-.0858 .0235 

-.1056 .0119 

-.0823 .0087 

-.0674 .0054 

-.0585 .0025 

-.0456 .0009 

-.0275 .0004 

-.0163 .0001 

In S ± S.E. 

CLUMPS 

8 

17 

29 

63 

128. 

245 

462 
828 

.77 .12 
1.44 .19 

2.76 .27 

4.59 .25 

7.49 .36 

10.40 .31 

13.77 .29 

15.78 .23 

-.1051 .0175 

-.0909 .0124 

-.1016 .0106 

-.0758 .0043 

-.0604 .0030 

-.0434 .0013 

-.0303 .0006 

-.0192 .0003 

10 

40 

90 

160 

250 

490 

810 

1000 

1.06 .18 

3.21 .26 

5.16 .31 

8.75 .31 

10.79 .28 

13.75 .26 

16.07 .15 

16.65 .14 

-.1177 .0212 

-.0844 .0072 

-.0592 .0037 

-.0563 .0020 

-.0442 .0012 

-.0285 .0005 

-.0200 .0002 

-.0168 .0001 

APPENDIX TABLE A2.2 - part 1 
	

Functional response results from thirty 

replicates using the strategy of com-

pletely random search (IS = 1). 
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REGULAR RANDO M 

N Ne t S.E. f S.E. N Ne t S.E. S.E. In S in S± 

9 

16 
25 

64 

121 

256 
529 

1024 

.32 

.92 

1.31 

2.47 
4.53 

6.81 
11.19 

14.50 

.09 

.12 

.16 

.24 

.26 

.23 

.22 

.19 

-.0372 
-.0603 

-.0545 
-.0396 
-.0382 

-.0270 

-.0214 

-.0143 

.0100 

.0081 

.0068 

.0039 

.0022 

.0009 

.0004 

.0002 

8 

16 

32 

64 

128 

256 

512 

1024 

.32 

.72 

1.37 

2.29 

4.03 

7.30 

10.36 

14.43 

.11 

.14 

.19 

.22 

.35 

.38 

.35 

.24 

-.0434 

-.0477 

-.0443 

-.0366 

-.0322 

-.0290 

-.0204 
-.0142 

.0145 

.0095 

.0064 

.0035 

.0028 

.0015 

.0007 

.0002 

Reg. Bin. K = 0'.05 CLUMPS 

N Ne t S.E. f S.E. N Ne t S.E. t S.E. In S In S 

8 .30 .11 -.0414 .0153 10 .50 .28 -.0794 .0493 

17 .45 .15 -.0279 .0093 40 2.01 .56 -.0548 .0158 

29 .96 .22 -.0346 .0080 90 3.19 .60 -.0369 .0071 

63 2.58 .36 -.0424 .0061 160 5.82 .63 -.0373 .0041 
128. 4.35 .56 -.0349 .0046 250 7.04 .71 -.0286 .0029 
245 6.55 .85 -.0273 .0036 490 11.03 .53 -.0228 .0011 

462 9.26 .83 -.0202 .0021 810 12.63 .45 -.0157 .0006 
828 12.66 .71 -.0154 .0009 1000 13.77 .58 -.0139 .0006 

APPENDIX TABLE A2.2 - part 2 
	Functional response results from thirty 

replicates using the strategy of the 

random walk (IS = 2). 



R A N D O M REGULAR 

Ne t S.E. 	In .S ± S.E. Ne ± S.F. 	In S t S.E. N N 

9 	.66 .14 -.0804 .0172 	8 

	

16 1.00 .13 -.0656 .0086 	16 

	

25 1.51 .19 -.0631 .0082 	32 

	

64 3.92 .26 -.0634 .0043 	64 

	

121 6.02 .27 -.0511 .0023 	128 

	

256 9.55 .23 -.0380 .0010 	256 

	

529 13.47 .19 -.0258 .0004 	512 
1024 15.80 .16 -.0156 .0002 1024 

.44 .12 
1.11 .16 
1.86 .19 
3.60 .29 
5.88 .39 

9.37 .26 
12.94 .25 
16.38 .16 

-.0636 .0172 
-.0737 .0112 
-.0603 .0064 
.-.0583 .0048 
-.0472 .0032 

-.0373 .0011 
-.0256 .0005 
-.0161 .0002 

Neg. Bin. K = 0.05 CLUMPS 

Ne ± S.E. In S f S.E. Re f S.E. In S +-S.E. N N 

	

8 	.33 .10 -.0452 .0137 	10 	2.50 .20 -.0412 .0338 

	

17 	1.14 .20 -.0720 .0131 	40 	2.65 .56 -.0718 .0150 

	

29 	1.77 .22 -.0640 .0082 	90 	4.90 .53 -.0565 .0062 

	

63 	3.85 .48 -.0641 .0084 	160 	6.66 .58 -.0428 .0038 

	

128. 	6.28 .61 -.0506 .0050 	250 	10.28 .55 -.0421 .0023 

	

245 	8.66 .64 -.0361 .0027 	490 	12.44 .46 -.0257 .0010 

	

462 	11.59 .65 -.0253 .0015 	810 	15.60 .27 -.0194 .0003 

	

828 	14.79 .68 -.0180 .0008 	1000 	16.05 .31 -.0162 .0003 
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APPENDIX TABLE A2.2 - part 3 	Functional response results from thirty 
replicates using the strategy of the 
forward directed random walk (IS = 3). 



-.1291 

-.1048 

-.0823 

-.0694 

-.0568 

-.0425 

-.o275 

-.0164 

.0265 

.0154 

.0107 

.0058 

.0028 

.0010 

.0004 

.0001 
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RANDO E REGULAR 

Ne f S.E. 	in S f S.E. Ne t S.E. 	In S t S.E. N N 

8 

16 

32 

64 

128 

256 

512 

1024 

9 .52 .10 -.0622 .0124 

16 1.30 .16 -.0861 .0108 

25 2.14 .19 -.0906 .0086 

64 4.32 .32 -.0703 .0054 

121 7.01 .3o -.0598 .0027 

256 13.36 .30 -.0536 .0013 

529 13.47 .21 -.0258 .0004 

1024 18.33 .10 -.0181 .0001 

Neg. Bin. K = 0.05 

.90 .18 

1.54 .22 

2.48 .31 

4.26 .34 

7.06 .34 

10.66 .25 

13.88 .22 

16.64 .13 

GLUM PS 

N N 	Ne t S.E. In S 	S.E. Ne t S.E. In S i-S.E. 

8 .41 .12 -.0566 .0165 

17 1.02 .20 -.0639 .0130 

29 1.95 .19 -.0703 .0071 

63 4.77 .39 -.0793 .0067 
128. 7.33 .52 -.0593 .0043 

245 9.43 .58 -.0394 .0025 

462 13.31 .42 -.0292 .0009 

828 15.1 .46 -.0184 .0006 

10 

40 

90 

160 

250 

490 

810 

1000 

.66 .26 

3.04 .47 

5.68 .55 

7.76 .57 

10.17 .51 

13.47 .42 

15.54 .26 

16.20 .28 

-.0829 

-.0815 

-.0658 

-.0499 

-.0416 

-.0279 

-.0194 

-.0163 

.0337 

.0128 

.0066 

.0021 

.0009 

.0003 

.0002 

APPENDIX TABLE A2.2 - part 4 
	

Functional response results from thirty 

replicates using the strategy of the 

forward directed random walk with the 

step length of three (IS = 4a). 
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REGULAR R A N D O M 

N Ne t S.E. S.E. N Ne ± S.F. S.E. In S ± In S f 

9 
16 
25 
64 
121 
256 
529 
1024 

.88 
3.07 
2.18 

4.96 
9.73 

13.79 
16.11 
17.51 

.19 

.40 

.31 

.35 

.33 

.33 

.24 

.25 

- .1116 
- .2269 
- .0941 
- .0812 
- .0840 

- .0554 
- .0309 
- .0173 

.0251 

.0315 

.0139 

.0059 

.0030 

.0014 

.0005 

.0003 

8 
16 
32 

64 
128 
256 
512 
1024 

.71 

1.41 
2.73 
4.83 
7.50 

10.76 
14.03 

16.34 

.17 

.24 

.23 

.32 

.26 

.31 

.19 

.12 

- .1020 
- .0963 
- .0899 
- .0789 
- .0605 

:°04°  2;8 

.0161 

.0259 

.0168 

.0080 

.0055 

.0021 

.0013 

.0004 

.0001 

Veg. Bin. K = 0.05 CLUMPS 

N Ne f S.E. S.E. N Ti; t S.E.. In S f In S i-S.E. 

8 .51 .13 - .0706 .0198 10 .82 .28 - .1037 .0390 
17 1.19 .20 - .0748 .0129 40 2.36 .36 - .0621 .0098 
29 2.36 .28 - .0864 .0104 90 5.83 .66 .0678 .0079 

63 4.65 .38 - .0772 .0065 160 10.48 .55 - .0679 .0037 

128 7.84 .44 - .0634 .0037 250 9.53 .44 - .0389 .0018 

245 9.93 .49 - .0414 .0021 490 14.00 .41 - .0290 .0009 

462 12.35 .59 - .0271 .0013 810' 17.31 .23 .0216 .0003 
828 14.32 .46 - .0175 .0006 1000 17.54 .18 - .0177 .0002 

APPENDIX TABLE A2.2 - part 5 
	Functional response results from thirty 

replicates using the strategy of the 
forward directed random walk with the 
step length of ten (IS = 4b). 



-.1065 
-.0642 
-.0638 

• -.0779 
-.0588 
-.0420 
-.0265 
-.0159 

.0201 

.0134 

.0066 

.0046 

.0021 

.0009 

.0005 

.0001 
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RANDO REGULAR 

Ne f S.E. 	ln S 	S.E. Ne ± S.E. 	in S f S.E. N N 

8 
16 
32 
64 
128 
256 
512 
1024 

9 	.67 .13 -.0806 .0161 
16 1.20 .18 -.0804 .0129 
25 1.64 119 -.0689 .0083 
64 4.06 .26 -.0658 .0043 
121 6.35 .31 -.0540 .0027 
256 9.67 .26 -.0385 .0011 
529 13.34 .16 -.0255 .0003 
1024 15.41 .15 -.0152 .0002 

Neg. Bin. K = 0.05 

.77 .14 

.96 .20 
1.96 .19 
4.78 .27 
7.30 .25 
10.54 .23 
13.36 .24 
16.18 .11 

CLUMPS 

N N 	Ne ± S.E. In S ± S.E. Ne t S.E. In S ±-S.E. 

8 
17 
29 
63 
128, 

245 
462 
828 

.14 

.19 

.24 

.42 

.59 

.59 

.59 

.5o 

.44 

.58 

.65 

.62 

.55 

.37 

.22 

.28 

.7o 
1.23 
2.13 

3.93 
7.88 
10.76 
13.78 
15.73 

-.0972 
-.0774 
-.0776 
-.0652 

-.0639 
-.0450 
-.0303 
-.0192 

.0201 

.0122 

.0092 

.0073 

.0049 

.0025 

.0013 

.0006 

10 

40 
90 
160 
250 
490 
810 
1000 

1.40 
5.10 
6.94 
9.68 
11.32 
15.02 
15.81 
16.49 

-.1418 
-.1403 
-.0811 

-.0627 
-.0464 
-.0311 
-.0197 
-.0166 

.0490 

.0165 

.0079 

.0041 

.0023 

.0008 

.0003 

.0002 

APPENDIX TABLE A2.2 - part 6 
	Functional response results from thirty 

replicates using the strategy of the 
aggregative walk with the long step 
length of three (IS = 4c). 
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REGU L A R RANDO M 

N Ne f S.E. N De f S.E. In S ± S.E. ln S 	S.E. 

9 .99 	.16 -.1223 	.0208 8 .64 	.14 -.0896 	.0207 
16 1.37 	.19 -.0923 	.0136 16 1.60 	.20 -.1081 	.0145 
25 1.75 	.23 -.0741 	.0100 32 2.56 	.27 -.0844 	.0092 
64 4.29 	.36 -.06.98 	.0056 64 4.62 	.29 -.0752 	.0048 

121 5.51 	.34 -.0467 	.0029 128 6.72 	.34 -.0541 	.0029 

256 7.77 	.36 -.0309 	.0015 256 10.52 	.30 -.0420 	.0012 

529 10.80 	.29 -.0206 	.0005 512 13.70 	.20 -.0271 	.0004 

1024 12.20 	.27 -.0120 	.0003 1024 16.35 	.12 -.0161 	.0001 

Neg. Bin. K = C L U M PS 

N Ne f S.E. N Ne t S.E. in S ± S.E. In S 

8 .70 	.14 -.0970 	.0194 10 .65 	.27 -.0838 	.0375 
17 1.26 	.19 -.0789 	.0124 40 4.19 	.61 -.1150 	.0170 

29 2.48 	.31 -.0916 	.0121 90 7.15 	.66 -.0837 	.0079 

63 5.11 	.43 -.0854 	.0075 160 9.34 	.65 -.0604 	.0043 
128. 7.95 	.55 -.0644 	.0046 250 12.09 	.53 -.0497 	.0022 

245 11.96 	.66 -.0502 	.0028 490 14.52 	.40 -.0301 	.0008 

462 14.33 	.38 -.0315 	.0008 810 15.25 	.37 -.0190 	.0005 
828 16.56 	.40 -.0202 	.0005 1000 16.13 	.23 -.0163 	.0002 

APPENDIX TABLE A2.2 - part 7 
	Functional response results from thirty 

replicates using the strategy of the 
aggregative walk with the long step 
length of ten (IS = 4d). 
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REGULAR RANDO M 

Ne f S.E. N Fr; f S.E. ln S f S.E. in S f S.E. 

9  .47 	.12 -.0560 	.0140 8 .71 	.14 -.0991 	.0212 
16 .80 	.16 -.0528 	.0104 16 .80 	.17 -.0532 	.0115 

25 1.93 	.20 -.0814 	.0090 32 2.17 	.21 -.0708 	.0073 

64 3.71 	.30 -.0601 	.0050 64 4.13 	.32 -.0671 	.0054 

121 6.28 	.25 -.0534 	.0022 128 6.32 	.33 -.0507 	r0028 
256 9.05 	.26 -.0360 	.0011 256 10.59 	.33 -.0423 	.0013 

529 12.71 	.18 -.0243 	.0003 512 14.24 	.24 -.0282 	.0005 

1024 15.61 	.17 -.0154 	.0002 1024 17.33 	.15 -.0171 	.0001 

Reg. Bin. K = 0.05 CLUMPS 

Ne f S.E. N Ne t S.E. In S 	S.E. in S +-S.E. 

8 .80 	.19 -.1179 	.0308 10 1.34 	.61 -.1439 
17 1.11 	.24 -.0714 	.0163 40 5.42 	.82 -.1537 	.0239 

29 2.11 	.28 -.0770 	.0106 90 7.72 	.85 -.0911 	.0102 

63 5.27 	.71 -.0896 	.0124 160 11.68 	.55 -.0759 	.0038 

128 8.26 	.78 -.0673 	.0065 250 13.70 	.57 -.0565 	.0024 

245 12.80 	.73 -.0538 	.0031 490 16.65 	.35 -.0346 	.0008 

462 14.95 	.69 -.0329 	.0015 890' 17.97 	.25 -.0224 	.0003 

828  16.79 	.36 -.0205 	.0004 1000 18.28 	.34 -.0185 	.0004 

APPENDIX TABLE A2.2 - part 8 Functional response results from thirty 

replicates using the strategy of system-

atic local search in response to find-

ing a prey (IS = 5).(* - a value of In 

is given since in S can not be evaluated 

due to total predation in one or more 

replicates.) 
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SECOND 30 REPLICATES 60 REPLICATES 

N Ne i S.E. N Ne In S ± S.E. In S 

8 .78 	.17 -.1122 	.0263 8 .60 -.0844 
17 1.35 	.17 -.0842 	.0110 17 1.19 -.0741 
29 1.78 	.22 -.0643 	.0080 29 1.87 -.0673 
63 3.86 	.32 -.0636 	.0054 63 4.32 -.0715 
128 6.41 	.40 -.0515 	.0032 128 6.87 -.0554 
245 9.51 	.45 -.0396 	.0019 245 9.47 -.0395 
462 11.84 	.58 -.0260 	.0013 462 12.58 -.0277 
828 14.89 	.59 -.0182 	.0007 828 15.00 -.0183 

APPENDIX TABLE A2.2 - part 9 	Functional response results from 
an extra thirty replicates using 

the strategy of the forward directed random walk with a step 

length of three to search for prey arranged using the negative 
binomial distribution with K = 0.05. 
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SECOND 30 REPLICATES 60 REPLICATES 

N Re 1 S.E. N Ne In S 1 S.E. In S 

8 .93 	.17 -.1333 	.0259 8 .72 -.1020 

17 1.21 	.18 -.0759 	.0113 17 1.20 -.0754 
29 2.13 	.24 -.0776 	.0090 29 2.24 -.0820 

63 3.79 	.29 -.0624 	.0050 63 4.22 -.0698 

128 7.61 	.36 -.0614 	.0030 128 7.73 -.0624 
245 10.09 	.40 -.0421 	.0017 245 10.01 -.0418 

462 13.47 	.44 -.0296 	.0010 462 12.91 -.0284 

828 15.92 	.28 -.0194 	.0004 828 15.12 -.0185 

APPENDIX TABLE A2.2 - part 10 	Functional response results from 

an extra thirty replicates using 

the search strategy of the forward directed random walk with a step 

length of ten (IS = 4b) to search for prey arranged using the neg-

ative binomial distribution with K = 0.05. 
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SECOND 30 REPLICATES 60 REPLICATES 

N 5; ± S.E. N R; In S i S.E. In S 

10 0 	0 0 	0 10 .15 -.0206 

4o 2.16 	.56 -.0589 	.0157 40 2.18 -.0593 

90 4.34 	.65 -.0502 	.0076 90 3.36 -.0388 

160 4.93 	.64 -.0315 	.0041 160 5.38 -.0344 

25o 5.99 	.74 -.0244 	.0030 25o 6.52 -.0266 

490 9.34 	.69 -.0193 	.0014 490 10.19 -.0211 

810 13.39 	.47 -.0167 	.0006 810 13.01 -.0162 

1000 14.30 	.40 -.0144 	.0004 1000 14.04 -.0142 

APPENDIX TABLE A2.2 - part 11 	Functional response results from 

an extra thirty replicates using 

the search strategy of the random walk (IS = 2) to search for 

prey in regularly distributed clumps of ten. 
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FIRST 30 REPLICATES SECOND 30 REPLICATES 

N Ne t S.E. N Ne ± S.E.• In S t S.E. In S ± S.E. 

9 .52 	.10 -.0622 	.0124 9 .86 	.16 -.1066 	.0201 

16 1.30 	.16 -.0861 	.0108 16 1.23 	.19 -.0824 	.0131 

25 2.14 	.19 -.0906 	.0086 25 1.97 	.26 -.0841 	.0118 

64 4.32 	.32 -.0703 	.0054 64 4.10 	.25 -.0665 	.0041 

121 7.01 	.30 -.0598 	.0027 121 7.18 	.28 -.0612 	.0025 

256 13.36 	.3o -.0536 	.0013 256 13.51 	.22 -.0542 	.0009 

529 13.47 	.21 -.0258 	.0004 529 13.38 	.24 -.0256 	.0005 

1024 18.33 	.10 -.0181 	.0001 1024 18.22 	.10 -.0180 	.0001 

THIRD 30 REPLICATES 90 REPLICATES 

N Ne ± S.E. N Ne In S ± S.E. In S 

9 .53 	.11 -.0639 	.0140 9 .64 -.0776 

16 1.38 	.17 -.0923 	.0119 16 1.30 -.0869 

25 2.06 	.21 -.0870 	.0093 25 2.06 -.0872 

64 3.86 	.27 -.0624 	.0045 64 4.09 -.0664 

121 6.72 	.3o -.0573 	.0026 121 6.97 -.0594 

256 12.95 	.22 -.0519 	.0009 256 13.27 -.0532 

529 13.61 	.18 -.0261 	.0004 529 13.49 -.0258 

1024 18.40 	.08 -.0181 	.0001 1024 18.32 -.0181 

APPENDIX TABLE A2.2 - part 12 	Functional response results from an 

extra sixty replicates using the 

search strategy of the forward directed random walk with a step length 

of three (IS = 4a) to search for regularly arranged prey. 
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FIRST 30 REPLICATES SECOND 30 REPLICATES 

N Ne ± S.E. N Ne i S.E. In S ± S.E. In S i S.E. 

9 .88 	.19 -.1116 	.0251 9 .8o 	.15 -.0986 	.0198 

16 3.07 	.40 -.2269 	.0351 16 3.01 	.4o -.2230 	.0322 
25 2.18 	.31 -.0941 	.0139 25 2.12 	.32 -.0915 	.0143 
64 4.96 	.35 -.0812 	.0059 64 4.83 	.41 -.0792 	.0068 

81 10.16 	.75 -.1356 	.0103 81 12.64 	.60 -.1707 	.0085 
121 9.73 	.35 -.0840 	.0030 121 9.23 	.51 -.0796 	.0045 
256 13.79 	.33 -.0554 	.0014 256 14.68 	.33 -.0591 	.0014 

529 16.11 	.24 -.0309 	.0005 529 15.30 	.33 -.0294 	.0006 

1024 17.24 	.25 -.0173 	.0003 1024 17.73 	.23 -.0175 	.0002 

THIRD 30 REPLICATES 90 REPLICATES 

N Ne ± S.E. In S ± S.E. N Ne In S 

9 .67 	.17 -.0844 	.0222 9 .78 -.0982 
16 1.93 	.36 -.1391 	.0280 16 2.67 -.1963 
25 1.93 	.27 -.0823 	.0121 25 2.08 -.0893 
64 4.30 	.29 -.0670 	.0048 64 4.70 -.0758 
81 11.17 	.69 -.1498 	.0098 81 11.32 -.1520 
121 9.85 	.50 -.0852 	.0045 121 9.60 -.0829 
256 14.08 	.33 -.0566 	.0014 256 14.18 -.0570 

529 15.64 	.23 -.0300 	.0005 529 15.68 -.0301 
1000 17.45 	.25 -.0172 	.0003 1000 17.56 -.0173 

APPENDIX TABLE A2.2 - part 13 	Functional response results from an 

extra sixty replicates using the 

search strategy of the forward directed random walk with a step length 

of ten (IS = 4b) to search for regularly arranged prey. An extra 

prey density of 81 has also been included. 
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FIRST 30 REPLICATES SECOND 30 REPLICATES 

N Ne i S.E. N Ne 1 S.E. In S ± S.E. In S i S.E. 

10 .82 	.28 -.1037 	.0390 10 .63 	.21 -.0739 	.0254 

40 2.36 	.36 -.0621 	.0098 40 2.78 	.58 -.0758 	.0167 

90 5.83 	.66 -.0678 	.0079 90 5.46 	.51 -.0631 	.0061 

160 10.48 	.55 -.0679 	.0037 160 10.32 	.70 -.0670 	.0047 

250 9.53 	.44 -.0389 	.0018 25o 10.17 	.64 -.0416 	.0027 

490 14.00 	.41 -.0290 	.0009 490 14.37 	.38 -.0298 	.0008 

810 17.31 	.23 -.0216 	.0003 810 17.29 	.17 -.0216 	.0002 
1000 17.54 	.18 -.0177 	.0002 1000 17.48 	.19 -.0176 	.0002 

THIRD 30 REPLICATES 90 REPLICATES 

N Ne ± S.E. N Ne In S ± S.E. In S 

10 .75 	.27 -.0945 	.0365 10 .73 -.0907 

40 2.85 	.44 -.0761 	.0120 40 2.66 -.0713 

90 5.38 	.42 -.0620 	.0049 90 5.56 -.0643 
160 10.44 	.46 -.0676 	.0031 160 10.41 -.0675 
250 9.84 	.47 -.0402 	.0019 250 9.85 -.0402 

490 14.06 	.35 -.0291 	.0007 490 14.14 -.0293 
810 17.54 	.14 -.0219 	.0002 810 17.38 -.0217 
1000 17.75 	.17 -.0179 	.0002 1000 17.59 -.0177 

APPENDIX TABLE A2.2 - part 14 	Functional response results from 
an extra sixty replicates using 

the search strategy of the forward directed random walk with a 

step length of ten (IS = 4b) to search for regularly arranged 
clumps of ten prey. 
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FIRST 30 REPLICATES SECOND 30 REPLICATES 

N Ne ± S.E. N Ne ± S.E. In S ± S.E. In S ± S.E. 

9 .99 	.16 -.1223 	.0208 9 .85 	.17 -.0102 	.0231 

16 1.37 	.19 -.0923 	.0136 16 1.52 	.24 -.1039 	.0173 

25 1.75 	.23 -.0741 	.0100 25 1.67 	.21 -.0703 	.0093 

64 4.29 	.36 -.0698 	.0056 64 4.15 	.30 -.0673 	.0050 

121 5.51 	.34 -.0467 	.0029 121 6.49 	.28 -.0552 	.0025 

256 7.77 	.36 -.0309 	.0015 256 8.07 	.29 -.0320 	.0012 

529 10.80 	.29 -.0206 	.0005 529 10.39 	.23 -.0198 	.0005 

1024 12.20 	.27 -.0120 	.0003 1024 12.37 	.32 -.0122 	.0003 

THIRD 30 REPLICATES 90 REPLICATES 

N Ne ± S.E. N Ne In S ± S.E. In S 

9 .47 	.10 -.0553 	.0126 9 .77 -.0946 

16 1.63 	.16 -.1094 	.0110 16 1.51 -.1019 

25 1.77 	.25 -.0752 	.0111 25 1.73 -.0732 

64 4.64 	.26 -.0755 	.0045 64 4.36 -.0709 

121 5.82 	.28 -.0494 	.0024 121 5.94 -.0504 

256 8.09 	.26 -.0321 	.0011 256 7.98 -.0317 

529 10.46 	.25 -.0200 	.0005 529 10.55 -.0201 
1024 12.75 	.27 -.0125 	.0003 1024 12.44 -.0122 

APPENDIX TABLE A2.2 - part 15 	Functional response results from 

an extra sixty replicates using 

the Search strategy of the aggregative walk with a long step 

length of ten (IS = 4d) to search for regularly arranged prey. 



APPENDIX TABLE A2.3 	Results of the simulations for Section 6.5  

In this table the functional response re-

sults using various models of the parameters, handling time and 

encounter success rate, are given. The search strategy used is 

that of completely random search (IS = 1), and the prey are arr-

anged at random. The smaller arena of 50 x 50 is used, the total 

time available is 1000 time .units, and 50 replicates were run for 

each prey density. Results are given as the mean number eaten 

(Ne), and the mean of the logarithmic values of the proportion of 

prey surviving (ln S), together with their standard errors of the 

mean. By substituting for the prey density and Ne into- the Ran-

dom Predator Equation, mean values of the parameter affected by 

the model used can be obtained. Thus, when the encounter success 

rate is varied, the effective value of the mean search efficiency 

(a-) can be obtained, and when the handling time is varied, the 

mean handling time (Th) can be evaluated. Results for the follow-

ing models are given: 

part reference 	model 	parameters 

1 	S1 	g =aN+ b 	a = 0.02, b = 0.2 

2 	S2 	s = a Ne + b 	a = 0.2, b = 0.2 

S3 	E = a b N / (1 + a c N) a = 0.05, b = 1.0, c = 1.0 

4 	55 	E = a In N + b 	a = 0.3, b = - 0.4 

5 	S12 	Th = a If N b, Th = c a = - 40, b = 60, c = 4 

6 	D1A 	g =aN+ b 	a = - 0.0002, b= 1.0 

7 	D1B 	g =aN+ b 	a = - 0.0004, b = 2.0 

8 	D2 	E = a In N + b 	a = - 0.11, b = 1.0 

where s is the encounter success rate, Th is the handling time and 

a, b & c are input parameters. When the encounter success rate is 

defined by a model, the handling time used is 50 time units, and 

when the handling time is defined, the encounter success rate of 

0.5 is used. 
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PREY 
DENSITY 

NUMBER EATEN 
MEAN 	S.E. 

CALCULATED 
a (x 1000) 

In S 

MEAN 	S.E. 

5 0.43 .10 - 	.106 .026 .092 
8 1.00 .12 - .141 .018 .141 

10 1.36 .16 - 	.156 .020 .157 
12 1.85 .15 - 	.173 .015 .184 
14 2.33 .19 - 	.189 .017 .206 
16 2.88 .21 - .205 .017 .232 
20 3.67 .21 - .207 .013 .248 
24 4.80 .22 - .226 .012 .294 
28 5.40 .24 - 	.217 .011 .293 
32 6.17 .24 - 	.216 .009 .310 
64 10.87 .19 - 	.187 .004 .408 

128 14.01 .14 - 	.116 .001 .387 
256 16.44 .10 - 	.066 .000 .373 
500 18.17 .05 - .037 .000 .405 

1000 19.03 .03 - 	.019 .000 .396 
2000 19.52 .02 - .010 .000 .409 
4000 19.74 .01 - .005 .000 .381 

APPENDIX TABLE A2.3 - part 1 Sigmoid functional response 

results obtained using the 

model Si. 
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PREY 

DENSITY 

NUMBER EATEN 

MEAN 	S.E. S.E. 

CALCULATED 

N (x 1000) 
In S 

MEAT,  

5 0.26 .07 - 	.059 .016 .054 
8 0.64 .12 - 	.090 .018 .085 

10 1.21 .17 - 	.139 .021 .137 

12 1.32 .21 - 	.127 .022 .125 

14 2.02 .26 - 	.169 .024 .173 

16 1.59 .22 - 	.111 .016 .114 
20 2.54 .27 - 	.142 .016 .156 

24 2.63 .26 - 	.120 .013 .134 
28 3.70 .34 - 	.147 .014 .174 
32 4.20 .34 - 	.145 .012 .178 

64 7.95 .41 - 	.134 .007 .220 
128 12.82 .21 - 	.106 .002 .294 

256 15.47 .15 - .062 .001 .275 
500 17.46 .09 - .036 .000 .280 

1000 18.69 .05 - 	.019 .000 .288 
2000 19.31 .03 - .010 .000 .281 

4000 19.67 .01 - 	.005 .000 .299 

APPENDIX TABLE A2.3 - part 2 Sigmoid functional response 
results obtained using the 
model S2. 
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PREY 
DENSITY 

NUMBER EATEN 
MEAIN 	S.E. S.E. 

CALCULATED 

H (x 1000) 

In S 
MEAL 

5 0.28 .08 - 	.065 .018 .058 

8 0.82 .13 - 	.117 .019 .113 

10 1.46 .13 - 	.164 .016 .170 

12 1.37 .13 - 	.125 .012 .130 

14 1.79 .17 - 	.142 .015 .150 
16 2.18 .17 - 	.151 .013 .164 

20 3.17 .22 - 	.177 .013 .205 

24 4.08 .25 - 	.190 .013 .234 

28 4.33 .24 - 	.171 .010 .214 
32 5.29 .28 - 	.184 .010 .246 

64 9.36 .20 - 	.158 .004 .297 

128 13.56 .16 - 	.112 .001 .348 
256 16.28 .10 - 	.066 .000 .353 
500 17.96 .06 - 	.037 .000 .359 

1000 19.05 .03 - 	.019 .000 -405 
2000 19.51 .01 - 	.010 .000 -400 
4000 19.77 .01 - .005 .000 .431 

APPENDIX TABLE A2.3 - part 3 Sigmoid functional response 
results obtained using the 
model S3. 
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PREY 
DENSITY 

NUMBER EATEN 

MEAN 	S.E. S.E. 

CALCULATED 

a (x 1000) 
In S 

MEAN 

5 0.22 .07 - .050 .015 .045 
8 0.86 .12 - .121 .017 .119 

10 0.98 .13 - .109 .015 .108 

12 1.30 .13 - 	.119 .013 .123 

14 1.51 .18 - 	.119 .015 .123 

16 2.20 .18 - 	.152 .013 .166 

20 2.87 .19 - .158 .011 .181 

24 3.99 .22 - .185 .011 .227 

28 4.50 .20 - 	.177 .009 .226 

32 5.95 .21 - .207 .008 .293 

64 9.64 .26 - .164 .005 .315 

123 13.85 .18 - 	.115 .002 .372 
256 16.58 .09 - 	.067 .000 .392 

500 18.10 .05 - 	.037 .000 .388 

1000 19.02 .03 - .019 .000 .392 
2000 19.50 .02 - 	.010 .000 .392 
4000 19.75 .01 - .005 .000 .396 

APPENDIX TABLE A2.3 - part 4 Sigmoid functional response 
results obtained using the 

model S5. 
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PREY 

DENSITY 
NUMBER EATEN 
MEAN 	S.E. 

CALCULATED 

Th 

In S 
MEAN 	S.E. 

5 0.76 .13 - 	.193 .037 + 231.1 
8 1.36 .15 - 	.201 .025 + 	50.3 
10 2.34 .18 - 	.280 .024 - 142.3 
12 2.51 .17 - .243 .019 - 	69.1 
14 2.80 .22 - .233 .020 - 	41.3 
16 3.18 .24 - .230 .019 - 	33.9 
20 4.17 .29 - .243 .019 - 	40.6 
24 4.56 .32 - 	.218 .017 - 	11.8 
28 5.33 .25 - .214 .011 - 	10.5 
32 6.41 .26 - .226 .010 - 	18.4 
64 10.17 .20 - 	.173 .004 + 	13.2 
128 14.80 .24 - 	.123 .002 + 	26.1 
256 18.37 .17 - 	.075 .001 + 	34.2 
500 21.24 .10 - .043 .000 + 	36.9 
loco 23.38 .12 - .024 .000 + 	37.7 
2000 24.24 .13 - 	.012 .000 + 	38.7 
4000 25.08 .13 - .006 .000 + 	38.6 

APPENDIX TABLE A2.3 - part 5 Sigmoid functional response 

results obtained using the 

model S12. 
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PREY 

DENSITY 

NUMBER EATEN 

MEAN 	S.E. S.E. 

CALCULATED 

g (x 1000) 

In S 

MEAN 

8 2.39 .14 - 	.379 .028 .403 
16 4.23 .17 - .313 .015 .389 
32 7.11 .21 - .253 .008 .390 
64 10.76 .21 - .184 .004 .398 
128 13.89 .15 - .115 .001 .376 
256 16.41 .09 - .066 .000 .369 
500 17.95 .06 - .037 .000 .357 
1000 18.81 .04 - 	.019 .000 .319 
1500 19.09 .02 - 	.013 .000 .282 
2000 19.18 .02 - .010 .000 .235 
2500 19.23 .03 - .008 .000 .201 
3000 19.17 .03 - 	.006 .000 .154 
3500 19.06 .02 - .005 .000 .116 
4000 18.78 .03 - .005 .000 .077 
4250 18.58 .04 - .004 .000 .062 

4500 17.85 .06 - .004 .000 .037 

4750 16.40 .09 - .003 .000 .019 

APPENDIX TABLE A2.3 - part 6 
	

Dome-shaped functional re- 
sponse results obtained 
using the model D1A. 
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PREY 
DENSITY 

NUMBER EATEN 
MEAN 	S.E. S.E. 

CALCULATED 
N (x 1000) 

In S 
MEAN 

8 2.61 .17 - .422 .033 .454 
16 4.51 .20 - .339 .018 .428 
32 7.22 .23 - .258 .009 .400 

64 10.72 .21 - .184 .004 .395 
128 14.06 .14 - .116 .001 .392 

256 16.55 .09 - .067 .000 .387 
500 18.13 .05 - .037 .000 .395 
1000 19.02 .03 - .019 .000 .392 

1500 19.33 .02 - .013 .000 .387 
2000 19.51 .01 - .010 .000 .400 
2500 19.59 .01 - .008 .000 .384 

3000 19.59 .01 - .007 .000 .320 
3500 19.55 .02 - .006 .000 .249 

4000 19.38 .03 - .005 .000 .157 

4250 19.24 .02 - .005 .000 .119 

4500 18.93 .03 - .004 .000 .079 
4750 18.08 .05 - .004 .000 .040 

APPENDIX TABLE A2.3 - part 7 
	

Dome-shaped functional re- 
sponse results obtained 
using the model DiE. 
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PREY 
DENSITY 

NUMBER EATEN 

MEAN 	S.E. S.E. 

CALCULATED 

5 (x 1000) 
In S 

MEAN 

8 2.12 .16 - .329 .029 .344 

16 3.34 .21 - .241 .017 .281 

32 5.58 .23 - 	.194 .009 .266 

64 7.86 .25 - .132 .005 .216 

128 10.15 .17 - .083 .001 .168 

256 12.81 .19 - .051 .001 .143 
500 15.11 .14 - .031 .000 .126 

1000 16.53 .08 - .017 .000 .096 

1500 16.94 .08 - .011 .000 .074 
2000 17.29 .08 - .009 .000 .064 

2500 17.42 .06 - .007 .000 .054 

3000 17.63 .07 - .006 .000 .050 

3500 17.53 .08 - .005 .000 .041 

4000 17.59 .07 - 	.004 .000 .037 

4250 17.40 .07 - 	.004 .000 .032 

4500 17.41 .09 - 	.004 .000 .030 

4750 17.30 .08 - .004 .000 .027 

APPENDIX TABLE A2.3 - part 8 
	

Dome-shaped functional re- 

sponse results obtained 
using the model D2. 



APPENDIX TABLE A2.4 	Results of the simulations for Section 6.6  
The results of the simulations of the agg-

regative responses are given here. All eight search strategies 

are used to search for four different prey distributions. These 

prey distributions are: random, using the negative binomial dis-

tribution with values for K of 2.0 and 0.05, and in randomly dis-

tributed clumps of eight. In.the following tables these distribu-

tions will be referred to as random, neg. bin. K = 2.0, neg. bin. 

K = 0.05, and clumps, respectively. A range of initial prey den-

sities is used, and 50 replicates are run for each combination. A 

giving up time of 250 time units is used The- encounter success 

rate is defined for each search strategy below. 

The first eight parts of this table give the results of 

the mean number of prey eaten (Ne), the mean time spent searching 

(Ts), and the mean percentage of this time wasted (iZW), with their 

standard errors, and the mean number of prey surviving (i.e. N - Ne). 

The final part gives the overall searching efficiency (Ne/Ts) for 

each combination of prey density and predator search strategy. 

The search strategies and their parameters are: 

1 	completely random search - SA (the chance of a prey encounter 

being successful) = 0.5 

2 	random walk - SA = 0.5 

3 	forward directed random walk - SA = 0.5 

4a forward directed random walk with a step length of three -

TLS = LLS = 3, TSS = LSS = 0, H = 0, SA = 0.5 

4b 	forward directed random walk with a step length of ten - 

TLS = LLS = 10, TSS = LSS = 0, H = 0, SA = 0.5 

4c 	aggregative walk with a long step length of three - 

TLS = LLS = 3, TSS = LSS = 1, H = 5, SA1 (the chance of a 

successful prey encounter when using the normal searching 

phase) = 0.5, SA2 ( the chance of a successful prey encounter 

when using the second searching phase in response to a prey) 

= 0.75 

4d aggregative walk with a long step length of ten - 

TLS = LLS = 10, TSS = LSS = 1, H = 5, SA1 = 0.5, SA2 = 0.75 

5 	systemmatic local search in response to finding a prey - 

LB = 3, TC = 8, area of 3 x 3 is searched, SA1 = 0.5, SA2 = 

0.75 
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cu ;-, 
Prey 

Density 
Number Eaten 
Mean 	S.E. 

Time Spent 
Mean 	S.E. 

% Time Wasted 
Mean 	S.E. 

Number 
Surviving 

8 .5 .1 318 16 6.1 .3 7.5 
16 1.5 .2 415 30 7.8 .5 14.5 
32 3.6 .5 584 53 10.5 .9 28.4 

01
1  64 12.6 1.2 1151 91 18.9 1.3 51.4 

128 59.8 3.0 3384 198 42.3 1.7 68.2 
256 179.5 3.6 6394 221 60.8 1.1 76.5 
500 422.7 4.5 9562 232 70.2 .7 77.3 
1000 928.9 3.6 13543 237 75.4 .4 71.1 

8 .4 .1 312 15 6.1 .3 7.6 
16 1.5 .3 417 32 7.8 .6 14.5 
32 3.4 .5 574 52 10.1 .9 28.6 
63 13.7 1.3 1273 114 20.4 1.5 49.3 
128 57.0 2.8 3158 188 40.7 1.6 71.0 
255 175.1 4.5 6166 261 59.2 1.3 79.9 
498 426.7 3.0 9786 188 71.0 .5 71.9 
994 922.2 3.8 13367 246 75.2 .4 71.8 

8 .6 .1 321 18 6.4 .4 7.4 
17 .9 .2 339 22 6.4 .4 16.1 
29 3.0 .4 547 36 10.1 .7 26.0 
63 10.5 1.1 1034 86 17.3 1.3 52.5 
128 47.1 3.1 2550 181 35.0 1.8 80.9 
245 152.2 5.1 5124 228 54.4 1.6 92.8 
470 376.1 5.7 8415 256 68.2 .8 93.9 
828 718.0 6.9 10518 264 73.1 .6 110.0 

c l
um

p s
  

8 .4 .1 280 12 5.5 .3 7.6 
16 .8 .2 305 15 5.9 .4 15.2 
32 2.2 .4 377 26 6.8 .5 28.8 
64 10.3 1.0 856 67 14.8 1.o 53.7 
128 42.6 3.4 2183 182 30.8 2.0 85.4 
256 166.2 4.0 5434 189 56.7 1.1 89.8 
496 415.6 3.2 9296 179 70.5 .5 80.4 
1000 916.9 4.o 12705 218 74.9 .4 83.1 

APPENDIX TABLE A2.4 - part 1 	Aggregative response results using 
the search strategy of completely 
random search (IS = 1). 
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w r-, rai 
Prey 

Density 
Number Eaten 
Mean 	S.E. 

Time Spent 
Mean 	S.E. 

% Time Wasted 
Mean 	S.E. 

Number 
Surviving 

8 .3 .1 289 10 50.0 1.0 7.7 
16 .5 .1 291 11 50.4 1.3 15.5 
32 1.8 .3 431 29 53.9 1.0 30.2 

O
E

 

64 5.0 .6 658 57 56.8 1.0 59.0 
128 24.1 1.8 1736 127 61.6 .7 103.9 
256 71.0 4.7 3054 209 68.4 .7 185.0 
500 223.2 12.4 5572 356 71.9 .6 276.8 
1000 578.6 24.4 8384 425 73.4 .5 421.4 

8 .3 .1 284 10 51.4 1.2 7.3 
16 .5 .1 309 18 49.7 1.0 15.5 
32 1.8 .3 422 34 53.3 1.1 30.2 

II 63 4.1 .6 622 56 56.4 1.3 58.9 
128 16.8 1.5 1252 97 60.6 .9 111.2 
255 73.7 5.2 3147 230 67.2 .6 181.3 
498 220.0 13.5 5649 395 72.2 .7 278.0 
994 578.6 19.9 8330 375 73.3 .6 415.4 

8 .3 .1 283 11 52.5 1.2 7.7 
17 .6 .1 303 15 51.3 1.3 16.4 
29 1.5 .2 374 21 54.5 1.1 27.5 ii 63 4.3 .7 539 46 55.5 1.2 58.7 
128 12.8 1.5 788 65 57.0 1.1 115.2 
245 35.7 3.8 1317 116 59.9 .9 209.3 
470 65.3 6.8 1502 123 62.0 1.0 404.7 
828 119.4 16.2 1449 174 59.8 1.2 708.6 

cl
u

m
p
s  

8 .3 .2 257 4 50.9 1.2 7.7 
16 .5 .2 272 10 49.8 1.0 15.5 
32 1.3 .4 293 13 49.7 1.0 30.7 
64 3.1 .8 391 32 51.9 1.1 60.9 
128 7.2 1.2 509 43 54.6 1.1 120.8 
256 28.2 3.7 1006 105 57.9 1.1 227.8 
496 134.8 13.1 2913 293 64.0 1.0 361.2 
1000 410.1 28.3 5268 381 70.7 .6 589.9 
2000 1287.6 42.6 9817 435 72.3 .5 712.4 

APPENDIX 'TABLE A2.4 - part 2 	Aggregative response results using 
the random walk (IS = 2). 
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›, w 
s.. a 

Prey 

Density 

Number Eaten 

Mean 	S.E. 

Time Spent 

Mean 	S.E. 
. 

% Time Wasted 

Mean 	S.E. 

Number 

Surviving 

8 .3 .1 287 10 24.9 1.1 7.7 
16 .9 .2 374 26 27.6 1.2 15.1 
32 3.0 .5 530 51 27.9 1.2 29.0 

do
  

64 8.2 1.1 873 92 35.3 1.3 55.8 
128 37.3 2.5 2292 158 46.8 1.1 90.7 
256 143.4 5.2 5329 257 62.1 1.0 112.6 
500 353.2 9.2 7993 303 69.0 .7 146.8 
1000 820.6 12.3 11489 310 73.2 .5 179.4 

8 .4 .1 287 11 27.9 1.1 7.6 
16 1.o .2 379 28 28.9 1.0 15.0 
32 2.8 .4 542 45 30.2 1.3 29.2 

K 63 8.1 .9 926 87 35.6 1.5 54.9 
128 39.9 3.0 2402 186 47.2 1.2 88.1 
255 147.6 5.7 5548 271 62.5 .9 107.4 
498 352.1 7.2 8018 291 68.7 .7 145.9 
994 821.9 9.8 11155 311 72.2 .6 172.1 

ne
g  
bi
n  
K
=
.
0
5
  

8 .3 .1 277 10 27.3 1.1 7.7 
17 .9 .2 339 24 28.o 1.1 16.1 
29 2.o .3 431 31 25.8 1.2 27.0 
63 6.4 .7 685 59 31.6 1.5 56.6 
128 25.8 2.5 1358 123 38.4 1.3 102.2 
245 65.7 6.0 2176 194 45.7 1.4 179.3 
470 216.9 14.7 4244 313 57.0 1.6 253.1 
828 384.9 25.9 4434 350 56.0 1.7 443.1 

8 .4 .2 270 9 27.5 1.4 7.6 
16 .7 .3 282 12 26.3 1.2 15.3 

m 32 1.9 .5 317 18 27.7 1.1 30.1 pi 64 4.4 .8 439 39 26.3 1.1 49.6 z „.1 128 14.3 1.9 789 75 34.4 1.3 113.7 
0 256 87.6 6.6 2575 210 47.5 1.4 168.4 

496 300.1 12.3 5920 324 62.5 1.2 195.9 
1000 776.4 19.o 987o 419 70.6 .8 223.6 

APPENDIX TABLE A2.4 - part 3 	Aggregative response results using 

the strategy of the forward direct-

ed random walk (IS = 3). 
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o 
(;4, 

Prey 
Density 

Number Eaten 
Mean 	S.E. 

Time Spent 
Mean 	S.E. 

% Time Wasted 
Mean 	S.E. 

Number 
Surviving 

8 .4 .1 293 13 14.5 .9 7.6 
16 .8 .2 341 19 15.8 .9 15.2 
32 2.1 .3 451 32 16.9 .9 29.9 
64 12.7 1.3 1200 110 27.3 1.5 51.3 

tn
c  128 56.9 3.2 3367 209 46.4 1.6 71.1 

256 173.8 3.5 6278 209 62.1 .9 82.2 
500 407.7 5.6 9614 263 70.9 .7 92.3 
1000 912.8 4.1 13457 233 75.5 .4 87.2 

8 .? .1 334 17 15.1 1.0 7.3 
16 .9 .2 342 19 16.4 1.0 15.1 
32 4.1 .5 635 49 19.6 .9 27.9 
63 12.8 1.2 1211 107 28.1 1.2 50.2 

Ln
  

128 50.3 2.7 2829 173 42.2 1.4 77.7 
255 171.0 3.4 6159 210 61.7 .9 84.0 
498 408.4 4.1 9619 239 71.0 .6 89.6 
994 892.3 6.1 12976 266 74.8 .4 101.7 

8 .4 .1 290 12 13.4 .9 7.6 
17 1.1 .2 369 25 15.9 .8 16.9 
29 2.4 .4 465 38 17.0 1.o 26.6 
63 8.3 1.3 819 89 22.5 1.4 54.7 

Ln
  

128 40.7 3.3 2180 171 36.1 1.7 87.3 
245 124.4 6.2 4090 232 51.0 1.5 120.6 
470 291.3 10.5 5516 288 57.5 1.5 178.7 
828 527.2 24.9 6350 391 59.4 2.0 301.0 

c l
um

p s
  

8 .4 .2 273 8 14.0 .9 7.6 
16 .9 .2 302 15 14.3 .9 15.1 
32 2.9 .5 413 27 16.2 .9 29.1 
64 6.0 .9 546 45 19.4 1.0 58.0 
128 26.9 2.7 1351 130 28.2 1.5 101.1 
256 116.1 7.8 3654 298 46.7 2.0 139.9 
496 383.3 7.5 8435 314 67.9 1.0 112.7 
1000 865.1 9.6 11758 340 73.1 .7 134.9 

APPENDIX TABLE A2.4 - part 4 	Aggregative response results using 

the forward directed random walk 
with a step length of three (IS = 
4a). 
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›..., w 
;.4 P.. 

Prey 

Density 

Number Eaten 

Mean 	S.E. 

Time Spent 

Mean 	S.E. 

% Time Wasted 

Mean 	S.E. 

Number 

Surviving 

8 .5 .1 293 20 11.1 1.0 7.5 
16 1.1 .2 358 22 10.9 .8 14.9 
32 3.0 .4 539 48 13.4 .9 29.0 
64 10.9 1.1 1120 96 22.6 1.3 53.1 

lo
  

128 51.9 2.9 3019 185 42.6 1.7 76.1 
256 170.9 4.2 6183 247 60.8 1.3 85.1 
500 408.9 4.6 9533 259 70.6 .7 91.1 
1000 898.3 5.2 12902 260 74.4 .5 101.7 
2000 1889.1 7.2 16541 340 75.0 .5 110.9 

8 .5 .1 312 17 10.5 .9 7.5 
16 1.0 .2 370 30 10.8 .7 15.0 
32 3.3 .5 540 46 14.1 .9 28.7 
63 12.0 1.1 1163 89 23.6 1.2 51.0 

Ln
  

128 48.0 3.2 2705 208 38.7 1.9 80.0 
255 173.7 3.5 6279 222 61.7 1.0 81.3 
498 401.4 4.7 9149 248 69.6 .7 96.6 
994 899.0 4.8 13220 282 75.1 .5 95.0 

Vl 8 .5 .1 299 12 10.4 .6 7.5 o 17 1.3 .2 372 22 11.8 .8 15.7 
ii 29 2.4 .4 464 39 12.8 .8 26.6 

7,9, 
128 

9.9 
32.8 

1.1 
3.5 

927 
1814 

80 
180 

19.1 
29.6 

1.2 
2.1 

53.1 
95.2 

118.0 6.2 3885 241 48.0 1.7 125.0 
to  470 318.8 8.6 6564 307 61.6 1.4 151.2 
2 828 599.6 19.4 7702 388 64.8 1.5 228.4 

cl
um

p
s  

8 .4 .1 274 9 9.0 .8 7.4 
16 .6 .2 293 13 10.2 .7 15.4 
32 2.2 .5 373 30 11.0 .8 29.8 
64 6.6 .8 591 44 15.8 .9 57.4 

128 24.1 2.9 1270 128 24.3 1.5 103.9 
256 128.8 5.9 4071 243 49.3 1.6 127.2 
496 372.4 6.7 7847 267 66.2 .9 123.6 

1000 894.0 5.0 12826 245 75.4 .4 106.0 

APPENDIX TABLE A2.4 - part 5 
	

Aggregative response results using 

the forward directed random walk 

with a step length of ten (IS = 4b). 
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›., 

r" a 

Prey 

Density 

Number Eaten 

Mean 	S.E. 

Time Spent 

Mean 	S.E. 

% Time Wasted 

Mean 	S.E. 

Number 

Surviving 

8 .4 .1 293 12 14.3 .9 7.6 
16 .6 .1 327 19 14.8 .8 15.4 
32 2.8 .4 500 37 18.3 .9 29.2 
64 10.5 1.0 1046 85 25.1 1.2 53.5 

lo
t  128 54.8 2.2 3003 138 44.9 1.0 73.2 

256 168.9 3.9 5797 227 60.2 1.0 87.1 
500 408.4 4.9 8833 224 69.8 .6 91.6 
1000 897.0 5.3 11427 238 73.7 .5 103.0 
2000 1893.1 5.8 13877 223 75.9 .3 104.9 

8 .3 .1 288 12 14.2 .9 7.7 
16 .9 .2 351 21 15.1 .8 15.1 
32 3.3 .5 577 46 18.3 1.1 28.7 
63 13.3 1.2 1298 108 28.3 1.3 49.7 

t 	
li 128 47.1 2.7 2553 153 40.9 1.3 80.9 

255 170.5 4.2 5728 217 59.8 1.0 84.5 
498 410.1 4.8 8881 247 69.9 .7 87.9 
994 895.7 6.3 11569 286 73.9 .5 98.3 
1988 1890.6 6.2 14091 233 76.1 .3 97.4 

n
e
g
  
b
i
n
  
K
=
.
0
5
  

8 .5 .1 315 14 14.2 .7 7.5 
17 1.4 .2 403 27 16.8 1.0 15.6 
29 3.2 .5 528 52 19.4 1.0 25.8 
63 9.9 1.3 759 76 22.1 1.3 53.1 
128 46.6 3.0 1847 123 34.9 1.2 82.4 
245 116.0 7.1 2755 183 42.6 1.4 129.0 
470 301.7 8.8 4023 179 51.3 1.1 168.3 
828 554.9 23.9 4582 292 52.8 1.7 273.1 

8 .8 .2 281 9 12.9 .7 7.2 
16 1.2 .4 295 13 13.5 .8 14.8 

m 32 2.6 .5 322 15 14.8 .8 29.4 
s 64 9.0 1.4 537 53 19.4 1.1 55.0 

.-1 128 39.4 3.4 1318 110 28.5 1.4 88.6 
0  256 136.9 6.9 3050 199 44.3 1.5 119.1 

496 368.9 8.5 5614 236 58.6 1.1 127.1 
1000 878.7 9.3 8853 234 68.6 .7 121.3 

APPENDIX TABLE A2.4 - part 6 
	

Aggregative response results using 

the aggregative walk with a long 

step length of three (IS = 4c). 
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>-) 
a) 
k a. 

Prey 

Density 

Number Eaten 

Mean 	S.E. 

Time Spent 

Mean 	S.E. 

% Time Wasted 
Mean 	S.E. 

Number 
Surviving 

8 .4 .1 301 15 10.0 .7 7.6 
16 1.0 .2 362 25 11.4 .9 15.0 
32 2.6 .4 527 48 14.3 .9 29.4 

O
M

 

64 11.9 1.3 1138 101 23.4 1.3 52.1 
128 57.8 2.8 3209 179 43.5 1.6 70.2 
256 178.4 3.8 6134 224 60.9 1.0 77.6 
500 416.5 4.4 8850 221 69.4 .7 83.5 
1000 921.6 4.4 12181 214 75.0 .4 78.4 

8 .4 .1 296 16 10.0 .7 7.6 
16 1.0 .2 352 22 10.5 .7 15.0 
32 2.3 .4 494 40 13.7 .9 29.7 

K 63 14.9 1.2 1371 102 25.9 1.2 48.1 
128 49.1 2.8 2621 169 38.8 1.6 78.9 
255 182.2 3.2 6272 205 61.6 .9 72.8 
498 412.9 4.7 8815 236 69.3 .7 85.1 
994 904.6 4.9 11418 232 73.6 .5 89.4 

8 .5 .1 312 13 10.2 .6 7.5 
17 1.2 .2 353 22 12.2 .7 15.8 
29 2.6 .4 455 31 12.6 .9 26.4 
63 10.3 1.1 839 7o 18.9 1.0 52.7 

in
  

128 45.3 3.2 1807 141 31.2 1.5 82.7 
245 148.4 4.4 3510 136 46.6 1.1 96.6 
470 328.8 10.4 4585 235.  52.5 1.5 141.2 
828 641.6 13.4 5319 204 56.2 1.1 186.4 

cl
u

m
p
s  

8 .8 .2 283 10 9.4 .7 7.2 
16 1.8 .4 327 18 10.7 .7 14.2 
32 4.7 .9 413 35 13.2 1.o 27.3 
64 9.6 1.2 548 29 13.9 .7 54.4 
128 34.0 3.3 1138 103 23.3 1.4 94.0 
256 138.8 7.5 308o 205 41.8 1.8 117.2 
496 406.0 4.7 6722 198 62.9 .8 90.0 
1000 899.0 6.0 9233 243 69.2 .7 101.0 

APPENDIX TABLE A2.4 - part 7 	Aggregative response results using 
the agEregative walk with a long 
step length of ten (IS = 4d). 
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>-.. 
III 

Prey 
Density 

Number Eaten 

Mean 	S.E. 

Time Spent 

Mean 	S.E. 
% Time Wasted 
Mean 	S.E. 

Number 

Surviving 

8 .3 .1 271 11 25.9 1.1 7.7 
16 1.o .2 338 18 29.8 1.4 15.0 
32 2.6 .4 518 43 30.7 1.4 29.4 
64 8.7 .9 865 68 35.2 1.3 75.3 

Jo
  

128 42.7 3.4 2358 202 49.3 1.4 85.3 
256 139.1 5.4 4137 206 61.7 .8 116.9 
500 365.6 6.6 6280 194 71.0 .6 134.4 
1000 809.2 14.2 7020 232 74.4 .6 190.8 
2000 1774.2 18.9 8193 253 77.4 .5 225.8 

o • 8 .4 .1 305 14 27.6 1.1 7.6 
N 16 1.2 .2 377 21 28.9 1.1 14.8 
11 32 2.1 .3 463 32 29.2 1.1 29.9 

63 11.0 1.2 1059 100 37.7 1.5 52.o 
128 40.8 3.3 2224 190 49.4 1.4 87.2 

-,-1 255 148.1 5.5 4379 191 61.8 .8 106.9 
4:' 498 345.5 10.1 5575 234 68.7 .7 152.5 
40  994 808.5 12.9 6772 201 73.7 .5 185.5 
0 1988 1726.6 28.1 7708 277 76.6 .6 261.4 

8 .5 .1 293 10 26.6 1.2 7.5 
17 1.1 .2 335 19 27.3 1.1 15.9 
29 2.2 .4 401 28 30.3 1.4 26.8 

K
 

63 10.4 1.3 676 49 33.3 1.2 52.6 
128 33.8 2.9 1040 73 38.4 1.2 94.2 
245 111.0 6.7 1886 128 45.4 1.o 134.0 
470 257.3 15.2 2296 153 49.2 1.1 212.7 
828 439.9 23.8 2148 136 48.1 .9 388.1 

c l
u

m
p
s  

8 1.1 .4 266 7 27.5 1.2 6.9 
16 2.6 .6 310 16 27.7 1.0 13.4 
32 2.6 .6 282 8 26.7 1.o 29.4 
64 10.8 1.5 407 24 28.8 1.1 53.2 
128 33.5 3.3 778 61 35.0 1.2 94.5 
256 88.0 8.3 1230 106 40.5 1.1 168.0 
496 291.5 14.6 2722 167 51.8 1.2 204.5 
1000 783.9 15.9 4616 180 63.6 .7 216.1 
2000 1707.5 31.4 6079 260 69.9 .9 292.5 

APPENDIX TABLE A2.4 - part 8 
	

Aggregative response results using 
the strategy of systematic local 
search in response to finding a 

prey (IS = 5). 
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IS PREY 
EFFICIENCY 

8 	16 

(Ne/Ts) AT THE INITIAL DENSITY OF : 

32 	64 	128 	256 	500 	1000 

random 16 36 62 110 177 281 312 686 

1 K=2.0 
K=.05 

13 
19 

36 
27 

59 
55 

108 
102 

181 
185 

284 
297 

436 
447 

690 
683 

clumps 14 	. 26 58 120 195 306 447 722 

random 10 17 42 76 139 233 401 690 

2 K=2.0 
K=.05 

11 
11 

16 
20 

43 
40 

66 
80 

134 
162 

234 
271 

389 
435 

695 
824 

clumps 12 18 44 79 142 280 463 779 

random 11 24 57 94 163 269 442 714 
K - 2• 0 -  14 26 52 88 166 266 439 737 

' K = .05 11 27 46 93 190 302 511 868 
clumps 15 25 60 100 181 340 507 787 

random 14 24 47 106 169 277 424 678 
K=2.0 21 26 65 106 178 278 425 688 4a K=.05 14 30 52 101 187 304 528 830 
clumps 15 30 70 110 199 318 454 736 

random 17 31 56 97 172 276 429 696 
K=2.0 16 27 61 103 177 277 439 680 4h K = .05 17 35 52 107 181 304 486 779 
clumps 15 21 59 112 190 316 475 697 

random 14 18 56 100 183 462 785 1364 
K=2.0 10 26 57 102 298 462 774 1342 4c K=.05 16 35 61 130 252 421 750 1211 
clumps 29 41 81 168 299 449 657 993 

random 13 28 49 105 180 291 471 757 
K=2.0 14 28 47 109 187 291 468 792 4d K=.05 16 34 57 123 251 423 717 1206 
clumps 28 55 114 175 299 451 604 934 

random 11 30 50 101 181 335 582 1153 
K=2.0 13 32 45 104 184 338 620 1194 5 K =.05 17 33 55 154 325 589 1121 2048 
clumps 41 84 92 265 431 715 1071 1698 

APPENDIX TABLE A2.4 - part 9 	Aggregative response results - 

overall efficiencies (Ne/Ts) 

multiplied x 10,000 for all search strategies (IS) and prey 

distributions. 



APPENDIX TABLE A2.5 	Results of the simulations for Section 6.7  
In this table the results of simulating 

aggregative responses with different giving up times are given. 

Three different giving up times (of 50, 100, and 200 time units) 

are used. Two search strategies (IS = 1, 4d) are used to search 

for two different prey arrangements (random and in randomly dis-

tributed clumps of eight, referred to as clumped). The first 

three parts of the table give the mean number eaten (Ne), the 

mean time spent searching (Ts), the mean percentage time wasted 

(%TW), and their standard errors, and the number of prey surviv-

ing (i.e. N - He), while the final part gives the overall effi-

ciencies (Ne/Ts). 

The search strategies and their parameters are: 

1 	completely random search - SA = 0.5 

4d aggregative walk with a long step length of ten - 

LLS = TLS = 10, LSS = TSS = 1, H = 5, SAl = 0.5, SA2 = 0.75 
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IS ID 
Prey 

Density 

Number 

Mean 

Eaten 

S.E. 

Time Spent 

Mean 	S.E. 

% Time Wasted 

Mean 	S.E. 

Number 

Left 

8 .04 .03 50.3 1.0 1.13 .20 7.96 
16 .22 .07 54.5 1.9 1.25 .22 15.78 
32 .30 .10 55.4 2.6 .97 .17 31.70 
64 .76 .18 68.7 4.8 1.51 .19 63.24 

dc
  

128 2.82 .42 102.5 7.8 1.87 .25 125.18 
256 10.94 1.23 219.1 19.6 4.19 .37 245.06 
500 88.14 7.96 1000.7 88.o 15.55 1.25 411.86 
1000 474.12 19.79 3382.7 170.9 37.49 1.52 525.88 
2000 1454.88 18.37 6648.7 157.1 50.86 .69 545.12 

se
ar

  

4000 3413.89 17.30 9768.2 154.2 51.97 .48 586.11 

8 .12 .07 50.1 .7 .82 .16 7.88 
16 .16 .07 51.3 1.2 .87 .20 15.84 
32 .34 .10 55.0 1.7 1.20 .21 31.66 
64 .94 .23 65.1 3.8 1.33 .23 63.06 

)e
l  

128 2.10 .45 82.6 6.4 1.33 .21 125.90 
256 7.56 1.07 147.8 15.6 3.05 .34 248.44 
496 36.68 3.64 394.9 35.o 6.89 .58 459.32 

1000 341.82 22.99 2242.3 172.8 28.11 1.79 658.18 
2000 1353.06 27.12 5850.9 180.1 49.37 1.00 646.94 
4000 3392.02 19.11 9597.1 150.5 54.70 .45 607.98 

8 .06 .03 51.3 .8 3.90 .96 7.94 
16 .18 .05 54.2 1.5 4.33 .82 15.82 
32 .34 .11 58.o 3.o 5.54 1.26 31.66 
64 .78 .15 68.6 4.2 6.27 1.09 63.22 
128 2.68 .47 108.8 10.5 7.82 .93 125.32 

lo
i  

256 10.00 1.23 205.2 20.5 11.14 .90 246.00 
500 67.70 7.46 730.5 82.2 22.52 1.19 432.00 
1000 471.86 15.41 3004.4 124.8 43.47 .75 528.14 
2000 1373.06 29.85 5331.5 167.0 53.99 .62 626.94 
4000 3128.86 48.31 6963.2 201.3 56.46 .57 871.14 

lk
 ,
  

I
c

lu
m

pe
d 

8 .08 .06 51.5 1.1 4.66 1.41 7.92 
16 .18 .13 50.9 .7 3.49 1.13 15.82 
32 .10 .07 50.8 .5 3.40 1.00 31.90 
64 1.76 .36 68.2 3.6 6.13 1.00 62.24 
128 3.32 .65 74.8 4.4 6.76 .90 124.68 
256 10.22 1.87 125.2 13.7 8.53 .84 245.78 
496 37.34 4.48 259.8 25.8 13.31 .82 458.66 
1000 180.74 18.49 824.7 89.0 24.35 1.05 819.26 
2000 1040.36 43.26 3046.3 164.1 42.19 .89 959.64 
14.000 2993.7o 62.41 5951.4 192.1 52.78 .66 1006.30 

APPENDIX TABLE A2.5 - part 1 	Aggregative response results simulated 

with a giving up time of 50 time units. 
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IS ID 
Prey 

Density 

Number 

Mean 

Eaten 

S.E. 

Time Spent 

Mean 	S.E. 

% Time Wasted 

Mean 	S.E. 

Number 

Left 

8 .14 .06 103.8 2.4 1.95 .16 7.86 
16 .20 .06 109.0 3.1 2.19 .2o 15.80 
32 .8o .16 135.0 7.5 2.51 .24 31.20 
64 1.70 .35 157.8 13.3 2.93 .3o 62.3o 

.n
c  128 7.94 1.02 349.1 31.9 6.52 .57 120.06 

256 66.78 4.97 1536.6 118.9 23.10 1.54 189.22 
50o 270.00 7.93 4107.3 167.1 46.31 1.16 230.00 

1m
 S

I 

1000 767.32 9.72 7500.2 181.6 60.42 .72 232.68 

8 .3o .11 107.0 3.2 2.13 .22 7.7o 
16 .44 .14 113.6 5.4 2.15 .17 15.56 
32 .82 .16 124.0 5.6 2.04 .19 31.18 
64 2.82 .43 190.9 14.5 3.11 .31 61.18 

P
e 128 6.94 1.13 284.5 33.1 5.08 .61 121.06 

256 44.96 4.50 982.6 97.8 15.91 1.41 211.04 
496 203.64 11.55 2862.1 184.2 36.32 1.72 292.36 
1000 731.18 14.37 6838.2 226.5 58.73 1.08 268.82 

8 .14 .05 105.8 2.6 5.89 .87 7.86 
16 .28 .07 113.1 3.8 6.74 .93 15.72 
32 1.02 .17 150.9 10.4 7.89 .7o 30.98 
64 2.38 .35 191.1 14.3 8.27 .79 61.62 

nd
 

128 10.06 1.14 403.4 36.1 13.00 .83 117.94 
256 61.72 4.42 1357.0 99.0 26.75 1.20 194.28 
500 264.76 9.46 3772.9 170.5 47.46 1.12 235.24 
1000 749.76 10.27 6549.8 179.9 60.27 .69 250.24 

11
k
,  

cl
u

m
pe

d 

8 .26 .15 103.4 1.8 6.32 .8o 7.74 
16 .7o .24 109.7 3.7 4.30 .57 15.30 
32 .84 .25 116.7 4.7 6.33 .98 31.16 
64 1.42 .44 121.5 6.2 7.01 .82 62.58 
128 9.34 1.46 223.0 21.0 9.82 .84 118.18 
256 31.34 3.81 465.1 49.0 14.74 1.08 224.66 
496 159.72 12.06 1396.5 114.0 27.08 1.20 336.28 
1000 591.48 18.95 3518.2 162.7 45.31 .96 408.52 
2000 1622.36 25.69 6931.2 228.7 58.46 .80 377.64 

APPENDIX TABLE A2.5 - part 2 	Aggregative response results simulated 

with a giving up time of 100 time units. 
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IS ID 
Prey 

Density 

Number 
Mean 

Eaten 

S.E. 

Time Spent 
Mean 	S.E. 

% Time Wasted 
Mean 	S.E. 

Number 

Left 

8 .28 .08 228.3 9.1 4.10 .23 7.72 
16 .80 .16 264.1 16.7 5.06 .31 15.20 
32 2.62 .36 395.1 30.0 7.47 .53 29.38 

do
  

64 9.24 1.14 788.1 79.3 13.40 1.20 54.76 
128 36.12 2.96 1851.5 154.5 27.12 1.87 91.88 
256 156.40 5.00 4850.3 209.1 53.01 1.48 99.60 
500 407.02 3.92 8616.4 195.6 67.72 .57 92.98 
1000 899.00 5.23 11765.6 245.7 72.06 .54 101.00 

in
do

r  

8 .34 .10 219.1 6.2 4.23 .22 7.66 
16 .92 .20 251.9 13.2 4.56 .27 15.08 
32 2.40 .35 370.8 28.3 6.68 .54 29.60 

pe
i  

64 6.34 .92 538.2 59.6 9.47 .95 57.66 
128 30.22 2.90 1442.1 128.9 22.34 1.70 97.78 
256 137.78 6.08 4153.3 224.4 47.64 1.84 118.22 
496 391.42 4.90 7954.9 196.9 66.25 .74 104.58 
1000 901.32 5.17 11796.4 233.1 73.31 .48 88.68 

ra
nd

om
  

8 .36 .09 226.4 7.4 8.80 .70 7.64 
16 1.10 .18 307.5 18.5 10.15 .73 14.90  
32 1.36 .22 306.7 19.0 11.09 .82 30.64 
64 9.70 1.00 842.0 71.9 19.22 1.05 54.30 
128 35.34 2.77 1758.1 137.4 30.45 1.53 92.66 
256 162.00 3.20 5059.4 167.2 56.05 .86 94.00 
50o 406.74 3.86 8224.4 182.3 67.75 .58 93.26 
1000 884.40 4.67 10298.0 189.0 71.40 .41 115.60 

ta
lk

 

8 .22 .13 210.8 6.2 9.87 .91 7.78 
16 .80 .24 221.9 6.6 8.94 .63 15.20 .1: 32 2.94 .59 272.3 16.4 9.77 .69 29.06 
64 6.00 .79 364.4 20.0 12.01 .72 58.00 
128 24.06 2.36 726.3 61.7 18.51 .96 103.94 

0 256 98.18 7.33 1923.8 148.1 31.79 1.63 157.82 
496 336.66 10.40 4430.8 231.5 51.11 1.39 159.34 
1000 868.08 5.72 7954.9 152.5 65.87 .50 131.92 

APPENDIX TABLE A2.5 - part 3 	Aggregative response results simulated 

with a giving up time of 200 time units. 
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GUP IS ID EFFICIENCY 

8 	16 

(Ne/Ts) at the initial density of : 

32 	64 	128 	256 	500 	1000 

50 

1 

4d 

2 

4 

2 

4 

8 

24 

12 

16 

40 

31 

33 

35 

54 

62 

59 
20 

111 

144 

114 

258 

275 

254 

254 

444 

499 

512 

512 

816 

881 

929 

927 

1437 

1402 

1524 

1571 

2192 

100 

1 

4d 

2 

4 

2 

4 

13 

28 

13 

25 

18 

39 

25 

64 

59 

66 

68 

72 

108 

148 

125 

117 

227 

244 

249 

419 

435 
458 

455 

674 

657 
712 

702 

1144 

1023 
1069 

1145 
1681 

200 

1 

4d 

2 

4 

2 

4 

12 

1.6 

16 

10 

30 

37 

36 

36 

66 

65 

44 

108 

117 

118 

115 

165 

195 
210 

201 

331 

316 

332 

320 

510 

472 

492 

495 
760 

764 

764 

859 
1091 

APPENDIX TABLE A2.5 - part 4 	Aggregative response results 

with different giving up times 

(GUP) - overall efficiencies (Ne/Ts) multiplied x 10,000 for 

three giving up times (GUP), two search strategies (Is = 1, 

random search; IS = 4d, aggregative walk with a long step 

length of ten), and two prey distributions (ID = 2, random; 
ID = 4, randomly distributed clumps of eight). 



APPENDIX TABLE A2.6 	Results of the simulations for Section 6.8  
Simulation results to snow the effects of 

the presence of alternative prey upon the aggregative response 

are given in this table. The prey are arranged either at random 

(IS = 2), or in clumps of eight distributed at random (IS = 4). 

In the first three parts of the table, random search (IS = 1) is 

used to obtain the aggregative response to prey type A with back-

ground densities of prey type B of 16 (part 1), 64 (part 2), and 

128 (part 3). The encounter success rate is 0.5 for both prey 

types, and-the giving up time is-250 time units. _In the final 

part of the table (part 4) an aggregative walk is used (IS = 4d, 

LLS = TLS = 10, LSS = TSS = 1, H = 5, SA1 = SB1 = 0.5, SA2 = SB2 

= 0.75) with a background density of prey type B of 64. Fifty 

replicates were run for each combination of prey densities and 

arrangements. The results given for each density of prey type A 

(N) are the mean number eaten of type A (Ne), the mean number of 

type A surviving (Ns = N - Ne), the mean number of type B eaten 

(Ne'), the mean time spent searching (Ts), and the overall effi-

ciency (E = (Ne + Ne')/Ts), together with the relevant standard 

errors of the mean (SE). 
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IDa Ipb N R; SE Ns SE Ti SE E Ne' 

8 0.8 0.1 7.2 1.5 .3 479 35 48 
16 1.7 0.3 14.3 1.8 .3 609 60 57 
32 4.0 0.5 28.0 2.1 .3 785 73 78 
64 18.4 1.5 45.6 4.6 .4 1774 143 130 

2 2 128 64.4 2.9 63.6 8.3 .5 3741 202 194 
256 187.7 3.7 68.3 11.9 .4 6826 218 292 
500 425.5 4.1 74.5 13.5 .3 9846 24o 446 
1000 931.0 3.3 69.o 14.8 .2 13562 224 697 

8 0.6 0.2 7.4 1.1 .2 405 26 42 
16 1.9 0.3 14.1 1.6 .3 545 46 64 
32 4.1 0.6 27.9 1.9 .3 692 68 87 
64 14.3 1.5 49.7 3.6 .4 1330 119 135 

4 2 128 57.7 3.5 70.3 7.7 .4 3211 220 204 
256 174.9 4.3 81.1 11.0 .3 6046 228 307 
496 415.7 4.5 80.3 12.7 .3 9154 229 468 
1000 918.0 5.1 82.0 15.0 .1 12838 258 727 

8 0.4 0.1 7.6 1.1 .2 381 26 39 
16 2.0 0.3 14.0 1.7 .3 594 40 62 
32 3.7 0.5 28.3 1.8 .3 723 59 76 
64 13.5 1.3 50.5 4.2 .5 1386 110 128 

2 4 128 67.9 2.6 60.1 8.3 .5 3858 183 198 
256 189.8 3.0 66.2 11.8 .3 6994 196 288 
500 427.6 3.4 72.4 13.5 .2 9949 207 443 
1000 926.6 3.4 73.4 14.8 .2 13320 204 707 

8 0.6 0.1 7.4 
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424 28 45 
16 1.5 0.3 14.5 475 36 61 
32 2.7 0.4 29.3 536 39 76 
64 11.6 1.4 52.3 1068 112 132 

4 4 128 58.2 3.6 69.8 3198 220 204 
256 178.3 4.6 77.7 6368 25o 298 
496 420.6 4.7 75.4 9744 256 446 
1000 929.5 2.9 72.5 13441 170 703 

APPENDIX TABLE A2.6 - part 1 	Aggregative response results 

obtained using random search 

(IS = 1) to search for prey type A arranged at random (IDa = 

2) or in clumps (IDa = 4) in the presence of 16 of prey type 

B arranged at random (IDb = 2), or in clumps (IDb = 4). 
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IDa IDb N Ne SE Ns SE Ts SF E Ne' 

8 2.2 0.2 5.8 15.7 1.6 1481 133 121 
16 4.8 0.4 11.2 19.1 1.5 1828 131 131 
32 11.4 0.9 20.6 21.6 1.6 2262 163 146 
64 29.2 1.5 34.8 29.8 1.5 3298 184 179 

2 2 128 79.8 2.9 48.2 40.4 1.6 5257 248 229 
256 197.6 2.7 58.4 50.0 0.7 7641 214 324 
500 438.6 2.6 61.4 55.8 0.4 10625 184 465 

1000 935.1 3.2 64.9 59.9 0.3 13832 226 719 

8 1.7 0.2 6.3 14.3 1.4 1387 124 115 
16 4.6 0.5 11.4 17.6 1.6 1713 144 130 
32 11.0 0.8 21.0 21.9 1.6 2243 155 147 
64 27.0 1.6 37.0 27.8 1.6 3078 192 178 

4 2 128 74.0 3.1 54.0 36.2 1.4 4555 224 242 
256 192.6 2.9 63.4 47.6 0.8 7226 223 332 
496 420.7 4.6 75.3 54.0 0.6 9833 269 483 
100o 924.0 4.1 76.0 59.4 0.4 13313 255 739 

8 1.4 0.2 6.6 10.6 1.0 966 79 124 
16 3.3 0.4 12.7 13.6 1.2 1308 112 129 
32 8.0 0.? 24.o 17.5 1.5 1699 128 127 
64 28.2 1.6 35.8 27.5 1.7 3075 180 181 

2 4 128 76.1 2.2 51.9 38.2 1.3 4786 192 239 
256 197.5 2.6 58.5 49.6 0.8 7569 201 326 
50o 435.7 3.3 64.3 55.9 0.5 10474 198 469 
1000 929.4 3.4 70.6 .59.7 0.4 13461 195 735 

8 1.5 0.2 6.5 12.4 1.2 1112 106 
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16 3.3 0.4 12.7 12.2 1.4 1124 108 
32 8.2 0.8 23.8 16.2 1.6 1573 139 
64 21.9 1.6 42.1 21.6 1.6 2259 160 

4 4 128 64.6 2.9 63.4 32.8 1.5 3839 216 
256 187.5 3.4 68.5 46.7 0.9 6980 233 
496 423.1 4.o 72.9 53.9 0.6 9871 242 
1000 926.1 2.8 73.9 59.4 0.3 13316 202 

APPENDIX TABLE A2.6 - part 2 	Aggregative response results 
obtained using random search 

(IS = 1) to search for prey type A arranged at random (IDa = 
2) or in clumps (IDa = 4), in the presence of 64 of prey type 

B arranged at random (IDb = 2), or in clumps (IDb = 4). 
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IDa IDb N Is SE 1T1 SE Ts SE E Ne' 

8 3.5 0.2 4.5 60.8 2.9 3442 195 187 
16 7.7 0.5 8.3 62.5 3.3 3656 223 192 
32 17.9 0.7 14.1 71.2 2.6 4273 194 209 
64 41i.0 1.1 23.o 80.6 2.0 5270 205 231 

2 2 128 90.9 1.9 37.1 91.3 1.7 6411 221 284 
256 208.3 2.4 47.7 103.6 1.3 8780 216 355 
500 436.6 4.0 63.4 111.4 1.1 10692 288 513 

1000 935.5 3.1 64.5 120.2 0.6 13936 211 758 

8 3.8 0.3 4.2 60.4 3.2 3406 183 188 
16 8.1 0.5 7.9 66.6 3.5 3940 237 190 
32 15.7 0.8 16.3 65.3 2.7 3736 206 217 
64 37.9 1.2 26.1 77.1 2.7 5026 232 229 

4 2 128 87.8 2.3 40.2 88.9 2.4 6152 225 287 
256 203.7 2.4 52.3 100.9 1.3 8170 234 373 
496 432.3 3.7 63.7 110.2 1.1 10488 255 517 
1000 930.4 3.4 69.5 119.5 0.7 13702 221 766 

8 3.5 0.3 4.5 52.1 3.2 2781 182 

O
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16 7.0 0.5 9.0 55.1 3.4 3052 216 
32 15.5 0.8 16.5 63.5 2.8 3640 195 
64 37.5 1.7 26.5 75.0 2.9 4613 238 

2 4 128 89.8 1.7 38.2 89.8 1.9 6269 198 
256 202.6 3.2 53.4 103.1 1.6 8148 238 
500 446.9 2.3 53.1 114.7 c.8 11320 176 
1000 932.1 4.2 67.9 119.4 0.7 13768 242 

8 2.9 0.3 5.1 46.7 3.3 2434 193 204 
16 6.0 0.5 10.0 49.2 3.7 2758 220 200 
32 14.5 1.0 17.5 56.3 3.3 3176 206 223 
64 34.5 1.6 29.5 65.1 3.3 3885 218 256 

4 4 128 83.7 2.6 44.3 84.5 2.4 5735 249 293 
256 195.5 3.7 62.5 97.8 1.9 7656 255 383 
496 425.5 4.o 70.5 109.9 1.1 9976 218 537 
loco 927.9 4.4 72.1 119.0 0.6 13431 238 779 

APPENDIX TABLE A2.6 - part 3 	Aggregative response results 

obtained using random search 

(IS = 1) to search for prey type A arranged at random (IDa = 

2) or in clumps (IDa = 4), in the presence of 128 of prey 

type B arranged at random (IDb = 2), or in clumps (IDb = 4). 
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IDa IDb 1, Re SE Ns SE Ts SE E Ne' 

8 2.0 0.2 6.0 14.2 1.4 1311 112 124 
16 3.8 0.4 12.2 15.2 1.4 1526 124 125 
32 11.3 0.8 20.7 22.8 1.7 2413 185 141 
64 28.7 1.4 35.3 29.0 1.5 3183 182 181 

2 2 128 77.8 2.0 50.2 39.7 1.0 4928 175 238 
256 192.9 2.8 63.1 46.7 0.9 7032 191 341 
500 427.8 4.2 72.2 54.1 0.6 9437 239 511 

1000 927.3 3.8 72.7 58.8 0.4 12356 230 798 

8 2.5 0.4 5.5 14.9 1.6 1423 142 122 
16 4.8 0.6 11.2 15.7 1.5 1485 132 138 
32 12.8 1.2 19.2 18.2 1.5 1713 132 181 
64 24.5  2.1 39.5 18.7 1.6 1960 166 220 

4 2 128 67.7 3.7 60.3 26.6 1.5 2956 185 319 
256 179.1 4.7 76.9 37.6 1.2 4723 204 459 
496 415.9 4.8 80.1 48.8 0.7 7163 212 649 
1000 913.4 6.5 86.6 54.4 0.7 9958 225 972 

8 0.9 0.1 7.1 11.5 1.5 710 63 175 
16 2.2 0.3 13.8 13.3 1.3 864 63 179 
32 5.9 0.5 26.1 18.7 1.5 1147 79 214 
64 19.9 1.6 44.1 25.8 1.9 2043 154 224 

2 4 128 66.3 2.5 61.7 40.5 1.5 3899 188 274 
256 188.7 3.2 67.3 53.5 0.8 6929 197 350 
500 429.2 2.9 70.8 58.7 0.4 9733 199 501 
1000 924.9 3.7 75.1 60.7 0.3 12306 186 .801 

8 1.4 0.3 6.6 10.4 1.3 617 47 191 
16 2.5 0.4 13.5 11.0 1.2 652 44 207 
32 6.6 0.9 25.4 12.4 1.5 757 67 251 
64 18.0 1.7 46.0 17.2 1.6 1189 94 296 

4 4 128 59.5 3.5 68.5 30.2 1.8 2402 160 373 
256 165.4 5.7 90.6 42.0 1.8 4097 218 506 
496 408.9 5.0 87.1 52.7 0.9 6966 221 663 
1000 904.1 5.8 95.9 57.9 0.6 9607 224 1001 

APPENDIX TABLE A2.6 - part 4 	Aggregative response results 

obtained using an aggregative 

walk (IS = 4d) to search for prey type A arranged at random 
(IDa = 2) or in clumps (IDa = 4), in the presence of 64 of prey 

type B arranged at random (IDb = 2), or in clumps (IDb = 4). 


