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## CIIAPTER 1:

## INTRODUCTION

In this thesis we shall discuss a wide range of problems concerning disordered materials. The disorder considered will be lattice disorder only. Such disorder is exhibited by substitutional binary alloys, in which the different constituent atoms occupy the same lattice position. The general requirement for the formation of an alloy of this type is that the radii of the constituent atoms should be nearly equal.

There has been considerable interest over the last years in the electronic properties of substitutional disordered alloys and in the development of theorltical techniques for their description. One method for finding the densities of states of simple materials is the continued fraction method of Haydock(1972). This method which depends oh developing the Green function as an infinite continued fraction does not depend on the use of the Bloch theorem or the band structure $E(k)$ in any way. Instead the electronic structure at one atomic site is related to the local environment of near neighbouring atoms. This method has been succesfully applied ta deal with disorder in simple systems (such as simple cubic materials) by Cubiotti et al (1975, Jacobs 1974). In this thesis we vill try to apply it to more complicated systems such as transition metals, alloys. The method gives a Green function which is an: analytic function(in the complex variable sense) of the complex energy $E$ and thus avoids many of the
difficulties which have plagued previous theories (Nickel et al 1973),

The main aim of this chapter is to present the concepts, techniques and assumptions used in this thesis. In section 1.2 we will give a description of Haydocks technique. Its mathematical basis is the same as that of the Lanczos alogrithm, which is now a standard method of numerical analysis for tridiqgonalizing any matrix (Householder 1964). Haydock et al (1972) have applied this technique to a calculation of the diagonal elements of the inverse of a tight binding matrix, which they then used to calculate the density of states for ordered crystals. In section 1.3 we will give a review of the extension of this technique to calculating the diagonal elements of the inverse of a tight binding matrix for a disordered crystals. In this section only the density of states of simple models such as the simple cubic s band will be discussed. In section 1.4 we will briefly describe the principles of the Korringa, Kohn and Rostoker method(KKR), which is sufficiently poverful to deal with the electronic structure of a transition metal, and we will show how the secular equation of the KKR theory can be used to derive a model Hamiltonian secular equation such as that of Mueller (1967). In section 1.5 we will give the principles of the derivation of Lloyds formula (1967) for the density of states in site representation, because:
this is the formula which we will use to calculate the dos of transition metal alloys. In the last section of this chapter we wild give a plan of the rest of the thesis.

### 1.2 CONTINUED FRACTION METIOD

If we are given the Hamiltonian of a system of electrons, the specification of the Green function, $G=(E-H)^{-1}$, or particular
matrix elements(e.g<O|G|O>), is a major step in solving for the details of the electronic structure. In the tight binding model, the Hamiltonian is given as a matrix, whose elements are the self-energies and near neighbour hopping integrals. Haydock's method sets up a new basis in which the Hamiltonian has a tridiagonal representation, from which the diagonal matrix elements of the Green function are very simply derived. A tridiagonal matrix is one whose non-zero elements appear only on the main diagonal and the two adjacent diagonals.

Here we will discuss the simple cases only, where there is only one orbital per atomic site, but it can be extended to deal with cases where there are many orbitals per atomic site(tight binding d bands). First we will show how ve can set up a new basis set which will give us a tridiagonal representation for a tight binding Hamiltonian for ordered crystals. Then we will shornwe can express the diagonal element of the inverse matrix as a continued fraction.

The tight binding Hamiltonian for ordered crystals is given by

$$
\begin{equation*}
H=\sum_{i \neq j}^{\prime} t c_{i}^{+} c_{j} \tag{1.1}
\end{equation*}
$$

where ${\underset{C}{t}}_{+}$is the creation operator for electrons on site $i$, and the summation is confined to nearest neighbour pairs. The new basis set is defined as follows:

$$
\begin{aligned}
& |0\rangle=|0\rangle \\
& \left.|1|=N_{1}[H|0\rangle-10)(0|H| 0\rangle\right] \\
& \left.\left.\left.12)=N_{2}[H \mid 1)-11\right)(1|H| 1)-\mid 0\right)(0|H| 1)\right]
\end{aligned}
$$

In this set of basis functions each ket is orthogalized to the previous ket(in the ordinary Schmidt fashion) and each ket is normalized by the factor $N_{i}$ to anity. This basis set though not complete is sufficient for our purposes, because expanding the 0-0 diagonal element of the Green function in the form

$$
\begin{equation*}
\langle 0| \frac{1}{E-H}|0\rangle=\langle 0|\left[\frac{1}{E}+\frac{H}{E^{2}}+\frac{H^{2}}{E^{3}}+\frac{H^{3}}{E^{4}}+\cdots \cdots .\right]|0\rangle \tag{1.3}
\end{equation*}
$$

we see that we neednthoskets which are generated by the, operation of various powers of $H$ on $|0\rangle$.

The secular equation in this basis set can be easily seen to be tridiagonal. That is we have a secular equation of the form


We can understand equation (1.4a) by examining one matrix element such as ( $2|H| O$ ) From equation (1.2) we have

$$
\begin{aligned}
H \mid 0) & \left.=N_{1}^{-1}|1\rangle+\mid 0\right)(0|H| 0) \\
\therefore(2|H| 0) & =N_{1}^{-1}(2 \mid 1)+(2 \mid 0)(0|H| 0)=0
\end{aligned}
$$

because the basis set is orthonormal.

The density of states of any electron system is defined as

$$
\begin{equation*}
n(E)=+\frac{I_{m}}{\pi}(0|G| 0)=\frac{\operatorname{Im}}{\pi}\left[\left(0\left|\frac{1}{H-E}\right| 0\right)\right] \tag{1.5}
\end{equation*}
$$

which suggests that we must find the diagonal element of the inverse of the matrix given by equation (1.4). Using the Theorem which says that inverse of any matrix can be whiten as

$$
\left.\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]^{-1} \quad-\left(D-C A^{-1} B\right)^{-1} B A^{-1}\right]
$$

we can write the inverse of the matrix of equation (1.4). If we denote the diagonal elements of the matrix in equation (1.4) by $a_{i}(i=0,1, \ldots n)$ and the off-diagonal elements by $b_{i}(i=0,1, \ldots, n)$ then the $0-0$ diagonal element of the inverse of matrix given by equation (1.4) is...

$$
\begin{equation*}
\langle 0| c|0\rangle=\frac{1}{a_{0}-E-b_{0} d_{0}^{-1} b_{0}} \tag{1.7}
\end{equation*}
$$

where

$$
d_{i}^{-1}=\frac{1}{a_{i+1}-E-b_{i+1} d_{i+1}^{-1} b_{i+1}}
$$

Thus $\langle O| G|O\rangle$ is given by a continued fraction expansion from the repeated application of equation (1.8).( $\left.a_{i}, b_{i}\right)$ are called Haydock's coefficient in the rest of the thesis, here i refers to the level of the continued fraction. The termination of the continued fraction is the nest problem. There are many kinds of terminations discussed by Haydock et al (1975) $)$, but the one re use in the thesis is the square root termination. The form and properties of which are discussed in the next section.

### 1.3 ALLOY TIIEORX

The continued fraction, methol Haydock et al (1972) has been extended and adapted by Cubiotti et al (1973, 1975) and Jacobs $(1973,1974)$ to study the disordered materials. A review of the alloy theory for simple systems is given here.

The disordered tight binding Hamiltonian used in these papers is

$$
\begin{equation*}
H=\sum_{i} \epsilon_{i} c_{i}^{+} c_{i}+\sum_{i \neq j} t_{i j} c_{i}^{+} c_{j} \tag{1,0}
\end{equation*}
$$

where $i$ and $j$ are site indices, $c_{i}$ is an annihilation operator for electrons, $\epsilon_{i}= \pm \frac{1}{2} \delta$ (the sign depending on whether the site is occupied by an A type or a $B$ type atom), the second summation is taken over the nearest neighboue only and $t_{i j}$ is the hopping. matrix between the sites $i$ and $j$. The disorder in $\epsilon_{i}$ is called the diagonal disorder and the disorder in $t_{i j}$ off-diagonal disorder.

The continued fraction method enables us to write the diagonal elements of the unaveraged Green function(for a particular configuration
in the alloy) in the form

$$
F=1 /\left(a_{0}-E-b_{0}\left(\left(a_{1}-E-b_{1} /\left(a_{2}-E \cdots\right)\right)\right)\right.
$$

The averaged Green function is then obtained by multiplying the Green function for a given configuration by the probability of occurrence of that configuration and summing the result over all configurations.

The new basis set (as required by the Haydock 3 method) for the above Hamiltonian is set up as follows:

We first split the Hamiltonian into two parts

$$
H=H_{1}+H_{2}
$$

where

$$
\begin{equation*}
H_{1}=\sum_{i \theta}^{\prime} t_{i j} c_{i}^{+} c_{j} \tag{1.10}
\end{equation*}
$$

and

$$
H_{2}=\sum_{i} \epsilon_{i} n_{i}
$$

The new set of basis function is then chosen to be

$$
\begin{aligned}
&|0\rangle=|0\rangle \\
&11,0\rangle=N_{10}\left[H_{1}(0)-10\right)\left(0 \mid H_{1}(0)\right] \\
&(0,1)\left.\left.\left.=N_{01}\left[H_{2} \mid 0\right)-10\right)\left(0\left|H_{2}\right| 0\right)-(1,0)(1,0) H_{2} \mid 0\right)\right] \\
&(2,0)=N_{20}\left[H_{1}(1,0)-0 \tau\right] \\
&(1,1\rangle\left.=N_{11}\left[H_{2} \mid 1,0\right)-0 T\right] \\
&\left.\mid 3,0)=N_{30}\left[H_{1} \mid 2,0\right)-0 T\right] \\
&(2,1\left.=N_{21}\left[H_{2} \mid 2,0\right)-0 T\right]
\end{aligned}
$$

where OT represents the orthogonaiizing terms which serves to orthogonalize each ket to all previous kets. The notation $|\dot{c}, \dot{j}\rangle$ for the elements of the basis set (1.11) serves to indicate that the element $(i, j)$ is constructed from the ket $\mid 0$ ) by $i$ operations of $H_{1}$ and of $H_{2}$. (This notation is ambiguous beyond a certain level). Our new basis is larger than that of Haydock et al (discussed in the previous section) and is thus sufficient for the problem. It is, however more convenient because the matrix elements of $H$ in the new basis set show a strong tendency to depend on the parameters referring to a single shell only.

The proper termination of the continued fraction is very important (Haydock et al 1975), because if the fraction is merely cut short then the density of states is the sum of a collection of $\delta$ functions. One way of avoiding this undesirable result is to continue the fraction with an average of the continuations appropriate to the two pure components. This continuation ensures that the Lifshitz condition is satisfied(i.e the density of states is non-zero over the whole range in which eitherfthe two pure components has a non-zero density of states).

An alternative approadh to the alloy problem is offered by the coherent potential approximation(CPA) (Velicky et al 1968). A formulation of this method appropriate to a tree or a Bethe lattice which starts from the continued fraction method is given by Jacobs (1973). The principle of CPA is that the central atom is treated exactly but
the environment is treated in the average and is chosen self-consistently, The average Green function for the substitutional binary alloy AB with a fraction $c$ of atoms of type $A$ and (1-c) of type $B(c$ and (1-c) are also the probabilities of occurence of the configurations with an A atom or a $B$ atom on the central site in CPA respectizely) is given by

$$
\begin{equation*}
\overline{\langle O| G|O\rangle}=\frac{c}{\frac{1}{2} \delta-E-Z t^{2} \bar{F}}+\frac{1-c}{\frac{1}{2} \delta-E-Z t^{2} \bar{F}} . \tag{1.12}
\end{equation*}
$$

where $Z$ is the cordination number of the tree lattice and $\bar{F}$ is the termination to the continued fraction and is given by

$$
\begin{equation*}
\bar{F}=c F_{A}+(1-C) F_{B} \tag{1.13}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{A}=\frac{1}{\frac{1}{2} \delta-E-(z-1) t^{2} \bar{F}}  \tag{1.14}\\
& F_{B}=\frac{1}{-\frac{i}{2} \delta-E-(z-1) t^{2} \bar{F}} \tag{1.15}
\end{align*}
$$

After substituting equations(1.14) and (1.15) into equation (1.13) and letting $Z \rightarrow \infty$ and $t \rightarrow t / \sqrt{Z}$ a cubic is obtained rhich is the same as the cubic of Velicky et al (1968).

A more literal application of the continued fraction method is made by Jacobs(1974) and Cubiotti et al(1975). They nsed the
the continued fraction method with a non-selfconsistent termination to calculate the density of states of a single $s$ band tight binding Hamiltonian in a cluster approximation. At the level of approximation to which they proceeded the average Green function depends on the number of atoms of each type on the central site and in the first three nearest neighbour shells. The diagonal matrix element of the Green function is expressed as a continued fraction in the following way:

$$
\begin{align*}
\langle 0(G \mid O) & =\left[E_{x}-E-G_{1}\right]^{-1} \\
G_{1} & =\frac{\left(6 E^{2}\right)\left[E_{2}-E-G_{2}^{\prime}-G_{2}\right]^{-1}}{G_{2}^{\prime}}=\frac{(6-2) z}{36} \delta^{2}\left[-E+\frac{3-2}{6} \delta\right]^{-1} \\
G_{2} & =\frac{9 t^{2}\left[E_{w}-E-G_{3}^{\prime}-G_{3}\right]^{-1}}{(54)^{2}} \\
G_{3}^{\prime} & =\frac{(54-w)}{2}\left[-E+\frac{27-W}{54} \delta\right]^{-1} \\
G_{3} & =\frac{85}{9} t^{2}(E) \\
\bar{F}(E) & =c F\left(\frac{1}{2} \delta-E\right)+(1-c) F\left(-\frac{1}{2} \delta-E\right) \\
F(E) & =\frac{E \pm\left(E^{2}-4 b^{2} t^{2}\right)^{\frac{1}{2}}}{2 b E^{2}}
\end{align*}
$$

where

$$
\begin{align*}
& E_{x}=-x \frac{1}{2} \delta+(1-x) \frac{1}{2} \delta \\
& E_{2}=\frac{-2 \frac{1}{2} \delta+(6-2) \frac{1}{2} \delta}{6} \\
& E_{W}=\frac{-W \frac{1}{2} \delta+(54-W) \frac{1}{2} \delta}{54} \\
& W=N+4 M \tag{1.17}
\end{align*}
$$

and $X$ and $Z$ are the numbers of atons of type $B$ on the central site ( $X=0$ or 1 ) and in the nearest neighbour shell respectively (i.e $Z$ ranges from 0to 6), and $k$ and $N$ are the numbers of atoms of type $B$ in the 2nd and 3rd nearest neighbour shells, c is the concentration of atoms of type $A, \bar{F}(E)$ is the termination of the continued fraction (and this is the type of termination which is used throughout this thesis), 2 bi gives the bandwidth of the material. If $M_{n}$ is the probability of occurence of a particular configuration $n$ in the nearest neighbour shells, then the average Green function is given by

$$
\begin{equation*}
\overline{\langle 0| G|0\rangle}=\sum_{x} \sum_{n} M_{n}\langle 0| G^{x_{i} n}|0\rangle \tag{1.18}
\end{equation*}
$$

The result obtained for a pure simple cubic material are close to the exact result. For an alloy, the minoifty band shows a central peak, with humped shoulders on either side (bonding and antibonding effect). This result is very similar to Alben et al (1975). The position and height of the central peak is approximately maintained throughout the concentration range.
calculating the density of states of binary alloys is given by Zaman and Jacobs(1975, bound with the thesis at the end). This calculation is for one dimensional linear chain of atoms.

The great advantage of the continued fraction method is that it takes very little computer time as compared to other methods (Alben et al 1975).

### 1.4 KKR THEORY

In this section we will give a brief account of the KKR theory and its use to derive the model Hamiltonian in mixed tight kinding-nearly plane wave basis functions.

The lattice potential $V(\underline{x})$ is taken to be of the muffin-tin form, that is spherically symmetrical vithin a sphere of radius $r_{i}{ }^{\text {. }}$ centred on each lattice site, and zero elsevhere. The wave fanction within each sphere is expanded in spherical harmamics: i.e for brevity

$$
\begin{equation*}
Y_{L}=Y_{l m}(\theta, \phi) \tag{1.19}
\end{equation*}
$$

where $L=\{\ell m\}$, and $\theta$ and $\phi$ are polar angles of the vector $r$. Then

$$
\begin{equation*}
\psi(\underline{r})=\sum_{L} i^{l} C_{L} R_{e}(r) Y_{L}(\underline{r}) \tag{1.20}
\end{equation*}
$$

vithin a sphere, provided that $R_{e}(r)$ is the radial function satisfying the Schrodinger equation there in. The coefficient $C_{L}$ are determined, for each value of the bloch wave vector $k$, by the set of homogeneous
linear equations

$$
\begin{equation*}
\sum_{L^{\prime}} \wedge_{L^{\prime}} c_{L^{\prime}}=0 \tag{1.21}
\end{equation*}
$$

derived from a variational form of Schrodinger equation for the syatem. The matrix $\Lambda_{U}{ }^{\prime}$ has components which depends, in a complicated way. on the crystal structure and on the radial wave functions that appear in equation ( 1.20 ). The components are not, for example, the same for different values of the quantum number $m$, so that the sum over $L^{\prime \prime}$ in (1.21) implies a double summation over $l^{\prime}$ and $m^{\prime}$; if we go as far as d waves the matrix $\wedge_{U}^{\prime}$ is $9 \times 9$. These components are all functions of the energy, and the condition that a non-vanishing set of coefficients $C_{L}$ can be found is that the determinant of this matrix be zero. This implies that the energy eigenvalues are solutions of the equation

$$
\operatorname{det}\left|\Lambda_{L C}\right|=0
$$

The practical utility of the scheme for datermining the eigenvalues, then depends on the form of the equation. Following Kohn and Rostoker (1954), but using real spherical harmenics as suggested by flam and Segall(1961), we can express the determinantal condition as follows:

$$
\begin{equation*}
\operatorname{det}\left\|A_{L^{\prime}}+k \cot \eta_{e} \delta_{L^{\prime}}\right\|=0 \tag{1.22}
\end{equation*}
$$

where

$$
K=\sqrt{E}
$$

and

$$
\begin{align*}
A_{L^{\prime}}=-(4 \pi)^{2} N & \sum_{g} \frac{j_{e}(k-g \mid R) j_{l}\left(k-g \mid R^{\prime}\right) Y_{L}(k-g) Y_{l}(k-g)}{j_{e}(k R) j_{e}\left(k R^{\prime}\right)}|\underline{k}-g|^{2}-E \\
& =k \delta_{L^{\prime}} \frac{n_{l}(k R)}{j_{l}(k R)} \tag{1.23}
\end{align*}
$$

where $N^{-1}$ is the volume of unit cell.

The main disadyantage in the use of $K K R$ equations in practical calculations is that the eigenvalues take a long time to calculate because the matrix elements are energy dependent. The interpolation scheme of Hodges et al (1960) and Hueller(1967) were motivated primarily by a desire to remove the energy dependence from the offdiagonal matrix elements and this was achieved by writting the secular equation for the eigenvalue $E$ as follows:

$$
\begin{equation*}
\operatorname{det}\left|H_{m}-E I\right|=0 \tag{1.24}
\end{equation*}
$$

where $I$ is the unit matrix and $H_{m}$ is an enerigy-independent model Hamiltonian of the hybrid nearly-free-electron-tightbinding form; that is

$$
\begin{equation*}
H_{m}=\left(\left.\frac{C_{g g^{\prime}}^{\prime}}{H_{g i}^{*}} \right\rvert\, \frac{H_{g_{L}}}{R_{L^{\prime}}}\right) \tag{1;25}
\end{equation*}
$$

Where $C_{g}^{\prime}$ represents the conduction block, $\underset{\sim}{R_{i}}$, represents the resonance block written in the tight binding form between the localized resonant states
(ie d states for the transition metals) and $\underset{\mathrm{g}_{*}}{\underset{\sim}{~}}$ represents the hybridization of the localized states wt the plane waves. He $^{*}$ is the hermitian conjugate of H. The success of this interpolation scheme led Heine (1967), Hubbard (1967), Jacobs (1968) and Pettifor(1969) to derive the model Hamiltonian from first principles .A brief account of the algebra of this derivation is given below.

Equation (1.23) can be written as follows:

$$
\begin{equation*}
A_{L^{\prime}}=-\sum_{g} \frac{r_{L}(k-g) r_{2}^{\prime}(k-g)}{|k-g|^{2}-E}-k \frac{n_{g}(k R)}{j \ell(k R)} \delta_{L^{\prime}} \tag{1.26}
\end{equation*}
$$

where

$$
r_{L}=4 \pi \sqrt{N} \frac{j_{l}(1 k-g \mid R) y_{L}(k-g)}{j_{e}(k R)}
$$

The term.' $k$ cot $\eta_{l}$ of equation (1.22) far the transition metals can be written in the resonance form (Heine 1967)

$$
\begin{equation*}
k \cot \eta_{l}=\frac{E_{d}-E}{\Gamma} \quad \text { for } \quad \ell=2 \tag{1.27}
\end{equation*}
$$

For $1=0,1$ and $1>2$, the phaseshift $\eta_{\ell}$ is small. The secular equation (1.22) can now be written as

$$
\begin{equation*}
\operatorname{det}\left\|-\sum_{g} \frac{r_{1}(\underline{k}-g) r_{L}^{\prime}(k-g)}{|\underline{k}-q|^{2}-E}+\frac{E_{d}^{\prime}-E}{\Gamma} \delta_{u^{\prime}}\right\|=0 \tag{1.28}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{d}^{\prime}=E_{d}-\Gamma k \frac{n_{2}(k R)}{\dot{\partial}_{2}(k R)} \tag{1.29}
\end{equation*}
$$

Following Hubbard (1967) the above equation can be written as (a similar procedure. has been presented by Jacobs 1968)

$$
\begin{align*}
& \operatorname{det} \|-\sum_{g} \frac{\left.r_{L}(\underline{k}-g) S^{2}(k, \gamma) E\right) \gamma_{L}(\underline{k}-g)}{|k-g|^{2}-E} \Gamma \\
& \left.+\sum_{g} \frac{r_{L}(k-g)\left[1-S^{2}(k, g, E)\right] \gamma_{L}(k-g)}{|\underline{k}-g|^{2}-E} \Gamma+\left(E_{d}^{\prime}-E\right) \delta_{L} \right\rvert\, \|=0 \tag{1.30}
\end{align*}
$$

where

$$
S(k, g, E)=\operatorname{Exp}\left[\left(E-(k-g)^{2}\right) / \alpha\right]
$$

The secular equation (1.30) is rewritten as follows with its second term in direct lattice space( taking its Fourier transform, Slater and Koster 1954)

$$
\begin{array}{r}
\operatorname{det} \|-\sum_{g} \frac{r_{L}(k-g) s^{2}\left(k, g_{1} E\right) r_{i}(k-g) \Gamma}{|k-g|^{2}-E}+\sum_{s \neq 0} e^{i k \cdot r_{s}} I_{L^{\prime}}^{(s)}(k) \\
+\left(E_{d}^{\prime}-E\right) \varepsilon_{L^{\prime}}^{\prime} \|=0 \tag{1.31}
\end{array}
$$

Unfolding this we get.

$$
\left|\begin{array}{ll}
\left(|k-g|^{2}-E\right) \delta_{g g^{\prime}} & \sqrt{r} S(k, g, E) r_{L}(k-g)  \tag{1.32}\\
\sqrt{r} S(k, g, E) \gamma_{L}(k-g) & \sum_{s \neq 0} e^{i k \cdot r_{s}}(s) I_{L^{\prime}}+\left(E_{d}^{\prime}-E\right] \delta_{L^{\prime}}^{\prime}
\end{array}\right|=0
$$

The hybridization submatrix is made energy independent by putting $E=E_{d}$. This is accurate in the low energy region. Hie have thus arrived at model Hamiltonian (1.25) with its block matrices

$$
\begin{align*}
& C_{g g^{\prime}}=\left[|\underline{g}-g|^{2}-E\right] \delta_{g g^{\prime}} \\
& H_{g L}=\sqrt{r} s(k, g, E) \gamma_{L}(\underline{k}-g) \\
& R_{L^{\prime}}=\sum_{s} e^{i k \cdot g_{s}} I_{L^{\prime}}^{(s)}+\left(E E^{\prime}-E\right) \delta_{u^{\prime}} \tag{1.33}
\end{align*}
$$

(1 and $1^{\prime}$ are both equal to 2 )

### 1.5 L1OYD's FORJULA

Here we will give abrief derivation of Lloyd's formula(1967) for the density of states of a muffin-tin Hamiltonian.

In quantum mechanics it is generally true that if an eigen value problem is such that its eigenvalues are the solutions of an equation of the form

$$
\begin{equation*}
\operatorname{det}|A(E)|=0 \tag{1.34}
\end{equation*}
$$

then the density of eigen states may be written as

$$
\begin{equation*}
S(E)=-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left\{\left[\frac{d}{d E} A(E+i \epsilon)\right][A(E+i \epsilon)]^{-1}\right\} \tag{1.35}
\end{equation*}
$$

Now we know that the energy eigen values are the solutions of the KKR secular equation (1.31) which is of q similar form to equation(1.34) But the $K K R$ secular equation (1.31) is in $k$ representation, which is suitable for ordered materials when the Bloch theorem holds. For the disordered materials it is better to use site representation (where no use of Bloch theorem is made). In this representation the KKR secular equation can be written as (Lloyd 1967)

$$
\begin{equation*}
\operatorname{det}\left|G_{L L^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right)+t_{L S}^{-1} \delta_{L L_{S}^{\prime}}^{r_{s} r_{s}^{\prime}}\right|=0 \tag{1.36}
\end{equation*}
$$

where

$$
t_{L s}^{-1}=k \cot \eta_{e s}-i k
$$

and

$$
\begin{array}{rlrl}
C_{U^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right) & =-4 \pi k \sum_{L^{\prime \prime}} i^{\prime \prime} h_{e^{\prime \prime}}^{+}\left(k \mid r_{s}-\underline{s}_{s}^{\prime}\right) Y_{L^{\prime \prime}}\left(r_{s}-r_{s}^{\prime}\right) C_{L^{\prime} L^{\prime \prime}} \\
& \left|r_{s}-r_{s}^{\prime}\right| \neq 0 \\
& =0 & \left|r_{s}-r_{s}^{\prime}\right|=0
\end{array}
$$

Using the general principle quoted above the formula for the density of states for the secular equation (1.36) is

$$
\begin{equation*}
\rho(E)=-\frac{1}{\pi} I_{m} \operatorname{Tr}\left[\frac{d}{d E}\left\{G_{u^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right)+t_{s}^{-1} \delta_{s}^{r_{s} r_{s}^{\prime}}\right\}\left\{G_{L^{\prime}}^{t}\left(r_{s}-r_{s}^{\prime}\right)+t_{s}^{-1} \delta_{w^{\prime}}^{x_{s}^{\prime} s_{s}}\right\}^{-1}\right] \tag{1.37}
\end{equation*}
$$

This formula will be the basis of the alloy theory developed later for transition metals and their alloys.

### 1.6 PLA: OF THE REST OF THE THESIS

We conclude this chapter by giving the plan of the rest of the thesis. In chapter 2 me modify Lloyd's expression for the density of states of a muffin-tin Hamiltonian(1967) to a form more suitable for numerical calculations. In chapter. 3 this modified formula is used to calculate the density of states of transition metal alloys in a single site approximation. In chapter 4, the density of states of a tight binding d band alloys are calculated in cluster theory by the use of continued fraction technique. Chapter 5 calculates the electronic spectrum of the real transition metal alloys in the cluster approximationa In chapter 6 we apply the methods of chapter 3 and chapter 4 to evaluate the low temperature specific heat coefficient for Ni-Pt alloys, and we compare the results with the experiment. Also in chapter 6 we apply the continued fraction method to the disordered Heisenberg ferromagnet.
$\qquad$

THEORY FOR THE DENSITY OF STATES

### 2.1 INTRODUCTION

In this chapter we vill develop a theory for the density of states for the transition metals and transition metal alloys. The development of theory means the manipulation of the expression for the density of states of a muffin-tin Hamiltonian presented by Lloyd (1967, Lloyd and Smith 1971). The main aim of the manipulation is to transform the Lloyds expression into ${ }_{j}$ form more transparent physically and more suitable for numerical calculations.

The solution of the Schrodinger equation

$$
\begin{equation*}
\left[-\nabla^{2}+V(\underline{r})-E\right] \psi(r)=0 \tag{2.1}
\end{equation*}
$$

means finding the energy eigenvalues. These energy eigenvalues are related to the density of states. One of the central problems in the band theory of solida is to find the propagating solutions of the above Schrodinger equation, in which the potential has the periodicity of the lattice under consideration. Exact solutions of this problem are in general not possible, so a number of approximate methods are applied. The best and the most commonly used one is that which approximates the effective potential $V(K)$ by a muffin-tin
potential. The muffin-tin potential is a potential which is symmetrical inside a sere constructed within an atomic polyhedra and is constant outside. Lloyd (1967) used this muffin-tin potential in his Hamiltonian

$$
\begin{equation*}
H=-\nabla^{2}+V(r) \tag{2.2}
\end{equation*}
$$

where $V(r)$ is the sum of spherically symmetric contributions from sites $\left\{r_{s}\right\}$ at which atoms of various types are situated ie

$$
\left.\begin{array}{rlrl}
V(r) & =\sum_{r_{s}} r_{r_{s}}\left(\left|r-r_{s}\right|\right) & & \left|r-r_{s}\right| \leqslant r_{i} \\
& =0 & & \left|r-r_{s}\right|>r_{i}
\end{array}\right\} \text { (2.3) }
$$

where $r_{i}$ is the radius of the inscribed sphere. Using the Hamiltonian given by equation (2.2) in Schrodinger equation (2.1) Lloyd obtained an expression for the integrated density of states

$$
\begin{equation*}
N(E)=N_{0}(E)-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr} \ln \left\{t_{L r_{s}}^{-1} \delta_{L^{*}} \delta_{r_{s} r_{s}^{*}+} G_{L L^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right)\right\} \tag{2.4}
\end{equation*}
$$

where $N_{0}(E)$ is the integrated density of states for the empty lattice or the free electrons. The t-matrix is given in terms of the phase shifts $\eta_{L r_{s}}$

$$
\begin{align*}
t_{L r_{s}}^{-1} & =k \cot \eta_{L r_{s}}-i k  \tag{2-5}\\
k & =\sqrt{E}
\end{align*}
$$

and
where

$$
\begin{equation*}
C_{L L^{\prime} L^{\prime \prime}}=\int Y_{L}^{*}(\theta, \phi) Y_{L^{\prime}}(\theta, \phi) Y_{L^{\prime \prime}}(\theta, \phi) d \Omega \tag{2.7}
\end{equation*}
$$

and $\dot{h}_{e^{\prime \prime}}^{+}$is the spherical Hankel function defined by Messiah(1964; it should be noted here that our $h_{L}^{+}=-h_{L}^{+}$of Messiaph's).; and $Y_{L}(\theta, \phi)$ is a spherical harmonic.

It follows immediately from equation (2.4) that ordinary density of states is given (in symbilic notation) by

$$
\begin{equation*}
n(E)=n_{0}(E)-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left\{\left(\frac{\partial}{\partial E} t^{-i}+\frac{\partial}{\partial E} G^{+}\right)\left(t^{-i}+G^{+}\right)^{-1}\right\} \tag{2.8}
\end{equation*}
$$

where $\eta_{0}(\varepsilon)$ is the density of states of the free electrons. The ratrix $\left(ヒ^{-1}+G^{+}\right)$in the denominator of equation (2.8) is the Korringa-Kohn-Rostoker matrix( Kohn and Rostoker 1954) in site representation.

The density of states equations ( 2.4 and 2.8) have been little used for actal calculations. The reason for this is that there are three main difficulties in the use of expression (2.8).

The first is that for an infinite material the $\left(t^{-\vec{\prime}}+\vec{G}^{+}\right)$is infinite and this feature of equation (2.8) mast be treated properly to avoid obtaining a density of states which is just a collection of $\delta$ functions. In $m_{R} n y$ other cases the matrix is very large and is also very difficult to handle. The second difficulty is that where as in equation (2.8) $\frac{\partial}{\partial E} t^{-1}$ is diagonal in site indeci, $\frac{\partial}{\partial E} G^{+}$is not and therefore, unless we think of some other solution, we will have to perform the difficult and tedions task of calculating all the elements of the inverse matrix $\left(t^{-1}+G^{+}\right)^{-1}$. The final difficulty is that matrix $G_{L}^{+}\left(r_{s}-r_{s}\right)$ does not drop off rapidly as $\left|r_{s}-y^{\prime}\right|$ increases if the energy is positive (the sitaation of greatest intrest).

The first difficulty which is equivalent to inverting an in-finite matrix has been fully discussed by Haydock et al (1972) for ordered crystals. In". Haydocks paper the Lanczos alogrithm (Householder 1964) is applied to the calculation of the diagonal elements of the inverse of a tight-binding matrix. The game method has been adapted to: the calculations of the diagonal elements of the inverse of a tight-binding matrix for the disordered crystals (alloys) by Jacobs (1973,1974, Cubiotti et al 1975). The second difficulty of calculating the off-diagonal elements of the inverse matrix can be overcome by manipulating equation (2.8) so that only diagonal elements of the inverse matrix appear.

The final difficulty can be handled in certain cases anch as those of transition metals where the long range behaviour
of $G^{+}$can be attributed to the plane waves hybridizing with the $d$ bands (Jacobs 1968, Hubbard 1969). In this case the plane-rave. contributions can be unfolded from the matrix leaving a tightbinding $d$ matrix with short range remnants replacing $G^{\boldsymbol{+}}$. Thus a partial solution to this difficulty is available. This will then offer us a ner technique for practical calculations of the density of states of a muffin-tin Hamiltonian for an infinite crystal in a situation where the long range behaviour of the matrix elements $G_{L L^{\prime}}^{+}\left(r_{s}-r^{\prime}\right) \quad$ can be handled.

Hence in order to make use of equation (2.8) we must find a solution to the second problem. In this chapter ve will present a solution to this difficulty and this will be done in two stages. The first discussed in section 2.2 is to shor that the derivative $\frac{\partial}{\partial E} G^{+}$can be written as a quadratic function of the matrix $G^{+}$. The second stage, discussed in section 2.3 , is to use the expression for the derivative $\frac{\partial}{\partial E} G^{+}$in equation $(2,8)$ and make the simplification to arrive at an expression for the density of states where the inverse $\left(E^{-1}+G^{+}\right)^{-1}$ is multipliod by diagonal matrices only.

This then provides a technique which depends on calculating only the diagonal elements of $\left(t^{-1}+G^{+}\right)^{-1}$.

The results of this chapter will be used to calculate the density of states of the trasition metals and transition metal alloys in chapter 3 in a single site approximation and in chapter 5 in a cluster approximation.

## 2. 2 DERIVATIVE OF $\mathrm{G}^{+}$HITH RESPECT TO ENERGY

The terms $G_{L L^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right)$ occurring in the Lloyd's formula (equation (2.8)) and defined explicitly by equation (2.6) are coefficients in the expansion of the Green function

$$
\begin{equation*}
G^{0}\left(r, r^{\prime}\right)=-\frac{1}{4 \pi} \frac{\exp \left(i k\left|r-r^{\prime}\right|\right)}{\left|r-r^{\prime}\right|} \tag{2.9}
\end{equation*}
$$

in terms of spherical harmonics and spherical Bessel functions. i.e.

$$
\begin{equation*}
G^{0}\left(r-r_{s}, r^{\prime}-x^{\prime}\right)=\sum_{L L^{\prime}} j_{L}(k r) Y_{L}(r) G_{L L^{\prime}}^{+}\left(\underline{r}_{s}-r_{3}^{\prime}\right) j_{L}^{\left(k r^{\prime}\right) Y_{L}^{*}\left(r^{\prime}\right)} \tag{2.10}
\end{equation*}
$$

provided

$$
r_{s} \neq r_{s}^{\prime} \quad \text { and } \quad\left|r-r^{\prime}\right|<\left|r_{s}-r^{\prime}\right|
$$

and if

$$
r_{s}=r_{s}^{\prime}
$$

$$
\begin{equation*}
G^{0}\left(\underline{r}-r_{s}, r^{\prime}-r_{s}\right)=k \sum_{L} j_{L}(k r) h_{Q}^{+}\left(k r^{\prime}\right) Y_{L}(r) Y_{L}^{*}\left(r^{\prime}\right) \tag{2.11}
\end{equation*}
$$

for $r<r^{\prime}$, and a expression with $r$ and $r^{\prime}$ interchanged when $r^{\prime}<r$

Now we want fornd an expression for the derivative with respect to energy of $G^{+}$thus defined by equation (2.10). The procedure for finding the formula for $\frac{\partial}{\partial E} G^{+}$is split into following three parts.
(i) FINDING TTYO DIFFERENT EQUATIONS FOR $\frac{\partial}{\partial E} G^{0}$

$$
\text { Differentiating equation }(2,10) \text { with respect to energy }
$$

Ewe get

$$
\begin{align*}
\frac{\partial}{\partial E} G^{0}\left(r-r_{s}, r_{-}^{\prime}-r_{s}^{\prime}\right) & =\sum_{L L^{\prime}}\left[j_{L}^{\prime}(k r) \frac{r}{2 k} Y_{L}(r) G_{L L^{\prime}}^{+}\left(r_{s}-\underline{r}_{s}^{\prime}\right) j_{L^{\prime}}\left(k r^{\prime}\right) Y_{L^{\prime}}^{*}\left(r^{\prime}\right)\right. \\
& +j_{L}(k r) Y_{L}(r) \frac{\partial}{\partial E} G_{L L^{\prime}}^{+}\left(r-r_{s}^{\prime}\right) j_{L^{\prime}}^{\left(k r^{\prime}\right) Y_{L}^{\prime}}\left(r^{\prime}\right)  \tag{2.12}\\
& +j_{L}(k r) Y_{L}(r) G_{L^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right) j_{L^{\prime}}^{\prime}\left(k r^{\prime}\right) \frac{r^{\prime}}{k} Y_{L^{\prime}}^{*}\left(r^{\prime}\right)
\end{align*}
$$

This expression contains $\frac{\partial}{\partial E} G^{+}$, therefore in order to get a formula for this we need an alternative expression for $\frac{\partial}{\partial E} G^{0}\left(\underline{r} r_{5}, r^{\prime}-r_{s}\right)$ To get this alternative expression we note that the Green function defined by equation (2.9) satisfy the following equation

$$
\begin{equation*}
\left(\nabla^{2}+E\right) G^{0}\left(\underline{r}, r^{\prime}\right)=\delta\left(\underline{r}-\underline{r}^{\prime}\right) \tag{2.13}
\end{equation*}
$$

From this it follows

$$
\begin{equation*}
\frac{\partial}{\partial E} G^{0}\left(\underline{r}-\underline{r}_{s}, \underline{r}^{\prime}-r_{s}^{\prime}\right)=-\int G^{0}\left(\underline{r}-\underline{r}_{s}, r^{\prime \prime}\right) G^{0}\left(\underline{r}^{\prime \prime}, r^{\prime}-r_{s}^{\prime}\right) d^{3} \underline{r}^{\prime \prime} \tag{2.14}
\end{equation*}
$$ all space

or

$$
\begin{align*}
& \frac{\partial}{\partial E} G^{0}\left(\underline{r}-\underline{r}_{s}, r^{\prime}-r_{s}^{\prime}\right)=-\sum_{r_{s}^{\prime \prime}} \int_{\text {cell }} C^{0}\left(r_{1}-r_{s}, r^{\prime \prime} \underline{r}_{s}^{\prime \prime}\right) G^{0}\left(\underline{r}^{\prime \prime} r_{s}^{\prime \prime}, r^{\prime}-r_{s}^{\prime}\right) d^{3} \underline{r}^{\prime \prime} \\
& =\left\{\sum_{r_{3}^{\prime \prime} \neq r_{s}^{\prime}, r_{s}} \int_{\text {cell }} G^{0}\left(r_{-}-r_{s}, \underline{r}_{-}^{\prime \prime} r_{s}^{\prime \prime}\right) C^{0}\left(r^{\prime \prime}-r_{s}^{\prime \prime}, r^{\prime}-r_{s}^{\prime}\right) d^{3} r^{\prime \prime}\right. \\
& +\sum_{r_{s}^{\prime \prime}=r_{s}^{\prime}} \int_{\text {cell }}^{0} G^{0}\left(\underline{r}-\underline{r}_{s}, \underline{r}^{\prime \prime}-r_{s}^{\prime}\right) G^{0}\left(r_{n}^{\prime \prime}-r_{s}^{\prime}, \underline{r}^{\prime}-r_{s}^{\prime}\right) d^{3} \underline{r}^{\prime \prime}  \tag{2.15}\\
& \left.+\sum_{r_{s}^{\prime \prime}=r_{s}} \int_{\text {cell }} C^{c}\left(\underline{r}-\underline{r}_{s}, r^{\prime \prime}-r_{s}\right) G^{0}\left(\underline{r}^{\prime \prime}-\underline{r}_{s}, \underline{r}^{\prime}-\underline{r}_{s}^{\prime}\right) d^{3} \underline{r}^{\prime \prime}\right\}
\end{align*}
$$

Substitute equations (2.10) or (2.11) as appropriateCequation, f (2.10) is valid for $r_{s} \neq r_{s}^{\prime}$ and $\left|r-r^{\prime}\right|\langle | n_{s}-r_{s}^{\prime} \mid$ and (2.11) is valid for $r_{s}=r_{s}^{\prime} \mathcal{J}$ into the right hand side of equation (2.15). It is also
convenient to make the approximation of replacing the integral over unit cells in the lattice by integrals over spheres of the same volume centred at the same site. This approximation, while not necessary, enables us ta write down simple explicit expressions, it does no violence to the stưfture of the result and can be expected to give reasonably numerical answers. The result of this procedure gives the following equation

$$
\begin{align*}
& \frac{\partial}{\partial E} C^{0}\left(\underline{r}-\underline{r}_{3}, r^{\prime}-\underline{r}_{3}^{\prime}\right) \\
& =-\sum_{i L^{\prime}}\left\{\sum_{L^{\prime \prime}} \sum_{r_{3}^{\prime \prime} \neq r_{s}^{\prime}, r_{3}} j_{e}(k r) Y_{L}(r) G_{L L^{\prime \prime}}^{+}\left(r_{s}-r_{s}^{\prime \prime}\right) \alpha_{e^{\prime \prime}} G_{L^{\prime \prime} L^{\prime}}^{+}\left(r_{3}^{\prime \prime}-r_{3}^{\prime}\right) \delta_{L^{\prime}}\left(k r^{\prime}\right) Y_{L^{\prime}}^{*}\left(r^{\prime}\right)\right. \\
& +k j_{L}(k r) y_{L}(\underline{r}) G_{L^{\prime}}^{+}\left(r_{s}-\underline{r}^{\prime}\right)\left[{h_{e^{\prime}}}^{+}\left(k r^{\prime}\right) \int_{0}^{r} r^{\prime \prime 2} j_{l^{\prime}}\left(k r^{\prime \prime}\right) j_{l^{\prime}}\left(k r^{\prime \prime}\right) d r^{\prime \prime}\right. \\
& \left.+\dot{j}_{e^{\prime}}\left(k r^{\prime}\right) \int_{r}^{r a} r^{\prime \prime 2} h_{e^{\prime}}^{+}\left(k r^{\prime \prime}\right) j_{e^{\prime}}\left(k r^{\prime \prime}\right) d r^{\prime \prime}\right] Y_{L^{\prime}}^{A}\left(\underline{r}^{\prime}\right) \\
& +k Y_{l}(r)\left[h_{l}^{+}(k r) \int_{0}^{r} r^{\prime \prime 2} j_{\ell}\left(k r^{\prime \prime}\right) j_{l}\left(k r^{\prime \prime}\right) d r^{\prime \prime}\right. \\
& \left.\left.+\dot{\delta}_{l}(k r) \int_{r}^{r_{A}} r^{\prime \prime 2} h_{l}^{t}\left(k r^{\prime \prime}\right) \dot{\delta}_{l}\left(k r^{\prime \prime}\right) d r^{\prime \prime}\right]_{L i}^{C_{i}}\left(r_{s}-r_{s}^{\prime}\right) j_{l}^{\prime}\left(k r^{\prime}\right) Y_{L^{\prime}}^{*}\left(r^{\prime}\right)\right\} \tag{2.16}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{e^{\prime \prime}}=\int_{0}^{r_{A}} \dot{j}_{e^{\prime \prime}}\left(k r^{\prime \prime}\right) j_{e^{4}}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime} \tag{2.17}
\end{equation*}
$$

and $r_{A}$ is the radius of a spare of the same volume as the unit cell. (It should be noted that the above approximation is not
valid for all $r$ and $r^{\prime}$. Fe can consider, for example, terms in the sum over $r_{s}^{\prime \prime}$ where $\left|r_{s}-r_{s}^{\prime \prime}\right|$ is equal to the nearest neighbour distence $d_{n n}$. It is then easy to choose $r$ and $r$ "both within a unit cell such that $\left|\underline{r}-\underline{r}^{\prime \prime}\right|>\left|\underline{r}_{s}-\underline{r}_{3}^{\prime \prime}\right|$ which invalidates the use sof equation (2.10). Similar arguments apply to terms in this sum where is $^{\prime \prime \prime}-{\underset{s}{s}}_{\prime}^{\prime}$ (is equal to the nearest neighbour distance and to the remaining two terms in the curly bracket when $\left|\underline{r}_{s}-\underline{r}_{s}^{\prime}\right|$ is equal to the nearest neighbour distance. The above equation is however certainly true for $r$ and $r^{\prime}$ small enough since then thecondition $\left|\underline{n}-\underline{r}^{\prime \prime}\right|<d_{n n}$ and $\left|\underline{r}^{\prime}-\underline{r}^{\prime \prime}\right|<d_{n n}$ for $r^{\prime \prime}$ within a unit cell is is satisfied. Subject to this restriction on the magnitudes of $r$ and $r^{\prime}$ the result is always true. This weak result is sufficient for our purposes since we are interested only in obtaining an expression for the coefficient $\frac{\partial}{\partial E} G^{\dagger}$ ) a To proceed further we must simplify the expression in the square brackets in equation (2.16). This is done in the second part of this section.
(ii) SIMPLIFICATION

Let

$$
\begin{align*}
S(k, r) & =\hbar_{l}^{+}(k r) \int_{0}^{r} j_{l}^{2}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime}+j_{l}^{\prime}(k r) \int_{r}^{r_{A}}{h_{l}^{+}\left(k r^{\prime \prime}\right) j_{l}^{\prime}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime}}^{r} \\
& =\left\{h_{l}^{+}(k r) \int_{0}^{r} j_{l}^{2}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime}-j_{l}(k r) \int_{0}^{r} h_{l}^{+}\left(k r^{\prime \prime}\right) j_{l}^{\prime}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime}\right\} \\
& +j_{l}(k r) \int_{0}^{r A} h_{l}^{+}\left(k r^{\prime \prime}\right) j_{l}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime} \\
& =R(k, r)+T(k, r) \tag{2.18}
\end{align*}
$$

where

$$
\begin{align*}
& R(k, r)=h_{l}^{+}(k r) \int_{0}^{r} \dot{j}_{l}^{2}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime}-j_{l}(k r) \int_{0}^{r} h_{l}^{+}\left(k r^{\prime \prime}\right) j_{l}^{\prime}\left(k r r^{\prime \prime} r^{\prime \prime 2} d r^{\prime \prime}\right.  \tag{2.19}\\
& T(k, r)=j_{l}(k r) \int_{0}^{r_{A}} h_{l}^{+}\left(k r^{\prime \prime}\right) j_{l}^{\prime}\left(k r^{\prime \prime}\right) r^{\prime \prime 2} d r^{\prime \prime} \tag{2.20}
\end{align*}
$$

Using equation (B1) from appendix $B$ and $X^{\prime \prime}=k r^{\prime \prime}$, omitting the limits for the present $T(k, r)$ can be written as:

$$
\begin{aligned}
& T(k, r)=j_{e}(k r) k^{-3} \int h_{e}^{+}\left(x^{4}\right) j_{e}\left(x^{\prime \prime}\right) x^{\prime \prime 2} d x^{\prime \prime} \\
& =j_{l}(k r) k^{-3}\left\{\frac { 1 } { 2 } x ^ { \prime 3 } \left[\mathcal{d}_{\ell-1}\left(x^{\prime \prime}\right) h_{l-1}^{+}\left(x^{\prime \prime}\right)\right.\right. \\
& \left.\left.-\frac{l+1}{x^{\prime \prime}} j_{l}^{\prime}\left(x^{\prime \prime}\right) h_{l-1}^{+}\left(x^{\prime \prime}\right)+j_{l}^{\prime}\left(x^{\prime \prime}\right)-\frac{l}{x^{\prime \prime}} \dot{j}_{2-1}^{\prime}\left(x^{\prime \prime}\right) h_{l}^{+}\left(x^{\prime \prime}\right)\right]-\frac{l}{2}\right\} \\
& =\dot{d}_{e}(k r) k^{-3}\left\{\frac { 1 } { 2 } k ^ { 3 } r ^ { 1 3 } \left[\left(j_{l-1}\left(k r^{\prime \prime}\right) h_{l-1}^{+}\left(k r^{\prime \prime}\right) .\right.\right.\right. \\
& -\frac{l+1}{k r^{\prime \prime}} \dot{d}_{l}\left(k r^{\prime \prime}\right) h_{l-1}^{+}\left(k r^{\prime \prime}\right)+\dot{d}_{l}\left(k r^{\prime \prime}\right){h_{l}^{+}}_{l}\left(k r^{\prime \prime}\right) \\
& \left.\left.-\frac{l}{k r^{\prime \prime}} \dot{j}_{l-1}\left(k r^{\prime \prime}\right) h_{l}^{+}\left(k r^{\prime \prime}\right)\right]-\frac{l}{2}\right\}
\end{aligned}
$$

Now putting in the limits

$$
\begin{align*}
T(k, r)= & \dot{j}_{l}^{\prime}(k r)\left\{\frac { 1 } { 2 } r _ { A } ^ { 3 } F \left(j_{l-1}\left(k r_{A}\right) \cdot h_{l-1}^{+}\left(k r_{A}\right)-\frac{l+1}{k r_{A}} j_{l}^{\prime}\left(k r_{A}\right) h_{l}^{+}\left(k r_{A}\right)\right.\right. \\
& \left.\left.+j_{l}^{\prime}\left(k r_{A}\right) h_{l}^{+}\left(k r_{A}\right)-\frac{l}{k r_{A}} j_{l-1}^{\prime}\left(k r_{A}\right) h_{l}^{+}\left(k r_{A}\right)\right]-\frac{\ell}{2} k^{-3}\right\} \quad(2.21) \tag{2.21}
\end{align*}
$$

The same treatment is applied to $R(k, r)$ using equations( BI), (B2) and $\quad x^{\prime \prime}=k r^{\prime \prime}$

$$
\begin{align*}
& R(k, r)=k^{-3}\left[h_{l}^{+}(k r) \int_{0}^{r} \dot{j}_{l}^{2}\left(k^{\prime \prime}\right) x^{\prime \prime 2} d x^{\prime \prime}\right. \\
& \left.-j_{Q}(k r) \int_{0}^{r} h_{l}^{+}\left(x^{\prime \prime}\right) j_{e}\left(x^{\prime \prime}\right) x^{\prime \prime 2} d x^{\prime \prime}\right] \\
& =k^{-3}\left[\dot{h}_{l}^{+}(k r)\left\{\frac{1}{2} x^{\prime \prime}\left[\dot{j}_{l}^{2}\left(x^{\prime \prime}\right)-\dot{j}_{2-1}\left(x^{\prime \prime}\right) \dot{j}_{l+1}\left(x^{\prime \prime}\right)\right]\right\}\right. \\
& -j_{l}(k r)\left\{\frac { 1 } { 2 } x ^ { 1 / 3 } \left[j_{l-1}\left(x^{\prime \prime}\right) h_{l-1}^{+}\left(x^{\prime \prime}\right)-\frac{l+1}{x^{11}} j_{l}\left(x^{\prime \prime}\right) h_{l-1}^{+}\left(x^{\prime \prime}\right)\right.\right. \\
& \left.\left.\left.+j_{2}\left(x^{\prime \prime}\right) h_{2}^{+}\left(x^{\prime \prime}\right)-\frac{l}{x^{\prime \prime}} \dot{j}_{Q-1}\left(x^{\prime \prime}\right) h_{e}^{+}\left(x^{\prime \prime}\right)\right]-\frac{l}{2}\right\}\right]_{0}^{r} \\
& =k^{-3}\left[\dot{h}_{l}^{+}(k r)\left\{\frac{1}{2} k^{3} r^{\prime \prime 3}\left[\dot{d}_{l}^{2}\left(k r^{\prime \prime}\right)-\dot{d}_{l-1}^{1}\left(k r^{\prime \prime}\right) \dot{j}_{l+1}^{\prime}\left(k r^{\prime \prime}\right)\right]\right\}\right. \\
& -j_{l}(k r)\{\frac{1}{2} k^{3} r^{\prime \prime 3}[j_{\ell-1}^{\prime}\left(k r^{\prime \prime}\right) h_{l-1}^{+}\left(k r^{\prime \prime}\right)-\underbrace{l+}_{k r^{\prime \prime}} d_{l}^{\prime}\left(k r^{\prime \prime}\right)+h_{\ell}^{+}\left(k r^{\prime \prime}\right) \\
& \left.\left.\left.+\dot{d}_{\ell}(k r) h_{e}^{+}\left(k r^{\prime \prime}\right)-\frac{\ell}{k r^{\prime \prime}} \dot{j}_{l-1}\left(k r^{\prime}\right) h_{l}^{+}\left(k r^{\prime \prime}\right)\right]-\frac{l}{2}\right\}\right]_{0}^{r} . \\
& R(k, r)=\frac{1}{2} r^{3}\left\{j_{l}^{+}(k r)\left[\dot{j}_{l}^{2}(k r)-j_{l-1}(k r) j_{l+1}(k r)\right]\right. \\
& -j_{l}(k r)\left[j_{l-1}^{2}(k r) h_{l-1}^{+}(k r)-\frac{l+1}{k r} j_{l}^{\prime}(k r) f_{l}^{+}(k r)\right. \\
& \left.\left.+j_{l}(k r) h_{l}^{+}(k r)-\frac{l}{k r} j_{l-1}^{(k r)} h_{l}^{+}(k r)\right]\right\}+\frac{\ell}{2} k^{-3} j_{l}(k r) \tag{2.22}
\end{align*}
$$

This can be further simplified by the use of some standard results
for spherical Bessel functions set out in appendix B.

$$
\begin{align*}
& R(k, r)=\frac{1}{2} r^{3}\left\{h_{l}^{+}(k r) j_{l}^{2}(k r)-h_{l}^{+}(k r) \dot{j}_{l-1}(k r) j_{l+1}^{\prime}(k r)\right. \\
& -\dot{j}_{l}(k r) \dot{j}_{l-1}(k r) h_{l}^{+}(k r)+\frac{l+1}{k r} \dot{j}_{l}^{2}(k r) \cdot \dot{h}_{l}^{+}(k r) \\
& \left.-j_{l}^{2}(k r) h_{l}^{+}(k r)+\frac{l}{k r} j_{l-1}(k r) h_{l}^{+}(k r) j_{l}(k r)\right\}+\frac{l}{2} k^{-3} j_{l}(k r) \\
& =\frac{1}{2} r^{3}\left\{-h_{l}^{+}(k r) j_{l-1}(k r)\left[\dot{d}_{l+1}(k r)-\frac{l}{k r} \dot{j}_{l}(k r)\right]\right. \\
& \left.-j_{l}(k r) h_{l-1}^{+}(k r)\left[j_{l+1}(k r)-\frac{l+1}{k r} j_{l}^{\prime}(k r)\right]\right\}+\frac{l}{2} k^{-3} j_{l}(k r) \\
& \text { E } \frac{1}{2} r^{3}\left\{-f_{k}^{+}(k r) \dot{j}_{l-1}(k r) \frac{(l+1) \dot{d}_{\ell+1}(k r)-1 j_{\ell-1}(k r)}{2 l+1}\right. \text {. } \\
& \left.-j_{l}(k r) \dot{f}_{l-1}^{+}(k r) \frac{\left.\ell_{j_{\ell-1}}(k r)-U+1\right) j_{k_{+1}}(k r)}{2 l+1}\right\}+\frac{l}{2} k^{-3} \dot{j}_{\ell}(k r) \\
& \text { from (B3) } \\
& =\frac{1}{2} r^{3}\left[\frac{\left(l_{+1}\right) j_{l+1}^{(k r)}-l_{j_{l-1}}(k r)}{2 l+1}\right]\left[-j_{l}^{+}(k r) j_{l-1}(k r)+j_{l}(k r) h_{l-1}^{+}(k r)\right] \\
& +\frac{1}{2} k^{-3} \dot{d l}(k r) \\
& =\frac{1}{2} k^{-2} r\left[\frac{(l+1) j_{l+1}(k r)-\ell j_{l-1}(k r)}{2 \ell+1}\right]+\frac{\ell}{2} k^{-3} j_{l}(k r) \\
& \text { from ( } \mathrm{B} 4 \text { ) } \\
& =\frac{1}{2} k^{-2} r\left[-\dot{d}_{l}^{\prime}(k r)\right]+\frac{l}{2} k^{-3} \dot{d}(k r) \tag{2.23}
\end{align*}
$$

The results of equations (2.21) and (2.23) can now be used to


$$
\begin{equation*}
S(k, r)=-\frac{1}{2} k^{-2} r j_{l}^{\prime \prime}(k r)+k^{-2} \beta_{l}\left(k, r_{A}\right) j_{l}(k r) \tag{2.24}
\end{equation*}
$$

where

$$
\begin{align*}
\beta_{l}\left(k, r_{A}\right) & =\frac{1}{2} k^{3} r_{A}^{3}\left[\dot{d}_{l-1}\left(k r_{A}\right) h_{l-1}^{+}\left(k r_{A}\right)\right. \\
& \left.-\frac{l+1}{k r_{A}} \dot{j}_{l}\left(k r_{A}\right) h_{l-1}^{+}\left(k r_{A}\right)+\dot{j}_{l}\left(k r_{A}\right){h_{l}^{+}}_{l}^{+} k r_{A}\right) \\
& \left.-\frac{l}{k r_{A}} \dot{j}_{l}\left(k r_{A}\right) \dot{h}_{l}^{+}\left(k r_{A}\right)\right] \tag{2.25}
\end{align*}
$$

(iii) A NEN FORMULA FOR $\frac{\partial}{\partial E} G^{+}$

In this part re use the results of equation (2.24) to simplify equation (2.16) of part (i). The right hand side of simplified equation (2.16) is then equated to the right hand side of equation (2.12); we note that the terms involving derivatives of $j^{j(k r) c a n c e l ~}$ leaving us with a result depending on terms quadratic in $j_{l}(k r)$ only viz.

$$
\begin{align*}
& \sum_{L L^{\prime}} j_{R}(k r) Y_{L}(\underline{r}) \frac{\partial}{\partial E} G_{L L^{\prime}}^{\dagger}\left(r_{S}-\underline{r}_{s}^{\prime}\right) j_{L^{\prime}}\left(k r^{\prime}\right) Y_{L^{\prime}}^{*}\left(r^{\prime}\right) \\
& =-\sum_{L L}\left\{\sum_{L^{\prime \prime}} \sum_{r_{3}^{\prime \prime \prime} \neq r_{3}^{\prime} r_{s}} \dot{d}_{l}(k r) Y_{L}(r) G_{L L^{\prime \prime}}^{+}\left(r_{s}-r_{s}^{\prime \prime}\right) \alpha_{e^{\prime \prime}} G_{L^{\prime \prime \prime}}^{+}\left(r_{s}^{\prime \prime}-r_{s}^{\prime}\right) j_{l^{\prime}}\left(k r^{\prime}\right) Y_{L}^{*}\left(r^{\prime}\right)\right. \\
& +j_{l}^{\prime}(k r) Y_{L}(\underline{r}) C_{L^{\prime}}^{\dagger}\left(\underline{r}_{3}-r_{s}^{\prime}\right) \beta_{2}\left(k, r_{A}\right) Y_{L}^{*}\left(\underline{r}^{\prime}\right) \\
& +Y_{L}(r) \beta_{l}\left(k, r_{A}\right) G_{L L^{\prime}}^{+}\left(r_{s}-\underline{r}^{\prime}\right) \dot{j}_{\prime^{\prime}}^{\prime}\left(k r^{\prime}\right) Y_{L^{\prime}}^{\neq}\left(r^{\prime}\right) \tag{2.26}
\end{align*}
$$

Equation (2.26), as re stated in part (i) is only valid for sufficiently small $r$ and $r^{\prime}$, but the formula we get for $\frac{\partial}{\partial E} G^{+}$
after equating the coefficients of $j_{l}^{(k r)} Y_{L}(\underline{r})$ and $j_{l^{\prime}}(k r) Y_{L^{\prime}}^{*}(\underline{r})$ on both sides of the above equation, is true for all values of the parameters.

$$
\begin{align*}
\frac{\partial}{\partial E} G_{L L^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right) & =-\sum_{L^{\prime \prime}} \sum_{r_{3}^{\prime \prime} \neq r_{s}^{\prime}, r_{s}} G_{L^{\prime \prime}}^{+}\left(r_{s}-r_{s}^{\prime \prime}\right) \alpha_{e^{\prime \prime}} G_{L^{\prime \prime}}^{+}\left(r_{s}^{\prime \prime}-r_{s}^{\prime}\right) \\
& -G_{L L}^{+}\left(r_{s}-\underline{r}_{s}^{\prime}\right) \beta_{l^{\prime}}\left(k_{s} r_{A}\right)-\beta_{l}\left(k_{s} r_{A}\right) G_{L L^{\prime}}^{+}\left(r_{s}-r_{s}^{\prime}\right) \tag{2.27}
\end{align*}
$$

This shows that $\frac{\partial}{\partial e} G^{+}$is a quadratic function of $G^{+}$. This result is closely related to the classical result for the Greens function defined by

$$
\begin{align*}
& y=(E-H)^{-1} \quad \text { viz } \\
& \frac{\partial}{\partial E} y=-g y \tag{2.28}
\end{align*}
$$

The difference is due to the fact that $G^{+}$, itself, is not a Green's function but is, instead, a coeffient in the expansion of a Green's function in an energy cependent basis. We should emphasise here again that the derivative of $G^{+}$satisfy an approximate equation (2.27) only, because we have used the sphere approximation for the unit cell in deriving it. The exact result will differ from this in that $\alpha$ and $\beta$ will be non-diagonal matrices vith two angular momentum indkces. They will not hozever depend on site indices or be matrices between site indices.
_2.3 A NET FORMULA FOR TIE DENSITY OF STATES. The formula for $\frac{\partial}{\partial E} G_{L^{\prime}}^{+}\left(r_{s}-\xi_{j}^{\prime}\right)$ thus derived in section 2.2 and given precisely by equation (2.27) can now be used in expression (2.8) to deduce a ner formala for the density of states:

$$
\begin{align*}
n(E)= & n_{0}(E)-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\left(\frac{d}{d E} t^{-1}\right)\left(t^{-1}+G^{+}\right)^{-1}-G_{\alpha}^{+} G^{+}\left(t^{-1} G^{+}\right)^{-1}\right. \\
& \left.-G_{\beta}^{+}\left(t^{-1}+G^{+}\right)_{-\beta}^{-1}-\beta G^{+}\left(t^{-1}+G^{+}\right)^{-1}\right] \tag{2.29}
\end{align*}
$$

In each of the last three terms of this we add and subtract $t^{-1}$ from one factor of $G^{+}$. Using the properties of the trace and cancelling ( $\left.t^{-1}+G^{+}\right)^{-1}$ where possible we get

$$
\begin{align*}
n(E)= & n_{0}(E)-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\left(\frac{d}{d E} t^{-1}\right)\left(t^{-1}+G^{+}\right)^{-1}-G^{+} \alpha\right. \\
& \left.+G_{\alpha}^{+} t^{-1}\left(G^{+}+t^{-1}\right)_{-2 \beta+2 \beta}^{-1}\left(t^{-1}+G^{+}\right)^{-1}\right] \tag{2.30}
\end{align*}
$$

Repeating the same manipulation once more we have

$$
\begin{align*}
n(E)=n_{0}(E) & -\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\left(\frac{d}{d E} t^{-i}\right)\left(t^{-1}+G^{+}\right)^{-1}-G^{+} a\right. \\
& +\alpha t^{-1}-t^{-1} \alpha t^{-1}\left(t^{-1}+G^{+}\right)^{-1}-2 \beta \\
& \left.+2 \beta t^{-1}\left(t^{-1}+G^{+}\right)^{-1}\right] \tag{2.31}
\end{align*}
$$

We can drop the term $G_{\alpha}^{+}$because it has a zero trace. It can be easily checked that the imaginary part of the trace of $-\frac{2 \beta}{\pi}$ is equal to $2 n_{c}(E)$. The term $-\frac{1}{\lambda} \operatorname{Im} \operatorname{Tr}\left(\alpha t^{-1}\right)=\frac{1}{\lambda} \operatorname{Tr}(\alpha k)$ is nearly equal to the density of states of free electrons, $n_{0}(E)$ in this sphere approximation and is exactly $\quad n_{0}(E)$ if we do not make this approximation. The final expression for the density of states is therefore

$$
\begin{equation*}
n(E)=-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\left(\frac{d}{d E} t_{L}^{-1}-t_{L}^{-1} \alpha_{e} t_{L}^{-1}+2 \beta_{l} t_{L}^{-1}\right]\left[t^{-1}+G^{+}\right]^{-1}\right. \tag{-2.32}
\end{equation*}
$$

This shows that for a muffin-tin Hamiltonian $n(E)$ depends on the diagonal matrix elements between site indices of the inverse, $\left(t^{-1}+G^{+}\right)^{-1}$ only. (The numerator $\left(\frac{d}{d E} t^{-1}-t^{-1} \alpha t^{-1}+2 \beta t^{-1}\right)$ is diagonal between site indices).

He must note that for transition metals the trace is orer $1=0,1=1$ and $1=2$ angular momenta only for $1>2$ the imaginary part of the trace of the above expression is very small so that it can be ignored. For $1=0$ and $1=1$ it can be proved ( proof given in appendix $A$ ) that

$$
-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\left(\frac{d}{d e} t_{l}^{-1}-t_{l}^{-1} \alpha_{l} t_{l}^{-1}+2 \beta_{l} t_{l}^{-1}\right]\left(t_{L}^{-1}+G_{L^{\prime}}\right)^{-1}\right] \sim n_{0}(\varepsilon)
$$

and we will be left with the folloving expression with the trace over the $1=2$ angular momentum only

$$
\begin{equation*}
n(E)=n_{0}(E)-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\frac{d}{d E} E_{2}^{-1} t_{2}^{-1} \alpha_{2} t_{2}^{-1}+2 \beta_{2} t_{2}^{-1}\right]\left[t_{2}^{-1}+G_{2 m}^{-1} m^{\prime}\right]^{-1} \tag{2,33}
\end{equation*}
$$

This is the expression which rill be used in numerical calculations in the following chapters.

In the next section we shall examine equation(2.32) in detail.

### 2.4 DISCUSSION

We shall now examine equation (2.32) in three different cases. In the first case we shall use a form. for $t^{-1}$ which is appropriate to a nearly free electron metal; in the second case a form appropriate to a metal with d-band lying entirely below the
conduction band and the muffin-tin zero (an example of such a metal is Zn ); and in the third case we shall use a form appropriate to an ordinary transition or noble metal such as Ni or Cu with the d-band crossing and hybridizing the conduction band.
(i) For a nearly-free-electron like metal (Na, K etc.) the pseudopotential is weak and weakly energy-dependent which implies that $t_{0}^{-1}$ is large and weakly energy-dependent where

$$
\begin{align*}
& t^{-1}=t_{0}^{-1}-i k  \tag{2.34}\\
& t_{0}^{-1}=k \cot \eta_{L}
\end{align*}
$$

With the above statements we shall see that the first ..:
term in the trace of equation (2.32) will give a small contribution to the density of states. Because the first term then becomes

$$
\begin{aligned}
& I_{m} \operatorname{Tr}\left[\frac{d}{d E} t^{-1}\left(t^{-1}+G^{+}\right)^{-1}\right] \\
& \quad=\operatorname{Tr}\left[\left(\frac{d}{d E} t_{0}^{-1}-\frac{d}{d E}(i k)\right\} t\left(1+G^{+} t\right)^{-1}\right] \\
& \quad \rightarrow 0 \text { because } t \rightarrow 0
\end{aligned}
$$

and the last tern gives

$$
\begin{aligned}
& \operatorname{Im} \operatorname{Tr}\left[2 \beta t^{-1}\left(t^{-1}+G^{+}\right)^{-1}\right] \\
= & \operatorname{Im} \operatorname{Tr}\left[2 \beta(1+G t)^{-1}\right] \\
= & \operatorname{Im} \operatorname{Tr}\left[2 \beta-2 \beta G^{t} t\right]
\end{aligned}
$$

The trace of $2 \beta G{ }^{+} t$ is zero and the imaginary part of the trace of the term $2 \beta$ is $-2 n_{0}(E)$.

The second term reduces to - $n_{0}(E)$ by the following argument

$$
\begin{aligned}
& \operatorname{Im} \operatorname{Tr}\left[t^{-1} \alpha t^{-1}\left(t^{-1}+G^{+}\right)^{-1}\right] \\
= & \operatorname{Im} \operatorname{Tr}\left[t^{-1} \alpha-t^{-1} \alpha G^{+} t+\cdots\right] \\
= & \operatorname{Im} \operatorname{Tr}\left[\left(t_{0}^{-1}-i k\right) \alpha-\alpha G^{+}-\cdots\right] \\
& =-n_{0}(E)
\end{aligned}
$$

The net result to the density of states to lowest order is $n_{0}(E)$, the density of states for free electrons. There are thtee points to notice in this elementry calculation. The first is that equation (2.32) gives the correct result very easiky. The second is that it is the first term outside the trace and the last and the second termswithin the trace of the equation (2.32) which make up the important nearly-free-electron term. The third is that in the trace it is necessary to sum over all low angular momentum even when a restricted Korringa-Kohn-Rostoker matrix (Kohn and Rostoker 1954) including only a fer angular momenta is sufficient to give the correct energy bands. This last point is important in transition metals waere a secular equation involving an $1=2$ KKR matrix gives a reasonable approximation to the energy bands. The suppresed $1=0$ and $1=1$ parts of the matrix nevertheless give the major nearly-free-electron terms in equation (2.32).
(ii) We now examine metals like Zn , where there is a d-band lying below the conduction band and the muffin-tin zero. At energies in the region of the d-band the $1=2$ element of the inverse t-matrix is given by

$$
\begin{equation*}
t_{2}^{-1}=\left(E_{d}-E\right) / \Gamma-i k \tag{2,35}
\end{equation*}
$$

Where $E_{d}$ is negative, $\Gamma$ is nearly constant and ike is real. All other matrix elements of $t^{-1}$ are large and weakly energy dependent. At these energies $\mathcal{G}_{L^{\prime}}^{+}\left(\underline{r}-\underline{r}_{s}^{\prime}\right)$ is given by;

$$
G_{L^{\prime}}^{+}\left(r_{s}-\underline{r}_{s}^{\prime}\right)=4 \pi i k^{\prime} \sum_{L^{\prime \prime}} i^{e^{\prime \prime} l-\ell^{\prime}} C_{L^{\prime} L^{\prime \prime}} Y_{L^{\prime \prime}}\left(r_{s}-r_{s}^{\prime}\right) h_{e^{\prime \prime}}^{+}\left(i k^{\prime}\left(\underline{r}_{s}-\underline{r}_{s}^{\prime}\right)\right.
$$

where

$$
\dot{h}_{l^{\prime}}^{+}\left(i k^{\prime}\left|\underline{r}_{s}-r_{s}^{\prime}\right|\right) \underset{\left|r_{s}-r_{s}^{\prime}\right| \rightarrow \infty}{m_{1}}(-i)^{l+1} \frac{e^{-k^{\prime}\left(\left|r_{s}-r_{s}^{\prime}\right|\right)}}{k^{\prime}\left(\left|r_{s}-\underline{r}_{s}^{\prime}\right|\right)} \quad . \quad k^{\prime} \text { is real }
$$

which shows that $\mathcal{C}_{u^{\prime}}^{\dagger}\left(r_{s}-r_{s}^{\prime}\right)$ is Hermitian and drops off rapidly as ( $\underline{r}_{s}-\underline{r}_{s}^{\prime}$ ) increases and the denominator in the trace of equation (2.32) takes on the form of dod tight-binding block in site representation, The zero of the denominator lie in a region whose width is of the order of $\Gamma$ centred about the real energy $E_{d}^{\prime}=E_{d}$-ic $\Gamma$. It is clear from this that the term ike which is due to hybridization of the d-band with the free electron bands at higher energies gives rise to a net downward shift of the d band. The first term in the numerator of equation (2.32) gives rise to a constant which then multiplied by the inverse tight binding matrix giver the d band density $\mathbf{Q f}$ states completely. The remaining terms are quadratic or linear in E-É, and thus vanish in the centre of the d band; they give rise to small hybridization corrections. The free-electron bands occur at much higher. energies and the major contributions to the density of states comes as before from the first term and $1=0$ and $1=1$ parts of the second term in the trace.
(iii) Finally we examine the case of the transition metals (Cu, Ni, ....etc) there the $d$ bands cross the conduction band. The inverse t-matrix is given by equation (2.35) $E_{d}$ is now positive, consequently
at $d$ band energies $E$ is positive and ik is imaginary and the $i$ hybridization due to this term in the denominator of equation (2.32) no longer gives rise te a uniform downeard shift of the $d$ band. Instead it gives an additional broadening to the $d$ band consistent with the idea that part of the $d$ band is hybridized downards and part upwards. The imaginary part $-\frac{d}{d E}(i k)$ in the first term of the namerator when multiplied by the real part of $\left(t^{-1}+G^{+}\right)^{-1}$ nevertheless produces a net downward shift of the $d$ band since it contains a factor ( $E_{d}-E$ ) which changes sign at the centre of the d band. We may interpret this shift as due to the fact that there are always more conduction bands above the d bands than below. The remaining terms in the numerator disappear either quadratically or linearly in the $d$ band region and consequently give at the most small hybridization or broadening.

## CHAPTER 3

## SINGLE SITE THEORY FOR TRANSITION METAL ALLOYS

### 3.1 INTRODUCTION

In this chapter we will present a continued fraction method for colculating the electronic spectrum of the trońsition metal alloys. This method has been used in the multiple site theory for a single $s$ band Hamiltonian (Jacobs 1974, Cubiotti et al 1975). It is much harder to do the multiple site theory for a degenerate $d$ band transition metal Hamiltoninn (see next chapter). Therefore in this chapter we will restrict ourselves to a single theory. In a single site approximation, the central atom is treated exactly and electron hops from the central atom to the average enviroment. There are two linds of single site theories commonly used, the coherent potential approximation (CPA) and the average t-matrix approximation (ATA); we shell however use a single site theory which is different from these and nevertheless,in common with the CPA, preserves the lowest six moments of the density of states correctly.

[^0]the electronic spectrum of the transition metal alloys. In the above calculations we use a model in which the $1=2$ component of the binary alloy in the pure-material limits have identical shepes, the only difference being the absolute position of the bands in energy. In section 3.4 re discuss the numerical results and conclude.

### 3.2 ACCURACY OF SINGLE-SITE THEORY

In this section we calculate the density of states for a single tight binding $s$ band by the continued fraction method in our single site approximation. The results obtained are compared with the density of states curves calculated in the coherent potential approximation and in the multiple site fheory (Cubiotti et al, 1975). He rill also calculate numerically and analytically the moments of the s band density of states in our approximation and compare them with the exact results and show that we have the same accuracy as those obtained in CPA by Velicky et al (i968).

In a very simplified single site approximation for an $A B$ alloy, the average Green/ function (for a semimelliptical band of bandwidth 4 units) can be written as (equation(1.12) of chapter I)

$$
\begin{equation*}
\langle G\rangle=\frac{c}{E_{A}-E-\bar{F}}+\frac{(1-C)}{E_{B}-E-\bar{F}} \tag{3.1}
\end{equation*}
$$

where $c$ is the concentration of atoms of type $A$

$$
\begin{equation*}
\mathrm{E}_{\mathrm{A}}=\frac{1}{2} \delta ; \quad \mathrm{E}_{\mathrm{B}}=-\frac{1}{2} \cdot \delta \tag{3,2}
\end{equation*}
$$

$\delta$ is the bendridth or seperation between the atomic levels.
and

$$
\begin{equation*}
\bar{F}=c F_{A}+(1-c) F_{B} \tag{3.2}
\end{equation*}
$$

where $F_{A}$ and $F_{B}$ are given by the equations

$$
\begin{equation*}
F_{A}=\frac{-\left(E_{A}-E\right) \pm \sqrt{\left(E_{A}-E\right)^{2}-4}}{2} \tag{3.2}
\end{equation*}
$$



Therefore we now know the average Green function defined by - equation (3.1). Hence we can calculate the average density of states by the formula

$$
\begin{equation*}
n(E)=\frac{1}{\pi} \operatorname{Im}\langle G\rangle \tag{3.6}
\end{equation*}
$$

In figure (3.1) and (3.1b) re compare the numerical resurta of our single site theory and that of the coherent potential approximation for a semi-elliptical tight binding s band. Figure (3.1) is for $\mathbf{c w .} 4$ and figure (3.1b)is for $c=.2$. In both the figerve the dotted line curve represents the CPA and the full line curve our single site theory. The CPA curves are flat and broad, and their width and height decrease with the decrease in concentration. But the single site curves are narrow and peaked at the centre. The height at the centre of the band is mantained with the decrease in concentration.

Now we will do the calculations for a simple cubic material usiog our single site theory in order to compare the results with
the multiple site theory for simple cubic (Cubiotti et al 1976).

The average Green function for a simple cubic (with sis nearest neighbours) in our single site approximation is

$$
\begin{equation*}
\langle G\rangle=\frac{c}{E_{A}-E-\bar{F}} \cdot+\frac{(1-c)}{E_{B}-E-\bar{F}} \tag{0.7}
\end{equation*}
$$

where $E_{A}, E_{B}, \bar{F}$ and $c$ are the same as defined before, but now

$$
\begin{equation*}
F_{A}=\left[9 /\left(E_{A}-E-\frac{85}{9} F D\left(E_{A}-E\right)\right)\right]^{-1} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{B}=\left[9 /\left(E_{B}-E-\frac{85}{9} F D\left(E_{B}-E\right)\right)\right]^{-1} \tag{3.0}
\end{equation*}
$$

where

$$
\begin{equation*}
F D(E)=\frac{E \pm \sqrt{E^{2}-36}}{18} \tag{3.10}
\end{equation*}
$$

The sign in the last equation is selected so as to have correct analytic behaviour for $\mathrm{FD}(\mathrm{E})$.

Figure (3.1c) and figure (3.1d) compare the results for a simple cubic s band in our single site theory and the multiple site theory. The full line curves are for single site theory and the dotted line ones for multiple site theory. The similarity of the curves obtained from our single site theory and from the cluster
theory (Cubiotti et al 1975; 25 sites) demonstrate the likely convergence of our method. The CPA does not seem to be close to the likely converged result of our method.

Now we will examine, mathematically and numerically, the moments of the density of states function obtained in the single site theory for a semi-elliptical band. Mathematically the moments of the density of states are defined as the coefficients of the terms in the expansion of the average Green function in powers of energy ice

$$
\begin{equation*}
\langle G\rangle=\sum_{P_{P}}^{\infty} \frac{\mu_{P}}{E^{P+1}} \tag{3,15}
\end{equation*}
$$

To get these coefficients we proceed as follows:

Expanding equation (3.4) in powers of energy in the limit $\mathrm{E} \rightarrow \infty$ and keeping the first four terms only ye have

$$
F_{A}=-\frac{1}{E}-\frac{\delta / 2}{E^{2}}-\frac{\delta^{2} / 4+1}{E^{3}}-\frac{\delta^{3} / 8+3 \delta / 2}{E^{4}}
$$

Similarly expanding equation (3.5) re get

$$
\begin{equation*}
F_{B}=-\frac{1}{E}+\frac{\delta / 2}{E^{2}}-\frac{\delta^{2} / 4+1}{E^{3}}+\frac{\delta^{3} / 8+3 \delta / 2}{E^{4}} \tag{3,19}
\end{equation*}
$$

Substituting equations (3.11) and (3.12) into equation (3.3) we have

$$
\begin{equation*}
\bar{F}=-\frac{1}{E}+\frac{(i-2 c) \delta / 2}{E^{2}}-\frac{\delta^{2} / 4+1}{E^{3}}+\frac{(i-2 c)\left(\delta^{3} / \delta+3 \delta / 2\right)}{E^{4}} \tag{3.y}
\end{equation*}
$$

Using this expression of $\overline{\mathrm{F}}$ in equation (3.1) we get

$$
\begin{align*}
\langle G\rangle= & \left.-\frac{1}{E}+\frac{(1-2 c) \delta / 2}{E^{2}}-\frac{\delta^{2} / 4+1}{E^{3}}+\frac{(1-2 c)\left(3 / 2 \delta+\delta^{3} / \delta\right)}{E^{4}}\right] \\
& =\frac{1}{E^{5}}\left[\frac{\delta^{4}}{16}+\delta^{2}+(1-2 c)^{2} \frac{\delta^{2}}{2}+2\right]  \tag{3.15}\\
& +\frac{1}{E^{6}}\left[(1-2 c) \frac{\delta^{5}}{32}+(1-2 c) \frac{5}{4} \delta^{3}+5(1-2 c) \delta\right]
\end{align*}
$$

which gives

$$
\begin{align*}
& \mu_{0}=1 \\
& \mu_{1}=-(1-2 c) \frac{\delta}{2} \\
& \mu_{2}=\frac{\delta^{2}}{4}+1 \\
& \mu_{3}=-(1-2 c)\left(\frac{3}{2} \delta+\frac{\delta^{3}}{8}\right)  \tag{3.16}\\
& \mu_{4}=\left(\frac{\delta^{4}}{16}+\delta^{2}+(1-2 c)^{2} \frac{\delta^{2}}{2}+2\right) \\
& \mu_{5}=-\left[(1-2 c) \frac{\delta^{5}}{32}+(1-2 c) \frac{\delta}{4} \delta^{3}+(1-2 c) 5 \delta\right]
\end{align*}
$$

Comparing these moments with those given in equation (3.30) of Velicky et ol (1968), we see that they are the same as the exact results and those of the CPA.

Numerically as a check on the arithक्षmatic we calculated the density of states moments. by the defination

$$
\begin{equation*}
\mu_{p}=\int d E E^{p} n(E) \tag{3.17}
\end{equation*}
$$

where the numerical value of $n(E)$ is the, same as given by equation (3.6). Fie find that these computed results for $\mu_{p}$ (given in Table 3.1) agree very well with those evaluated from the mathematical Pormula of equation (3.16). This proves that our single site theory is of comparable accuracy to CPA as far as the moments of the detsity of states are concerned.

Having thuscestablished the accuracy of the single site theory for a simple Hamiltonian, we will opply it to the complicated transition metal Hamiltonian in the next section.

### 3.3 TRANSITION METAL ALLOY

(i) Plan of calculations

The density of states function for transition metals is characterised by a narrow and high d electron density of states superimposed on a broad low sp density of states. Three ingredients are used to calculate density of states of transition metal alloy. These are:
(a) The density of states of the two pure conponents.
(b) The modification of Lloyd's formula discassed in chapter 2 ,
which gives us the density of states of a transition metal i: of the diagonal elements of an inverse matrix.
(c) The single site theory of section 3.2 , which enables us to calculate the diagonal elements of the inverse matrix in an ailoj approxi mation.
 while the details of the second and third ingredients are discussed below.

We restate the Lloyds modified formula here as;

$$
\begin{equation*}
n(E)=n_{0}(E)+\frac{I_{m}}{\pi} \operatorname{Tr}\left\{D\left[t_{2}^{-i}+G_{L L^{\prime}}^{+}\right]^{-1}\right\} \tag{3.29}
\end{equation*}
$$

where

$$
\begin{align*}
n_{0}(E)= & \frac{1}{\pi}\left[\alpha_{0} k+3 \alpha_{1} k\right]  \tag{0,6i}\\
D & =t_{2}^{-1} \alpha_{l} t_{2}^{-1}-2 \beta_{l} t_{2}^{-1}-\frac{d}{d E} t_{2}^{-1}  \tag{3.20}\\
\alpha_{l}= & \frac{1}{2} x^{3}\left[j_{l}^{2}(x k)-j_{l-1}(x k) j_{l+1}(x k)\right]  \tag{3.2i}\\
\beta_{l}= & \frac{1}{2} x^{3} k\left[j_{l-1}(x k) n_{l-1}(x k)-\frac{l_{+1}}{x k} j_{l}(x k) n_{l-1}(x k)\right. \\
& \left.+j_{l}(x k) n_{l}(x k)-\frac{l}{x k} j_{l-1}(x k) n_{l}(x k)\right]  \tag{3.2i2}\\
& -i_{k} \alpha_{l}
\end{align*}
$$

$$
\begin{align*}
t_{2}^{-1} & =k \cot \eta_{2}-i k \\
& =t_{0}^{-1}-i k \\
k & =\sqrt{E}  \tag{3.23}\\
\tan \eta_{2} & =W(E) /\left(E_{d}-E\right)
\end{align*}
$$

In these equations $\mathrm{G}_{\mathrm{LL}^{4}}^{+}$is the coefficient in an expansion of the free electron Green function, which is discussed later; $X$ is the radius of the sphere of the same volume as the unit cell; $\mathrm{E}_{\mathrm{d}}$ is the position of the $d$ resonance; $f_{l}$ and $n_{1}$ are the spherical Bessel function and Neman function respectively; $\eta_{2}$ is the phase shift for the d electron orbitals, ide $1=2$. The phase shift can be accurately represented over the entire width of the $d$ band if the energy dependence of $W(E)$ is approximated in the following form (pettifor, 1909)

$$
\begin{align*}
W(E) & =\frac{w}{2} k \dot{j}_{2}^{2}\left(k r_{i}\right) / k_{d} j_{2}^{2}\left(k_{d} r_{i}\right)  \tag{3.24}\\
k_{d} & =\sqrt{E_{d}} \tag{3;25}
\end{align*}
$$

where $\mathcal{F}_{\mathcal{L}}$ is the radius of the inscribed sphere; $\omega$ is the width of the $d$ resonance at $E=E_{d}$ and is fully discussed by Hubbard (1969).
substitutional alloy $A B$. The fractional concentration of the two constituents are $c$ and (1-c) respectively, and their distribution throughout the lattice is assumed to be random. For this alloy the density of states equation (3.6) in a singie site approximation discussed in section 3.2 can be fritten as:

$$
\begin{align*}
n(E)= & n_{0}(E)+\frac{I_{m}}{\pi} \operatorname{Tr}\left\{C D_{A}\left[\hat{t}_{2}^{-1}+C_{2 m 2 m^{\prime}}^{+}+\bar{F}_{2 m 2 m^{\prime}}\right]^{-1}\right. \\
& \left.+(1-C) D_{6}\left[E_{2}^{B-i}+G_{2 m 2 m^{\prime}}^{+}+\bar{F}_{2 m 2 m^{\prime}}\right]^{-1}\right] \tag{3.26}
\end{align*}
$$

where

$$
\begin{align*}
& D_{A}=t_{2}^{-1} \alpha_{l} t_{2}^{A^{-1}}-2 \beta_{l} t_{2}^{-1}-\frac{d}{d E} t_{2}^{A}-1 \\
& D_{B}={ }^{B_{2}^{-1}} \alpha_{2}^{B_{l}} t_{2}^{-1}-2 \beta_{l}^{B_{2}^{-1}}-\frac{d}{d E} t_{2}^{-1} \tag{3.27}
\end{align*}
$$

$\bar{F}$ is the termination to the continued fraction in a single site approximation i.e

$$
\begin{equation*}
\bar{F}_{2 m 2 m^{\prime}}=C F_{2 m 2 m}^{A}+(1-C) F_{2 m 2 m^{\prime}}^{B} \tag{3.28}
\end{equation*}
$$

where $F_{2 m m^{m}}^{A}$ and $F_{2 m m_{m}^{\prime}}^{B}$ are the terminators to the continued fraction corresponding to pure $A$ and pure $B$ materials respectively, these are evaluated in the next sub-section.
3.3(ii) Band stucture

We know that the shape of the $d$ band electronic spectrum of all the transition metels is the same, therefore we
will calculate the density of states for an arbitrary transition metal and make it to behave as the density of states for $A$ and $B$ materials by shifting the centre of the $d$ band to $E_{d}^{A}$ and $E_{d}^{B}$ respectively. The density of states of $e_{g}$ and $t_{2_{g}}$ symmetry, denoted by $\rho_{e}$ and $\rho_{t}$ respectively in the $d$ band region of a transition metal is calculated using the Model Hamiltonian (Jacobs 1968) derived from the KKR method. The explicit expression used in the calculation is:

$$
D_{m m^{\prime}}(E)=\left(\frac{\pi}{a N}\right)^{3} \sum_{k}\left\{\left[T_{m m^{\prime}}(k)-E f_{m m^{\prime}} \sum_{n}\left[\frac{\left.\Gamma_{m}\left(k_{2}+k_{n}\right)\right|_{m} ^{\prime} \sum_{m}^{*}+k_{n}}{\left|k_{n}+k_{n}\right|^{2}-E}\right]^{-1}\right\}(3: 29)\right.
$$

where

$$
\begin{align*}
& \Gamma_{m}\left(k_{2}+k_{n}\right)=A_{1 H} j_{2}\left(1 k_{i}+k_{n}\left(R_{n}\right) Y_{L}\left(k_{i}+k_{n}\right) f_{i}\left(\left|k_{n}+R_{n}\right|\right)\right. \\
& \begin{aligned}
f_{c}(x) & =1 \quad \text { when } \quad x \leq 4.25 \\
& =1.176(5.1-x) \quad \text { when } 4.25<x \leq 5.1 \\
& =0 \quad \text { when } \quad x>5.1
\end{aligned}
\end{align*}
$$

$\mathrm{K}_{\mathrm{n}}$ is the reciprocal lattice vector and only the following four values are used

$$
\begin{align*}
& k_{0}=\frac{2 \pi}{a}(0,0,0) \\
& k_{1}=\frac{2 \pi}{a}(i, i, i) \\
& k_{2}=\frac{2 \pi}{a}(0, \overline{2}, 0)  \tag{3.32}\\
& k_{3}=\frac{2 \pi}{a}(i, i, 1)
\end{align*}
$$

where a is the lattice constant, $R_{I I}$ and $\Lambda_{H}$ are constants, The integeration in the $k$ space is done in the $1 / 48^{T h}$ of the Brillouin zone. $N$ is the number of points at which the integration is done. The three components of the $k$ vector $k_{x}, k_{y}$ and $k_{z}$ satisfy the following condition:

$$
\begin{equation*}
k_{x} \leqslant k_{y} \leqslant k_{z} \tag{3.33}
\end{equation*}
$$

The values of the parameters, the spherical harmonics and the tight binding $T(k)$, Slater and Koster (1954) matrix elements used in this part of the computer programme are given in Table 3.2. $D_{\text {mán }}$ furns out to be a diagonal matrix with three components equal and the other two equal to each other. The $e_{g}$ and $t_{2 g}$ components of the density of states can now be calculated by taking the imaginary part of the trace over the corresponding equal diagonel matrir clements, These are then made to behave as $\rho_{c}^{A}, \rho_{t}^{A}$ and $\rho_{e}^{B}, \rho_{t}^{B}$ components of the . density of states of the $A$ and $B$ materials by shifting their centres to $E_{d}^{A}$ and $E_{d}^{B}$ respectively.

It is necessary in order to write down expression for $F_{m m}^{n}$, and $F_{m m}^{B}$ of equation(3.28) to define intermediate quantities for pure materials $K_{1}^{A}, K_{2}^{A}$ and $K_{1}^{B}, K_{2}^{B}$ which have their imaginary parts given by the equations:

$$
\begin{align*}
& I_{m} K_{1}^{A}=\frac{\pi}{5 D_{A}} \rho_{e}^{A} \\
& I_{m} K_{2}^{A}=\frac{\pi}{5 D_{A}} \rho_{t}^{A} \tag{3.34}
\end{align*}
$$

[^1]\[

$$
\begin{align*}
& I_{m} k_{1}^{B}=\frac{\pi}{5 D_{B}} \rho_{e}^{B} \\
& I_{m} k_{2}^{B}=\frac{\pi}{5 D_{B}} \rho_{t}^{B} \tag{3.35}
\end{align*}
$$
\]

The real parts of $K_{1}^{A}, K_{2}^{A}$ and $K_{1}^{B}, H_{2}^{B}$ are the Hilbert transforms of the above quantities. These quantities are roughly analogous to the quantities in the denominator of equation (3.1) for the aingle site theory.

As $K_{1}^{A}$ and $K_{2}^{A}, K_{1}^{B}$ and $K_{2}^{B}$ are the two separate groups of
 $F_{m m}^{B}$ of equation (3.28) which are defined in terms of these quantities also fall into two groups $F_{1}^{A}, F_{2}^{A}, F_{1}^{B}$ and $F_{2}^{B}$. The precise equations are:

$$
\begin{align*}
& {\left[\begin{array}{l}
\left.A_{2}^{-1}+G_{2 m 2 m}^{+}+F_{1}^{A}\right]^{-1}=R_{1}^{A} \\
{\left[t_{2}^{-1}+G_{2 m 2 m}^{+}+\frac{F_{2}}{A}\right]^{-1}=K_{2}^{A}}
\end{array}\right\}}  \tag{3.36}\\
& {\left[B_{2}^{-1}+C_{2 m 2 m}^{+}+F_{1}^{B}\right]^{-1}=k_{1}^{B}} \\
& {\left[t_{2}^{-1}+G_{12 m 2 m^{\prime}}^{t}+F_{2}^{B}\right]^{m 1}=R_{2}^{B}} \tag{3.37}
\end{align*}
$$

Therefore

$$
\begin{align*}
& F_{1}^{A}=\left[\left(k_{1}^{A}\right)^{-1}-G_{2 m 2 m^{\prime}}^{t}-E_{2}^{-1}\right]  \tag{3.38}\\
& F_{2}^{A}=\left[\left(k_{2}^{A}\right)^{-1}-G_{2 m 2 m^{\prime}}^{-A_{2}}\right]
\end{align*}
$$

$$
\begin{align*}
& F_{1}^{B}=\left[\left(K_{1}^{B}\right)^{-1}-G_{2 m 2 m}^{+},-E_{2}^{B_{2}^{-1}}\right] \\
& F_{2}^{B}=\left[\left(K_{2}^{B}\right)^{-1}-G_{2 m 2 m^{\prime}}^{+}-t_{2}^{-1}\right] \tag{3.39}
\end{align*}
$$

(As $K_{1}^{A}, K_{2}^{A}, K_{1}^{B}$ and $K_{2}^{B}$ are just numbers, there is no adifficulty in taking their inverse).

After substituting the value of $\overline{\mathrm{F}}$ into the equation (3.26) we see that $G_{2 m 2 m}^{+}$'cancels, therefore in this single site calculations we need, bother about the value of $G_{2 m 2 m i}^{+}$. The trace in equation (3.26) is now over two terms only.

## To do the numerical celculations for the density

 of states we must clearly define the quantities occuring in equation(3.27). $\alpha_{\ell}$ and $\beta_{\ell}$ are the seme as defined by equations (3.22) and (3.23), and the other quantities are defined by the following set of equations:$$
\begin{align*}
A_{t_{2}}^{-1} & =k \cot \eta_{2}^{A}-i k \\
B_{t_{2}}^{-1} & =k \cot \eta_{2}^{B}-i k  \tag{3.40}\\
\tan \eta_{2}^{A} & =c_{A} k j_{2}^{2}\left(k \xi_{i}\right) /\left(E_{d}^{A}-E\right)  \tag{3.41}\\
\tan \eta_{2}^{B} & =C_{B} k j_{2}^{2}\left(k \xi^{\prime}\right) /\left(E_{d}^{B}-E\right) \tag{3.42}
\end{align*}
$$

$$
\begin{equation*}
c_{A}=\frac{w_{A}}{2} \quad 1 \cdot / k_{d}^{A} \dot{j}_{2}^{2}\left(k_{d}^{A} r_{i}\right) \tag{3,2}
\end{equation*}
$$

$$
\begin{equation*}
c_{B}=\frac{20_{B}}{2} 1 \cdot / k_{d}^{B} \dot{j}_{2}^{2}\left(k_{d}^{B} r i\right) \tag{3.2i}
\end{equation*}
$$

$$
\begin{align*}
& k_{d}^{A}=\sqrt{E_{d}^{A}} \\
& k_{d}^{B}=\sqrt{E_{d}^{B}} \tag{3.45}
\end{align*}
$$



$$
\begin{align*}
\frac{d}{d E}{ }^{A} t^{-1}= & -\frac{1}{C_{A} d_{2}^{2}\left(k r_{i}\right)}-\frac{\dot{d}_{1}\left(k \eta_{i}\right)}{\dot{j}_{2}\left(k \eta_{i}\right)} \frac{\lambda_{i}}{k} k \cot \eta_{2}^{A}  \tag{3.46}\\
& +\frac{3}{E} k \cot \eta_{2}^{A}-\frac{i}{2 k}
\end{align*}
$$

$$
\left.\begin{array}{rl}
\frac{d^{B}}{d E} E_{2}^{-1}= & -\frac{1}{C_{B} \dot{j}_{2}^{2}\left(k r_{i}\right)}-\frac{\dot{j}_{1}\left(k r_{i}\right)}{j_{2}\left(k r_{i}\right)} \frac{\lambda_{i}}{k} k \cot \eta_{2}^{B} \\
& +\frac{3}{E} k \cot \eta_{2}^{B}-\frac{i}{2 k}
\end{array}\right]
$$

where $\omega_{A}$ and $\omega_{B}$ are the resonance widths for the $d$ bands of $A$ end type materials respectively. $\mathrm{E}_{\mathrm{d}}^{\mathrm{A}}$ and $\mathrm{E}_{\mathrm{d}}^{\mathrm{B}}$ are the centres of the two $d$ bands. $\mathcal{i}$ is the radius of the Wigner sietz sphere. The values of the parameters used in the calculations are given in Table 3.3.
3.3(iii) Conclusion

Our strategy has been to use the density of states of the pure materials (obtained by a different method) to calculate
 the direct calculations of ${\underset{m m}{\prime}}_{A}^{\prime}$ and $F_{m m}^{B}$ by the continued fraction method, a much more difficult proceedure.

The numerical results are presented and discassed in the next section.

### 3.4 DISCUSSION AND CONCLUSION

Figare (3.2) gives $: \rho_{e}$ and $\rho_{t}$, the $e_{g}$ and $t_{2 g}$ components of the density of states of an arbitrary transition metal calculated from the interpolation scheme of the Model Hamiltonian. The total density of states is then obtained by adding to the $s$ density of states an appropriately veightalcombination of the tro components $\rho_{e}$ and $\rho_{t}$. These components of the density of states of the transition metal are used as data in all subsiquent calculations.

Figure (3.3) gives the density of states of the tro components of the alloy in the pure limit. The d component having the same shape but different band centres. The area under the curve for E less than 8 is aroughly equal to the number of delectrons and the s electrons.

[^2]of a high densityriof states around its d band centre at the oxmanse of the density of states at the upper edge of the $d$ band of tise host metal. The total area upto Em. 8 for the curves of each concentration remains the same as before.

Figure (3.5) gives the results for $c=.4$ and $c=6$, and we see that with the increase of the concentrabion the minority band grows at the expense of the majority band.

Figure (3.6) is the picture of a 50-50 alloy. There are two smooth roughly symmetrical peaks around the centres of the two bands with area under the curve renaining the same.

From the various figures it is clear that the effect of alloying is that the height of the hands remain almost unchanged. and the half width is multiplied by a factor $c$, but the centre of gravity of the bands roughly maintain their position. These are the special features of this type of approximation as compered to CPA, in which the width of the band, however defined and ... height of each sub-band go as $\sqrt{c}$, and the centre of gravity is shifted by amount proportional to (1-c).

The calculations in this single site theory take very little computer time, because there are no self-consistent equations to be solved.

TABLE 3.1
the monents $\mu_{n} \times 10^{n-2}$ For full line curves in figures 3.1 and 3.13 and those calculated frou fquatuion(3.16)

| n | $\mu_{n} \times 10^{n-2}$ |  |
| :---: | :---: | :---: |
|  | Numerical | ANALYTIC |
| 0 | 99.8986 | 10.0000 |
| 1 | -99.7512 | -100.0000 |
| 2 | 2498.4631 | 2501.0000 |
| 3 | -2496.7733 | -2503.0000 |
| 4 | 62538.1249 | 62601.0200 |
| 5 | -62593.2612 | -62750.1000 |


| $n$ | $c=.2$ |  |
| :---: | :---: | :---: |
|  | NUHERICAL | ANALYTIC |
| 0 | 99.8125 | 10.0000 |
| 1 | -299.1139 | -300.0000 |
| 2 | 2496.3129 | 2501.0000 |
| 3 | -7486.7841 | -7509.0000 |
| 4 | 62500.1002 | 62609.0200 |
| 5 | -187689.7650 | -188230.3000 |

REAL SPHERICAL HARMONICS

$$
\begin{gathered}
y_{1}=\sqrt{15 / 4 \pi} \mathrm{xy} / \mathrm{r}^{2} \\
- \\
y_{2}=\sqrt{15 / 4 \pi} \mathrm{yz} / \mathrm{r}^{2} \\
y_{3}=\sqrt{15 / 4 \pi} \mathrm{zx} / \mathrm{r}^{2}
\end{gathered}
$$

$$
\hat{N} / 4=\sqrt{15 / 4 \pi}\left(x^{2}-y^{2}\right) / 2 r^{2}
$$

$$
\gamma_{5}=\sqrt{15 / 4 \pi} \cdot\left(3 z^{2}-r^{2}\right) / 2 r^{2}
$$

## TABLE 3.2 CONTINUED

## the rigit binding matrix eligments

$$
\begin{aligned}
& T_{x y} x y=E_{d}+3 d d \sigma \cos x \cos y+2 d d \pi(\cos x+\cos y) \cos z+d d \delta(\cos x \cos y+ \\
& 2 \cos x \cos z+2 \cos y \cos z) \\
& T_{x y, y z}=2(-d d \pi+d d \delta) \sin z \sin x \\
& \mathrm{~T}_{\mathrm{xy}, \mathrm{zx}}=2(-\mathrm{dd} \pi+\mathrm{dd} \delta) \text { siny } \sin z \\
& \mathrm{~T}_{\mathrm{xy}, \mathrm{x}^{2}-\mathrm{y}^{2}}=0 \\
& T_{x y, 3 z^{2}-r^{2}=\sqrt{3}(d d \theta-d d \delta) \sin x \sin y} \\
& T_{y z, y z}=E_{d}+3 d d \sigma \cos y \cos z+2 d d \pi(\cos y+\cos z) \cos x \\
& +d d s\left(\cos y \cos _{z}+2 \cos x \cos y+2 \cos z \cos x\right) \\
& T_{y z, z x}=2(-d d x+d d \delta) \operatorname{sinx} \cdot \sin y \\
& T_{y z, x^{2}-y^{2}}=\frac{3}{2}(d d \sigma-d d S) \operatorname{siny} \sin z \\
& T_{y z, 3 z}{ }^{2}-r^{2}=\frac{\sqrt{3}}{2}(-d d \sigma+d d \delta) \text { siny sinz } \\
& T_{z x, z x}=E_{d}+3 d d \sigma \cos z \cos x+2 d d \pi(\cos z+\cos x) \cos y \\
& +d d \delta(\cos z \cos \Sigma+2 \cos y \cos z+2 \cos x \cos y)
\end{aligned}
$$

## TABLE 3.2 CONTINUED

$$
x=\frac{\bar{A}}{N} k_{\Sigma} \quad, \quad y=\frac{\pi}{N} k_{y} \quad, \quad z=\frac{\pi}{N} k_{z}
$$

$$
\mathrm{E}_{\mathrm{d}}=.5 \mathrm{Ryd}
$$

$$
A_{H}=.8826 \mathrm{Ryd}
$$

$$
\mathrm{R}_{\mathrm{H}}=3.592 \quad a_{B}
$$

$$
\mathrm{dd} \sigma=-0.0296 \mathrm{Ryd}
$$

$$
\mathrm{dd} x=0.0147 \mathrm{Ryd}
$$

$$
\mathrm{dd} \delta=-0.0024 \mathrm{Ryd}
$$

$$
a=6.8088 a_{B}
$$

$$
\begin{aligned}
& T_{z x, x^{2}-y^{2}}=-\frac{3}{2}(d d x-d d 8) \sin x \sin z \\
& T_{z x}, 3 z^{2}-r^{2}=\frac{\sqrt{3}}{2}(-d d \sigma+d d \delta)_{\sin x} \sin z \\
& { }^{T} x^{2}-y^{2}, x^{2}-y^{2}=E_{d}+4 d d \pi \cos x \cos y \\
& +\left(\frac{9}{4} d d t+d d x+\frac{9}{4} d d \delta\right)(\cos x \cos z+\cos y \cos z) \\
& T x^{2}-y^{2} ; 3 z^{2}-r^{2}=\sqrt{\frac{3}{4}}(\operatorname{dd} \sigma-4 d d \pi+3 d d \delta)(\cos x \cos z-\cos y \cos z) \\
& T_{3 z}{ }^{2}-\frac{2}{2}, 3 z^{2}-r^{2}=E_{d}+\frac{1}{4} d d \theta(4 \cos x \cos y+\cos x \cos z+\cos y \cos z) \\
& +3 \mathrm{~d} d x(\cos x \cos z+\cos y \cos z) \\
& +3 \mathrm{dd} \delta(4 \cos x \cos y+\cos x \cos z+\cos y \cos z)
\end{aligned}
$$

## TABLE 3.3

$$
\begin{aligned}
& E_{d}^{A}=.4 \mathrm{Ryd} \\
& \mathrm{E}_{\mathrm{d}}^{\mathrm{B}}=.6 \mathrm{Ryd} \\
& \mathrm{a}=0.8088 \\
& \mathbf{r}_{\mathbf{i}}=.620 \times .629 \mathrm{a} \quad \mathrm{a}_{\mathrm{B}} \\
& W_{A}=.0338 \mathrm{ryd} \\
& W_{B}=.0402 \mathrm{ryd}
\end{aligned}
$$

FIGURE 3.1


The density of states for semi-elliptical band alloy. The full line curve is for single site theory and the dotted line for CPA.


The density of states for semi-elliptival band alloy. The full line curve is for single site theory and the dotted line for CPA.


The density of states for $c=.4$. The dotted line curve is for multiple site and the full line curve is for single site theory.


The density of states for alloy for ca.2. The dotted line curve is for cluster theory and full line curve is for single site theory.

## FIGURE 3.2



Plot of $E$ and $T$ component of the $d$ band density of states of transition metal.


The densities of states of transition metals with $E_{d}=.4$ and . 6 . The srea under the dotted line curve is 5.85 and that under the full line curve is 5.66.

## FIGURE 3.4



The densities of states of transition metal alloys in single site theory. The area under the dotted line curve is 5.80 and that under the full line curve is 5.68.


Plot of the densities of states of transition metal alloys. The area under the dotted line curve is 5.76 and that under the full line curve is 5.72.


Plot of the density of states of 50-50 transition metal alloy in single site theory. The area under the curve is 5.74.

## CILAPTER 4

## CLUSTER THEORY FOR d-BAND ALLOYS

### 4.1 INTRODJCTION

In this chapter we will apply the continued fraction method to calculating the density of states of transition metal alloys in a multiple site theory. As a simplification in the calculation we will deal with the d electrons only in this chapter. The sp electrons and their hybridizing effect with the d electrons is dealt with in the next chapter. The transition metals we deal with here and in the next chapter have facemcentred cubic structure, but this nethod can in principle be applied to the body-centred cubic and hexagonal materials also.

There are many advantages of the continued fraction technique but three of them are clear, The first is that it is not necessary to solve repeatedly sets of transcendental equations where as it is necessary in self-consistent theories. Therefore we need less computer time. The second is that there are no difficulties in conection with the analyticity of the density of states as shown by Nickel and Butler (1973). The final advantage is that the Liftshitz condition (Lifshitz 1964) on the density
of states (that the density of states is nonzero at any energy at $\quad$ which the pure componentsin the alloy has a nonzero density of states) can be satisfied.

The cluster theory method calculates the density of states for all possible configurations of a central cluster of atoms (the atoms outside the cluster are treated in an average approximation) and then an average density of states is calculated by adding together the density of states for each configuration multiplied by the multiplicity of the configuration (which is calculated using symmetry arguments) and a suitable probability weighting.

In the next section we discuss the formulation of the i density of states equation for the $d$ electrons of the transition metal alloys. In section 4.3 we present the numerical results and conclude this chapter.

### 4.2 THE d ELECTRON DENSITY OF STATES.

The disordered Hamiltonian which we are using is given
by

$$
\begin{equation*}
H=H_{1}+H_{2} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
& H_{1}=\sum_{i \pm j} A^{i j} c_{i m}^{+} C_{j m}^{\prime} \\
& H_{2}=\sum_{\substack{i \\
m}} d_{0} c_{i m} C_{i m} \tag{4.2}
\end{align*}
$$

where $C_{i m}^{+}$and $C_{i_{m}}$ are respectively creation and annihalition operators
for the electrons on site $i$ with angular momentum $m \cdot d_{0}^{A, B}$ is equal to $E_{A}$ or $E_{B}$ depending on whether the central site is occupied by an A type or a $B$ type atom in the particular configuration being considered. $A_{m m}^{i} j$, are the elements of the hopping matrices for the electrons with angular momentum $m$ and $m^{\prime}$ between the sites $i$ and $j$. These are infact the Slater and Koster (1954) two centre energy integrals and are given in terms of direction cosines in Table 4.1. The central atom and its twelve nearest neighbours in a face-centred cubic structure are pictorially represented by figure 4.1. The Values of the direction cosines for the twelve sites as labelled in figure 4.1 are given in Table 4.2.

The problem we are dealing with here is considerably more difficult than the problem of single band cluster theory. csisequently in order to get tractable result it is necessary to make severer approximations. Nevertheless our result is the first cluster calculation on degenerate $d$ band alloys to prove feasible. The guiding principles in making these approximations are:
(i) That our results should reduce for the pure materials to those of Haydock et al (1975) o:
(ii) That the diagonal matrix elements on the central atom and its twelve nearest neighbours should be treated as nearly exactly as possible.
(iii) That the Lifshitz condition should be satisfied.
to those used in Jacobs (1974, Cubiotti et al 1975) for a single band cluster theory. However it is necessary almost immediately to meke an additional approximation due to the degeneracy of the d band. He begin by writing down our basis functions. There are fivc Wannier functions of different angular momentum on each atom. Consequently the initial basis function $|0\rangle$ on the central atom in the single band theory is replaced by five basis functions $|0\rangle \mathrm{m}$ in the $d$ band theory distinguished by different values of the inder $m$. The same is true for all additional basis functions generated from the set $\left\{|0\rangle_{m}\right\}$ by repeated operation of the terms $H_{1}$ and $H_{2}$ of the Hamiltonian. The basis set we use is then as follows:
\{ All further kets are treated in a crude approximation analogous to that applied to the higher kets $|3,0\rangle$ and $|2,1\rangle$ in Jacobs (1974), Cubiotti et al (1975) $\}$.

In this set of basis functions each ket is orthogonalised to the previous kets and each ket is normalized by the factor $N$ to unity. The notation $|i, j\rangle$ for the elements of the basis set (4.3)
serves to indicate that the element $|i, j\rangle$ is constructed from the set $|0\rangle$ by $i$ operations of $H_{1}$ and $j$ of $H_{2}$. (This notation is ambiguous beyond a certain level. The ambiguity of notation will not affect us here, because we make our approximations before that level).

In basis set (4.3) the normalizing factors are calculated as follows:

$$
\begin{align*}
& 1=\langle\varnothing, 0 \mid 1,0\rangle_{m}=\left(N_{10}^{m}\right)^{2} \sum_{i=n n} A_{m_{m}^{\prime}}^{0 i} A_{m^{\prime}}^{i o} \\
& \text { or }\left(N_{10}^{m}\right)^{-2}=\sum_{i=n n} A_{m^{\prime}} A_{m m^{\prime}}^{i} A_{m^{\prime} m}^{i o} \tag{4.5}
\end{align*}
$$

$$
\begin{align*}
& \text { or }\left(N_{20}^{m}\right)^{1-2}=\sum_{\substack{i, k=n n \\
m^{\prime} m_{1}}} \sum_{j=2+3 m n} A_{m_{2}} A_{m^{\prime}}^{i} A_{m^{\prime} m_{1}}^{i j} A_{m_{1} m_{2}}^{j k} A_{m_{2} m}^{k 0}  \tag{4.6}\\
& N_{20}^{m}=N_{10}^{m}\left(N_{20}^{m}\right)^{\prime} \tag{4.7}
\end{align*}
$$

The vets $|0\rangle_{m},|1,0\rangle_{m}$ and $|2,0\rangle_{m}$ are easy to handle. The get $|1,1\rangle_{m}$, however is difficult to handle because it depends on all configurations of $A$ and $B$ atoms on the twelve sites of the nearest neighbour shell. We include the effects of this set by reasoning by analogy with the single band theory of Jacobs (1974) and Cubiotti et al (1975). In this theory the part of the continued fraction which depends on the ket $|1,1\rangle$, ignoring the broadening terms, may be written as follows:
$\frac{1}{\langle 1,0| H|1,0\rangle-E-\frac{\left.1\langle 10| H|11\rangle\right|^{2}}{\langle 11| H|11\rangle-E}}=$ $\qquad$ $\frac{3-Z}{6} \delta-E-\frac{(6-2) Z \delta^{2} / 36}{\frac{-(3-Z) \delta}{6}-E}$

$$
\begin{aligned}
=6- & (3-2) \delta_{/ 6}-E \\
& \left(-\frac{\delta}{2}+E\right)\left(\frac{\delta}{2}+E\right)
\end{aligned}
$$

$=\frac{6-z}{\frac{\delta}{2}-E}+\frac{Z}{-\frac{\delta}{2}-E}$
\{where equation (4.8) follows from equations (7), (8) and (15) of Jacobs (1974), $Z$ is the number of atoms of type $B$ in the nearest neighbour shell (ie $Z$ ranges from 0 to 6) \}.
In this expression we see that the get $|1,1\rangle$ has a vital role in ensuring that the band structure has no singularities in the region between the bands centred at $-\frac{\delta}{2}$ and $\frac{\delta}{2}$, which would otherwise be implied by the denominator of

$$
\begin{equation*}
\frac{1}{\langle | 0|H| 10\rangle-E}=\frac{6}{\frac{3-2}{6} \delta-E} \tag{4.9}
\end{equation*}
$$

In our degenerate $d$ band case $E_{A}$ takes the place of $+\frac{\delta}{2}$ and $E_{B}$ that of $-\frac{\delta}{2}$., and the numerators and denominators are respectively adjusted by terms proportional to $\omega^{2}$ and w (where $W$ is half the bandridth) so that the result is as good as possible in the limits $Z=0$ or 6 . The procedure is carried out in more detail below:

The secular equation for basis set (4.3) is given by:


Now folding all the matrix elements of the matrix (4.10) into the first and using the above reasoning by analogy with the $s$ band an multiple site theory we get

$$
\begin{align*}
& G_{m m}=\left[\left(d_{0}^{A, 8}-E\right) \delta_{m m}-\sum_{i=n \cap A} A_{m m^{\prime \prime}}^{O i} G_{m m,}^{A} A_{m, n}^{i O}\right. \\
& \left.-\sum_{\substack{i=n n B \\
m^{\prime \prime} m_{1}}} A^{o_{i}} C_{m^{\prime \prime}}^{B_{m}^{\prime \prime}} A_{m m^{\prime \prime}}^{m^{\prime \prime}}\right]^{-1} \tag{4.11}
\end{align*}
$$

where

$$
\begin{equation*}
d_{0}^{A, B}=x E_{A}+(1-x) E_{B} \tag{4.12}
\end{equation*}
$$

where $X$ is the number of atoms of type $A$ on the central site $(X=0$ or 1). $E_{A}$ and $E_{B}$ are the centres of the bands for $A$ and $B$ type materials respectively. The summation $\sum_{i=n n A}$ means sum over the nearest neighbour sites which are occupied by atoms of type A only, similarly $\sum_{i=n} B$ means sum over the nearest neighbour sites occupied by $B$ atoms. $G_{m}{ }^{\prime \prime} m_{1}$ and $G_{m}^{B} m_{m}$ are defined by the following equations:

$$
\begin{align*}
& G_{m}^{\prime \prime}=\left[\left\{A 3_{m}^{\prime \prime}+E_{A}-E-A 4_{m^{\prime \prime}} \bar{F}_{m_{1}} \bar{F}_{1} A 4_{m, m^{\prime \prime}}\right\} \delta_{m^{\prime \prime}}\right]_{1}^{-1} \tag{4.13}
\end{align*}
$$

where

$$
\begin{align*}
& \left.\bar{F}_{m n}(E)=C F D(L) E_{A}-E\right)+(1-C) F D\left(L, E_{B}-E\right)  \tag{4.17}\\
& F D(L, E)=[a(L, 3)-E-b(L, 3) F D(3, E)]^{-1} \tag{4.18}
\end{align*}
$$

where $c$ is the concentration of the $A$ atoms and $a(L, 3)$ and $b(L, 3)$ are the Haydock's coefficients*, L refering to the symmetry of the $d$ bands ; L equal to 1 means that the coefficients are for degenerate set $\{x y, y z, z x\}$ and $L$ equal to 2 means the coefficients are for $\left\{x^{2}-y^{2}, 3 z^{2}-r^{2}\right\}$ orbitals. $F(B, E)$ is defined iteratively in terms of Haydock's coefficients $a(L, N)$ and $b(L, N)$ (given in Table 4.3) in the following way:

He are grateful to Roger Haydock for sending us the numerical values of the coefficients used in his continued fraction technique.

$$
\begin{align*}
& F(N, E)=[a(L, N+1)-E-b(L, N+1) F(N+1, E)]^{-1}  \tag{4.19}\\
& F(15, E)=\frac{\left(E+a_{\infty}\right) \pm \sqrt{E^{2}}-4 b_{\infty}}{2 b_{\infty}} \tag{4.20}
\end{align*}
$$

where $F(4, E)$ is the termination to the continued fraction at the fifteenth level. $b_{\infty}^{2}$ is related to half bandridth of the $d$ bands, $a_{00}$ and $b_{\infty}$ are given in Table 4.3. The sign in equation (4.20) is selected so as to have the correct analytic behaviour. Because of the 3-fold and 2-.fold degeneracy of the Haydock's coefficients, the elements of the diagonal matrix $\bar{F}_{m_{1} m_{1}}$ also shov the same behaviour.

After computing $A^{3}{ }_{m}{ }^{\prime \prime} m_{1}$ and $A 4_{m m_{1}}$ wesee that these are also diagonal matrices with three fold and two fold degenerate elements on each main diagonal. This means that $G_{m^{\prime \prime} m}^{A}$ and $G_{m^{\prime \prime} m}^{\mathcal{S}}$ given by equations (4.13) and (4.14) are diagonal matrices with the sade property. He can use these facts to simplify the last two terms in equation (4.11). If $G^{\prime A}$ and $G^{\prime B}$ are elements from the triply degenerate set and $G^{2 A}$ and $G^{2 B}$ are the elements from the doubly degenerate set of $G_{m^{\prime \prime} m_{1}}^{A}$ and $G_{m^{\prime \prime} m_{1}}^{B}$ respectively then

$$
\begin{align*}
G_{m m^{\prime}}= & {\left[\left(d_{0}^{A, B}-E\right) \delta_{m m^{\prime}}-\left\{G^{1 A} \sum_{i=n n A} A_{m m^{\prime \prime}}^{0 i} A_{m m^{\prime \prime}}^{i 0}+G^{2 A} \sum_{i=n n} A_{m m^{\prime \prime}}^{0 i} A_{m} A^{\prime \prime} m^{\prime}\right.\right.} \\
& \left.\left.+G^{1 B} \sum_{\substack{i=n n B^{m m^{\prime \prime}} \\
m m^{\prime \prime}}} A^{i 0} A^{i O}+G^{2 B} \sum_{i=n n B} A_{m m^{\prime \prime}}^{0 i} A_{m}^{i 0} m^{\prime \prime} \prime\right\}\right]^{-1} \tag{4.21}
\end{align*}
$$

The only difficult task in the above equation is to evaluate the
 be very easily calculated on the computer for different
configurations of A atoms on the nearest neighbour sites, then the second sam can be evaluated from the relation

$$
\begin{equation*}
\sum_{i=n n} A_{m m^{\prime \prime}}^{0 i} A_{m^{\prime \prime} m^{\prime \prime}}^{i 0}=\sum_{i=n n A: m m^{\prime \prime}} A_{m^{\prime \prime}}^{0 i} A_{m^{\prime \prime} m^{\prime}}^{i o}+\sum_{i=n n B^{\prime \prime}} A_{m m^{\prime \prime}}^{0 i} A_{m^{\prime \prime} m^{\prime}}^{i o} \tag{4.22}
\end{equation*}
$$

as we have already calculated the sum on the right hand side $\{$ equations (4.15) and (4.16) :\}.

Thus if $n$ is the number of configurations of the $A$ atoms in the nearset neighbour shell, $H_{n}$ is the multiplicity of the particular configuration $n$ (both of which are estimated by symmetry arguments), and $y$ is the number of $A$ atoms in the nearest neighbour shell then the average Green function is given by

$$
\begin{equation*}
\langle 0| G|0\rangle_{m}=\sum_{x=0}^{1} \sum_{n=1}^{66}\left[G_{m m^{\prime}}^{x, n}\right] M_{n} c^{x+y}(1-c)^{13-x-y} \tag{4.23}
\end{equation*}
$$

Hence the dand density of states for transition metal alloys is given by

$$
\begin{equation*}
n(E)=\frac{I_{m}}{\pi} \operatorname{Tr}_{r}\langle 0| G|O\rangle_{m}, \tag{4.24}
\end{equation*}
$$

### 4.3 DISCUSSION OF NUMERICAL RESULTS AND CONCLUSION.

The calculations in section 4.2 are done for arbitrary transition metal alloys with $E_{A}=.2$ ryd and $E_{B}=.5$ ryd. The band width for both $A$ and $B$ materials is .2 rydbergs. In figure 4.2 We give the results for the $d$ band density of states of pure $A$ type transition metal around $E_{A}=.2$ ryd. An exactly similar curve
is obtained for the $B$ type material around $E_{B}=.5$ ryd, which we shall not present here. We see that our method has reproduced the Haydock curve (1975), which contains much structure. This is because of the use of the Haydock's coefficient (private commiunication) in the termination of our continued fraction. This curre has a close comparision with the result of the histogram method of Pettifor (1972) and the results of the interpolation method of Gilat and Raubenheimer (1966). In figure 4.3 we give the results for $c=.8$ and $c=.6$ and in figure 4.4 for $c=.4$ and $c=.2$ for a band around $E_{A}=.2$ ryd. The curve for $c=.8$ shows that with the addition of a small amount of impurity, the structure at the edges of the band has disappeared, while the peaks towards the centre of the band have crudely spealcing retained their positions and their heights. As the value of $c$ is decreased further, we see that the peak at the centre of the band remaines, with humped shoulders (having a small amount of structure in them) on either side. The band has narrowed also. This narrowing of band goes as $\sqrt{c}$ at its edges. In the curre for $c=.2$ we see that there is a pair consisting of a sharp peak and a small peak a little shifted from the centre of the band, surrounded by symmetrical pairs of broad peaks. The pair of peaks in the centre can be understood as arising from isolated A atoms, the splitting of the peak being due to thelsplitting of $d^{\prime} E$ 'and ' $w$ ' electrons in the cubic environent. The broader peaks around this central pair are due to an $A$ atom in the centre with one, two, three or more A atons in the nearest neighbour shell. An A atom with a single nearest neighbour of type $A$, for example, will give a typical bondingantibonding density of states $i$.e. peaks at or near $\mathrm{E}_{\mathrm{A}}-\mathrm{t}$ and $\mathrm{E}_{\mathrm{A}}+\mathrm{t}$ (t being the hopping integral) : The central peaksare shifted from
$E_{A}$ due to second order perturbation theory repulsion by the bands near $E_{B}$. The shift is roughly proportional to $(1-c) t /\left(E_{B}-E_{A}\right)$.

In figure 4.5 and figure 4.6 we give the results for a delectron density of states for a complementary band around $E_{B}=.5$ for various concentrations. The results are approximately a mirror reflection of the results of figures (4.3) and (4.4) if we neglect the effects of the assymmetry of the band stwucture of the pure materials.

For the sake of comparision in figure 4.7 we give the $d$ band density of states for $c=.2$ wheh we use a broad square root termination instead of Haydockis spiky termination. It closely resembles the curve for $c=.2$ in figure 4.3 with the structure smoothed. This shows that the density of states for the minorty band obtained by the above method is relatively independent of the termination we use.

TADLE 4-1

ELEMENTS OF THE HOPPING MATRIX

$$
\begin{aligned}
& A_{x y}, x y=31^{2}{ }^{2}(d d \bar{D})+\left(1^{2}+m^{2}-41^{2} m^{2}\right)(d d \lambda)+\left(n^{2}+1^{2}{ }^{2}\right)(d d \delta) \\
& A_{x y, y z}=3 l^{2} n(d d \sigma)+\ln \left(1-4 m^{2}\right)(d d \pi)+\ln \left(m^{2}-1\right)(d d \delta) \\
& A_{x y, z x}=31^{2} \operatorname{mn}(d d z)+\operatorname{mn}\left(1-41^{2}\right)(d d x)+m n\left(1^{2}-1\right)(d d \delta) \\
& A_{x y, x^{2}-y^{2}=\frac{3}{2} \operatorname{lm}\left(1^{2}-m^{2}\right)(d d \sigma)+2 \ln \left(m^{2}-1^{2}\right)(d d \pi)+\frac{1}{2} \ln \left(1^{2}-m^{2}\right)(d d \delta), ~(d)} \\
& A_{x y}, 3 z^{2}-r^{2}=\sqrt{3} 1 m\left[n^{2}-\frac{1}{2}\left(1^{2}+m^{2}\right)\right](d d \sigma)-2 \sqrt{3} 1 m n^{2}(d d x)+\frac{1}{2} \sqrt{3} 1 m\left(1+n^{2}\right)(d d \delta)
\end{aligned}
$$

$$
\begin{aligned}
& A_{z x,} x^{2}-y^{2}=\frac{3}{2} n l\left(1^{2}-m^{2}\right\}(d d \sigma)+n 1\left[1-2\left(1^{2}-m^{2}\right)\right](d d \pi)-n I\left[1-\frac{1}{2}\left(1^{2}-m^{2}\right)(d d \delta)\right. \\
& \left.A^{4} x^{2}-y^{2}, x^{2}-y^{2-m}\right)^{3}\left(1^{2}-m^{2}\right)^{2}(d d \sigma)+\left[1^{2}+m^{2}-\left(1^{2}-m^{2}\right)^{2}\right](d d \pi)+\left[n^{2}+\frac{1}{4}\left(1^{2}-m^{2}\right)^{2}(d d . \delta)\right. \\
& A^{2}{ }^{2}-y^{2}, 3 z^{2}-r^{2}=\frac{1}{2} \sqrt{3}\left(1^{2}-m^{2}\right)\left[n^{2}-\frac{1}{2}\left(1^{2}+m^{2}\right)(d d \sigma)+\sqrt{3 n}{ }^{2}\left(m^{2}-1^{2}\right)(d d \bar{x})\right. \\
& +\frac{1}{3} \sqrt{3}\left(1+n^{2}\right)\left(1^{2}-m^{2}\right)(d d \delta)
\end{aligned}
$$

## TABLE 4. 2

| nn | DIRECTION COSINES |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | m | n |
| 1 | $1 / \sqrt{2}$ | 0 | 1/52 |
| 2 | $-1 / \sqrt{2}$ | 0 | 1/ $\sqrt{2}$ |
| 3 | $-1 / \sqrt{2}$ | 0 | $-1 / \sqrt{2}$ |
| 4 | $1 / \sqrt{2}$ | 0 | $-1 / \sqrt{2}$ |
| 5 | $-1 / \sqrt{2}$ | $-1 / \sqrt{2}$ | 0 |
| 6 | $1 / \sqrt{2}$ | $-1 / \sqrt{2}$ | 0 |
| 7 | $1 / \sqrt{2}$ | $1 / \sqrt{2}$ | 0 |
| 8 | $-1 / \sqrt{2}$ | $1 / \sqrt{2}$ | 0 |
| 9 | 0 | $1 / \sqrt{2}$ | $1 / \sqrt{2}$ |
| 10 | 0 | $-1 / \sqrt{2}$ | 1/ $\sqrt{2}$ |
| 11 | 0 | $-1 / \sqrt{2}$ | $-1 / \sqrt{2}$ |
| 12 | 0 | 1/12 | $-1 / \sqrt{2}$ |

## TABLE 4.3

Haydock's coeffients for 3-fold and 2-fold degenerate d orbitals
$\mathrm{L}=1 \quad\{\mathrm{xy}, \mathrm{yz}, \mathrm{zx}\}$

| N | $a(\mathrm{~L}, \mathrm{~N})$ | $b(\mathrm{~L}, \mathrm{~N})$ |
| :--- | :--- | :--- |
| 3 | $-0.268442 \mathrm{E}-01$ | $0.277508 \mathrm{E}-02$ |
| 4 | $-0.226108 \mathrm{E}-01$ | $0.223218 \mathrm{E}-02$ |
| 5 | $-0.233802 \mathrm{E}-01$ | $0.248629 \mathrm{E}-02$ |
| 6 | $-0.233476 \mathrm{E}-01$ | $0.268609 \mathrm{E}-02$ |
| 7 | $-0.199578 \mathrm{E}-01$ | $0.202228 \mathrm{E}-02$ |
| 8 | $-0.183525 \mathrm{E}-01$ | $0.282562 \mathrm{E}-02$ |
| 9 | $-0.208408 \mathrm{E}-01$ | $0.210848 \mathrm{E}-02$ |
| 10 | $-0.233035 \mathrm{E}-01$ | $0.218709 \mathrm{E}-02$ |
| 11 | $-0.215445 \mathrm{E}-01$ | $0.220476 \mathrm{E}-02$ |
| 12 | $-0.186115 \mathrm{E}-01$ | $0.191775 \mathrm{E}-02$ |
| 13 | $-0.179980 \mathrm{E}-01$ | $0.188479 \mathrm{E}-02$ |
| 14 | $-0.113130 \mathrm{E}-01$ | $0.232730 \mathrm{E}-02$ |
| 15 | $-0.191887 \mathrm{E}-01$ | $0.181939 \mathrm{E}-02$ |

TABLE 4.3 CONTINUED

$$
\mathrm{L}=2 \quad\left\{\mathrm{x}^{2}-\mathrm{J}^{2}, 3 \dot{z}^{2}-\mathrm{r}^{2}\right\}
$$

| N | $\mathrm{a}(\mathrm{L}, \mathrm{N})$ | $\mathrm{b}\left(\mathrm{L}_{2} \mathrm{~N}\right)$ |
| :--- | :--- | :--- |
| 3 | $-0.129238 \mathrm{E}-01$ | $0.198260 \mathrm{E}-02$ |
| 4 | $-0.134164 \mathrm{E}-01$ | $0.188169 \mathrm{E}-02$ |
| 5 | $-0.155777 \mathrm{E}-01$ | $0.200111 \mathrm{E}-02$ |
| 6 | $-0.188541 \mathrm{E}-01$ | $0.221760 \mathrm{E}-02$ |
| 7 | $-0.200979 \mathrm{E}-01$ | $0.209972 \mathrm{E}-02$ |
| 8 | $-0.196472 \mathrm{E}-01$ | $0.172915 \mathrm{E}-02$ |
| 9 | $-0.111317 \mathrm{E}-01$ | $0.215488 \mathrm{E}-02$ |
| 10 | $-0.184626 \mathrm{E}-01$ | $0.170182 \mathrm{E}-02$ |
| 11 | $-0.101740 \mathrm{E}-01$ | $0.188401 \mathrm{E}-02$ |
| 12 | $-0.111907 \mathrm{E}-01$ | $0.166363 \mathrm{E}-02$ |
| 13 | $-0.160846 \mathrm{E}-01$ | $0.179735 \mathrm{E}-02$ |
| 14 | $-0.108216 \mathrm{E}-01$ | $0.186812 \mathrm{E}-02$ |
| 15 | $-0.177737 \mathrm{E}-01$ | $0.173759 \mathrm{E}-02$ |

$$
a_{\infty}=-0.0183 ; b_{\infty}=0.00245
$$
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Plot of the $d$ band density of atates of pure material in cluster theory around $E_{d}=.2$

## FIGURE 4.3



Plot of the d band density of states of transition metal alloy
in cluster theory. The origin of curves for different concentration is shifted upwards.

## FIGURE 4.4



Plot of the $d$ band density of atetesof the component of allof around $E_{d}=.2$. The origin of the curve for $c=.4$ is shifted upwards.

## FIGURE 4.5



Plot of the $d$ bend density of states for $c=.6$ and $c=.8$. The origin of the curves is shifted upwards for different concentrations.

FIGURE 4.6


Density of states of $d$ band transition metal alloy. The
full line curve is for $c=.4$ and the dotted line curve

FIGURE 4.7


Plot of the d band density of states of minority band, when a smooth square root termination to the continued fraction is used.

## CHAPTER 5

## CLUSTER THEORY OF TRANSITION METAL ALLOYS

### 5.1 INTRODUCTION

In chapter 3 we applied the continued fraction method to realistic transition metal alloys in a very simple approximatioty in -ichapter 4 we went a step further and carried out the calculation in cluster theory, but neglected the hybridizing effects. In this chapter we will do the hardest and the final model calculations of the transition metal alloys. Here we consider a more realistic model of transition metals, where the $d$ bands cross and hybridize with the $s$ band; that is to say we toke into account the sp densi仓y of states and the hybridizing effects. In the calculations of this chapter we will use the discussion of chapter 1 (about the KKR ancix), the results of chapter 2 (modification of Lloyds expression) and chapter 4 (calculations of delectron density of states).

In the next section we will show how the KKR secular equation for transition metals can be written when we abandon the Bloch representation and how we can split the result into a tight binding part in site representation hybridizing with an infinite plane wave matrix. The tight binding part will turn out to be the same as calculated in chapter 4. The hybridization part
is calculated in section 5.3. In section 5.4 we will do the fint.l calculation for the density of states of the realistic transition metal alloys. In the last section of this chapter we will present. the numerical resuits.

### 5.2 KER MATRIX

The secular equation for transition metals in bloch representation is given by (Hubbard 1967, Jacobs 1968)

$$
\begin{equation*}
\left|T_{m m^{\prime}}(k)-E \delta_{m m^{\prime}}-\sum_{g} \frac{\Gamma_{m}^{*}(k+g) \Gamma_{m^{\prime}}(k+g)}{|k+g|^{2}-E}\right|=0 \tag{5.1}
\end{equation*}
$$

where $T(K)$ is the $5 \times 5$ tight binding Slater and Koster (1954) matrix in Bloch representation and is given by Table 3.2. $\Gamma_{n=2}^{\alpha}(\underline{k}+\boldsymbol{g})$ and $\Gamma_{m}$ (k+g) are the hybridization matrices. $g$ is a reciprocal lattice vector. ( $k$ is an argument of the matrix elements here and not a matrix index).

According to Heine (1967) the above equation can be unfolded and rewritten as follows:

$$
\left|\begin{array}{ll}
T(k)-E \delta_{m m^{\prime}} & \Gamma_{m}^{*}(\underline{k}+g)  \tag{5.2}\\
\Gamma_{m^{\prime}}(\underline{k}+g) & {\left[|k+g|^{2}-E\right] \varepsilon_{g g^{\prime}}}
\end{array}\right|=0
$$

This is a nine by nine matrix. we have

$$
\left|\begin{array}{cc}
T_{m m^{\prime}}^{i j}-E \delta_{i j} & \Gamma_{i m}(k)  \tag{5.3}\\
\Gamma_{j m}^{*}\left(k^{\prime}\right) & \left(k^{2}-E\right) \delta_{k k^{\prime}}
\end{array}\right|=0
$$

where

$$
\begin{equation*}
\Gamma_{i m}(k)=\frac{1}{\sqrt{N}} \Gamma_{m} \cdot(k+g) e^{i k \cdot k_{i}} \tag{5.4}
\end{equation*}
$$

This is an infinite matrix, because re have abandoned the Bloch theorem the wave vector $k$ can have any value, and is a matrix index.

In equation (5.3) $\mathrm{Tmm}^{i j}$ is the tight binding $d$ matrix betweer the sites $i$ ahd $j$. $\Gamma_{i_{m}}(k)$ and $\Gamma_{j m}^{*}(k)$ are the hybridization matrices between the tight binding $d$ wave functions and the free electron wave functions. ( $\left.K^{2}-E\right) \delta_{k} k^{\prime} \quad$ is the free electron matrix. $N$ is the number of lattice sites.

The matrix given by equation (5.3) can be symbolically represented as

$$
\left[\begin{array}{lll}
D & A & E  \tag{5.5}\\
A^{*} & B & F \\
E^{*} & F^{*} & C
\end{array}\right]
$$

where $D$ is the diagonal delectron $5 \times 5$ matrix at the central site, $A$ is the $5 \times 5(N-1)$ hopping matrix betweea the central site and the
other sites, $B$ is the matrix for the delectrons on the other siters $E$ is the hybridization matrix between the delectrons on the central site and plans wave, $F$ is the hybridization matrix betwecs: the $d$ electrons on the other sites and the plane wave and $c$ is the plane mave matrix. $A^{*}, \mathrm{E}^{*}$, and $\mathrm{F}^{*}$ are the complex congugates of $A, E$ and $F$ respectively.

In matrix (5.4), folding the sub-natrix $B$ into the submatrix

$$
\left[\begin{array}{ll}
\mathbf{D} & \mathbf{E}  \tag{5.6}\\
\mathbf{E}^{*} & \mathbf{C}
\end{array}\right]
$$

ve get

$$
\left[\begin{array}{lll}
D-A B^{-1} A^{*} & & E-A B^{-1} F  \tag{5.7}\\
E^{*}-F^{*} B^{-1} A & & \\
C-F^{*} B^{-1} F
\end{array}\right]
$$

There are two reasons for folding $B$ first rather than $C$. The first is we can separate out the tight binding part from the hybridigntan part. The second reason is we can express the tight binding pers in a form in which it has already been evaluated in chapter 4.

Finally folding everything into the first element of the matrix we get

$$
\begin{equation*}
\left[\left(D-A B^{-1} A^{*}\right)=\left\{\left(E-D B^{-1} F\right)\left(C-F^{*} B^{-1} F\right)\left(E^{*}-F^{*} B^{i} D^{*}\right)\right\}\right] \tag{5.8}
\end{equation*}
$$

where the first term is the tight binding d electron term, while the second term gives the hybridization correction.
of the inverse matrix (i.e one diagonal element of the Green function), hence we can use it to calculate the density of states.

### 5.3 HYBRIDIZATION CORRECTION

The last term of equation (5.8) in curly brackets crives the hybridization correction to the tight binding matrix. To calculate this we will first evaluate the inverse matrix ( $C-\mathrm{F}^{*} \mathrm{~B}^{-1} \mathrm{~F}$ ), where C is the plane wave matrix given by

$$
\begin{equation*}
c=\left(k^{2}-E\right) S_{k} k^{\prime} \tag{5.9}
\end{equation*}
$$

$F$ is the hybridization matrix given by

$$
\begin{align*}
F & =\prod_{i m}(k)=\frac{1}{\sqrt{N}} A_{H} j_{2}\left(k R_{i}\right) Y_{L}(k) f_{c}(k) e^{i k \cdot \frac{1 i}{}}  \tag{5.10}\\
& =\Gamma_{o m}(k) e^{i k \cdot t_{i}} \tag{5.11}
\end{align*}
$$

where $A_{H}$ and $R_{H}$ are Mueller's (1967) hybridization coefficients and $f_{c}(x)$ is the Muellers cut-off factor. $j_{2}$ is the sparical Bessel function and $Y_{L}\left(K_{K}\right)$ is the sperical Harmonics. $B$ is the matrix which correspond to sites other than the central. In céculating theghybridization we make an approximation for $B$, which corresponds to taking average medium outside the central site with a fraction c of atoms of type $A$ and $a$ fraction (1-c) of type B. This a approximation can be justified by the reasoning that d electrons on the central atom hybridize with the freely moving sp electrons, which in turn hybridize with d electrons on sites anywhere else in the lattice. Because there are infinite number of sites available for this second hybridization, the average approximation
is likely to be reasonably accurate. $\mathbf{B}^{-1}$ is approximated by

$$
\begin{equation*}
B^{-1}=\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-\Delta} \tag{5.12}
\end{equation*}
$$

Where $\Delta$ is a small broadening introduced to make the result analytical and is discussed later.

Now the inverse matrix $\left(C-F^{*-4} F^{-1}\right.$ can be evaluated as follows:

$$
\begin{align*}
\left(C-F^{*} B^{-1} F\right) & =\left(k^{2}-E\right) \delta_{k k^{\prime}}-\sum_{i \neq 0} \Gamma_{i m}^{*}(k)\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-\Delta}\right] \Gamma_{i(k)}^{\prime}  \tag{5:13}\\
& =\left(k^{2}-E\right) \delta_{k k^{\prime}}-\sum_{i m} \prod_{i_{m}^{*}}^{*}(k)\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-\Delta}\right] \Gamma_{i m}\left(k^{\prime}\right)  \tag{5.14}\\
& +\sum_{m} \prod_{c_{m}}^{*}(k)\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-A}\right] \Gamma_{0 i m}\left(k^{\prime}\right)
\end{align*}
$$

Approximating the sum over the site index $i$ by an integral in
the above equation we have
$C-F^{*} B^{-1} F=\left(k^{2}-E\right) \delta_{\text {ck er }}-\left[\sum_{m} \frac{1}{\Omega} \int d r_{i}^{3} e^{i\left(k-k^{\prime}\right) \cdot k_{i}^{i}}\right] \Gamma_{0_{m}}^{*}(k) \prod_{O m}\left(k^{\prime}\right) x$

$$
\begin{equation*}
\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-A}\right]+\sum_{m} \prod_{O_{m}}^{*}(k)\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-\Delta}\right] \prod_{O_{m}}\left(k^{\prime}\right) \tag{5.15}
\end{equation*}
$$

where $\Omega$ is the volume of the unit cell. Nov if $N$ is the number of unit cells then

$$
\begin{equation*}
\int d^{3} r_{i} \cdot e^{i\left(\underline{k}-k^{\prime}\right) \cdot r_{i}}=N \Omega \delta_{k k} \tag{5.18}
\end{equation*}
$$

Hence we can write equation (5.15) as

$$
\begin{align*}
C-F^{*} B^{-1} F & =\left[\left(k^{2}-E\right)-\sum_{m} \sqrt{N} \prod_{0 m}^{+*}(k) \sqrt{N} \Gamma_{o m}\left(k^{\prime}\right)\left\{\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-\Delta}\right]\right] \sum_{k \cdot e^{\prime}} \\
& +\sum_{m} \Gamma_{o m}^{*}(k)\left\{\frac{c}{E_{A}-E_{-} \Delta}+\frac{1-c}{E_{B}-E-\Delta}\right\} \Gamma_{o m}^{\prime}\left(k^{\prime}\right) \tag{5.17}
\end{align*}
$$

Let

$$
\begin{align*}
& \Gamma_{0_{m}}^{\prime}(k)=\sqrt{N} \Gamma_{O_{m}}(k) .  \tag{5.18}\\
& f_{m}^{*}(k)=\Gamma_{O_{m}}(k) \sqrt{\frac{C}{E_{A}-E-\Delta}+\frac{1-C}{E_{B}-E-\Delta}} \\
& f_{m}\left(k^{\prime}\right)=\Gamma_{o m}\left(k^{\prime}\right) \sqrt{\frac{c}{E_{A}-E-A}+\frac{1-C}{E_{B}-E-A}}  \tag{5.19}\\
& D(k)=k^{2}-E-\sum_{m} \Gamma_{o m}^{\prime *}(k) \Gamma_{0, n}^{\prime}(k)\left\{\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{-}-E-A}\right\}  \tag{5.20}\\
& f_{m}^{\prime}(k)=\frac{1}{\sqrt{N}} f_{m}^{*}(k) \\
& f_{m}^{\prime}\left(k^{\prime}\right)=\frac{1}{\sqrt{N}} f_{m}\left(x^{\prime}\right) \tag{5.21}
\end{align*}
$$

Then equation (5.17) gives

$$
\begin{equation*}
\left[c-F^{x} B^{-1} F\right]^{-1}=\left[D(k) \delta_{k k^{\prime}}+\sum_{m} f_{m}^{*}(k) f_{m}\left(k^{\prime}\right)\right]^{-1} \tag{5.22}
\end{equation*}
$$

By Taylors expansion.

$$
\begin{align*}
{\left[C-F^{*} B^{-1} F\right]^{-1}=} & D^{-1}(k) \delta_{k k^{\prime}}-D^{-1}(k) \sum_{m} f_{m}^{+}(k) f_{m}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right) \\
& \ddots  \tag{5.23}\\
& +D^{-1}(k) \sum_{m} f_{k^{\prime}}^{*}(k) \sum_{k^{\prime \prime}} f_{m}\left(k^{\prime \prime}\right) D^{-1}\left(k^{\prime \prime}\right) \sum_{m^{\prime}} f_{n}^{*}\left(k^{\prime \prime}\right) f_{m^{\prime}}^{\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right)}
\end{align*}
$$

$$
\begin{gather*}
=D^{-1}(k) S_{k} k^{\prime}-D^{-1}(k) \sum_{m} f_{m}^{*}(k)\left[\delta_{m m^{\prime}}+\sum_{k^{\prime \prime}} f_{m}\left(k^{\prime \prime}\right) D^{-1}\left(k^{\prime \prime}\right) f_{m}^{*} \prime\left(k^{\prime \prime}\right)\right]^{-1} x  \tag{5.24}\\
f_{m^{\prime}}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right) \\
=D^{-1}(k) \delta_{k k^{\prime}}-D^{-1}(k) \sum_{m} f_{m}^{*}(k)\left[\delta_{m m^{\prime}}+\frac{N \Omega}{(2 \pi)^{3}} \int d^{s} k^{\prime \prime} f_{m}\left(k^{\prime \prime}\right) D^{-1}\left(k^{\prime \prime}\right) f_{m^{\prime}}^{*}\left(k^{\prime \prime}\right)\right]^{-1} x \\
f_{m^{\prime}}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right) \tag{5.25}
\end{gather*}
$$

where

$$
\sum_{k} \rightarrow \frac{N_{\Omega}}{(2 \pi)^{3}} \int d^{3} k
$$

The standard result used in equation (5.23) and (5.24) is given in appendix B.If we denote the integral occurring in equation (5.25) by $g_{m m^{\prime}}$ (this integral will be evaluated later in section 5.3 (i) \} then we can rewrite equation (5.25) as

$$
\begin{equation*}
\left[C-F^{*} B^{-1} F\right]^{-1}=D^{-1}(k) \delta_{k k^{\prime}}-D_{m}^{-1}(k) \sum_{m} f_{m}^{+}(k)\left[\delta_{m n^{\prime}}+g_{m m^{\prime}} \delta_{m m}\right]_{m^{\prime}}^{-1} f\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right) \tag{5.26}
\end{equation*}
$$

Returning to the hybridization correction term of equation (5.8), we see that it can be broken up into four terms In the following pages we will calculate each of them separately.
5.3(i) FIRST CORRECTION TERM

The first correction term in equation (5.8) is in proper notation given by

$$
\begin{aligned}
& \sum_{k k^{\prime}} E_{o k}\left[C-F_{k i}^{*} B_{i j}^{-1} F_{j k^{\prime}}\right]_{k k^{\prime}}^{-1} E_{k o}^{*} \\
& =\sum_{k k^{\prime}} \Gamma_{o m}(k)\left[C-F_{k i}^{*} B_{i j}^{-1} F_{j k^{\prime}}\right]_{o m}^{-1} \Gamma_{o m^{\prime}}^{*}\left(k^{\prime}\right) \\
& =\frac{1}{B^{-1}}\left\{\sum _ { k k ^ { \prime } } \left[f _ { m } ( k ) \left\{W^{-1}(k) \delta_{k k^{\prime}}-\sum_{m 1 m^{\prime \prime}} D^{-1}(k) \delta_{k k^{\prime}} f_{m}^{(k)}\left[\delta_{m m^{\prime \prime}}+g_{m m^{\prime \prime}} \delta_{m m^{\prime \prime}}\right]^{-1} x\right.\right.\right. \\
& \left.\left.\left.f_{m^{\prime \prime}}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right)\right\} f_{m^{\prime}}^{*}\left(k^{\prime}\right)\right]\right\}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{B^{-1}}\left\{f_{m}(k) D^{-1}(k) S_{k k^{\prime}} f_{m}^{*}(k)-\sum_{\substack{m_{1}^{\prime \prime} \\
m}} \sum_{m} f_{m}(k) D^{-1}(k) f_{m_{1}}^{*}(k) x\right. \\
& \left.\left[\delta_{m, m^{\prime \prime}}+g_{m, m^{\prime \prime}} \delta_{m, m^{\prime \prime}}\right]_{k^{\prime}}^{-1} f_{m^{\prime \prime}}\left(k^{\prime}\right) \delta^{-1}\left(k^{\prime}\right) \stackrel{A}{f_{m}^{\prime}}\left(k^{\prime}\right)\right\}  \tag{5.28}\\
& =\frac{1}{B^{-1}}\left[g_{m n^{\prime}}(E) \delta_{m m^{\prime}}-\sum_{m_{1} m^{\prime \prime}} g_{m m_{1}}(E) \delta_{m m_{1}}\left[\delta_{m_{m}^{\prime \prime}}+g_{m m^{\prime \prime}} \therefore_{m_{1} m^{\prime \prime}}\right]^{-1} g_{m^{\prime \prime} m^{\prime}} \delta_{m^{\prime \prime} m^{\prime}}\right. \tag{5.29}
\end{align*}
$$

(He can drop : the summation overm and", because all the
matrices are diagonal). Thus

$$
\begin{equation*}
=\frac{1}{B^{-1}}\left[g_{m m^{\prime}}(E) / 1+g_{m m}(E)\right] \delta_{m m^{\prime}} \tag{5.30}
\end{equation*}
$$

Now we evaluate the integral $g_{m m m^{\prime}}^{(E)}$ given by

$$
\begin{align*}
g_{m m^{\prime}}(E) & =\frac{N_{\Omega}}{(2 \pi)^{3}} \int^{3} d^{3} f_{m}(k) D^{-1}(k) f_{m}^{*}(k)  \tag{5.31}\\
& =\frac{\Omega}{(2 \pi)^{3}} B^{-1} \int d^{s} k \Gamma_{O m}^{\prime}(k) D^{-1}(k) F_{o m^{\prime}}^{\prime *}(k) \tag{5.32}
\end{align*}
$$

[using equations (5.18) and (5.19),]
Substituting the values of $\Gamma_{O_{m}^{\prime}}^{(k)}$ and $D^{-1}(k)$ from equations (5.11) and (5.20) respectively we have

$$
\begin{align*}
g_{m M^{\prime}}(E) & =P(E) \int d^{3} \frac{\dot{j}_{2}^{2}\left(k R_{H}\right) f_{c}^{2}(k) y_{L}(k) Y_{L^{\prime}}^{*}(k)}{k^{2}-E^{\prime}}  \tag{5.33}\\
& =P(E) \int d k \frac{k^{2} \dot{d}_{2}^{2}\left(k R_{H}\right) f_{c}^{2}(k)}{k^{2}-E^{\prime}} \tag{5.34}
\end{align*}
$$

where

$$
\begin{equation*}
P(E)=\frac{\Omega B^{-1}}{(2 \pi)^{3}} A_{H}^{2} \tag{5.35}
\end{equation*}
$$

$$
\Omega=a^{3} / 4 \quad \text { (a is a lattice constant) }
$$

and

$$
\begin{equation*}
E^{\prime}=E+\sum_{m} \Gamma_{0 m}^{\prime} x_{(k)}^{\prime} \Gamma_{C m}^{\prime}(k)\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-C}{E_{B}-E-\Delta}\right] \delta_{k k} \prime \tag{5.36}
\end{equation*}
$$

The broadening $\Delta$ in $\mathcal{D}^{-\prime}(k)$ (occuring in $E^{\prime}$ ) will hencefordh be ignored. The reason is $\mathcal{D}^{-1}(k)$ occurs only in integrals, and the effects of this broadening are significant only in the neighbowrhood of the singularities of the integrand. These effects are nearly symmetrically disposed around the singularities and consequently give only a small effect on the integral. With this approximation and the subsitution of values of $\Gamma_{o m}^{\prime}(k)$ and $\Gamma_{o m}^{\prime}(k)$ we can rewrite equation (5.36) as

$$
\begin{equation*}
E^{\prime}=E+A_{H}^{2} \dot{j}_{2}^{2}\left(k R_{H}\right) f_{C}^{2}(k)\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-C}{E_{B}-E-\Delta}\right] \delta_{U} \tag{5.37}
\end{equation*}
$$

$E^{\prime}$ can be made independent of $k$ by fixing the value of $f_{c}(k)$ and $\dot{j}_{2}\left(k R_{H}\right)$ at a certain point $k=k_{0}$ in $k-s p a c e ;$ and it can be shown that it does not make difference to the shift of the energy bands t Therefore

$$
\begin{equation*}
E^{\prime}=E+A_{H}^{2} \dot{j}_{2}^{2}\left(k_{0} R_{H}\right) f_{C}^{2}\left(k_{3}\right)\left[\frac{c}{E_{A}-E-\Delta}+\frac{1-C}{E_{B}-E-\Delta}\right] \delta_{L L^{\prime}}^{\prime} \tag{5.38}
\end{equation*}
$$

Returning to equation (5.34) we will now discuss the Mueller cut-off factor $f_{C}(k)$. It should be selected such that only the lorest one or two plone waves hybridize with the $d$ bands and thas ensure that the $d$ bands given by the interpolation scheme
preserves the correct symmetry based degeneracies. Let

$$
\begin{equation*}
f_{c}(k)=e^{-\alpha\left(k-k_{0}\right)^{2}} \tag{5.39}
\end{equation*}
$$

This will be equal to one at $k=k$ and will be virtually zero after a certain value of k. Having thus defined all the quatities occuring in
 equation (5.34) we can now proceed with the calculation of $g_{m m^{\prime}}^{(E)}$. For this wie will introduce a swall broadening i $\epsilon$ in the denominator of equation (5.34) to make the function analytic.

$$
\text { Substituting the value of } f_{C}(k) \text { in equation (5.34) we }
$$

have

$$
\begin{align*}
g_{m m^{\prime}}(E) & =P(E) \int_{0}^{\infty} k^{2} d k \frac{\dot{j}_{2}\left(k R R_{H}\right) e^{-2 \alpha\left(k-k_{0}\right)^{2}}}{k^{2}-E^{\prime}-i \epsilon} \delta_{L L^{\prime}}  \tag{5.40}\\
& =P(E) \int_{0}^{\infty} d k \frac{E^{\prime} \dot{j}_{2}^{2}\left(\sqrt{\left.E^{\prime} R H\right)} e^{-2 \alpha\left(E^{\prime}-k_{0}\right)^{2}}\right.}{k^{2}-E^{\prime}-i \epsilon} \delta_{L L^{\prime}} \\
& +P(E) \int_{0}^{\infty} d k \frac{k^{2} j_{2}^{2}\left(k R_{H}\right) e^{-2 \alpha\left(k-k_{0}\right)^{2}} E^{\prime} \dot{j}_{2}^{2}\left(\sqrt{\left.E^{\prime} R_{H}\right) e^{-2 \alpha\left(\left(E k_{0}\right)^{2}\right.}}\right.}{k^{2}-E^{\prime}-i \epsilon} \delta_{L L} \tag{5.41}
\end{align*}
$$

It should be noted that the sum over $k$ extends from 0 to 0 , because by alloying we have destroyed the translational symmetry of the lattice, so now there are no boundary conditions on $k$.

The first integral $F_{m m^{\prime}}$ of $g_{m m^{\prime}}$ is solved analytically by the use of complex analysis as follows:

$$
\begin{align*}
& F_{m m^{\prime}}=P(E) \int_{0}^{\infty} d k E^{\prime} \dot{j}_{2}^{2}\left(\sqrt{E^{\prime}} R_{H}\right) \frac{1}{2 \sqrt{E}}\left[\frac{1}{x-\sqrt{E^{\prime}}}-\frac{1}{k+\sqrt{E}}\right] e^{-2 x\left(\vec{E} \cdot k_{0}\right)^{2}} S_{L^{\prime}} \\
& =\frac{P(E)}{2 \sqrt{E^{\prime}}} e^{-2 \alpha\left(\sqrt{E^{\prime}}-K_{0}\right)^{2}} \dot{d}_{2}^{2}\left(\sqrt{E^{\prime}} R_{H}\right) \int_{-\infty}^{\infty} \frac{d k}{k-\sqrt{E}-i E} \delta_{L^{\prime}} \\
& =\frac{i \pi}{2 \sqrt{E^{\prime}}} P(E) e^{-2 \alpha\left(\sqrt{E}-K_{0}\right)^{2}} \dot{\partial}_{2}^{2}\left(\sqrt{E^{\prime}} R_{H}\right) \delta_{L L^{\prime}} \tag{5.42}
\end{align*}
$$

The last equation is obtained by Principals Parts integration: the real part of $F_{m m}$ being zero. This proves that the first integral of $g_{m m}(E)$ has only the imaginary part.
The second integral of $g(E)$ can be calculated numerically. This is real, its imaginary part is zero. Hence the final expression for $g_{m m}$ is

$$
\begin{aligned}
g_{m m^{\prime}}(E) & =P(E)\left[\frac{i \pi}{2 \sqrt{E}} e^{-2 \alpha\left(\sqrt{E^{\prime}}-k_{0}\right)^{2}} \dot{j}_{2}^{2}\left(\sqrt{E^{\prime}} R_{H}\right)\right. \\
& +\int_{0}^{\infty} d k \frac{k^{2} \dot{d}_{2}^{2}\left(k R_{H}\right) e^{-2 \alpha\left(k-k_{0}\right)^{2}}-E^{\prime} \dot{j}_{2}^{2}\left(\sqrt{E^{\prime}} R_{H}\right) e^{-2 \alpha\left(\sqrt{E^{\prime}}-k_{0}\right)^{2}} \delta_{L^{\prime}}}{k^{2}-E^{\prime}-i \epsilon} \quad(5.43)
\end{aligned}
$$

Thus the first correctinngiven by equation (5.30) is now clearly known and it tarns out to be diagonal, with all elements equal.
5.3(ii) SECOND CORRECTION TERM

The second correction term from equation (5.8) is

$$
\begin{aligned}
& \sum_{k k^{\prime}} \sum_{i j} \sum_{i_{j}^{\prime} j^{\prime}}\left\{E_{o k}\left[C-F_{k i}^{x} B_{i j^{\prime}}^{-1} F_{j k^{\prime}}\right]_{k^{\prime}}^{-1}\left[F_{k_{i}^{\prime}}^{x} B_{i, j}^{-1} A_{j 0}^{x}\right]_{k^{\prime} 0}\right] \\
& =\sum_{k k^{\prime}} \sum_{i j}\left\{\Gamma_{o m}(k)\left[C-F_{k i}^{*} B_{i i}^{-1} F_{i k^{\prime}}\right]_{k k^{\prime}}^{-1}\left[\Gamma_{j m}(k) B_{j j}^{-1} A_{j 0}^{*}\right]_{k_{0}^{\prime} 0}\right] \\
& =\sum_{k k^{\prime}} \sum_{i j}\left\{\frac { f _ { m } ( k ) } { B ^ { - i } } \left[D^{-1}(k) \delta_{k \times k^{\prime}}-D^{-1}(k) \sum_{m_{m^{\prime \prime}}} f_{m i}^{-x}(k)\left[S_{m_{m^{\prime \prime}}}\right.\right.\right. \\
& \left.\left.+\frac{N \Omega}{(2 \pi)^{3}} \int d^{s} k^{\prime \prime} f_{m_{1}}^{\left(k^{k}\right)} D^{-1}\left(k^{\prime \prime}\right) f_{m^{\prime \prime}}^{*}\left(k^{\prime \prime}\right)\right]_{m^{\prime \prime}}^{-1} f^{\left(k^{\prime}\right)} D^{-1}\left(e^{\prime}\right) f_{n^{\prime}}^{*}\left(k^{\prime}\right) e^{-i k^{\prime} \cdot U_{j}^{\prime}} B^{-1} A_{j O}^{*}\right] \text {. }
\end{aligned}
$$

The last expression is obtained by using equations (5.19) and (5.25) and the fact that the matrix $B^{-i}$ is a diagonal matrix between the site indices.

Carrying out the simplifications of the second correction term we have equation (5.44) equal to
$\sum_{j}\left\{\sum_{k} f_{m}(k) D^{-1}(k) f_{m^{\prime}}^{*}\left(k^{\prime}\right) e^{-i k^{\prime} \cdot r_{j}} S_{k k^{\prime}}-\sum_{m, m^{\prime \prime}} \sum_{k} f_{m}(k) D^{-1}(k) f_{m_{i}}^{*}(k) x\right.$

$$
\left.\left[\delta_{m m^{\prime \prime}}+g_{m m^{\prime \prime}} \delta_{m m^{\prime \prime}}\right]_{k^{\prime}}^{-i} f_{m}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right){\underset{f}{m}}_{*}^{*}\left(k^{\prime}\right) e^{-i \underline{k^{\prime} \cdot r j}}\right] A_{j o}^{A}
$$

$$
=\sum_{j}\left\{\frac{N \Omega}{(2 \pi)^{3}} \int^{3} d^{3} f_{m}(k) \mathcal{D}^{-1}(k) f_{m^{\prime}}^{*}(k) e^{-i \underline{i} \cdot \underline{j}}-\sum_{m^{\prime} m^{\prime \prime}}\left[\frac{N \Omega}{(2 \pi)^{3}} \int^{3} d^{3} k f_{m}(k) D^{-1}(k) f_{m}^{*}(k) x\right.\right.
$$

$$
\left.\left.\left[\delta_{r i m} m^{\prime \prime}+g_{m m^{\prime \prime}} \delta_{m m^{\prime \prime}}\right]^{-1} \frac{N \Omega}{(2 \pi)^{3}} \int d^{s} k^{i} f_{m}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right) f_{m^{\prime}}^{*}\left(k^{\prime}\right) e^{-i k^{\prime} \cdot{ }^{j}}\right]\right\}^{*} A^{*}(5.45)
$$

$$
=\sum_{j}\left\{\frac{\rho_{2}}{(2 \pi)^{3}} \int d^{3} k f_{m}^{\prime}(k) D^{-1}(k) f_{m}^{\prime *}(k) e^{-i k \cdot r_{j}}-\sum_{m, m}\left[\frac{\Omega}{(2 x)^{3}} \int d^{3} k f_{m}^{\prime}(k) \tilde{D}^{\prime}(k) f_{m}^{\prime}(k) x\right.\right.
$$

$$
\begin{equation*}
=\sum_{j}\left\{I_{L^{\prime}}\left(E, r_{j}\right) /\left(i+g_{m m^{\prime}}^{(E)} \delta_{m m^{\prime}}\right)\right\} A_{j o}^{*} \tag{5.48}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{m m}(E)=\frac{N \Omega}{(2 \pi)^{3}} \int d^{3} k^{\prime \prime} f_{m}\left(k^{\prime \prime}\right) D^{-1}\left(k^{\prime \prime}\right) f_{m}^{*}\left(k^{\prime \prime}\right) \tag{5.49}
\end{equation*}
$$

This factor is the same as occuring in the first correction term and has already been evaluated there $\{$ equation (5.43) \}: and

$$
\begin{align*}
& \left.I_{L L^{\prime}}\left(E, Y_{j}\right)=\frac{\Omega}{(2 \pi)^{3}} \int d^{3} k f_{m}^{\prime}(k) \mathcal{D}^{-1}(k) f_{m^{\prime}}^{\prime} x\right) e^{-i k \cdot Y_{j}}  \tag{5.50}\\
& \text { Using equations }(5.19),(5.20) \text { and }(5.10) \text { we have }
\end{align*}
$$

$$
\begin{equation*}
I_{L L^{\prime}}\left(E, r_{j}\right)=\frac{2 B^{-1} A_{H}^{2}}{(2 K)^{3}} \int d^{3} k \frac{d^{2}\left(k R_{H}\right) Y_{( }(k) Y^{*}\left(k^{\prime}\right)}{k^{-i k \cdot r_{j}-2 \alpha\left(k-k_{0}\right)^{2}} e^{\prime}} \tag{5.61}
\end{equation*}
$$

$$
\begin{equation*}
P(E) \int d^{3} k^{\dot{j}_{2}^{2}\left(k R_{11}\right) y_{L}(k) y_{k}^{x}\left(k^{\prime}\right) e^{-i k \cdot v_{j}^{\prime}-2 \alpha\left(k-k_{0}\right)^{2}}} \frac{k^{2}-E^{\prime}}{} \tag{5.52}
\end{equation*}
$$

where as before ignoring the broadening $\Delta$ in $D^{-1}(k)$ we define

$$
\begin{aligned}
& P(E)=\Omega B^{-1} A_{H}^{2} /(2 \pi)^{3} \\
& E^{\prime}=E+A_{H}^{2} j_{2}^{2}\left(k_{0} R_{H}\right) f_{c}\left(k_{0}\right)\left[\frac{c}{E_{A}-E_{2}}+\frac{1-c}{E_{i B}-E}\right] \delta_{U L}^{\prime} \\
& f_{c}(k)=e^{-\alpha\left(k-k_{0}\right)^{2}}
\end{aligned}
$$

Using the following expansion for the exponential in equation (5.52) (Messiah 1964)

$$
\begin{equation*}
e^{-i k \cdot r_{j}}=4 \pi \sum_{e^{\prime \prime}=0}^{\infty} \sum_{m^{\prime \prime}-e^{\prime \prime}}^{e^{\prime \prime}}(i)^{e^{\prime \prime}} j_{e^{\prime \prime}}\left(k r_{j}\right) y_{L^{\prime \prime}}\left(r_{j}\right) Y_{L^{\prime \prime}}^{*}(k) \tag{5.54}
\end{equation*}
$$

where $Y_{L}\left(K_{K}\right)$ etc. are the real spherical harnonics. These are derived from the complex spherical harmonics $\mathcal{Y}_{i}$ by the relation:

$$
\begin{align*}
& Y_{l}^{m}=\frac{1}{\sqrt{2}}\left[Y_{l}^{m}+y_{l}^{-m}\right] \\
& y_{l}^{m}=\frac{-i}{\sqrt{2}}\left[Y_{l}^{m}-y_{l}^{-m}\right] \tag{8.55}
\end{align*}
$$

The real spherical harmonics used in these celculations are given in Table 5.1.

Therefore

$$
I_{L^{\prime}}\left(E, r_{j}\right)=4 \pi P(E) \sum_{l^{\prime \prime}=0}^{\infty} \sum_{m^{\prime \prime}=-l^{\prime \prime}}^{e^{\prime \prime}} \int \dot{l}^{\ell^{\prime \prime}} \int d k^{k^{2}} \frac{\dot{j}_{2}^{2}\left(k R_{1}\right) y_{L^{i}}\left(r_{0}\right) j_{\ell^{\prime \prime}}(k r j) C_{L^{\prime} L^{\prime \prime}}}{k^{2}-E^{\prime}-i \epsilon}
$$

where

$$
\begin{equation*}
C_{L^{\prime} L^{\prime \prime}}=\int d \Omega Y_{L}(k) Y_{L^{\prime}}^{*}\left(k_{L}\right) Y_{L^{\prime \prime}}^{*}\left(k_{x}\right) \tag{5.56}
\end{equation*}
$$

are the Clebsch- Gordon coefficients for the real spherical : harmonics and are given in Table 5.2.

The integral $\frac{T}{L}$, $\{$ equation (5.56) \}as it stands looks rather formidable and non-analytic but by rewriting it into two parts and adding a small broadening $i \in$ in the denominator we will see that one of it can be done analytically and other on the computer very easily.



$$
=4 \pi P(E) \sum_{l^{\prime \prime}=0}^{\infty} \sum_{m^{\prime \prime}=-l^{\prime \prime}}^{l^{\prime \prime}}(i)^{\prime \prime} Y_{L^{\prime \prime}}\left(r_{j}\right) C_{L^{\prime} L^{\prime \prime}}\left[\frac{i \pi}{2} \sqrt{E^{\prime}} j_{2}^{2}\left(\sqrt{E} R_{H}\right) e^{-2 \alpha\left(\sqrt{E}-K_{0}\right)^{2}} \dot{j}_{l^{\prime \prime}}\left(\sqrt{E^{\prime}} r_{j}\right)\right.
$$

$$
\begin{equation*}
\left.+\int_{0}^{\infty} d k \frac{k^{2} \dot{d}_{2}^{2}\left(k R_{H}\right) e^{-2 x\left(k-k_{0}\right)^{2}} \dot{d}^{\prime \prime}\left(k r_{j}\right)-E^{\prime} \dot{j}_{2}^{2}\left(\sqrt { E ^ { \prime } R _ { H } ) } e ^ { - 2 x ( \sqrt { E } - k _ { 0 } ) ^ { 2 } } d e ^ { \prime \prime } \left(\sqrt{\left.E^{\prime} r_{j}\right)}\right.\right.}{k^{2}-E^{\prime}-i \epsilon}\right] \tag{5.58}
\end{equation*}
$$

Because of the property of the Clebsch Gordon coefficients,
$\ell^{\prime \prime}$ canihave even values only, therefore the first term in the above equation is imaginary and can be evaluated for a fixed ${ }_{n}{ }_{j}$, the integral part of it is purely real and is computed numerically, $r_{j}$ is the nearest neighbour vector for a facefcentred cubic there are twelve nearest neighbours with $\left|X_{j}\right|=\frac{9}{\sqrt{2}}$, where 'a' is a lattice constant.

After substituting the values of $\frac{T}{u}(E, Y j)$ in equation (5.48) and summing over all $j$ we see that the second correction tam turns out to be diagonal also, with three elements equal and other two equal to each other.
5.3(iii) TIIRD CORRECTION TERM

The third hybridization correction term from equation (5.8) is

$$
\left[A_{0 i} \bar{B}_{i i}^{i} F_{i k}\right]_{0 k}\left[C-F_{k i}^{*} B_{i i}^{-1} F_{i k^{\prime}}\right]^{-1} E_{k}^{*} o
$$

which is clearly the transpose of the second correction term.
5.3 (iv) FOURTH CORRECTION TERM

The last hybridization correction term from
equation (5.8) is

$$
\begin{align*}
& {\left[A_{0 i} G_{i i}^{-1} F_{i k}\right]\left[C-F_{k i}^{*} B_{i i}^{-1} F_{i k^{\prime}}\right]_{k k^{\prime}}^{-1}\left[F_{k_{j}^{\prime}}^{*} B_{j j}^{-1} A_{j 0}^{*}\right]_{k 0}^{\prime}} \\
& =\sum_{k k^{\prime}} \sum_{i j} \frac{1}{B^{-i}}\left[A _ { O _ { i } } \cdot B ^ { - i } f _ { m ^ { \prime } } ( k ) e ^ { i k \cdot x ^ { \prime } } \left\{D^{-1}(k) \delta_{k k^{\prime}}-\sum_{i, m^{\prime \prime}} D^{-1}(k) f_{m^{\prime \prime}}(k) x\right.\right. \\
& \left.\left[\delta_{m m^{\prime \prime}}+g_{m, m, m^{\prime \prime} m}\right]^{-1} f_{m}^{*}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right)\right\}_{f_{m}^{\prime}}^{*}\left(k^{\prime}\right) e^{i k^{\prime} \cdot n_{j}^{\prime}} B^{-1} A_{j o}^{*}  \tag{5.50}\\
& =\sum_{i j} B^{-1} A_{\delta_{i}}\left[\frac{2}{(2 x)^{3}} \int d^{3} k f_{m}^{\prime}(k) D^{-1}(k) \int_{m}^{\prime k}(k) e^{i k \cdot\left(r_{i}-r_{j}\right)}\right. \\
& -\frac{\Omega}{(2 \pi)^{3}} \sum_{m_{m}^{\prime \prime}} \int d^{3} k f_{m}^{\prime}(k) D^{-1}(k) f_{m^{\prime \prime}}^{\prime t}(k) e^{i k \cdot p^{i}}\left[\delta_{m \prime \prime}^{\prime \prime}+g_{m^{\prime \prime} m_{1}}(E) \delta_{m_{m}}\right]^{-1} x \\
& \left.\frac{\Omega}{(2 \pi)^{3}} \int d k^{3} f_{m}^{\prime}\left(k^{\prime}\right) D^{-1}\left(k^{\prime}\right) f_{m^{\prime}}^{\prime k}\left(k^{i}\right) e^{-i k^{\prime} \cdot n_{j}}\right] A_{j_{0}}^{x} \tag{5.60}
\end{align*}
$$

where $\left.I_{L}^{( } L_{1} r_{i}\right)$ is the same as given by equation (5.58) and $g_{\mathrm{m}} \mathrm{m}^{\prime \prime}$ ( ${ }^{\prime}$ ) is given by equation (5.43), (for transition metals only $1=2$ : component of the angular momentum contributes); and

$$
\begin{align*}
K\left(E, r_{i}, r_{j}\right) & =\frac{\Omega}{(2 \pi)^{3}} \int d^{3} k f_{m}^{\prime}(k) \dot{\rho}^{-1}(k) f_{m}^{\prime}(k) e^{i k \cdot\left(r_{i}-r_{j}\right)} \\
& =\frac{\Omega}{(2 \pi)^{3}} B^{-1} A^{2} \int d_{k}^{3} \frac{\dot{f}_{2}^{2}\left(K R_{H}\right) Y_{L}(k) Y_{L}(k)}{k^{2}-e^{\prime}-i \in\left(k-k_{0}\right)_{i k}^{2}\left(r_{i}-k_{j}\right)} \tag{5,63}
\end{align*}
$$

It should be noted that the broadening $A$ is ignored in $\mathcal{D}^{-1}(k)$
for the same reason as before. Using the following expansion

$$
e^{i \underline{k} \cdot\left(\underline{r}_{i}-r_{j}\right)}=4 \pi \sum_{e^{\prime \prime}=0}^{\infty} \sum_{m^{\prime \prime}=-e^{\prime \prime}}^{e^{\prime \prime}}\left(\dot{e}^{\prime \prime} \dot{d}_{e^{\prime \prime}}\left(k\left(\underline{r}_{i}-r_{j}\right)\right) Y_{L^{\prime \prime}}\left(r_{i}-\underline{r}_{j}\right) Y_{L^{\prime \prime}}^{*}\left(k_{2}\right) \quad(5.64)\right.
$$

we can write the above equation as

$$
K_{L^{\prime}}\left(E, r_{i}, r_{j}\right)=4 \pi P(E) \sum_{e^{\prime \prime}=0}^{\infty} \sum_{m^{\prime \prime}=l^{\prime \prime}}^{e^{\prime \prime}}\left(2^{l^{\prime \prime}} y_{L^{\prime \prime}}\left(r_{i}-r_{j}\right) C_{U^{\prime}} L^{\prime \prime} \int d k \frac{k^{2} \dot{j}_{2}^{2}\left(k R_{H}\right) e^{-2 \alpha\left(k-k_{0}\right)^{2}} d_{q^{4}}\left(k\left(r_{i}-r_{j} i^{2}\right)\right.}{k^{2}-E-i \in}\right.
$$

(5.65)

Doing the same procedure with this integral as we have done with the previous integrals we get

$$
\begin{align*}
& K_{L^{\prime}}\left(E, r_{i}, r_{j}\right)=4 \pi P(E) \sum_{e^{\prime \prime}=0}^{\infty} \sum_{m^{\prime \prime}=-l^{\prime \prime}}^{\left(i^{\prime}\right)^{\prime \prime} Y_{L^{\prime \prime}}\left(r_{i}-r_{j^{\prime}}\right)} C_{L L^{\prime \prime}}\left[\frac{i \pi}{2} \sqrt{E^{\prime} j_{2}^{\prime}\left(\sqrt{E^{\prime}} R_{t}\right) e^{-2 x(k-k)^{2}} j_{e^{\prime \prime}}^{E^{\prime}}\left(r_{i}-r_{i}\right)}\right. \\
& +\int_{0}^{\infty} d k \frac{k^{2} \dot{d}_{2}^{2}\left(k R_{H}\right) e^{-2 \alpha\left(k-k_{0}\right)_{j^{\prime \prime}}^{2}}\left(k\left(r_{i}-r_{j}\right)-E \dot{d}_{2}^{2}\left(\sqrt{E^{\prime}} R_{H}\right) e^{-2 \alpha\left(\sqrt { E ^ { \prime } - k _ { 0 } ) ^ { 2 } } j _ { e ^ { \prime \prime } } \left(\sqrt { E ^ { \prime } } \left(\underline{k}_{i}-r_{j}()\right.\right.\right.}\right.}{k^{2}-E^{\prime}-i \epsilon} \tag{5.66}
\end{align*}
$$

 are the Clebsch Gordon coefficients.

After substituting this into equation (5.6R), we noticed tzat $\left|\underline{\sim} \hat{\sim}-\mathrm{r}_{j}\right|=R_{n}$ where $n$ has five values; and if we evaluate the sum over the site indices $i$ and $j$ ( $i$ and $j$ both go from lto 12) corresponding to the different values of $n$ first and then the sum over $l^{\prime \prime}, m^{\prime \prime}$ and $n$, the computer time is reduced tremendously. The complete calculation shows that the fourth correctiom term is also diagonal, fith diagonal elements falling into two groups.

Before ending this section will discuss the broadening $\Delta$ introduced in $B^{-1}$ occurfing in the function $P(E)$ of integrals $g_{m m}(e), T_{L}\left(\right.$ and $K_{L}$. The function of this is to keep $B^{-1}$ analytical i.e it does not below up at $E=E_{A}$ or $E=E_{B} \cdot B^{-i}$ is given by equation:

$$
\begin{equation*}
B^{-1}=\frac{c}{E_{A}-E-\Delta}+\frac{1-c}{E_{B}-E-\Delta} \tag{5.6.7}
\end{equation*}
$$

where

$$
\begin{align*}
& \Delta(E)=c F\left(E_{A^{-}} E\right)+(1-C) F\left(E_{B}-E\right)  \tag{5.68}\\
& F(E)=\left(E^{2} \pm \sqrt{E^{2}-4 z t^{2}}\right) / 2 z t^{2} \tag{5.59}
\end{align*}
$$

The sign of the last equation is chosen to get the correct high energy limit of $F(E)$ i.e

$$
\begin{equation*}
F(E) \rightarrow-\frac{1}{E} \text { as } E \rightarrow \pm \infty \tag{5.70}
\end{equation*}
$$

$4 Z t^{2}$ in equation (5.70) gives the band vidth of the density of states of the metal.

Thus we have calculated the hybridization correction completely and it turns out to be a diagonal matrix. We will use these results in the next section to calculate the density of states of transition metal alloys.

### 5.4 DENSITY OF STATES TRANSITION METAL ALLOYS

He now knor equation ( 5.8 ) completely, because the tight binding part (i.e $D-A B^{-1} A^{*}$ ) has already been calculated in chapter 4 and is explicitly given by $G_{m m}$ of equation (4.21); the four contributions to the hybridization have ween numerically evaluated in section 5.3. It has been shown by a number of authors (Heine 1967, Hubbard 1967, Jacobs 1968 and Pettifor 1969) as discussed in chapter 1 that the inverse of the secular equation for transition metals (given by equation (5.1) or (5.8)) is the same as the inverse matrix in lloyds expression of chapter 2. Precisely

$$
\begin{gather*}
{\left[t_{L}^{-1}+C^{+}\right]^{-1}=\left[T_{m m^{\prime}}(k)-E S_{m n^{\prime}}-\sum_{8} \frac{\Gamma_{m}^{*}(k+g) \Gamma_{m}^{\prime}(k+g)}{|k+g|^{2}-E}\right]^{-1}}  \tag{5.71}\\
\quad=\left[\left(0-A B^{-1} A^{*}\right)-\left(E-D B^{-1} F\right)\left(C^{:}-F^{*} B^{-1} F\right)\left(E^{-1}-F^{*} B D^{-1}\right)\right]_{5.72)}^{-1}
\end{gather*}
$$

Therefore we can use the modified Lloyds expression for the density of states given by equation (2.33) of chapter 2 to calculate the density of states of transition metal alloys. The explicit equations we use are given by

$$
\begin{equation*}
n(E)=n_{0}(E)+\frac{1}{\pi} I_{m} T_{r}\left[t_{2}^{-1} \alpha t_{2}^{-1}-2 \beta t_{2}^{-1}-\frac{d}{d E} E_{2}^{-1}\right]\left\langle\overline{0}(G i O\rangle_{m}\right. \tag{6.73}
\end{equation*}
$$

where

$$
\begin{align*}
& \left\langle\left\langle\overline{\langle | G|0\rangle_{m^{\prime}}}=\left[\sum_{x=0}^{1} \sum_{n=1 m}^{66}\langle 0| G^{x N}|0\rangle_{m^{\prime}} M_{n} e^{x+y}(1-c)^{13-x-y}\right.\right.\right.  \tag{5.74}\\
& \langle 0| G^{x n}|0\rangle_{m^{\prime}}=G_{m m^{\prime}}-h_{m m^{\prime}} \tag{5.75}
\end{align*}
$$

In these equations $\alpha, \beta$ and $t_{2}^{-1}$ are the same quantities as defined in chapter 3 and the values of the parameters used in their calculations are given in Table 3a. $X$ is the number of A atoms on the central site. $n$ is the number of configurations of atoms on the trelve nearest neighbouring sites. $M_{n}$ is the multiplicity of configuration $n$. $y$ is the number of $A$ atoms in the nearest neighbour shell. The numbery depends on n.c is the concentration of A atoms . $G_{m m}$ is the tight binding matrix calculated in chapter 4 and $h_{m m}$ is the hybridization correction calculated in section 5.3.

### 5.5 DISCUSSION

In this section we will discuss the numerical results obtained for the real transition metal alloy $A B$ with $E_{A}=.2 r y d$ and $E_{B}=.5$ ryd.

In figure 5.1 we give the results for the density of states for $B$ type material. A similar result is obtained for a type transition metal which is not presented here. We notice two effects on the d band density of states(figure 4.2) by taking into account its hybridization with the free electron band. The first is that the
d band as a whole has become wider, the second is that some of the states have been taken from the top of the band and pushed towards the bottom. This curve is similar to those obtained before by interpolation or histogram methods (Gilat and Raubenheimer 1966), ...though the density of states above the top of the $d$ band seems rather low.

In figure 5.2 we present the results for an alloy with a small concentration of A atoms in a $B$ matrix. In a stretched out energy scale we see for the minority band a two peak structure in the middle with humped shoulders on either sides. The shoulder towards the top of the band, which corresponds to antibonding state of the electrons lying near the boundary of the Brillioun zone, is compressed domarards. This is due to the fact that the hybridization effects are strong near the edges of the zone. The pair of peaks near $E_{A}=.2$ is due to states on isolated $A$ atoms, and these are split because of the cubic environment of isolated a atoms. The peaks are shifted relative to those for unhybridized d bands because of hybridization effects.

In figure 5.3 we present the results for $c=.3$, and we see that the $A$ band has grown at the expense of $B$ band. This $A$ band is slightly shifted from the centre of the $d$ band for pure A material due to band repulsion effects. Figure 5.4 gives the result for $50 \%$ alloy.

In figure 5.5 we present the results for the density of states when $c=.7$. The $A$ band has now a great deal of structure in it, while
$B$ band is comparatively smooth and shows the beginning of the three peak structure. The band repulsion effects in the $B$ band are more visible now than when $c$ was smaller.

In figure 5.6 we give the results for $c=.9$ with an expanded scale for the minority band. He again see a tro peals structure and asymetrical pair of humped shoulders. The reason for asymmetry and the splitting of the central peak being the as for $c=0.1$.

Thus we have been able to present a cluster theory for transition metal alloys, which is tractable and numerically feasible. The structure that appears in the density of states for the minority band can for the most part explained in terms of simple and easily understood physical ideas. The effects of hybridization however are not yet completely understood.

The computer time taken to calculate one point on the graph for pure materinl is about 3 seconds and for an alloy about 5 seconds on CDC 7814.

TABLE 5.1

The real spherical harmonics

$$
\begin{align*}
& Y_{0}^{0}=\sqrt{1 / 4 \pi} \\
& Y_{2}^{c}=\sqrt{5 / 16 \pi}\left(3 \cos ^{2} \theta-1\right) \\
& Y_{2}^{\prime}=\sqrt{15 / 4 \pi} \sin \theta \cos \theta \sin \phi \\
& Y_{2}^{-1}=-\sqrt{15 / 4} \kappa \sin \theta \cos \theta \cos \phi \\
& y_{2}^{2}=\overline{15 / 16 \pi} \sin ^{2} \theta \cos 2 \phi \\
& \bar{Y}_{2}^{-2}=\sqrt{15 / 16 \pi} \sin ^{2} \theta \sin 2 \phi \\
& Y_{4}^{0}=\sqrt{9 / 256 \pi}\left(35 \cos ^{4} \theta-30 \cos ^{2} \theta\right.  \tag{+3}\\
& y_{4}^{\prime}=\sqrt{45 / 32 \pi}\left(7 \cos ^{2} \theta-3\right) \sin \theta \cos \theta \sin \phi \\
& Y_{4}^{-1}=-\sqrt{45 / 32 \pi}\left(7 \cos ^{2} \theta-3\right) \sin \theta \cos \theta \cos \phi \\
& Y_{4}^{2}=\sqrt{45 / 64 \pi}\left(7 \cos ^{2} \theta-1\right) \sin ^{2} \theta \cos 2 \phi \\
& Y_{4}^{-2}=\sqrt{45 / 64 \pi}\left(7 \cos ^{2} \theta-1\right) \sin ^{2} \theta \sin 2 \phi \\
& Y_{4}^{3}=-\sqrt{315 / 32 \pi} \sin ^{3} \theta \cos \theta \sin 3 \phi \\
& Y_{4}^{-3}=-\sqrt{315 / 32 \pi} \sin ^{3} \theta \cos \theta \cos 3 \phi \\
& y_{4}^{4}=\sqrt{315 / 256 \pi} \sin ^{4} \theta \cos 4 \phi \\
& Y_{4}^{-4}=\sqrt{315 / 256 \pi} \sin ^{4} \theta \sin 4 \phi \\
& Y_{l}^{m}=1 / \sqrt{2}\left(y_{1}^{m}+Y_{1}^{-m}\right) \\
& \bar{y}_{l=-1}^{m}=-\sqrt{2}\left(y_{1}^{m}-y_{1}^{-m}\right) \\
& \text { where } \mathcal{I} \text { is the complex spherical harmonic. }
\end{align*}
$$

## TABLE 5.2

THE NON-ZERO CLEBSCH GORDON COEFFICIEMTS C LL'Ll USED IN OUR CALCULATIONS.


This Table is symmetric between IL and $L^{\prime}$

plot of the density of states of pure real transition metal.


Plot of the density of states of transition metal alloy. The onergy scale detween
.1 and .3 ryd is extended to see the details of the structure in the minority band.


Plot of the density of states of transition metal alloy.


Density of states of 50-50 transition metal alloy in
cluster theory.


Plot of the density of states of transition metal alloy. Minority band is around $E_{d}=.5$ ryd.


Plot of the density of states of transition metal alloy. The energy scale betreen . 4 and . 6 ryds. is extended to show the details of the structure
in the minority band

## CIIAPTER 6

## APPLICATIORS

### 6.1 INTRODUCTION

The purpose of this chapter is two fold. The first is to apply the model calculations of the previous chapters to more realistic alloys and the second is to demonstrate the flexibility of the continued fraction technique by dealing with a very disordered material viz. dilute disordered Heisenberg ferromagnet. The density of states of metals and their alloys can be used to explain many of their physical properties. The electronic specific heat coefficient at low temperature is one of them and is related to density of states at Fermi-energy. The calculationg of the density ef states for transition metal alloys in a single site approximation(chapter 3) and in a cluster theory (chapter 4) are used to calculate the low temperature specific heat coefficient $\gamma$ for Ni-Pt alloys as a fundtion of concentration of nickel. The results obtained in a single site approximation after taking into account the phonon enhancement factor are in close agreement with the experimental results until the critical concentration. Experimentally at the critical concentration real Ni becomes ferromagnetic and the electronic specific heat coefficient for the ferromagnetic alloys decreases rapidly (Beille et al 1974). We have, however, carried out the calcalations for the model paramagnetic ailoys in this concentration regime and $\gamma$ is found in these calculations to be approximately constant. The result obtained for 6 in cluster theory, when we do not take into account the
hybridization of the $d$ bands with the $s$ band, are not in such good. agreement with the experiment. This is due to two reasons as explained later in the chapter.

In the second half of this chapter we will discuss the usefulness of the continued fraction technique and its merits in simplifying complicated problems. As an illustration to the above points ve will apply the continued fractionmethod to a completely disordered Heisenberg ferromagnet. The result we get for the density of states are compared with those obtained by Harris et al(1974) and Tahir Kheli(1972,1975). He shall now outline the remainder of this chapter. In the next section we will give a brief review of the experimental results and theoretical calculations of the low temperature specific heat coefficient $r$ for Ni-Pt alloys. In section 6.3 we will present our calculations of $r$ for Ni-Pt alloys in a single site theory and in section 6.4 we will discuss the results obtained by the ebove method. In section 6.5 we will use the cluster theory to calculate $\gamma$ and will discuss the results obtained. In section 6.6 ve shall briefly outline the theory of Heisenberg ferromagnet. Section 6.7 will be devoted to setting up the Model Hamiltonian for the disordered dilute Heisenberg ferromagnet and finding an expression for the dehsity of states which can be easily used for the numerical calculations. In the last section of this chapter we vill discuss the results of 6.7.

## 6. 2 EXPERMMENTAL RESULTS AND REVIEW OF TIE THEORY FOR ELECTRONIC SPECIFIC IEAT COEFFICIENT FOR Ni-Pt ALLOYS.

There have been many studies, both experimental and theoretical
of the disordered Ni-Pt alloys. These alloys display a high value of specific heat at certain critical concentration. The low temperature specific heat is given by the following equation

$$
\begin{equation*}
c=r T+\beta T^{3}+\cdots \tag{6.1}
\end{equation*}
$$

where' $T$ is the absolute temperature and $\gamma$ and $\beta$ are the lov temperature specific heat coefficients(terms involving higher powers of $T$ are neglected because they are small). Beille et al (1974) experimently measured the low temperature specific heat coefficient $\gamma$ of Ni-Pt alloys as a function of Ni concentration. Their results are presented by solid circles on figures 6.2 and 6.3. The fall in $\gamma$ vhen $c>42$ is due to ferromagnetic splitting between the up and down spin bands. Infact pure Ni is a strong ferromagnetic and has a very small up spin density of states $n\left(E_{p}\right)$ and the electronic specific heat coefficient of value $7.1 \mathrm{~mJ} /$ molek $^{2}$ is mainly associated with the down spin density of states $n_{\ell}\left(E_{F}\right)$.

Both nickel and platinum have a face-centred cubic structure and this face-centred cubic structure is retained in their alloys. This property of these alloys make the theoretical study of them much easier. Alben and Wohlfarth (1974) have calculated the low temperature specific heat coefficient for a ferromagnetic Ni-Pt alloy using the coherent potential approximation. They found that even after taking into account the phonon enhancement factor(Andersen 1970), the gradient of their curve was much smaller than that of the experimental curve (Beille et al 1974). Alben et al ascribed this discrepancy to two causes. The first is that the density of states they used for pure Pt is only roughly derived from the density of states of Ni (which is in
itself approximate, Hesegawa 1972). The second is that the lattice constant and hence the hopping matrix elements betreen Ni and Pt sites in an alloy are assumed independent of concentration, while according to Heine (1967), the hopping matrix elements should depend on the lattice constant, which is of course not constant. In the next three sections the density of states of Ni-Pt alloy is calculated using a more appropriate density of states for pure $P$ and making all the parameters concentration dependent. The low temperature specific heat coefficient $\gamma$ is obtained from the density of states by the relation(one electron theory):

$$
\begin{equation*}
\gamma=\frac{1}{3} \pi^{2} k_{B}^{2} N\left(E_{F}\right) \tag{6.2}
\end{equation*}
$$

where $K_{B}$ is Boltzmans constant $\left(\frac{1}{3} \pi^{2} k_{B}^{2}=.35(m J)^{2} k^{-2}\right)$ and $N\left(E_{F}\right)$ is the density of states at the Fergi energy. The results so obtained are then compared with the experimental results and those of the CPA (Alben and Wolfarth 1974).

### 6.3 THE SINGLE SITE THEORY

The method used in this section is the same as that in chapter 3, but with the following difference. The calculations in chapter 3 are only model calculations so most of the parameters are concentration independent, but here we are doing more realistic calculations so we must take account of the proper concentration dependence of the various parameters.

We have from equation (3.26)

$$
\begin{aligned}
n(E)= & n_{0}(E)-\frac{I_{m}}{\pi} \operatorname{Tr}\left\{c D _ { N } \left[\frac{C D_{N}}{k_{2 m 2 m}^{N}}+\frac{(1-c) D_{P}}{k_{2 m 2 m}^{P}}+(1-c) t_{2 N}^{-1}\right.\right. \\
& \left.\left.-(1-c) t_{2 P}^{-1}\right]^{-1}+(1-C) D P\left[\frac{(1-c) D_{P}}{k_{2 m 2 m^{\prime}}^{P}}+\frac{c D_{1}}{k_{2 m 2 m}^{N}}+c t_{2 p}^{-1}-c t_{2 N}^{-1}\right]^{-1}\right\}(6.3)
\end{aligned}
$$

where the suffix $N$ stands for $N i$ and $P$ for $P t, c$ is the concentration of Ni atoms, $n_{0}(E)$ is the free electron density of states, $t_{2 N}^{-1}$ and $t_{2 p}^{-1}$ depend on the phase shifts on Ni and Pt sites respectively, $D_{N}$ and $D_{P}$ depend on $t_{2 N}^{-1}$ and $t_{2 P}^{-1}$, and the equations defining these quantities precisely will be given later in this section.

The imagimary parts of $K_{2 m 2 m^{\prime}}^{N}$ and $K_{2 m 2 m}^{\rho}$ are related to the density of states of pure Ni and pure Pt respectively (as explained and shown in section 3.3(ii)). The densities of states of pure Ni and Pt are calculated as follows.

The model Hamiltonian (Hubibard 1267, Heine 1967, Jacobs 1969, Pettifor 1969) derived îrom Korringa(1947) Kohn and Rostoker(1954) method is used to calculate the $E$ and $T$ components of the density of states of a transition metal (as already described in section 3.3(ii)) Assuming that the basic structure of the density of states for all transition metals is the same, we have adjusted the above density of states so that it gives a pure Ni bandridth of 0.3 rydbergs and a pure Pt bandwidth of 0.6 rydbergs. The Fermi level is selected uso that there are $.6 d$ holes in the Ni band and $\cdot 3 \mathrm{~d}$ holes in the Pt baid (Alben et al 1974) and the band structures are shifted so that the Fermi levels coincide. Figure 6.1 shows the densities of states of Ni and Pt calculated by this method.

To calcalate the real parts of Hilbert transform of the imaginary parts of $K_{2 m 2 m^{\prime}}^{N}$ and ' we take the
$\qquad$
in the same way as given in chapter 3.

If $a_{N}$ and $a_{P}$ are the lattice constants of $N i$ and $P t$, then the lattice constant for the alloy is given by

$$
\begin{equation*}
a(c)=c a_{N}+(1-c) a_{P} \tag{6.4}
\end{equation*}
$$

If $\pi_{N}$ and $T_{P}$ are the half bandwidths of pare $N i$ and $P t$, then the half bandwidths of Ni and Pt in the alloy are given by the following formulae(Heine 1967)

$$
\left.\begin{array}{l}
w_{N}(c)=w_{N}\left(a_{N} / a(c)\right)^{5}  \tag{6.5}\\
w_{P}(c)=w_{P}\left(a_{P} / a(c)\right)^{5}
\end{array}\right]
$$

The centres of Ni and Pt d bands also vary with the concentration to keep the number of $d$ holes constant. If $\mathrm{E}_{\mathrm{F}}$ is the Fermi energy then the varition of the centres of Ni and Pt $d$ bands in an alloy are given by the following equations

$$
\begin{align*}
& E_{d}^{N}=E_{F}-W_{N}(c)\left(1-F_{N}\right)  \tag{6.6}\\
& E_{d}^{P}=E_{F}-w_{P}(c)\left(1-F_{P}\right) \tag{6.7}
\end{align*}
$$

Where $F_{N}$ and $F_{P}$ ere faciors selected so as to give the correct number of d holes in Ni and Pt bands.

We now return to the quantities which depend on the phase shifts and we shall see that these are also concentration dependent.

$$
\begin{align*}
& E_{2 N}^{\prime}=k \cot \eta_{2 N}-i k \\
& t_{2 p}^{-\prime}=k \cot \eta_{2 p}-i k \tag{6.8}
\end{align*}
$$

where (Pettifor 1969 ${ }^{\circ}$ )

$$
\left.\begin{array}{l}
\cot \eta_{2 N}=\left(E_{d}^{N}-E\right) / k C_{N} j_{2}^{2}\left(k r_{c}\right)  \tag{6.9}\\
\cot \eta_{2 P}=\left(E_{d}^{P}-E\right) / k C_{p} \dot{j}_{2}^{2}\left(k r_{c}\right.
\end{array}\right\}
$$

and

$$
\left.\begin{array}{l}
c_{N}=\frac{1}{2} W_{N i} / k_{d}^{N} \dot{j}_{2}^{2}\left(k_{d}^{N} r_{c}\right) \\
c_{P}=\frac{1}{2} W_{P t} / k_{d}^{P} \dot{j}_{2}^{2}\left(k_{d}^{P} r_{C}\right) \\
k_{d}^{N}=\sqrt{E_{d}^{N}} \\
k_{d}^{P}=\sqrt{E_{d}^{P}} \\
k=\sqrt{E} \\
r_{C}=c r_{N}+(1-c) r_{P} \\
r_{N}=a_{N} / 2 \sqrt{2} \\
r_{P}=a_{P} / 2 \sqrt{2}  \tag{6.13}\\
r a_{N}=\cdot 39 a_{N} \\
r a_{P}=\cdot 39 a_{P}
\end{array}\right\}
$$

( $r_{N}$ and $\Psi_{P}$ are the radii of inscribed shores of Wigner Seitz cell and $r a_{N}$ and $r a_{P}$ are the radii of the spheres, having the same volume as the unit cell)
$j_{2}$ is the spherical Bessel function. ${ }^{W} \mathrm{Ni}$ and ${ }^{w_{\mathrm{P}}}$ are the nickel and platinum d resonance band widths (Hubbard 1969).

The function $D_{N}$ and $D_{P}$ which occur in equation (6.3) are given by

$$
\begin{align*}
& D_{N}=\frac{d}{d E} t_{2 N}^{-1}-2 \beta t_{2 N}^{-1}-t_{2 N}^{-1} \alpha t_{2 N}^{-1} \\
& D_{P}=\frac{d}{d E} t_{2 p}^{-1}-2 \beta t_{2 p}^{-1}-t_{2 p}^{-1} \alpha t_{2 p}^{-1} \tag{6.14}
\end{align*}
$$

where the $\alpha$ and $\beta$ are defined in equations (3.21) and (3.22), we redefine them here for this particular case as:

$$
\left.\begin{array}{l}
\alpha=\frac{1}{2}\left(r a_{c}\right)^{3}\left[\dot{j}_{2}^{2}\left(k r a_{c}\right)-j_{1}\left(k r a_{c}\right) \dot{j}_{3}\left(k r a_{c}\right)\right] \\
\beta=\frac{1}{2} k^{2}\left(r a_{c}\right)^{3}\left[\dot{j}_{1}\left(k r a_{c}\right) n_{1}\left(k r \dot{a}_{c}\right)-3 \dot{j}_{2}\left(k r a_{c}\right) n_{1}\left(k r a_{c}\right) / k r a_{c}\right. \\
\left.+n_{2}\left(k r a_{c}\right) \dot{j}_{2}\left(k r a_{c}\right)-2 \dot{j}_{1}\left(k r a_{c}\right) n_{1}\left(k r a_{c}\right) / k v a_{c}\right]-i k \alpha
\end{array}\right](6 \cdot 15)
$$

where

$$
\begin{equation*}
r a_{c}=c r a_{N}+(1-c) r a_{p} \tag{6.16}
\end{equation*}
$$

The derivative of $t$ matrix with respect to $E$ are given by the equations

$$
\begin{align*}
\frac{d}{d E} E_{2 N}^{-1}= & \frac{-1}{c_{k} j_{2}^{2}\left(k r_{c}\right)}-\frac{j_{1}\left(k r_{c}\right)}{\dot{j}_{2}\left(k r_{c}\right)} \frac{r_{c}}{k} t_{2 N}^{-1} \\
& +3 t_{2 N}^{-1} / E-i / 2 k  \tag{6.17}\\
\frac{d}{d E} t_{2 \rho}^{-1}= & \frac{-1}{C_{P} j_{2}^{2}\left(k r_{c}\right)}-\frac{j_{1}\left(k r_{c}\right)}{j_{2}\left(k r_{c}\right)} \frac{r_{c}}{k} t_{2 \rho}^{-1} \\
& +3 t_{2 P / E}^{-1}-i / 2 k \tag{6.18}
\end{align*}
$$

He now know all the quantities occuring in equation $(6,3)$ and their dependence on concentration. Therefore we can use equation(6.3) for numerical computation of the density of states and hence the 10 w temperature specific heat coefficient (equation(6.2)) as a function of nickel concentration $c$. The values of the paraneters used in the dalculation are given in Table 6.1. The whole proceedure of calculating $\gamma$ over the entire concentration range taok less than 16 seconds of computer time on CDC 7314.

### 6.4 DISCUSSION OF RESULTS FOR 天

The computed values of $\gamma$ in the single site theory are given in figure 6.2. For pure $P$ te find that the value of $\gamma$ is about $4.6 \mathrm{~mJ} / \mathrm{degree}^{2}$ mole, while experimental value is $7.3 \mathrm{~mJ} /$ degree $^{2} \mathrm{~mole}$ (Beille et al 1974). This is reasonable in view of the estimate of 1.6 for the phonon enhancement factor computed by Andersen (1970). If we multiply the computed values of $r$ by 1.6 for all concentrations we see that the theoritical curve coincides with the experimental curve very well upto the critical concentration(which is 42 atomic $\%$ of Ni ) i.e the concentration after which Ni becomes ferromagnetic. Experimentally after this concentration the value of $\gamma$ sharply decreases because the material becomes ferromagnetic and the $\uparrow$ spin and the $\downarrow$ spin bands split leaving a lower density of states at the Fermi-level. In the calculations we have assumed that $N i$ throughout the range of the concentration. Therefore we obtain a continuous increase of electronic specific heat coefficient from the value for non-magnetic $P t$ to the value for paramagnetic Ni.

The origin of our computed valnes of $\gamma$ can be understood as follots:

The lattice constant of pare Pt is large and consequently when Ni is added the Ni-Ni hopping integrals are much smaller than they would be in pure Ni . That is when a small amount of Ni is added to a Pt matrix the Ni contribution to the density of states is much larger than it would be if the Ni-Ni hopping integrals had retained the value they have in pure Ni . This explains partly the fact that our single site curve has a larger initial slope than the curve obtained by Alben and Wohlfarth(1974) in CPA, where no such effects were. considered. Finally near the pure Ni edge the curve for $r$ vs $c$ is rather flat. This is due to the fact that the peak near the Fermilevel in pure Ni meintains its height in the alloys with lon concentration of Pt. A possible explanation for this is that there are two competing effects. The first is due to the fact that the Pt-Pt hopping integral is large ( $w_{P} \backsim 0.9 \mathrm{ryd}$ ) in nearly pure Ni. Thus one effect of adding Pt to Ni is dilution and in the fashion of CPA this leads to a dependence of density of states on concentration proportional to $\sqrt{(1-c)}$ ( $c$ being the concentration of $P t$ ). The second effect is due to the change in the Ni-Ni hopping integrals and the concentration dependence of this is given by Heine's $A^{\mathbf{- 5}}$ law i.e

$$
w_{N-N}(c)=w_{N-N}(0)\left[a_{N} / a p\right]^{5}=w_{N-N}(0)\left[\frac{1}{1+1 c}\right]^{5}
$$

The magnitude of the density of states scales as the inverse of the bandwidth and therefore in the alloy has an additional factor ( $1+0.1 \mathrm{c}$ ) ${ }^{5}$ The product of this factor and the dilution factor is, to first order in c, unity. This gives a density of states and hence $r$ which is flat in the Ni rich region. This provides a crude explanation of the flat and steep regions of the calculated curve.

Any residual difference between our results and those of CPA must be due to differences in the alloy theory used. In particular they can be
attributed to the fact that our single site theory gives a density of states with more structure and higher peaks than the CPA.

### 0.5 CLUSTER TIEORY

In this section we calculate the specific heat coefficient for Ni-Pt alloys following the method of chapter 4. In chapter 4 we considered the alloying behaviour of the tight binding d band densities of states of transition metals in cluster approximation. The cluster theory which we are considering here treats a cluster consisting of the central atom and the nearest neighbours exactly and the surrounding medium in an average approximation.

The method of this chapter differs slightly from that of chapter 4. As we are now doing more realistic calculations we redefine some of the quantities to take account of the hopping integrala Which depend on the atoms at each end of the hop (or different bandwidths of the components or off-diagonal disorder).

$$
\begin{align*}
& \text { We startwith equation }(4.24) \text { i.e } \\
& \left.n(E)=I_{m} \operatorname{Tr} \frac{1}{\pi} \int_{m}|G| 0\right\rangle_{m} \tag{6.19}
\end{align*}
$$

where the average Green function is given by

$$
\begin{equation*}
\langle 0| G|0\rangle_{m^{\prime}}=\sum_{x=0}^{1} \sum_{n=1}^{66} c^{13-x-y}(1-c)^{x+y} M_{n} G_{m m^{\prime}}^{x, n} \tag{6.20}
\end{equation*}
$$

The quantities occur ring in this equation are the same as defined in chapter 4 with Ni atoms taking the place of A atoms and Pt atoms that of $B$ atoms, except $G_{\mathrm{mm}^{\prime}}^{x_{n}}$ which is now defined by

$$
\begin{equation*}
G_{m m^{\prime}}^{x_{1, n}}=\left[\left(E_{x}-E\right) \delta_{m m^{\prime}}-\frac{W_{x}}{W_{C U}} G I_{m m^{\prime}}\right]^{-1} \tag{6.21}
\end{equation*}
$$

where

$$
\begin{align*}
E_{x} & =x E_{d}^{N}+(1-x) E_{d}^{P}  \tag{6.22}\\
W_{X} & =x W_{N}(c)+(1-x) W_{p}(c)  \tag{6.23}\\
G I_{m m^{\prime}} & =\frac{W_{N}(c)}{W_{C U}} \sum_{i=n n N} A_{m m^{\prime \prime}} G_{m m_{1}^{\prime \prime}} A_{m, m^{\prime}}^{i o} \\
& +\frac{W_{p}(c)}{W_{C U}} \sum_{\substack{i=n n p \\
m^{\prime \prime} m_{1}}} A_{m m^{\prime \prime}}^{O_{i}^{\prime}} G_{m^{\prime \prime} m_{1}}^{P} A_{m, m}, \tag{6.24}
\end{align*}
$$

The parameters $E_{d}^{N}$ and $E_{d}^{P}$ are the centres of the Ni and Pt sub-bands in an alloy (given by equations (6.6) and (6.7)), $W_{N}(c)$ and $W_{P}(C)$ are half bandwidths of Ni and Pt in an alloy(defined by equation (6.5)), and

The hopping integrals $A_{\mathrm{mm}} \mathrm{Al}^{\prime}$ (depending on dd $\sigma, \mathrm{dd} \pi$ and dd $\delta$ ) are taken from a calculation for copper (Jacobs 1968 ). To normalize these quantities to the correct hopping integrals for the Ni-Pt alloys it is necessary to divide them by the copper half bandwidth $W_{C U}$, and* multiply them by $W_{N}(a), W_{p}(c)$ or $W_{X}$ as appropriate.

The quantities $A 3_{m \prime \prime}^{\prime \prime m}$, and $A 4_{m}^{\prime \prime \prime}$, are the same as those given in equations (4.15) and (4.16), bat $\bar{F}_{m, m}$ is now defined as:

$$
\begin{equation*}
\bar{F}=c F D\left(L, Z_{N}\right)+(1-C) F D\left(L, Z_{P}\right) \tag{6.27}
\end{equation*}
$$

where

$$
\begin{align*}
& Z_{N}=\left(E_{d}^{N}-E\right) w_{c u} / W_{N}(c)  \tag{6;28}\\
& Z_{p}=\left(E_{d}^{P}-E\right) w_{C v} / W_{p}(c) \tag{6.29}
\end{align*}
$$

and $c$ is the concentration of Ni atoms. The factor $L$ and the functions $\operatorname{FD}\left(L, Z_{N}\right)$ and $\operatorname{FD}\left(L, Z_{p}\right)$ are explicitly defined in chapter 4 , and they are used here without any modification. Equation (6.24) is simplified and evaluated in the same way as discussed in chapter 4. Thus we can calculate the density of states ${ }_{A} N i-P t$ alloys and hence $\mathcal{r}$ in this tight binding cluster theory. The results of the above calculations are given in figure 6.3.

The dotted line curve is the experimental (Bile 1974). The full line curve is the plot of $n$ as action of nickel concentration when we consider only the $d$ band density of states for pure $N i$ and Pt ie we exclude the sp band and its hybridizing effects on the $d$ bands. We have assumed hare also that Ni remains paramagnetic throughout the concentration range. This curve is steeper than the experimental curve. The value of $\gamma$ sharply rises from $7.3 \mathrm{~mJ} / \mathrm{K}^{2}-\mathrm{mole}$ at $\mathrm{c}=0$ to $22 \mathrm{~mJ} / \mathrm{K}^{2}-\mathrm{mole}$ at $c=0.6$ and then $i t$ comes down slightly to $21 \mathrm{~mJ} / \mathrm{K}^{2}$-mole at $c=1$. The difference between the single site and cluster theory behaviour of $\gamma$ is due to two reasons. The first is that we have used very
sharply peaked densities of states for pure Ni and pure Pt (hat are given by Haydock method , 1975). The second is that we have neglected the conduction band and its hybridization effects on the $d$ bands. The first reason is probably the more important because states at the top of the band are less hybridized.

Thus we have been able to demonstrate the practical utility of our theories by applying it to a discussion of $\gamma$ for Ni-Pt alloys.
6.6 REVIEY OF THE TIIEORY FOR THE DISORDERED IEISENBERG FERROMAGNET

Tahir Kheli(1972) was the first to devote attention to the calculation of the magnon spectrum of a randomly diluted Heisenberg ferromagnet. This system is described by a Hamiltonian given by:

$$
\begin{equation*}
J t=-2 J \sum_{r r}, P_{r} P_{r}^{\prime} S_{r} \cdot S_{r}^{\prime} \tag{6.30}
\end{equation*}
$$

where $P_{y}$ is a random variable assuming the values 1 or 0 depending whether the site at $r$ is or is not occupied by a magnetic ion. The sum over $r$ and $r^{\prime}$ is taken only over nearest neighbours on a simple cubic lattice.Tahir Kheli's approach was an effective medium approach. He applied the truncated Kohn-neighbourhood (where the dynamics of a sufficiently random many body systems may be approximated by that of a typical small neighbourhood consisting of, say, only two sites). His results show a density of states which peaks towards the lower energies. The height of the peak and its shift towards the lower energy increases with the decrease of the concentration of the magnetic
ions. He was able to get three frequency moments exactly.

Harris et al (1974) used the coherent potential approximation (CPA). in several different forms to treat this problem. Their results for the line shapes or the spectral weight functions are in good agreement with the 'exact' results(Harris 1974, Nickel 1974). The density of states curve is, however, rather smooth and has none of the structure that we would expect. (There must be,for example,' $\delta$ functions in the spectrum of finite weight arising from the free rotation of magnetic moments on 'isolated' magnetic ions).

Nickel(1974)has done the 'exact' calculations in an eight atom cluster theory. He used the moment expansion method. His results consist of curves for the line shapes for various concentrations of the magnetic ions. He obtained the "dangling bond effect in the line shape response. He also predicted, on general physical grounds, a multispiked structure in the density of states, that appears to be characteristic of all strongly disordered binary systems(Dean 1960, Cubiotti et al 1975). Theumanpand Tahir Kheli (1975) have presented another treatment of the problem. Their result shows some improvements on the results of Harris et al (1974). It gives a density of states which is non-zero only at positive frequency and is more peaked at lofer frequencies. All the above calculations were done for simple cubic materials.

In this chapter we have adapted the cluster theory for the disordered alloys(Jacobs 1974, Cubiotti et al 1975) as developed from the continued fraction method (Haydock et al 1972) to treat the dilute Heisenberg ferromagnet. We treat the central atom and the six
atoms in the nearest neighbour shell exactly; the atoms in the second and the third neighbour shells are treated less exactly and beyond that we make an average approxination. The result show mach structure in the density of states and this structure increases as the concentration of magnetic ions decreases. The structure contains broadened delta functions at energies slightly shifted from integral values. There are also unbroadened delta functions at integral values of the energy. The broadened delta functions are due to partially isolated magnetic atom clusters and the unbroadened delta functions are due to completely isolated magnetic atoms. In general the results display many aspects of the dilute Heisenberg ferromagnet that cannot be adequately treated in an effective medium theory.

### 6.7 THE GREEN FUNCTION

Harris et al (1974) have shown that the Hamiltonian given by equation (6.30) may be written in terms of boson variables (equation 2.4 of their paper) in the form

$$
\begin{align*}
h=H / 2 J s= & \sum_{r^{\prime}}\left(a_{r}^{+}-a_{r^{\prime}}\right)\left(a_{r}-a_{r^{\prime}}\right)- \\
& \sum_{r \delta} q_{r}\left(a_{r}^{+}-a_{r+\delta}^{+}\right)\left(a_{r}-a_{r+\delta}\right) \tag{6.31}
\end{align*}
$$

where $\delta$ denotes the nearest neighbour distance and

$$
\begin{equation*}
q_{r}=1-p_{r} \tag{6.32}
\end{equation*}
$$

In this form the Hamiltonian implies that a localized excitation can only hop between nearest neighbour sites which are both occupied by magnetic ions or both are occupied by non-magnetic ions, but it cannot hop if one of them is occupied by a magnetic and other by a
non-magnetic ion. Hopping between two non-magnetic sites results in spurious excitations and these must be sub-tracted to get the true magnetic response.

We shall apply the continued fraction method developed by Jacobs(1974) to the Hamiltonian given by equation(6.30). This method expresses the diagonal matrix element of the Green function for a given configuration of magnetic ions in a continued fraction approximation. The average density of states is then obtained by multiplying the average Green function for a given configuration by the probability of occurrence of that configuration and summing the result over all configurations.

Assuming that the central site is occupied by a magnetic ion, the diagonal element of the Green function $\langle 0| G|O\rangle$ (where $|r\rangle$ is the Vannier function for site $r, r=0$ referring to central site) for a particular configuration is given by

$$
\begin{equation*}
\langle O| G|O\rangle=\left[E-Z-\sum_{i=1}^{Z} C_{i}\right]^{-1} \tag{6.33}
\end{equation*}
$$

where $Z$ is the number of magnetic ions in the nearest neighbour shell (for a simple cubic $6 \geqslant 2 \geqslant 0$ ), $i$ refers to the number of magnetic sites in the nearest neighbour shell and

$$
\begin{equation*}
G_{i}=t^{2}\left[E-x_{i}-\left(x_{i}-1\right) \vec{F}(E)\right]^{-1} \tag{6.34}
\end{equation*}
$$

where $t$ is the hopping matrix between the neighbouring sites; $t$ is equal to one when the two nearest neighbouring sites are occupied
by magnetic atoms and is zero when either of the two or both of them are vacancies i.e $t_{A A}=1$ and $t_{A V}=t_{V V}=0$, where $A$ refers to a magnetic site and $V$ to a vacancy (non-magnetic site). In this way we are able to project out the spurious vacancy-vacancy interactions, $X_{c}$ is the number of magnetic atoms in the nearest neighbour shell of the ith dite; and $\bar{F}(E)$ gives the termination of the continued fraction : appropriate to the pare magnetic component i.e

$$
\begin{equation*}
\bar{F}(E)=\tilde{F}\left(E-E_{A}\right) \tag{6.35}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{F}(E) & =1.8\left[E-\frac{85}{9} F(E)\right]^{-1}  \tag{6.36}\\
F(E) & =\frac{E \pm \sqrt{E^{2}-36 t^{2}}}{18 t^{2}}  \tag{6.37}\\
E & =6 \tag{6.38}
\end{align*}
$$

$\tilde{F}(E) \quad$ ensures that we get the correct density of states for the ordered material (Jacobs 1974). The sign in equation(6.37) is chosen to give the correct high energy limit to $F(E)$ i.e

$$
\begin{equation*}
F(E) \rightarrow \frac{1}{E} \quad \text { as } \quad E \rightarrow \pm \infty \tag{6.39}
\end{equation*}
$$

Equation (6.34) involves the approximation of hopping from the nearest

$$
\begin{equation*}
w_{D}=c^{6}\left[1+(1-c) c^{4}\right]^{6} \tag{6.44}
\end{equation*}
$$

a number which increases with the increase in the value of $c$. The density of states of the magnetic ions is then given by

$$
\begin{equation*}
\rho_{m}(E)=\frac{1}{\pi} I_{m} \overline{\langle 0| G|0\rangle} \tag{6.45}
\end{equation*}
$$

The result so obtained are plotted in figures 6.4 and 6.5. Our technique is a real space technique and is not well adapted to the calculation of self energies and line shapes.

### 6.8 NUHEATCAL RESULTS AND DISCUSSION

Figure 6.4 gives the density of states for a pure simple cubic material with $E_{A}=6$. This result is very close to the exact result and is the same as that given by figure 2 of Jacobs(1974).

Figure 6.5 gives the magnetic density of states at different concentrations of non-magnetic ions. It is clear from this figure that there is much structure in the density of states and this structure increases with the decrease in the concentration of magnetic atoms. This structure is mainly due to nearly isolated clusters which give slightly broadened delta functions in the spectrum. These should occur, according to equations (6.33) and (6.34) near integral values of energies from 0 to 6 except 1 . We do indeed see these broadened out delta functions slightly shifted from integral values of E. Unbroadened delta functions occur at integral values of $E$ and are due to completely isolated clusters. The peak at very low energy is the low energy resonance peak. This is called the 'dangling bond' effect(i.e a
small isolated cluster of magnetic atoms is conected to an infinite magnetic material by a single hopping integral). This peak shifts towards still lower energies and becomes more and more sharp with the decrease in the concentration of the magnetic atoms. The centre of gravity of the density of states and the cut off energy (after which the density of states is effectively zero) also shifts torards lower energy with the increase in c. It is also seen that at higher values of $c$ the weight under the curve decreases. This lost weight has gone into the delta functions due to isolated magnetic atoms and is given by equation(6.44). The lorest five moments of the density of states are correct and it is reasonable to assume that many more are well approximated in this technique.

Thus we conclude that the cluster theory developed from the continued fraction technique can be reasonably applied to the .. calculation of the density of states of any kind of binary system', though it cannot easily be applied to some other aspects of such systems, such as the self energies or line shapes.

## TABLE 6.1

parameters used in the calculation of $\gamma$

$$
\begin{aligned}
& \text { dd } \sigma=-0.0296 \mathrm{ryd} \\
& \mathrm{dd} \pi=0.0147 \mathrm{ryd} \\
& \text { dd } 8=-0.0024 \text { ryd } \\
& \mathrm{RII}=3.592 \mathrm{a}_{\mathrm{B}} \\
& \text { AII }=.8826 \text { ryd } \\
& E_{d}=.5 \mathrm{ryd} \\
& a=6.8088 a_{B} \\
& a_{\mathrm{N}}=6.632 \mathrm{a}_{\mathrm{B}} \\
& \mathbf{a}_{\mathbf{p}}=7.338 \mathbf{a}_{\mathbf{B}} \\
& \omega_{N}=.15 \text { ryd } \\
& w_{P}=.3 \text { ryd } \\
& W_{C U}=.15 \quad \mathrm{ryd} \\
& \mathrm{E}_{\mathrm{F}}=.65 \mathrm{ryd} \\
& \mathrm{~F}_{\mathrm{N}}=.46 \\
& \mathrm{~F}_{\mathrm{P}}=. \quad .39 \\
& W_{N i}=0.0465 \mathrm{ryd} \\
& W_{P t}=.08 \text { ryd }
\end{aligned}
$$



Plot of the densities of states of nickel (full line curve) and platinum
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CONCENTRATION (ATEMIC $/ \mathrm{Ni}$ )
Specific heat coefficient $\gamma$ for Ni-Pt alloys. Solid circles are the experimental points. Full line curves are of single site theory (dim one is without phonon enhancement factor and dark one is with phonon enhancement factor). Dashed line curve is curve b of Alben et al(1974).


Specific heat coefficient for Ni-Pt alloys in cluster theory. The solid circles are the experimental points.


Density of states of ordered simple cubic material.

## FIGURE 6.5



Density of states for various concentration $c$ of magnetic ions.

APPENDIX A

In this appendix we will prove that the expression

$$
-\frac{1}{\pi} I_{m} \operatorname{Tr}\left[\frac{d}{d E} t_{l}^{-1}-t_{l}^{-1} \alpha_{l} t_{e}^{-1}+2 \beta_{e} t_{l}^{-1}\right]\left[t_{e}^{-1}+G^{+}\right]^{-1}
$$

of chapter 2 is equal to the free electron density of states $n_{\mathcal{L}} C E$ when $l=0$ and $1=1$.

For $1=0$ and $1=1$, the pseudopotential is weak and weakly energy dependent which means that $t_{0}$ is small and weakly energy dependent, where $t_{0}$ is given by

$$
\begin{aligned}
& t_{l}^{-1}=t_{0}^{-1}-i k \\
& t_{0}^{-1}=k \cot \eta_{l}
\end{aligned}
$$

then

$$
\begin{aligned}
& -\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\left(\frac{d}{d E} t_{l}^{-1}-t_{l}^{-1} \alpha_{l} t_{l}^{-1}+2 \beta_{e} t_{l}^{-1}\right) t_{l}\left(1+e_{l}^{+} t_{l}\right)^{-1}\right] \\
& =-\frac{1}{\pi} \operatorname{Im} \operatorname{Tr}\left[\left(\frac{1}{a_{E}} t_{l}^{-1} t_{l}-t_{l}^{-1} \alpha_{l}+2 \beta_{l}-\left(\frac{d}{d E} t_{l}^{-\prime}\right) t_{l} c^{+} t_{l}-\alpha_{e} c^{+}-2 \beta_{l} e_{l}^{+} t_{e}+\cdots\right]\right.
\end{aligned}
$$

The first and fourth terms terms are ecincl to zero, partly because $t_{0} \rightarrow 0$ and partly due to the weak energy dependence of $t_{l}$. THe last two terms are miso equal to zero because $\mathcal{C}^{+}$has zero trace. Thus we are left with following two terms

$$
\begin{aligned}
& -\frac{1}{\pi} I m T_{r}\left[-t_{e}^{-1} \alpha_{l}+2 \beta_{l}\right] \\
& =\frac{1}{\pi} T r\left[\alpha_{l} k^{\prime}\right] \\
& =\frac{1}{\pi}\left[\alpha_{0} k+3 \alpha_{1} k\right]=n_{0}(E)
\end{aligned}
$$

## APPENDIX B

This appendix lists several standard results which are used in this thesd̈S. They are given without proof. Definitions of the functions used are given by Messiah (1961); but it should be noted that we have used opposite sign convention for spherical Neamann function $\eta_{e}(x)$ and spherical Hankel Punction $h_{l}(x)$ which is defined by Messiah.

$$
\begin{align*}
& \int h_{l}^{+}(x) j_{l}(x) x^{2} d x \\
& =\frac{1}{2} x^{3}\left[j_{l-1}(x) h_{l-1}^{+}(x)-\frac{l+1}{x} j_{\ell}(x) \cdot h_{l-1}^{+}(x)\right. \\
& \left.+\dot{j}_{l}(x) h_{l}^{+}(x)-\frac{l}{x} j_{l-1}(x) h_{l}^{+}(x)\right]-\frac{l}{2} \\
& \int \dot{j}_{2}^{2}(x) x^{2} d x=\frac{1}{2} x^{3}\left[\dot{j}_{i}^{2}(x)-j_{i-1}(x) j_{i+1}(x)\right] \\
& \text { (11) * } \\
& (\mathrm{B} 2)^{*} \text {. } \\
& j_{l+1}(x)+j_{l-1}(x)=\frac{2 l+1}{x} j_{l}(x) \\
& \dot{j}_{e}(x) n_{k-1}(x)-j_{\ell-1}(x) n_{e}(x)=x^{-2} \\
& \ell_{j_{l-1}}(x)-(l+1) j_{\ell+1}(x)=(2 l+1) \frac{d}{d x} j_{l}(x)  \tag{B5}\\
& h_{l}^{+}(x)=n_{l}(x)-i j_{l}(x) \tag{B6}
\end{align*}
$$

+ See Messiah (1961) vol. 1p 490
* See Jorse and Feskbach (1953) part II p 1573-74


## Appendix B continued.

Consider in general $(A-B)^{-1}$, where $A$ ia a diagonal matrix and B is a non-diagonal matrix then it should satisfy the following relation:

$$
\begin{equation*}
(A-B)^{-1}(A-B)=I \tag{1}
\end{equation*}
$$

where $I$ is a unitary matrix.
If we write $(A-B)^{-j}$ in the form

$$
\begin{equation*}
(A-B)^{-1}=A^{-1}+A^{-1} B A+A^{-1} B A^{-1} B A^{-1}+\ldots \ldots \ldots \tag{2}
\end{equation*}
$$

then we see that relation (1) is satisfied, this means that expansion (2) of $(A-B)^{-1}$ is correct. This is a geometric series and its sum is given by

$$
\begin{equation*}
(A-B)^{-1}=A^{-1}+A^{-1} B\left(1+A^{-1} B+A^{-1} B A^{-1} B \ldots \ldots .\right) A^{-1} \tag{3}
\end{equation*}
$$

This is the expansion we use in chapter 5 with

$$
\begin{aligned}
& A=D(k) \delta_{k k} \prime \\
& B=\sum_{m} f_{m}(k) f_{m}\left(k^{\prime}\right)
\end{aligned}
$$
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#### Abstract

The density of states of a one-dimensional disordered alloy is calculated by a continued fraction technique and the results are found to agree well with those of the selfconsistent theory of Butler and with the exact density of states obtained from the Schmidt integral equation technique.


The continued fraction method due to Haydock et al (1972) which has previously been successfully applied by Jacobs (1974) to a three-dimensional disordered alloy is now applied to a one-dimensional system. In our method a central cluster of seven atoms is treated exactly, a further pair of atoms is treated approximately and all other atoms more approximately still.

The model Hamiltonian for a disordered alloy is
where

$$
\begin{equation*}
H=H_{1}+H_{2} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
H_{1}=\sum_{i \neq j} t_{i j} c_{i}^{+} c_{j} \quad H_{2}=\sum_{i} \epsilon_{i} n_{i} \tag{2}
\end{equation*}
$$

and where $c_{i}$ and $n_{i}$ are creation and number operators for electrons on site $i$ and $t_{i j}$ is the hopping integral between the sites $i$ and $j$ which is taken to be equal to a constant, $t$, for nearest neighbours and zero otherwise. The disorder is confined to the second term $H_{2}$ in the Hamiltonian where $\epsilon_{i}$ can take the values $\pm \frac{1}{2} \delta$ depending on whether site $i$ is assigned the value A or B in the particular configuration considered.

The orthonormalized basis set is generated by the method of Haydock et al (1972) as modified by Jacobs (1974) and is given by

$$
\begin{array}{ll}
\mid 0)=|0\rangle & \\
\mid 1,0)=(1 / \sqrt{ } 2)(|\overline{1}\rangle+|1\rangle) & \mid 0,1)=0 \\
\mid 2,0)=(1 / \sqrt{ } 2)(|\overline{2}\rangle+|2\rangle) & \mid 0,2)=0 \\
\mid 1,1)_{1}=0 & \mid 1,1)_{2}=(1 / \sqrt{ } 2)(|\overline{1}\rangle-|1\rangle) \\
\mid 1,1)_{3}=(1 / \sqrt{ } 2)(|\overline{1}\rangle-|1\rangle) & \mid 1,1)_{4}=0 \\
\mid 3,0)=(1 / \sqrt{ } 2)(|\overline{3}\rangle+|3\rangle) & \mid 4,0)=(1 / \sqrt{ } 2)(|\overline{4}\rangle+|4\rangle) \\
\mid 2,1)_{14}=0 & \mid 2,1)_{23}=(1 / \sqrt{ } 2)(|\overline{2}\rangle-|2\rangle) \\
\mid 3,1)_{14}=0 & \mid 3,1)_{23}=(1 / \sqrt{ } 2)(|\overline{3}\rangle-|3\rangle) .
\end{array}
$$

The notation $\mid i, j$ ) for the elements of the basis set serves to indicate that the element $\mid i, j)$ is constructed from the ket $\mid 0$ ) by $i$ operations of $H_{1}$ and $j$ of $H_{2}$. The suffixes on some of these kets indicate that they depend on the arrangement of atoms. For example the ket $|1,1\rangle$ vanishes if the arrangement of atoms on the nearest neighbour shell is symmetrical, ie of type $1 \equiv$ ACA or type $4 \equiv \mathrm{BCB}$, where C denotes the central atom. If the arrangement is of type $2 \equiv \mathrm{ACB}$ or type $3 \equiv \mathrm{BCA}$ then the ket $|1,1\rangle$ does not vanish. The ket $|2,1\rangle$ however will vanish only if the arrangement of atoms on the second nearest neighbour shell is of type 1 or 4 and the arrangement on the nearest neighbour shell is also of type 1 or 4 . Similarly the ket $|3,1\rangle$ will vanish only if the arrangements of atoms on the first, second and third nearest neighbour shells are all of type 1 or 4 . The notation $|n\rangle$ or $|\bar{n}\rangle$ refers to a Wannier function centred about an atom $n$ units to the right or left of the central atom.

The secular equation with this basis set is given by the matrix shown in table 1 , where a $1 \times 1$ matrix in the first position on the main diagonal is linked by $1 \times 1$ matrices to a $1 \times 1$ matrix in the second position which in turn is linked by $1 \times 2$ and $2 \times 1$ matrices to a $2 \times 2$ matrix on the main diagonal. After this the pattern repeats itself. All other elements are zero. Here

$$
\begin{array}{ll}
E_{v}=-v_{2}^{1} \delta+(1-v) \frac{1}{2} \delta & \\
E_{w}=\left[-w \frac{1}{2} \delta+(2-w) \frac{1}{2} \delta\right] / 2 & E_{x}=\left[-x \frac{1}{2} \delta+(2-x) \frac{1}{2} \delta\right] / 2  \tag{4}\\
E_{y}=\left[-y \frac{1}{2} \delta+(2-y) \frac{1}{2} \delta\right] / 2 & E_{z}=\left[-z \frac{1}{2} \delta+(2-z) \frac{1}{2} \delta\right] / 2
\end{array}
$$

where $v$ is the number of atoms of type B on central site, ie $v=0$ or $1 ; w, x$, $y$ and $z$ are the number of atoms of type B on first, second, third and fourth sites respectively and they all can take on the values 0,1 or 2 .

It should be noted that some off-diagonal matrix elements depend on the relative arrangement of $A$ and $B$ atoms on symmetrical sites about the central atom. This is manifested for example in the sign of the fourth element of the second row, which is negative if the configuration in the nearest neighbour shell is of type 2 and positive if the configuration is of type 3. If the configuration is of type 1 or 4 the sign is irrelevant because the element goes to zero on account of the factor $[w(2-w)]^{\frac{1}{2}}$.

The continued fraction is correct up to the fourth nearest neighbour shell but is continued further with an average of the continuation appropriate to the two pure components,

$$
\begin{equation*}
\bar{F}(E)=c F\left(E-\frac{1}{2} \delta\right)+(1-c) F\left(E+\frac{1}{2} \delta\right) \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
F(x)=\left[x \pm\left(x^{2}-4 t^{2}\right)^{\frac{1}{2}}\right] / 2 t^{2} . \tag{6}
\end{equation*}
$$

The sign is chosen so that $F(x) \rightarrow 1 / x$ as $x \rightarrow \pm \infty$.
The density of states is given by

$$
\begin{equation*}
\rho(E)=-(1 / \pi) \operatorname{Im} \overline{\langle 0| G|0\rangle} . \tag{7}
\end{equation*}
$$

The diagonal element of the Green function is obtained by folding the matrix elements referring to a given shell of neighbours into those referring to the adjacent nearer shell and by ending at the central atom. The bar indicates averaging over all possible configurations. This is done by finding the diagonal element of the Green function for a particular configuration and then multiplying by the probability of occurrence of the configuration and summing the result over all configurations.

Table 1. The matrix used to derive the continued fraction. Beyond the eight level the matrix is treated approximately.

| $E_{v}-E$ | $(2 t)^{\frac{1}{2}}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(2 t)^{\frac{1}{2}}$ | $E_{w}-E$ | $t$ | $\pm \frac{1}{2} \delta[w(2-w)]^{\frac{1}{3}}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | $t$ ' | $E_{x}-E$ | 0 | $t$ | $\pm \frac{1}{2} \delta[x(2-x)]^{\frac{1}{2}}$ | 0 | 0 | 0 | 0 |
| 0 | $\pm \frac{1}{2} \delta[w(2-w)]^{\frac{1}{2}}$ | 0 | $E_{w}-E$ | 0 | $t$ | 0 | 0 | 0 | 0 |
| 0 | 0 | $t$ | 0 | $E_{y}-E$ | 0 | $t$ | $\pm \frac{1}{2} \delta[y(2-y)]^{\frac{1}{2}}$ | 0 | 0 |
| 0 | 0 | $\pm \frac{1}{2} \delta[x(2-x)]^{\frac{1}{2}}$ | $t$ | 0 | $E_{x}-E$ | 0 | $t$ | 0 | 0 |
| 0 | 0 | 0 | 0 | $t$ | 0 | $E_{z}-E$ | 0 | $t$ | $\pm \frac{1}{2} \delta[z(2-z)]^{\frac{1}{3}}$ |
| 0 | 0 | 0 | 0 | $\pm \frac{1}{2} \delta[y(2-y)]^{\frac{1}{2}}$ | $t$ | 0 | $E_{y}-E$ | 0 | $t$ |
| 0 | 0 | 0 | 0 | 0 | 0 | $t$ | 0 | - | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | $\pm \frac{1}{2} \delta[z(2-z)]^{\frac{1}{2}}$ | $t$ | 0 | $E_{z}-E$ |



Figure 1. The density of states for alloy with $c=0.5, \delta=16$ and $t=1$. The peaks are very sharp and their heights are not accurately presented. The exact heights could be found by going to a finer mesh in energy scale.

## Discussion of results

In figure 1 we compare our density of states (broken line) with the exact results (histogram) obtained by Butler (1973) using the method of Schmidt (1957).

It is seen that our result is very close to the exact density of states and shows the predicted sharp structure of Economou and Papatriantafillou (1972).

This verifies the convergence and accuracy of the method of Jacobs (1974) in the one case where it may be tested easily. This one-dimensional situation also poses the most severe test to any theory (a two- or three-dimensional situation is treated more accurately by a 'mean-field' method such as the CPA) and it can be seen that the present method meets the challenge and provides an excellent density of states curve. Our nine-site theory is comparable to or of greater accuracy than Butler's seven-site theory.
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[^0]:    He begin in section 3.2 by investigating the accuracy of our single site theory for a tight binding s band Mamiltonian. In $\oint 3.3$ we will apply this single aite theory for calculatiog

[^1]:    We are grateful to Prof Collaway for providing us with tre weighisas factors at corners and edges of the Brillowin zone.

[^2]:    In figure (3.4) the electronic spectrun for two symmetrical concentrations $c=.2$ and $c=.8$ is presented. $\therefore$. We see that an: addition of a small amount of impurity results in the appearance

