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ABSTRACT

The problem of scattering of electromagnetic waves by twoand three-dimensional dielectric bodies has been investigated in the resonance region i.e., where the dimensions of the scatterer are comparable to the electromagnetic wavelength. The scatterers can be lossy and inhomogeneous materials. The two-dimensional bodies can have arbitrary cross-section, but particular attention has been given to rotationally symmetric scatterers in the case of threedimensional problems, though it is possible to extend the analysis to arbitrary three-dimensional bodies.

The proposed method of solution defines regions where the field can be represented uniquely as an infinite series of cylindrical harmonics with unknown constant coefficients for the two-dimensional case and as a multipole expansion of spherical harmonics for the three-dimensional case. These regions are homogeneous in their material composition. In regions where it is not possible to represent the field as an infinite series of known harmonics with constant coefficients(inhomogeneous regions in material parameters), the field is represented by a similar infinite series which uses harmonics with unknown radial functions but known angular dependence. The system of differential equations for these unknown radial functions is deduced from the wave equation relevant to such regions. Solving this system numerically and using the standard boundary conditions on the surfaces(circles and spheres are used for the two-dimensional and three-dimensional cases respectively), which separate homogeneous regions from the inhomogeneous ones, gives the unknown scattering coefficients.

As a comparison to the proposed method, the state-space
formulation of scattering which was devised for the solution of same type of problems has also been examined.

Applications are made to two-dimensional and three-dimensional problems. Infinitely long homogeneous dielectric cylinders with different cross-sectional shapes have been considered throughly both for $T M$ and $T E$ polarizations of the incident field. The results have been compared to previously existing ones. Agreement is very satisfactory. For three-dimensional problems spherically symmetric scatterers were considered first. Spherical dielectric shells with perfect conductor cores and stratified in the radial direction have been examined, as well as Luneburg and Eaton lenses excited by plane waves. The agreement with existing results is very good.

For spherically symmetric scatterers the necessary number of coefficients to be taken in the expansion of field, is approximately twice the nearest integer to $k r_{\text {max, }}$, where $k$ is free-space wavenumber and $r_{\max }$ is the radius of the sphere. This is also the case for circular dielectric cylinders. The limit defined above as 2 kr max works satisfactorily for infinitely long cylinders with arbitrary cross-section but is not a sufficient one for non-spherical scatterers.

As a non-spherical scatterer, an off-centre dielectric sphere has been considered. Since the scattering parameters in the far field are not affected by the location of coordinate origin, the results for the latter scatterer should be the same as for the same scatterer with origin located at the centre. Since the latter is an easy problem to solve, this type of comparison is a reasonable one. The backscattering cross-section and the scattering pattern in the two cases are very close to each other and it was observed that increasing the number of terms in the expansion increases the accuracy.

The proposed method was also checked against results for a dielectric oblate and a prolate spheroidexcited by a plane wave. The agreement with these results was found to be very good.

A computer proframme has been developed to calculate the multipole coefficients of the scattered field for rotationally symmetric scatterers. The incident wave is not restricted to propagate along the symmetry axis of the scatterer, it is taken as an obliquely coming plane wave.

As an engineering application, scattering properties of individual raindrops which are assumed to be homogeneous oblate spheroids or kidney-type shapes have also been investigated by the proposed method. This is a problem of practical interest in calculating the effect of rain on attenuation and cross-polarization of radio waves as they pass through a rainy medium. Multipole coefficients are tabulated and forward scattering amplitudes are computed.

## 1. INTRODUCTICN

### 1.1 Description of the Problem

The scattering of electromagnetic waves by bodies of arbitrary shape and physical properties is a problem of both theoretical and practical interest. Some commonly encountered engineering applications may be stated as follows: in radar engineering, determining the scattering properties of radar targets is essential. These targets may be complex structures in both their geometry and physical composition. The usual and straightforward way to find the scattering characteristics of such complex structures is to decompose them into smaller pieces and to consider the contribution of each piece to the total scattering separately. Neglecting the interaction between individual pieces and adding up their own contributions gives the total scattering approximately from such complex entities. Therefore, precise determination of the scattering behaviour of some geometrically and physically 'simple' building blocks at radar frequencies is important in itself.

The problem of attenuation and cross-polarization of electromagnetic waves due to rain is important in radar meteorology and also in microwave relay system design. Thus the precise scattering characteristics of raindrops are a desirable aim.

Light scattering from colloidal particles is another field of application from colloidal chemistry.

Absorption properties of human brain and tissues subjected to microwave radiation must be deduced for safe microwave applications in the biomedical field. Therefore the interaction of electromagnetic waves, in the microwave region, with biological material and man is an important application of electromagnetic scattering in this frequ-
oncy zegion.
Scattering properties of radially stratified optical fibres are again important to know, because of the practical problem of determining the refractive index profile from the measured diffracted field.

The scattering problem also has theoretical importance. Mathematically, even the simplest problem requires sophisticated mathematical techniques. Generally, some ingenuous mathematical methods have been'devised for the solution of the problem and applied successfully. Nevertheless, due to the inherent complexity of the problem, the exact analytical techniques remained small in number. For example 3-dimensional scattering by homogeneous, isotropic bodies can be solved analytically in only the following coordinate systems: rectangular, spherical, prolate spheroidal, oblate spheroidal, ellipsoidal, parabolic, paraboloidal, conical, circular cylinder, and parabolic cylinder.

If the boundary surfaces of scatterers coincide with one of the above coordinate surfaces, then analytical solution of the scattering problem is possible. Classically this solution is achieved by expmeding the incident and scattered fields in terms of the vector wave functions of the associated coordinate system and applying the standard boundary conditions on the scatterer surface. This gives the unknown expansion coefficients directly. For the geometric shapes such as the sphere and circular cylinder, the scattering coefficients are obtained in terms of spherical and cylindrical Bessel and Hankel functions respectively whose arguments are ka, where $k$ is the wave number and a is the radius of sphere or cylinder.

If the surface of the scatterer does not coincide with one of the surfaces generated in the above coordinate systems(by equating one coordinate variable to a constant), then the Helmholtz equation is no longer separable and a compact, closed form solution involving known functions of mathematical physics is not possible.

This inadequecy of analytical solutions for problems involving nonseparable scatterer surfaces opened the way for some powerful approximate methods. Among these, variation and perturbation solutions can be mentioned.

After the invention of high speed digital computers, methods of solution of scattering problems were revolutionized. Some of the intractable problems of the pre-computer era became straightforward computer applications. The integral equations of antenna and scattering problems were put into suitable forms for machine computation. Harrington's(1) first introduction of moment methods in 1965 gave a powerful practical tool to the field-scientists. After that time, many field problems were examined carefully and previously nonexisting practical data was presented.

The computer solution of field problems, however, brought its own problems. Finding the most appropriate form of equation for computer implementation is a problem whose origin lies in physical reasoning. If the equation to be solved is not properly selected, numerical instabilities and errors are introduced and probability of getting meaningless results becomes high. This is the case, for instance in the selection of electric field integral equation(IFIE) or magnetic field integral equation(MFIZ) for a particular thin wire antenna problem.

In the computer solution of a field problem the most important factors to be considered are computation time, storage requirements, numerical stability and programming simplicity. When two numerical solutions of the same electromagnetic field problem are compared, the important comparison parameters are the factors mentioned above assuming that both methods have the same accuracy.

In a scattering problem the scatterer is either a perfect conductor or a lossy, anisotropic and inhomogeneous body, with time varying material parameters in the most general case. However most
of the rroblems of practical interest require the body to be isotropic, homogeneous and time-invariant. Scatterers with inhomogeneous physical parameters are next more complicated case.

Generally the scattering problem is stated as follows: consider a radiating structure of electromagnetic waves such that when this structure radiates into free space, its electromagnetic field all over the surrounding space can be determined from the source distribution over the structure using the well known free space potential functions. This radiated field is termed the incident field and ideally it is independent of the existence of the obstacles in space. The incident field is assumed to be known in most scattering problems. If a body is introduced into the space, then the initial distribution of the incident field is disturbed. This disturbance of the electromagnetic field is called the scattered field. This field is a function of several parameters among which geometry, material composition and dimensions of scatterer (measured in terms of wavelength of radiation) can be identified. The scattered field, in the general case, interacts with the sources of the incident field and redistributes these sources. Hence the assumption of the incident field being known completely is not generally true. However, if the distance between the source and the scatterer is 'large' enough, then the interaction is negligible and is assumed to be nonexistent. In problems where this interaction is not negligible, finding the disturbance caused by the scattered field in the primary source distribution is a part of the overall scattering problem. In practical applications the incident field is almost invariably taken as a plane wave; but excitation by infinitely thin dipoles or loops is also considered.

The total field,viz., the vector sum of incident and scattered fields, is termed as the diffracted field.

The first scattering problems to be solved exactly were scattering from spheres and infinitely long cylinders. For harmonic time depen-
dence the scattering by spheres was first investigated by Nie(2) at the beginning of this century. Since the wave equation is separable in spherical coordinates the resultant solution can be expressed in a closed, compact form. The fields are represented by an infinite series of spherical harmonics, the coefficients of which are determined using boundary conditions on the sphere. The infinite series is known as the Mie series and it is an exact representation of the field for all points in space, for all frequencies and for all radii of the sphere. The radial dependence of the spherical harmonics is represented by spherical Bessel functions. The angular dependence is governed by associated Legendre functions in angle $\theta$, and trigonometric functions in azimuthal angle $\varnothing$. Starting from the Mie series, important qualitative conclusions can be drawn about the scattering behaviour of a sphere over the whole frequency range. The most important parameter in the Mie series is ka, where $k$ is wavenumber and a is the radius of the sphere. This parameter is called as the "optical radius" of the sphere. For long wavelengths ( $k$ is small) it is observed that the first few terms in the series are enough to represent the field with sufficient accuracy. As the frequency increases the number of terms to be taken increases correspondingly. For very large optical radii the convergence of the Mie series is slow. For example for ka=100 the necessary number of terms in the Mie series for a satisfactory representation of the field is more than loo. Therefore, summation of the Mie series for large ka is both time consuming and sensitive to numerical errors. To circumvent this difficulty Watson(3) devised a method which is known as the Watson transformation. Watson thought of the Mie series as a residue series and devised a complex integrand with a corresponding contour such that evaluation of the integral by residue method results in a residue series which is identical to the Mie series. The next step is to deform the contour of the equivalent integral such that convergence of the new residue
series (with respect to the new contour) is faster. This method, although seemingly attractive is only applicable to problems where a Mie type of series with known coefricients is available. It has been applied to spheres and circular cylinders.

Following the analysis based on the Mie series, it is possible to distinguish three frequency regions for all scattering problems, although this is quite arbitrary and the regions do not have definite boundaries.

The first region is characterized by a 'small' optical radius (for noncircular or nonspherical scatterers this radius is taken as the radius of the smallest circle or sphere which encloses the scatterer completely). This frequency region is called the Rayleigh region. In this region it is possible to represent the scattered and incident fields by convergent series, known as the Rayleigh series, a typical term of which is $\bar{F}_{n} k^{n}$, where $\bar{F}_{n}$ represents the $n^{\prime}$ th-order electric or magnetic field vector and $k$ is the wavenumber.

Although the convergence of the series is established rigorously, its radius of convergence is not known for a large class of scatterers.

Ineinman(4) introduced an iterative method for explicitly determining the successive terms in the Rayleigh series. The method requires the solution of the corresponding static potential problem for the same scatterer.

In the Rayleigh region the scattered field of the electric and magnetic dipoles induced by the incident field inside the scatterer is the dominant field. The frequency dependence of the scattered field is $f^{2}$ (so scattered power varies as $f^{4}$ or $1 / \lambda^{4}$ with the frequency or wavelength respectively). This frequency dependence is the well known Rayleigh scattering law.

If the wavelength of the incident radiation is very small compared to the principal radii of curvature on every point of the scatterer surface then high frequency techniques must be used for the solu-
tion of the scattering problem. In this frequency region the scattering phenomena is specular,i.e. the incident wave is reflected at points on the scatterer surface according to the laws of geometrical optics. The relevant methods for this frequency range are Geometrical and Physical optics. Keller's(5) geometrical theory of diffraction is an improvement over geometrical optics where it fails to predict the fields in the scatterer shadow.

Rayleigh series and high frequency techniques are very good approximations in their corresponding frequency ranges. The frequency region where both of the methods mentioned above fail to give correct results is a region between low and high frequency limits. This region is called the resonance region. Scattering phenomena are very sensitive to body shape and body dimensions in resonance region in contrast to the low frequency phenomena where shape of the scatterer is not so decisive(for long wavelengths, the volume of the body rather than its detailed shape is important). For short wavelengths the shape of the scatterer is again important and it comes into the solution through the local radii of curvature of the scatterer.

One of the important characteristic features of the resonance region is that, not only are the electric and magnetic dipoles induced in the scatterer but higher order multipoles are also generated. The scattered power varies with frequency in an oscillatory manner. The scattered field is almost invariably represented by an infinite series of 'characteristic modes'. For separable-surface scatterers these modes are the elementary solutions of the vector Helmholtz equation in the corresponding separable coordinate system. For an arbitrary scatterer, characteristic modes are not so straightforward to define. However, there are attempts, notably by Garbacz(6) and Harrington \& Mautz(7), to extend the characteristic mode approach to arbitrary scatterers.

The convergence properties of the characteristic mode expansion
are very essentiai in tile resonance jooion. ilmost all solution methods devised for this frequency region require the solution of an infinite dinensional linear system either in the form of linear algebraic equations or in the form of linear differential equations. It is therefore necessary to truncate the series at a finite number of terms in order to extract a solution from the corresponding infinite system. However, this truncation number is not known a priori, although the truncation operation is meaningful physically. If the scatterer surface is a separable one, experience shows that the nearest integer to $2 \mathrm{kr}_{\mathrm{m}}$ can be used as the truncation number satisfactorily. Here $r_{m}$ is a maximum linear dimension of scatterer defined with respect to a chosen origin. If the scatterer is non-separable but the fields are expanded in terms of the functions of a separable coordinate system the truncation limit roughly defined above may not work. More terms than the ones allowable by the above limit are necessary for accurate representation of the fields. The motivation behind the concept of characteristic modes for scatterers with arbitrary geometry is partly due to the fast convergence of such series using these modes as their typical terms.

The usual procedure for finding the necessary truncation number works as follows: the problem is solved with a truncation number(this may be taken as $2 k r_{m}$ ), then this number is increased and the results of two computations are compared. If the results do not change appreciably, then the first truncation number is taken as the proper one. If increasing the truncation number changes the results appreciably the above procedure is repeated for higher truncation numbers until an unchanged result is obtained. It is obvious that this procedure is cumbersome and time consuming, but no satisfactory soIution to this difficulty has yet been presented.

In this thesis consideration is confined to resonance scattering for time harmonic fields. Low and high frequency techniques are not

## 1.2 <br> Rewiew of Methods of Solution

### 1.2.1 Scattering by Perfectly Conductins Bodies

Scattering of electromagnetic waves by perfectly conducting bodies of arbitrary shape was first formulated through an integral equation for the surface current by Mauc(3) in 1949. The solution of this integral equation for surface current density is a formidable task even for rotationally symmetric scatterers. It is a vector integral equation on the scatterer surface, therefore it is equivalent to two coupled scalar integral equations.

Attempts have been made to solve Maue's equation approximately. Kodis(9) introduced a variational technique for the solution of the integral equation. Mei \& Bladel(10), in 1963, solved the integral equation with a different method. In their method, the surface current density is represented approximately by the first $N$ terms of an infinite series in the mean square sense and the integral equation is enforced at $N$ points on the surface of the body: This results in a linear system of algebraic equations for the unknown coefficients in the finite series representing the surface current density. This technique has been applied to scattering by perfectly conducting rectangular cylinders. One important numerical inconvenience has been observed in the solution process. This occurs when the wave number $k$ approaches one of the internal resonance wavenumbers of the scatterer This makes both the integral operator and the equivalent matrix singular. For such wavenumbers the solution is no longer unique.

This numerical difficulty has been overcome by Waterman(11) in 1965. In his analysis the boundary condition used is that the induced surface currents distribute themselves on the scatterer surface in such a way that their radiated field precisely cancels the incident ficld throughout the interior volume. This is called the extended
boundary concition. The integral equation resulting from the mathematical formulation of the above condition is called the extended integral equation and its solution is unaffected by internal resonances. The solution of the extended integral equation gives the unknown surface currents.

Hizal \& Marincic(12) set up an integral equation with the total fields as unknowns rather than the total surface currents. Representing the fields by finite series of spherical vector harmonics with unknown coefficients and converting the integral equation to a matrix relation gives the expansion coefficients by inverting the matrix. The scattered fields are found by summing the finite series.

The same procedure, namely starting from an integral equation, representing it by an equivalent first order linear system of algebraic equations and solving the final matrix relation numerically is also employed by Andreasen(13) and by Avetisyan(14) in scattering by perpectly conducting bodies of revolution, by Richmond(15) in scattering by conducting rods of finite length, by Baghdasarian and Angelakos(16) in scattering of a plane wave by a conducting loop.

Kennaugh(17) solved the scattering problem for perfectly conducting prolate and oblate spheroids excited by a plane wave propagating along the symmetry axis using a point matching technique.

Erma(18,19,20), in 1958, developed a boundary perturbation technique to solve the electromagnetic scattering by perfectly conducting rotationally symmetric and arbitrary bodies. Erma expresses the surface of the body as a perturbation of a spherical one. The resulting expansion coefficients are expressed as a power series in the perturbation parameter and the unknown perturbation coefficients. The zeroth order coefficients, being identical with the scattering coefficients of the optimum unperturbed sphere about the given non-spherical body, are obtained as the infinite summation of certain surface integrals which involve only known constants and perturbation coefficients

Garbacz(6) in 1965 and Karnishin, et.al. (21) in 1970 proposed a method to calculate the characteristic modes of arbitrarily shaped perfectly conducting bodies. Garbacz approaches the problem by diagonalizing the scattering matrix. By doing this he arrives at the conclusion that the mode currents are real and the tangential electric mode field is of constant phase over the surface of the body. Garbacz, Turpin, and Wickliff(22), (23), (24) used this property to find the characteristic currents in a few cases, but they did not obtain convenient formulas for computing the mode currents in general.

In 1971 Harrington \& Mautz (7) approached the same problem from an alternative point of view by diagonalizing the operator relating the current to the tangential electric field on the body. By choosing a particular weighted eigenvalue equation, they obtained the same modes as defined by Garbacz.

Variational techniques used by Kouyoumjian(25) give results for metallic plate, wire loop and wire scattering. In these methods, the far field amplitude is expressed in a form stationary with respect to small variations of the surface current about its true value. The accuracy of the technique depends on the initial choice of trial function for surface current which must not be too far from the true surface current distribution.

Wilton \& Mittra(26), in 1972, developed a method for scattering by two-dimensional bodies of arbitrary cross-section. In this method, the scattered field is represented by an expansion in terms of cylindrical harmonics the coefficients of which are unknowns. The boundary conditions are satisfied either using an analytical continuation procedure, in which the far-field pattern is continued into the near field and the boundary conditions are applied at the surface of scatterer, or, the completeness of the modal wave functions are used to approximately represent the fields in the exterior regions of the scatterer
directly. The coefficients of the cylindricnl harmonics are obtrines by an inversion of a matrix whose elements depend only on the shape and material properties of scatterer.

Recently, in 1974, Hizal(27) attempted to formulate the scattering problem for perfectly conducting bodies as an initial value probIem. In this method, the expansion coefficients of the scattered field satisfy a system of linear first-order differential equations. It seems, however, that some modifications are necessary before applying the formulation to practical problems.

Another approach to the scattering problem for perfectly conducting bodies which is completely different from the previous ones, is based on the transient response of the scattering body. The main idea of the method is to evaluate the impulse response of the scatterer The evaluation is based on several moment conditions which the impulse response function must satisfy and on the understanding of the dependence of the response waveform on the geometry of the scatterer. This technique is attracting more attention today. Teche's(28) singularity expansion technique is a related one in this respect

### 1.2.2 Scattering by Dielectric Bodies

The problem of scattering of electromagnetic waves by dielectric bodies which is the main concern of the present thesis can be attacked using different methods. One way of tackling the problem is to consider it as a reradiation problem. By this the following is meant; the incident wave, which is generated by a distant source, polarizes the medium in which the scatterer is located. The polarized(or induced) sources radiate into all space. The degree of polarization at a particular point inside the scatterer is a function of total field at that point(incident plus scattered fields) and the permittivity of the scatterer. Thus the induced source density is unknown because
the scattored field is not know before the completc solution of the problem is obtained.

For scatterers having a refractive index not too different from that of the surrounding medium the polarization can be assumed to be due to the incident field alone. The total induced sources are then known throughout the scatterer volume and the scattered field is obtained by a volume quadrature of these sources. This approximation is known as the Born approximation and it does not work when multiple reflection phenomena become important.

Since the scattered field is an integrated effect of the induced sources, and the induced sources depend on the scattered field, the above reasoning leads to an integral equation for the unknown scattered field. Richmond(29) deduces this integral equation for infinitely long dielectric cylinders of arbitrary cross-section. His solution proceeds by first dividing the cross-section of the cylinder into a finite number of cells in which the material parameters are assumed to be constant. The values for these constants are taken as the values of the permittivity function at the centre of each cell. The values of electric field in.each cell are assigned as unknowns of the problem. The above procedure converts the integral equation into a set of algebraic equations. The final solution of the unknown field values in
each cell is obtained by matrix inversion. This is actually the moment method of solution of the integral equation with two-dimensional step functions as test functions combined with point matching. The scattered field is obtained by a surface quadrature of the evaluated electric field over the cross-section of the cylinder. In this way, Richmond calculates the scattering patterns of cylindrical shells of circular cross-section, a dielectric shell of semi-circular cross-section, a thin homogeneous plane dielectric sheet of finite width, and an inhomogeneous plane sheet.

The above method is a two-step procedure for finding the far
field cuantitios. Increasing the number of colls incroases the accuracy but increases the computation time and storage correspondingly.

The scattering of a plane wave by a dielectric ring has been investigated by Van Doeren(30) using a very similar method. The difference is in the representation of the total unknown field. Here the total field is expanded into a series of functions with unknown coefficients. Substitution of this series into the integral equation together with the point matching technique (enforcement of the integral equation at a sufficient number of points within the dielectric volume) results in a system of algebraic equations for unknown expansion coefficients.

Hizal \& Tosun(31) also considered the problemas a reradiation problem. In their method, the fields inside the scatterer are expanded into an infinite series of spherical vector wave functions, the coefficients of which are not constants but functions of radial distance from the coordinate origin. The system of integral equations satisfied by these coeffcients are of Volterra type. Instead of solving the integral equation, the equivalent linear first order system of differential equations obtained by differentiating both sides of the integral equation are solved. This system of differential equations is not of initial value type but a two-point boundary value type. Its mathematical form is the standard state-space form which is often encountered in linear system theory. The unknown initial conditions and the expansion coefficients for the region defined by $r>r_{2}\left(r_{2}\right.$ is the radius of the enscribing sphere) are found simultaneously by solving the differential system with zero initial conditions(zero state solution), by calculating the elements of the state-transition matrix and finally by inverting a matrix. Their method, which is called the state-space formulation of scattering, has been developed for arbitrary inhomogeneous and anisotropic scatterers but has been applied only to spherically symmetric scatterers which are isotropic and stratified in
the radial direction. The state-space formulation of scattering will be examined in more detail and compared with the method which is presented in this thesis, in later chapters.

Waterman(32) extended his extended boundary condition method to the problem of scattering by dielectric scatterers. His starting point is the vector Huygen's principle according to which the total electric field outside the scatterer can be represented by a surface quadrature of the tangential components of the total electric and magnetic fields over the bounding surface of the scatterer. The integral representation which gives the correct electromagnetic field outside the scatterer cancels the incident field precisely for points inside the scatterer. Within the inscribed sphere the free space Green's function has a unique infinite series expansion in term of regular spherical harmonics. This fact is utilized to obtain the extended integral equation for the unknown surface currents which are actually the tangential electric and magnetic fields. For a perfect conductor, the tangential electric field is zero on the scatterer surface, so the integral equation is to be solved for the unknown tangential component of magnetic field. For a dielectric scatterer there are two unknowns in one integral equation. The solution goes as follows: the field inside the object is expanded into a series of regular vector wave functions of the interior wave equation with interior wavenumber as in the arguments of radial functions. Then the continuity of tangential fields on the surface of the scatterer is employed. In this way, the integral equation is transformed into a system of algebraic equations for unknown expansion coefficients and the final solution follows. The interior field can be expanded into a series of spherical harmonics of the interior wave equation only if the scatterer is homogeneous. Therefore Waterman's method cannot be applied to inhomogeneous scatterers in its present form. If, however the interior fields of an inhomogeneous body are found by some means(for
sxamplo by Einite-difference or Finite-element technicqus) the method works for such scatterers as well.

Another integral equation approach is made by Mitzner(33) to solve the scattering problem for an imperfect conductor. He formulates the scattering from a body of large but finite conductivity in terms of two coupled integral equations relating the effective electric and magnetic surface currents. From the integral equations, he then derives approximate. relationships between the two type of effective surface currents. The final solution is achieved by solving the integral equations numerically.

A different attack on the scattering problem for dielectric bodies has been made by Erma(20) and Yeh(34). Erma extends his pertur-bation-expansion technique to dielectric scatterers. However, he does not illustrate his method with a concrete example. Yeh has got results for scattering by oblate and prolate dielectric spheroids with small eccentricities. The excitation is a plane wave propagating along the symmetry axis of the scatterer in each case. The boundary of the dielectric obstacle is expressed in spherical cooordinates in the general form $r=r_{0}\left[1+\delta f_{1}(\theta, \phi)+\delta^{2} f_{2}(\theta, \phi)+\ldots\right]$ where $r_{0}$ is the radius of an optimum unperturbed sphere, $f_{n}(\theta, \phi)$ are arbitrary single valued and analytic functions, $\delta$ is the perturbation parameter and is chosen in such a way that $\sum_{n=1}^{\infty}\left|\delta_{n_{n}}(\theta, \phi)\right|<1, \quad 0 \leqslant \theta \leqslant \pi, \quad 0 \leqslant \phi \leqslant 2 \pi$. Detailed analysis is carried out to the first order by Yeh(Erma extends the analysis for higher order perturbations) together with the procedure to obtain higher order terms. The perturbation solutions are valid for the near zone of the scatterer as well as for its far zone and they are applicable for the whole frequency range. The perturbation expansion technique is only applicable to scattering problems with homogeneous dielectric media. Although the method is claimed to be capable of solving problems of highly perturbed scatterers, no practical applications are touched inthe work mentioned above.

A technique, which is similar to the one mentioned before in relation to Kennaugh's work for perfectly conducting bodies has been used by Greenberg and Libelo(35) for the solution of the problem of scattering by axially symmetric penetrable particles. In this method the standard boundary conditions are approximately satisfied at the scatterer surface. The technique has been applied to the scattering of scalar waves by prolate spheroids and tilted cylinders.

Spherically symmetricdielectric scatterers stratified in the radial direction have received considerable attention in the literature. Wyatt(36), in his analysis has got two second order differential equations for the two unknown functions which appear in the scattering coefficient expressions. One of these differential equations is of Schrödinger type. For some refractive index profiles, like Cauchy and square root parabolic profiles, Wyatt's differential equations have solutions as hypergeometric and confluent hypergeometric functions.

The method of invariant-embedding has been employed by Latham(37) for the solution of scattering by cylindrically and spherically stratified dielectric obstacles. In this method, the field is represented by an infinite series of cylindrical(orspherical) wave functions with two set of coefficients. One set of coefficients is determined by the incident field and the set of values of the ratio of the second coefficient to the first(this ratio is called the modal reflection coefficient and denoted by $R_{n}$ ) may be determined by considering the change in $R_{n}$, when a thin homogeneous cylindrical (or spherical) shell is added to the original cylindrically(or spherically) inhomogeneous body. By this procedure a nonlinear differential equation for $R_{n}$ is obtained. This differential equation is solved numerically with the initial condition $R_{n}(q)=0$ at $q=0$ where $q$ is the cylindrical(or spherical) radial variable. Once $R_{n}$ is found the scattered field follows directly.

The computation of electromagnetic scattering from concentric spherical structures by means of the rigorously exact Mie series is
discussed by Miwneri is Murphy(38). They present rosults for three different problems: a dielectric sphere, a dielectric shell spaced away from a central perfectly conducting sphere and both 5 and 10 discrete layer approximations to the Luneburg and Eaton-Lippman lenses.

Scattering by cylindrically symmetric dielectrics, stratified in the radial direction, has been investigated by Shafai(39) using the method of phase and amplitude functions. In this method, the field is represented by an infinite series in the inhomogeneous region with radial dependence unknown but with known angular dependence. This series is substitutedinto the partial differential equation satisfied by the field variable in the stratified region. Using the orthogonality properties of trigonometric functions on the interval ( $0-2 \pi$ ) gives a Sturm-Liouville type differential equation for the unknown radial function. Suitable phase and amplitude functions(which involve the integrals of unknown radial functions)are defined and the unknown radial function is expressed in terms of these. This procedure results in two nonlinear ordinary differential equations for the phase and amplitude functions and these are solved numerically subject to the initial conditions obtained from boundary conditions on field vectors.

Shafai(40) has also solved the problem of scattering by cylindrical objects of arbitrary cross-section and physical properties by the conformal mapping technique.

Wilton \& Mittra's previously mentioned point-matching method for perfectly conducting scatterers is also valid for homogeneous two-dimensional dielectric scatterers. However the practicability of this method is questionable.

Recently Mei(41) has developed "uni-moment" method of solution for field problems. This method of solution seems to be promising in some respects. It can be applied both to two-dimension and threedimensional problems. The origin of the method goes back to the
attempts made by some woreers to solve the exterior boundary problens (scattering problems) involving localized inhomogeneous media using finite-difference or finite-element techniques(42) together with integral equations or harmonic expansions which satisfy the radiation condition automatically. These methods result in large matrices which are partly full and partly sparse. The methods to solve them such as iteration or banded matrix methods proved to be unsatisfactory. The reason is that direct inversion of such matrices is impractical and iterative methods are slow, and always diverge when the source frequency is hifher than a critical value. This is usually the lowest resonant frequency of the finite-difference or finite-element region.

The uni-moment method developed by Mei is claimed to eliminate these difficulties by decoupling exterior problems from the interior boundary val ue problems. This is accomplished by solving the interior problem many times so that $N$ linearly independent solutions are generated. The continuity conditions are then enforced by a linear combination of the $N$ independent solutions which may be done by solving much smaller matrices. The successful application of the uni-moment method depends on how fast the trial function pairs(N linearly independent interior solutions of the wave equation) can be generated. These function pairs are found by solving the field equations inside the scatterer volume by finite-difference approximations. The finite difference form of the Helmholtz equation(or actually the wave equation for inhomogeneous media) is solved by three different methods which are the "shooting" method, the Riccati transformation, and the sparse matrix algorithm. The shooting method is basically an unstable numerical algorithm, but where it is applicable it gives satisfactory results. For problems involving scatterer of large dimension the Riccati transformation is a more stable computational technique. The uni-moment mathod using the Riccati transformation to generate $N$ linearly independent solutions of the wave equation inside the scatterer
has been applied to solve biconical antennas.
Pettit's work is very similar(for two-dimensional problems) (43) to the method presented in this thesis. It will be mentioned in detail in chapter 2.

Related to raindrop scattering, Oguchi(44) and Morrison\&Cross (45) have worked on the problem of scattering by lossy oblate spheroids. Scattering properties of raindrops for two orthogonal polarizations are important in the estimation of crosstalk in the microwave relay systems which use both orthogonal polarizations to give two channels at the same frequency. Oguchi has obtained results for the field intensities both in the forward and backward directions by solving the related boundary-value problems with a) a point matching technique and b) a perturbation technique at $19.3 \mathrm{GH}_{\mathrm{Z}}$. At 34.8 GHz , in addition to the above methods (a) and (b), he has solved the problem with a third method which is a spheroidal function expansion method. He has considered 13 different sizes of raindrops.

Morrison\&Cross, in their paper, give details of the analytical and numerical calculations used to solve the problem of the scattering of a plane wave by an axisymmetric raindrop. In the analysis, the shape of the raindrop need not be an oblate spheroid. Applications are made for oblate spheroids with various eccentricities. An exact solution using oblate-spheroidal wave functions is also presented and the results of approximate solutions, such as the perturbation and least-square fitting, are compared with the exact solution.

### 1.3 Summary of the Present Work

In this thesis scattering of electromagnetic waves by dielectric bodies is investigated in the resonance region by using a new method
of solution. The method developed works as follows: in circular or spherical regions with homogeneous material parameters throughout the electromagnetic field quantities are represented by infinite series of cylindrical or spherical harmonics depending on whether the problem is two-dimensional or three-dimensional. These expansions are convergent in their respective domains, where they represent the fields uniquely.

The radial functions appearing in the above harmonic expansions are cylindrical Bessel and Hankel functions in two-dimensional problems and spherical Bessel and Hankel functions in the threedimensional case. The coefficients of the harmonics are unknown constants to be determined by the boundary conditions. The angular dependence in the former case is governed by circular trigonometric functions, in the latter case this dependence is with spherical angular harmonics which are combinations of Associated Legendre functions in angle $\theta$ and trigonometric functions in angle $\phi$. In regions where material parameters are not constant but vary with position, the field quantities are again represented by infinite series. The radial functions of this expansion, however, are no longer known functions. The angular dependence is assumed to be the same as the one used for homogeneous regions. For two-dimensional problems, this assumption is equivalent to a Fourier series representation of fields (in angle $\theta$ ) in the corresponding inhomogeneous regions. For three-dimenstonal problems, it is a Fourier series representation in angle $\varnothing$ combined with the representation of the $\theta$-dependence of fields in terms of Associated Legendre functions. The differential equation satisfied by the unknown radial functions is obtained by substituting the infinite series expansion of the field into the corresponding wave equation valid in the inhomogeneous region and using the orthogonality properties of
angular functions appearing in the expansion.
The above procedure assumes that the fields in the inhomogeneous region can be represented exactly by an infinite expansion involving unknown radial functions. The validity of such an expansion follows from a theorem proving the existence of an infinite series expansion involving vector angular spherical harmonics for an arbitrary function of angles $\theta$ and $\phi$. For two-dimensional problems this is reduced to the existence of Fourier series of an arbitrary periodic function. The unknown radial functions, in addition to the differential equations mentioned above, must satisfy the conditions which are imposed on them by the standard boundary conditions on field vectors.

It is then possible to find the unknown expansion coefficients for the homogeneous region by solving the system of differential equations numerically.

As in almost all of the methods used in the resonance region, the infinite summations must be truncated at a certain number in order to solve a finite dimensional system of equations. This truncation number is not known a priori, however. By numerical examples it is shown thatfor two-dimensional problems the truncation number taken as the nearest integer to $2 \mathrm{kr} \mathrm{max}_{\text {max }}$ works quite satisfactorily. However, this is not the case for non-spherical threedimensional scattering problems. By considering a spherical scatterer with the coordinate origin shifted by a distance from the centre of the sphere(so with respect to this coordinate system the scatterer is no longer spherically symmetric) it is shown that the truncation limit defined above is not a sufficient one. . For example, for a sphere of optical radius 0.8 , the origin is shifted along the z-axis by an optical distance of 0.2 , so that the maximum optical dimension of the scatterer with respect to the shifted origin is 1 , satisfactory results are achieved by a truncation number of 4 (which
is twice that expected).
The method developed, then, is essentially a harmonic expansion and boundary matching technique.

Since the cylindrical or spherical harmonics are not the 'natural modes' of non-cylindrical or non-spherical bodies, the convergence of the series is not to be expected to be as fast as the one which uses the natural harmonics of the scatterer. The determination of such harmonics for arbitrary dielectric scatterers, although is mentioned in (46), has not yet been fully explored in the literature. The present method is, however an improvement over the ones which use a spherical or cylindrical harmonic expansion with constant coefficients even inside the inhomogeneous regions ((41), (45)). This is due to the fact that although the cylindrical or spherical harmonics are not the proper solutions of wave equation valid for the inhomogeneous region, the radial functions employed in the present work are generated directly from the wave equation for such regions.

The present method is developed for rotationally symmetric scatterers in the three-dimensional case. It can also be extended to arbitrary bodies, but this is not done in the thesis. All the derivations and numerical computations are carried out either for spherically symmetric or rotationally symmetric scatterers.

The following scatterers have been used in the analysis for two-dimensional problems: the circular dielectric shell, the circular dielectric shell stratified radially with a perfect conductor core, dielectric shells with semi-circular cross-section, elliptic, square and rectangular dielectric cylinders, two circular cylinders with different radii located a distance away from each other, ogive and two-dimensional Luneburg lenses. The resulting scattering patterns have been compared with the previously existing ones.

Agreement is remarkably good.
Spherically symmetric scatterers stratified radially are easy to solve with the present method. Spherical shells, spherical shells stratified radially with a perfect conductor core, Iuneburg and Eaton lenses have been selected as the spherically symmetric scatterers.

As examples of non-spherical scatterers, the off-centre sphere prolate and oblate spheroids, a dielectric cylinder of finite length, and two dielectric spheres with the same radius located a distance away from each other along the 2 -axis have been considered. A practical application is to raindrop-scattering. The forward scattering amplitudes are calculated for oblate spheroidal and kidney-shaped raindrops for an obliquely incident plane wave. It is not attempted, however to evaluate the scattering properties of raindrops in every detail.

For rotationally symmetric scatterers, it is shown that the azimuthal modes are excited inside the scatterer independently of each other. The index $m$ related to these modes comes into the calculations as a parameter. Hence, computations are carried out for each azimuthal mode separately. The above statement is valid only if the material parameters of the scatterer are independent of the azimuthal angle $\phi$.

In the representation of the fields by infinite series, the solution of the vector Helmholtz equation in spherical coordinates has been utilized. This representation is known as the Multipole expansion of the electromagnetic field. A brief introduction to Multipole fields is given in chapter 4. The full theory of Multipole fields can be found in (47).

In the numerical computations, it is required to solve a linear system of differential equations. The characteristic matrix
of this differential system is a ( $4 N \times 4 N$ ) complex matrix, where $N$ is the truncation number. The elements of the characteristic matrix depend on the geometry and physical properties of the scatterer. This matrix is independent of the excitation. Hence, whatever the excitation is, the numerical solution of the differential equations is unaffected by it. The form of the differential equations is the well known state-space form with no excitation term. There are ready numerical routines for the solution of such a system of differential equations. The numerical algorithms Runge-Kutta and Predictor-Corrector are adopted in the present work. The important parameters of both of these algorithms are step size and error bound for local accuracy. They are standard subroutines which can be found in almost all subroutine packages. In addition to the solution of the differential equations a matrix inversion is necessary for the final solution. This is again a $4 N \times 4 N$ complex matrix.

A computer programme has been developed to calculate the scattering coefficients, bistatic cross-section patterns and backscattering cross-sections of rotationally symmetric homogeneous dielectric scatterers. The shape of the scatterer appears in the programme as part of a subroutine. Hence, by making small changes in this subroutine with the rest of the programme unchanged, it is possible to solve the scattering problem for various scatterers.

As the dimension of the scatterer in terms of wavelength gets larger, the size of the matrices employed increases correspondingly. This, in turn increases the computation time and storage. This feature is characteristic of the resonance region. Although it is possible, in principle, to use the present method for frequencies above the resonance region, this is not practicable because of the time and storage limitations of computers used for the solution.

The main objective of the present work is to introduce a new
method for the solution of scattering problems for dielectric obstacles and to give a detailed analysis of its theoretical and computational aspects. For this reason, the examples considered in the thesis are not difficult from the computational point of view. Handling optically large scatterers or presenting lots of data for some practical problems are not attempted in the thesis.

In the first part of the thesis only two-dimensional problems have been tackled. In chapter two, both the state-space method and the new method are developed for infinitely long dielectric cylinders of arbitrary cross-section. A detailed comparison of the two methods from the numerical computation point of view is done. The new method is tested by solving the two-dimensional scattering problem for various scatterers. The convegence properties of the solution are investigated with several truncation numbers. Both polarizations of the incident radiation, TM and TE , are considered. It is observed that for TH-polarization the convergence of the solution with respect to the truncation number is faster than in the IE-polarization case. The degree of accuracy in the statespace method and in the new method is the same, but the computation times are much lower for the new method. The method developed for two-dimensional problems has also been compared with the solution by the method of moments.

In chapter three the new method is developed in elliptical coordinates. No numerical computations are made. Using elliptical coordinates makes the solution of scattering problem for certain scatterers easier. A detailed theoretical and numerical comparison is done about the properties of the new method in circular cylindrical and in elliptical coordinates for rectangular cylinders of high major-to-minor axis ratio. A practical application of such a comparison can be the selection of the most suitable method for
the scattering problem for dielectric strips. .
In chapter four the necessary mathematical tools are given for the solution of the scattering problem for three-dimensional scatterers. The multipole expansion of the electromagnetic field is investigated briefly. The original state-space method is extended to threedimensional scatterers.

In chapter five the new method is developed for spherically symmetric scatterers stratified in the radial direction. Dielectric shells stratified radially with conductor cores are considered first. Use of such scatterers is typical when a method of solution is to be tested, since in this case the solution of the scattering problem for spherically symmetric bodies is relatively easy. The differential equations for the two functions(in the radial variable) appearing in the Multipole series of the electromagnetic field are decoupled. The size of the characteristic matrix of each differential system is $2 \times 2$. Hence, for spherically symmetric scatterers, storage is no problem. Luneburg and Eaton lenses are also considered. The results obtained using the new method are compared with other results obtained by different methods. The agreement in all cases is excellent.

In chapter six the new method is extended to problems involving rotationally symmetric scatterers. All computational steps are investigated in detail. The superiority of the method to the original state-space method is shown. To test the method an offcentre dielectric sphere is considered first. It is shown that the far field quantities are independent of the selection of coordinate origin. The role of the truncation number on the results is investigated by taking various truncation numbers. Scattering by oblate and prolate spheroids of small eccentricity is solved by the new
method, and the results are compared with the ones obtained using perturbation expansion techniques. Again the agreement is found to be very good.

A dielectric cylinder of finite length and two dielectric spheres of the same radii are also considered as scatterers. The values for the maximum optical radii of these scatterers are taken ffom the lower part of the resonance region. The results are not compared to any other results, they are just presented.

Finally, the method is applied to the solution of the scattering problem for a single raindrop. Two shapes are considered for raindrops. One is the commonly used oblate spheroid, the other is the kidney shape. The kidney shape was not introduced into the raindrop scattering calculations before. Recent theoretical and experimental investigations, however show that it is actually the shape of the raindrop as its size becomes greater than a certain limit. Multipolecoefficients and forward scattering amplitudes are listed for each case for a plane wave incidence and for a certain truncation number. The direction of the incident wave is taken as perpendicular to the axis of symmetry of the raindrop. Again the results are just presented but not compared to any other one. Their accuracy cannot be assured unless they are checked against reliable data, either in the form of theoretical results or in the form of experimental investigation.

In this chapter scatterers are taken as dielectric cylinders of arbitrary cross-section. The cross-sectional plane is taken as the $\mathrm{x}-\mathrm{y}$ plane. The generator of the cylinder is along the z-axis. The scatterers are assumed to be homogeneous in shape along the z-axis and they are infinitely long along this axis. This assumption of infinitely long cylinders makes the solution independent of the $z$-coordinate. Hence the problem is two-dimensional. Cylinders of finite length must be treated by the method developed for three-dimensional problems in chapter 6.

The excitation is assumed to be either a plane wave or an infinitely long line source. The plane of incidence is taken as the $x-y$ plane without loss of generality. Both of the two orthogonal polarizations $T M$ and $T E$ are considered so that a more general polarization can be treated by linear superposition.

### 2.1 STATE-SPACE FORMULATION OF TWO-DIMENSIONAL PROBLEMS-TM CASE

In this section state-space formulation of scattering which hasbeen developed for three-dimensional problems(31) will be carried out for two-dimensional scatterers excited by a 1 Ti-polarized incident field. Consider an infinitely long dielectric


Fig. (2.1.1) cylinder with an arbitrary cross-section. A monochromatic plane wave with its electric field vector in the $z$-direction(TMpolarized) is incident on the scatterer. The direction of propagation of this incident wave is defined by the angle $\psi_{0}$ with respect to the x -axis as shown in figure 2.1.1.

The incident field is denoted by $V_{0}$. The scattered field is assumed to be due to the sources induced inside the scatterer by the incident field and it is denoted by $V_{1}$. The permittivity and the conductivity of the scatterer are assumed to be functions of position on $S$ and they are denoted by $\varepsilon$ and $\sigma_{0} \quad$ Permeability is taken as $\mu_{0}$ everywhere.

In the analysis that follows cylindrical coordinates $\rho$ and $\phi$ are used. Whenever they are primed they represent source points. The scattered field(also M-polarized) is given by the following formula(48):

$$
\begin{equation*}
V_{I}(\rho, \phi)=-\frac{k_{0} Z_{0}}{4} \iint_{S} J_{z}\left(\vec{p}^{\prime}\right) H_{0}^{(2)}\left(k_{0} R\right) d S^{i} \tag{2.1.1}
\end{equation*}
$$

where $(\rho, \phi)$ are observation point variables, $\bar{\rho}^{\prime}$ is short for ( $\rho^{\prime}, \phi^{\prime}$ ) and denotes source points, $S$ is the cross-sectional area of the scatterer, $k_{0}$ is the free space wavenumber, $Z_{o}$ is the intrinsic impedance of free space, $H_{0}^{(2)}\left(k_{0} R\right)$ is the zeroth order Hankel function of the second kind( $e^{j \omega t}$ time dependence assumed), $R$ is the distance between source and observation points and is equivalent to:
$R=\left[\rho^{2}+\rho^{\prime 2}-2 \rho \rho^{\prime} \operatorname{Cos}\left(\phi-\phi^{\prime}\right)\right]^{1 / 2}$. The induced current density is given by the following formula:

$$
J_{z}\left(\bar{p}^{\prime}\right)=j \omega \epsilon^{\prime}\left[V_{0}\left(\rho^{\prime}, \phi^{\prime}\right)+V_{1}\left(\rho^{\prime}, \phi^{\prime}\right)\right], \text { where } \epsilon^{\prime}=\varepsilon-\epsilon_{0}-j \frac{\sigma}{\omega}
$$

The surface integral in (2.1.1) can be separated into two surface integrals over $S_{1}$ and $S_{2}$ in such a way that in $S_{1} p>p^{\prime}$ for all $p^{\prime}$ and in $S_{2} p^{\prime}>\rho$ for all $p^{\prime}$ (here the observation point is assumed to be inside the scatterer) as shown below:

$$
\begin{gathered}
V_{I}(\rho, \phi)=-\frac{k_{0} Z_{0}}{4} \iint_{S_{1}} J_{z}\left(\bar{p}^{\prime}\right) H_{0}^{(2)}\left(k_{0} R\right) d S^{\prime}-\frac{k_{0} Z_{0}}{4} \iint_{S_{2}} J_{z}\left(\bar{p}^{\prime}\right) H_{0}^{(2)}\left(k_{0} R\right) d S^{\prime} \\
\rho^{\prime}<\rho
\end{gathered}
$$

The addition theorem for Hankel. functions(49) gives the following representation for $H_{o}^{(2)}\left(k_{0} R\right)$ :
$H_{o}^{(2)}\left(k_{0} R\right)=\sum_{m=-\infty}^{\infty} J_{m}\left(k_{o} p^{\prime}\right) H_{m}^{(2)}\left(k_{o} p\right) e^{j m\left(\phi-\phi^{\prime}\right)} \quad$ for $p>p^{\prime}$
$H_{o}^{(2)}\left(k_{0} R\right)=\sum_{m=-\infty}^{\infty} J_{m}\left(k_{0} \rho\right) H_{m}^{(2)}\left(k_{0} \rho^{\prime}\right) e^{j m\left(\phi-\phi^{\prime}\right)} \quad$ for $p<p^{\prime}$
$J_{m}\left(k_{o} \rho\right)$ and $H_{m}^{(2)}\left(k_{o} p\right)$ are $m^{\prime}$ th order Bessel and Hankel functions respectively.

These expansions for $H_{o}^{(2)}\left(k_{0} R\right)$ are next substituted into (2.1.2). Since the series for $H_{o}^{(2)}\left(k_{0} R\right)$ is uniformly convergent in $p$ ! the summation and integration orders are immaterial and they can be interchanged legitimately.

The following result follows for $V_{1}$ :

$$
V_{1}(p, \phi)=\sum_{m=-\infty}^{\infty}\left[s_{m}^{I}(p) H_{m}^{(2)}\left(k_{o} p\right)+s_{m}^{2}(p) J_{m}\left(k_{o} p\right)\right] e^{j m \phi} \text {, where the }
$$

scattering coefficients $s_{m}^{1}$ and $s_{m}^{2}$ are defined as:

$$
\begin{aligned}
& s_{m}^{l}(\rho)=-\frac{k_{0} Z_{0}}{4} \iint_{S_{1}} J_{z}\left(\bar{p}^{\prime}\right) J_{m}\left(k_{0} \rho\right) e^{-j m \phi^{\prime}} d S^{\prime} \\
& s_{m}^{2}(p)=-\frac{k_{0} Z_{0}}{4} \iint_{S_{2}} J_{z}\left(\bar{p}^{\prime}\right) H_{m}^{(2)}\left(k_{0} p\right) e^{-j m \phi^{\prime}} d S^{\prime}
\end{aligned}
$$

The aim of the state-space method is to find $s_{m}^{l}(p)$ for the region $P \geqslant P_{2}$, where $P_{2}$ is the radius of the enscribing circle. Actually it is enough to find $s_{m}^{1}(p)$ at only $p=p_{2}$, since $s_{m}^{l}(p)$ is constant for $p>p_{2} .\left(s_{m}^{2}(p) \equiv 0\right.$ for $\left.p \geqslant p_{2}\right)$. This is achieved by deducing the differential equations satisfied by $s_{m}^{1}$ and $s_{m}^{2}$ and solving them numerically. First $J_{z}\left(\bar{p}{ }^{\prime}\right)$ is expressed by the following series:

$$
J_{z}\left(\bar{p}^{\prime}\right)=j \omega E^{\prime}\left\{v_{0}+\sum_{m=-\infty}^{\infty}\left[s_{m}^{1}\left(p^{\prime}\right) H_{m}^{(2)}\left(k_{o} p^{\prime}\right)+s_{m}^{2}\left(p^{\prime}\right) J_{m}\left(k_{0} p^{\prime}\right)\right] e^{j m \phi^{\prime}}\right\}
$$

This series for $J_{z}(\bar{\rho} ')$ is next substituted into the expressions (2.1.3) and (2.1.4) with the following result:(summation and integration orders have been interchanged)
$s_{m}^{I}(\rho)=\sum_{n=-\infty}^{\infty}-\frac{j k_{0}^{2}}{4}\left[\iint_{S_{1}} e_{r}^{\prime}\left(p^{\prime}, \phi^{\prime}\right) J_{m}\left(k_{o} \rho^{\prime}\right) H_{n}^{(2)}\left(k_{0} p^{\prime}\right) e^{j(n-m) \phi^{\prime}} s_{n}^{I}\left(p^{\prime}\right) d S^{\prime}\right.$
$+\iint_{S_{1}} E_{r}^{\prime}\left(p^{\prime}, \phi^{\prime}\right) J_{m}\left(k_{o} p^{\prime}\right) J_{n}\left(k_{0} p^{\prime}\right) e^{j(n-m) \phi^{\prime} s_{n}^{1}\left(p^{\prime}\right) d S^{\prime}+\iint_{S_{1}} E_{r}^{\prime}\left(p^{\prime}, \phi^{\prime}\right) J_{m}\left(k_{o} p^{\prime}\right)}$
$\left.\cdot J_{n}\left(k_{o} p^{\prime}\right) e^{j(n-m) \phi_{E_{n}^{\prime}}} d S^{\prime}\right]$
where $\epsilon_{r}^{\prime}=\frac{\epsilon^{\prime}}{\varepsilon_{0}}$ and $E_{n}=j^{n} e^{-j n \psi_{0}}$ which comes from the expansion of $V_{0}$ into the following infinite series:

$$
v_{0}(\rho, \phi)=e^{j k_{o} \rho \operatorname{Cos}\left(\phi-\psi_{\alpha}\right)}=\sum_{n=-\infty}^{\infty} j^{n} J_{n}\left(k_{o} \rho\right) e^{j n\left(\phi-\psi_{\alpha}\right)} \text { (unit }
$$

amplitude is assumed for $V_{0}$ )
By using the summation convention over index $n$ and showing the double integral $\iint_{S_{1}} \ldots$ dS' explicitly, (2.1.5) becomes: $s_{m}^{I}(\rho)=\frac{-j k_{0}^{2}}{4}\left[\int_{0}^{\rho} s_{n}^{I}\left(\rho^{\prime}\right) H_{n}^{(2)}\left(k_{0} \rho^{\prime}\right) J_{m}\left(k_{0} p^{\prime}\right) \rho^{\prime} d \rho^{\prime} \int_{\bar{\Phi}\left(\rho^{\prime}\right)}^{\epsilon_{r}^{\prime}\left(p^{\prime}, \phi^{\prime}\right) e^{j(n-m) \phi^{\prime}}}\right.$
. $\mathrm{d} \phi^{\prime}+$ other terms ...]
$\Phi\left(\rho^{\prime}\right)$ denotes that the limits for the angular integral over $\phi^{\prime}$ depend on the first integration variable $p^{\prime}$. The domain of $\phi^{\prime}$ is composed of the parts of circle with radius $\rho^{\prime}$ which lie inside the scatterer.

The final step in deducing the differential equation for $s_{m}^{1}(p)$ is to differentiate both sides of (2.1.6) with respect to $p$. This gives:

$$
\frac{d s^{I}}{d \rho}=\omega_{m n}^{I 1}(\rho) s_{n}^{I}(\rho)+\omega_{m n}^{I 2}(\rho) s_{n}^{2}(\rho)+j^{n} e^{-j n \psi_{0}} \omega_{m n}^{I 2}(\rho)
$$

where

$$
\begin{aligned}
& \omega_{m n}^{I 1}(\rho)=-\frac{j k_{0}^{2}}{4} \rho J_{m}\left(k_{o} \rho\right) H_{n}^{(2)}\left(k_{0} \rho\right) I_{n m}(\rho) \\
& \omega_{m n}^{I 2}(\rho)=-\frac{j k_{0}^{2}}{4} \rho J_{m}\left(k_{o} \rho\right) J_{n}\left(k_{o} \rho\right) I_{n m}(\rho)
\end{aligned}
$$

( summation convention over $n$ has been used above)
The same procedure is followed for $s_{m}^{2}$ with the result:

$$
\frac{d s^{2}}{d \rho}=\omega_{m n}^{21}(\rho) s_{n}^{1}(\rho)+\omega_{m n}^{22}(\rho) s_{n}^{2}(\rho)+j^{n} e^{-j n \psi_{0} \omega_{m n}^{22}(\rho)}
$$

with

$$
\omega_{m n}^{2 l}(p)=\frac{j k_{0}^{2}}{4} \rho H_{m}^{(2)}\left(k_{o} p\right) H_{n}^{(2)}\left(k_{o} p\right) I_{n m}(p)
$$

$$
\omega_{m n}^{22}(p)=\frac{j k_{0}^{2}}{4} f i_{m}^{(2)}\left(k_{o} p\right) J_{n}\left(k_{o} p\right) I_{n m}(p)
$$

where

$$
I_{n m}(\rho)=\int_{\Phi(\rho)} E_{r}^{\prime}(\rho, \phi) e^{j(n-m) \phi} d \phi
$$

By truncating the infinite series at a finite number $N$ a linear system of coupled differential equations is obtained in state-space form. As it is seen from the definitions of $s_{m}^{1}$ and $s_{m}^{2}$ : $s_{m}^{l}(0)=0, \quad s_{m}^{2}(0) \neq 0$
$s_{m}^{1}\left(p_{2}\right) \neq \dot{0}, \quad s_{m}^{2}\left(p_{2}\right)=0$
The conditions on the scattering coefficients are not specified at a single point. Therefore the problem is not an initial value problem but a two-point boundary value problem. A matrix inversion is required to convert the two-point boundary value problem into an initial value one.

As an example consider a circular dielectric cylinder with $\varepsilon_{r}^{\prime}(p, \phi)=\epsilon_{r}^{\prime}(\rho)$. For such a permittivity function $I_{n m}$ becomes; $I_{n m}(\rho)=\int_{\Phi(\rho)} \epsilon_{r}^{\prime}(\rho, \phi) e^{j(n-m) \phi} d \phi=\epsilon_{r}^{\prime}(\rho) \int_{0}^{2 \pi} e^{j(n-m) \phi} d \phi=2 \pi \varepsilon_{r}^{\prime}(\rho) \delta_{n m}$ where $\delta_{n m}$ is the kronecker delta. The system of differential equations takes the following form:

$$
\left[\begin{array}{l}
\dot{s}_{m}^{1} \\
\dot{s}_{m}^{2}
\end{array}\right]=\left[\begin{array}{ll}
\omega_{m}^{11}(x) & \omega_{m}^{12}(x) \\
\omega_{m}^{21}(x) & \omega_{m}^{22}(x)
\end{array}\right]\left[\begin{array}{l}
s_{m}^{1} \\
s_{m}^{2}
\end{array}\right]+\left[\begin{array}{l}
\omega_{m}^{12} \\
\omega_{m}^{22}
\end{array}\right] \begin{aligned}
& j^{m} e^{-j m \psi_{0}} \\
& \text { (2.1.7) }
\end{aligned}
$$

where

$$
\begin{aligned}
& \omega_{m}^{11}(x)=-j \frac{\pi}{2} x \epsilon_{r}^{\prime}(x) J_{m}(x) H_{m}^{(2)}(x), \quad \omega_{m}^{12}(x)=-j \frac{\pi}{2} x \epsilon_{r}^{\prime}\left[J_{m}(x)\right]^{2} \\
& \omega_{m}^{21}(x)=j \frac{\pi}{2} x \epsilon_{r}^{\prime}(x)\left[H_{m}^{(2)}(x)\right]^{2}, \quad \omega_{m}^{22}(x)=-\omega_{m}^{11}(x), x=k_{o} f
\end{aligned}
$$

For this particular scatterer the summation over $n$ drops out. Coefficients $s_{m}^{1}$ and $s_{m}^{2}$ satisfy their own differential equation system for each $m$. There.is no coupling between $s_{1}^{1}$ and $s_{2}^{1}, s_{3}^{1}$, ...etc.

If the scatterer is not circularly symmetric the $I_{n r i}$ factors take the following form:


$$
\begin{aligned}
& \text { at a distance } \rho ; \\
& I_{n m}=\int_{\Phi(\rho)} \epsilon_{r}^{\prime}(\rho, \phi) e^{j(n-m) \phi} d \phi=\int_{\theta_{2}}^{\theta_{3}} \epsilon_{r}^{\prime}(\rho, \phi) e^{j(n-m) \phi} \\
& \\
& \\
& d \phi+\int_{\theta_{4}}^{\partial_{1}} \epsilon_{\Gamma}^{\prime}(\rho, \phi) e^{j(n-m) \phi} d \phi
\end{aligned}
$$

The interrals indicated above are to be evaluated at each step of the numerical integration.

In order not to go into algebraic complexities the TE case is not presented, although the same principle applies for this excitation as well.

The details of the method of solution will be given in section 2.3
The state-space method is applicable to multi-body scattering as well. It is also applicable when the scatterer has a surface discontinuity where the surface normal can not be defined uniquely.

It is interesting to notice that with state-space approach it is possible to represent the field exactly with an infinite series of cylindrical harmonics in a region where the medium parameters are functions of position. The characteristic feature of such a representation is its position dependent expansion coefficients $s_{m}^{I}$ and $s_{m}^{2}$. Such an exact representation of the field in an inhomogeneous region is not possible using cylindrical harmonics with constant coefficients. This series with constant coefficients can represent the field only approximately.

The complex permittivity function comes into the solution as a multiplying factor in certain integral expressions and not in the arguments of the Bessel and Hankel functions.

The scattered field and the field inside the scatterer are found by summing a finite series once the scattering coefficients are found. No surface quadrature is necessary in finding the scattered field throughout the space. In this sense the state-space method is a one-
2.2 NE: METHOD OF SOLUTION FOR TWO-DIMENSIONAL PROBLEMS-TM CASE


Consider an infinitely long dielectric cylinder, the cross-section of which is denoted by $C$ as shown in Fig. 2.2.1. The circles $C_{1}$ and $C_{2}$ are termed as inscribing and enscribing circles. They are defined as: $C_{1}$ is the largest circle inside $C$ and touches it from inside, $C_{2}$ is the smallest circle outside $C$ and touches it from outside. The incident field is a Th-polarized plane wave. Its direction of propagation makes an angle $\psi_{0}$ with the positive $x$-axis.

The permittivity of the scatterer is assumed to be constant and its conductivity zero. By such an assumption no generality is lost as will be show later in this chapter.

Inside the circle $C_{1}$ and outside the circle $C_{2}$, the medium is homogeneous. The wave equation in these regions is the scalar Helmholtz equation. It is known that the Helmholtz equation has a unique and convergent infinite series solutions, in term of cylindrical harmonics with constant coefficients, in such regions(50). These solutions have the following representation:

$$
\begin{aligned}
& v_{1}(\rho, \phi)=\sum_{m=-\infty}^{\infty} a_{m} J_{m}\left(k_{p}\right) e^{j m \phi}, \quad \rho \leqslant \rho_{1}, 0 \leqslant \phi \leqslant 2 \pi \\
& v_{3}(\rho, \phi)=\sum_{m=-\infty}^{\infty}\left[\zeta_{m} J_{m}\left(k_{o} \rho\right)+b_{m} H_{m}^{(2)}\left(k_{0} \rho\right)\right] e^{j m \phi}, \rho \geqslant \rho_{2}, \quad 0 \leqslant \phi \leqslant 2 \pi,
\end{aligned}
$$

where $a_{m}$ and $b_{m}$ are unknown coefficients, $\zeta_{m}$ are the expansion coefficients of the incident field, $J_{m}=j^{m} e^{-j m \psi_{0}}, k=k_{0} \sqrt{\epsilon_{r}}, \epsilon_{r}$ is the relative permittivity of the scatterer.

The region defined by $\rho_{1}<P<P_{2}$ is not homogeneous in its material composition, as can be seen from the stepwise dependence of per-
mittivity on $\rho$ and $\phi$. The wave equation(obtained from haxwell's equations treating $E$ as a function of both $\rho$ and $\phi$ ) is no longer the scalar Helmholtz equation. A similar series to the ones used for $V_{1}$ and $V_{3}$ can be used to represent the field in this region. This time the radial functions are not known functions. Denoting these unknown functions by $f_{m}(f)$ the representation takes the following form:

$$
\begin{equation*}
V_{2}(\rho, \phi)=\sum_{m=-\infty}^{\infty} f_{m}(\rho) e^{j m \phi} \quad, \quad \rho_{1} \leqslant p \leqslant \rho_{2}, \quad 0 \leqslant \phi \leqslant 2 \pi \tag{2.2.3}
\end{equation*}
$$

This representation is actually that of the electric field by a Fourier series in angle $\phi, f_{m}(\rho)$ being the Fourier coefficients.

Pettit(43), in his work, expands the permittivity function into a Fourier series. Although his approach leads to the same results as given by the present work, expansion of the electric field into a Fourier series seems to be more proper, because the permittivity function in region 2 is a steprise discontinuous function of $\varnothing$ for a fixed $\rho$ but the z-component of electric field is continuous throughout the range of $\phi$. The necessary number of terms to be taken in the Fourier series may be greater in the case of a discontinuous function compared to a smooth function.

The functions $f_{m}(f)$ are not arbitrary. Their differential equation is found by first substituting (2.2.3) into the wave equation relevant to region 2, and then using the orthogonality of trigonometric functions in the range ( $0-2 \pi$ ).

The wave equation for region 2 is:

$$
\frac{1}{\rho} \frac{\partial}{\partial p}\left(p \frac{\partial V_{2}}{\partial p}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2} V_{2}}{\partial \phi^{2}}+\omega^{2} \mu_{0} \epsilon(p, \phi) V_{2}=0
$$

substitution gives the following;

$$
\sum_{m=-\infty}^{\infty}\left[\frac{d^{2} f_{m}}{d \rho^{2}}+\frac{d f_{m}}{d \rho}-\frac{m^{2}}{\rho^{2}} f_{m}+k_{o}^{2} \epsilon_{r}(\rho, \phi) f_{m}\right] e^{j m \phi}=0
$$

Each term in the above summation is multiplied next by $\mathrm{e}^{-j n \phi}$ and

$$
\frac{d^{2} f_{n}}{d x^{2}}+\frac{1}{x} \frac{d f_{n}}{d x}-\frac{n^{2}}{x^{2}} f_{n}+\sum_{m=-\infty}^{\infty} \alpha_{n m} f_{m}=0
$$

Where

$$
\alpha_{n m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(x, \phi) e^{j(m-n) \phi} d \phi \quad \text { and } \quad x=k_{o} \rho_{0}
$$

$\epsilon_{r}(x, \phi)$ is the relative permittivity function for region 2 and it should not be confused with the relative permittivity of the scatterer which is a constant.

In order to simplify the algebra in the analysis that follows some assumptions are made without losing any generality. If the scatterer has an axis of symmetry, the incident TH-polarized plane vave can be decomposed into even and odd parts. For both even and odd components the infinite summations above start from 0 and go to $\infty$. This is due to the fact that for even excitation $\psi_{-m}=\psi_{m}$. and for odd excitation $\psi_{-m}=-\psi_{m}$ (see appendix $A$ ). The problem for even and odd excitations is solved separately and the results of each solution are superposed linearly. It is now permissible to start the summations from 0 . The new coefficients of $f_{m}(\rho)$ are denoted by $\gamma_{n m}$. For even excitation $\gamma_{\mathrm{nm}}=\alpha_{\mathrm{nm}}+a_{\mathrm{n},-\mathrm{m}}-\alpha_{\mathrm{nm}} \delta_{\mathrm{mo}}$, for odd excitation $\gamma_{n m}=\alpha_{n m}-\alpha_{n,-m}^{-\alpha_{n m}} \delta_{m o}$, where $\delta_{m o}$ is the Kronecker delta.

Decomposition of the incident wave into even and odd parts and treating each part separately will be compared with the solution without any decomposition in section 2.4 .

Assuming even or odd excitation, the differential equation has the following form:

$$
\frac{d^{2} f_{n}}{d x^{2}}+\frac{1}{x} \frac{d f_{n}}{d x}-\frac{n^{2}}{x^{2}} f_{n}+\sum_{m=0}^{\infty} r_{n m} f_{m}=0
$$

This differential equation is converted into state-space form which is more convenient for numerical treatment by i) truncating the
series at a finite number N and ii) making the following definitions:

$$
\begin{aligned}
& f_{n}(x)=y_{n}(x), \quad \frac{d f_{n}}{d x}=z_{n}(x), \text { then } \\
& \frac{d y_{n}}{d x}=z_{n}, \quad \frac{d z_{n}}{d x}=\frac{n^{2}}{x^{2}} y_{n}-\frac{1}{x} z_{n}-\sum_{m=0}^{N} r_{n m}(x) y_{m}
\end{aligned}
$$

in matrix form:
where $U$ is the $(N+1) x(N+1)$ identity matrix, 0 denotes the $(N+1) x(N+1)$ null matrix, $\underset{f}{y}(x)=\left[\begin{array}{llll}y_{0} & y_{1} & \ldots & y_{N}\end{array}\right]^{T}, \quad z(x)=\left[\begin{array}{llll}z_{0} & z_{1} & \cdots & z_{N}\end{array}\right]^{T}$ are $(N+1) \times l$ column vectors, $T$ denotes transpose, . means differentiation with respect to the argument, $S$ is an $(N+1) x(N+1)$ matrix whose explicit form is given as:

If the excitation were not separated into even and odd parts the matrix $S$ would be a $(2 N+1) x(2 N+1)$ matrix.

The solution procedure is given in detail below.
The solution to (2.2.4) can be written symbolically as:
$\left[\begin{array}{l}\underline{f}(x) \\ \hdashline \cdots \\ \underline{\underline{f}}(x)\end{array}\right]\left[\begin{array}{c:c}\Phi_{1} & \Phi_{2} \\ \ldots & \Phi_{2} \\ \Phi_{3} & \Phi_{4}\end{array}\right]\left[\begin{array}{l}\underline{f}\left(x_{1}\right) \\ \hdashline \cdots \cdots \\ \underline{\underline{n}}\left(x_{1}\right)\end{array}\right] \quad$ (2.2.5) where $x_{1}=k_{0} \rho_{1}=o p-$ tical radius of the ins-
cribing circle.

$$
\begin{aligned}
\underline{f}(x)= & {\left[\begin{array}{llll}
\tilde{r}_{0} & f_{1} & \ldots & \tilde{n}_{i n}
\end{array}\right]^{T}, \quad \dot{f}(x)=\left[\begin{array}{lll}
\dot{f}_{0} & \dot{f} & \ldots \\
f_{1} & \ldots
\end{array}\right] } \\
& \Phi_{1}, \Phi_{2}, \Phi_{3}, \Phi_{4} \text { are }(N+1) x(N+1) \text { square matrices. }
\end{aligned}
$$

The matrix $\Phi=\left[\begin{array}{ccc}\Phi_{1} & \vdots & \Phi_{2} \\ \cdots & \vdots & \cdots \\ \Phi_{3} & \vdots & \Phi_{4}\end{array}\right] \quad \begin{aligned} & \text { is called the state-transition } \\ & \text { matrix. }\end{aligned}$
The columns of the $\Phi$ matrix can be obtained numerically very easily. For this purpose, the system of differential equations (2.2.4) is solved with canonical initial condition vectors. By this the following is meant; to find the $j$ 'th column of the matrix, (2.2.4) is solved with the initial condition vector ( 0 ...I $\ldots 0$ ) $)^{\top}$ the element 1 is at $j^{\prime t h}$ place from top. Then, (2.2.4) is solved ( $2 \mathrm{~N}+2$ ) times subject to the $(2 \mathrm{~N}+2$ ) canonical initial conditions to find the elements of $\Phi$ matrix.

Generation of the $\Phi$ matrix numerically is essential for the final solution, that is the determination of the scattered field coefficients $b_{m}$. The rest of the solution proceeds as follows.

The boundary conditions on circles $p=\rho_{1}$ and $p=\rho_{2}$ give the following equations:

$$
\begin{array}{ll}
a_{m} J_{m}\left(x_{1 d}\right)=f_{m}\left(x_{1}\right) & J_{m}\left(x_{2}\right)+b_{m} H_{m}^{(2)}\left(x_{2}\right)=f_{m}\left(x_{2}\right) \\
\sqrt{\epsilon_{r}} a_{m} \dot{J}_{m}\left(x_{1 d}\right)=\dot{f}_{m}\left(x_{1}\right) & \dot{J}_{m}\left(x_{2}\right)+b_{m} \dot{H}_{m}\left(x_{2}\right)=\dot{f}_{m}\left(x_{2}\right)
\end{array}
$$ where . denotes differentiation with respect to the argument, $x_{1}=k_{0} \rho_{I}$, $x_{2}=k_{0} p_{2}, x_{1 d}=x_{1} \sqrt{\epsilon_{r}}, \epsilon_{r}$ is the relative permittivity of the scatterer.

The above equations have the following matrix representation:

$$
\begin{array}{ll}
\underline{f}\left(x_{1}\right)=J_{1 d} \underline{a} & \underline{f}\left(x_{2}\right)=H_{2} \underline{b}+\underline{g}_{1} \\
\dot{f}\left(x_{1}\right)=\dot{J}_{1 d} \underline{a} & \text { and }  \tag{2.2.6}\\
\dot{f}\left(x_{2}\right)=\dot{H}_{2} \underline{b}+\underline{g}_{2}
\end{array}
$$

where $\underline{a}=\left[\begin{array}{llll}a_{0} & a_{1} & \ldots & a_{N}\end{array}\right]^{T}, \underline{b}=\left[\begin{array}{llll}b_{0} & b_{1} & \ldots & b_{N}\end{array}\right]^{T}$ are $(N+1) \times 1$ column vectors.

The above matrices are $(N+1) x(N+1)$ square diagonal matrices.

$$
\underline{g}_{1}=\left[\zeta_{0} J_{0}\left(x_{2}\right) \quad \zeta_{1} J_{1}\left(x_{2}\right) \ldots \zeta_{N} J_{N}\left(x_{2}\right)\right]^{T}, \underline{g}_{2}=\left[\zeta_{0} \dot{J}_{0}\left(x_{2}\right) \zeta_{1} \dot{J}_{1}\left(x_{2}\right) \ldots \zeta_{N} \dot{J}_{N}\right]^{T}
$$

are $(N+1) x$ column vectors.
Using (2.2.5) together with (2.2.6) the following equations resuIt:

$$
\begin{array}{r}
\underline{f}\left(x_{2}\right)=\Phi_{1}\left(x_{2}\right) \underline{f}\left(x_{1}\right)+\Phi_{2}\left(x_{2}\right) \dot{f}\left(x_{1}\right)=\left[\Phi_{1}\left(x_{2}\right) J_{1 d}+\Phi_{2}\left(x_{2}\right) \dot{J}_{1 d}\right] \underline{a}=H_{2} \underline{b}+\underline{g}_{1} \\
\dot{f}\left(x_{2}\right)=\Phi_{3}\left(x_{2}\right) \underline{f}^{\left(x_{1}\right)+\Phi_{2}\left(x_{2}\right) \dot{f}\left(x_{1}\right)=\left[\Phi_{3}\left(x_{2}\right) J_{1 d}+\Phi_{4}\left(x_{2}\right) \dot{J}_{1 d}\right] \underline{a}=\dot{H}_{2} \underline{b}+\underline{g}_{2}} \\
\text { define : } \quad \mathrm{P}=\Phi_{1}\left(x_{2}\right) J_{1 d}+\Phi_{2}\left(x_{2}\right) \dot{J}_{1 d} \cdots(N+1) x(N+1) \text { matrix } \\
Q \\
Q \Phi_{3}\left(x_{2}\right) J_{1 d}+\Phi_{4}\left(x_{2}\right) \dot{J}_{1 d} \cdots(N+1)_{x}(N+1) \text { matrix }
\end{array}
$$

then

$$
\begin{aligned}
& P_{\underline{a}}=H_{2} \underline{b}+\underline{g}_{1} \text {, and } Q \underline{a}=\dot{H}_{2} \underline{b}+\underline{g}_{2} \text {, or } \\
& {\left[\begin{array}{cc}
P & -H_{2} \\
Q & -\dot{H}_{2}
\end{array}\right]\left[\begin{array}{l}
\underline{a} \\
\underline{b}
\end{array}\right]=\left[\begin{array}{l}
g_{1} \\
g_{2}
\end{array}\right] \Longrightarrow\left[\begin{array}{l}
\underline{a} \\
\underline{b}
\end{array}\right]=\left[\begin{array}{ll}
P & -H_{2} \\
Q & -\dot{H}_{2}
\end{array}\right]^{-1}\left[\begin{array}{l}
g_{1} \\
\underline{g}_{2}
\end{array}\right] \text { (2.2.7) }}
\end{aligned}
$$

Once $\underline{b}$ is found from (2.2.7) the scattering parameters follow.
Before analysing the above solution procedure numerically it is worth looking at the solution for a circular dielectric shell stratified radially.

The incident wave is assumed to be propagating along the positive x -axis, so

$$
V_{0}(\rho, \phi)=e^{-j k_{0} x}=e^{-j k_{0} \rho \operatorname{Cos} \phi}=\sum_{m=-\infty}^{\infty}(-j)^{m} J_{m}\left(k_{o} \rho\right) e^{j m \phi}
$$

it is seen that $\zeta_{m}=(-j)^{m}$.
The factors $a_{n m}$ take the following form for $\epsilon_{r}(x, \phi)=\epsilon_{r}(x)$ :

$$
\alpha_{n m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(x, \phi) e^{j(m-n) \phi} d \phi=\frac{\epsilon_{r}(x)}{2 \pi} \int_{0}^{2 \pi} e^{j(m-n) \phi} d \phi=\epsilon_{r}(x) \delta_{n m}
$$

and the differential equation for $f_{m}(x)$ becomes

$$
\begin{equation*}
\frac{d^{2} f_{m}}{d x^{2}}+\frac{1}{x} \frac{d f_{m}}{d x}+\left[\epsilon_{r}(x)-\frac{m^{2}}{x^{2}}\right] f_{m}=0 \tag{2.2.8}
\end{equation*}
$$

The summation disappears and each $f_{m}$ satisfies its own differential equation for each $m$. There is no coupling bettween $f_{0}$ and $f_{1}$, $f_{2}, \ldots, f_{N}$.

The state-space equivalent of (2.2.8) is :

$$
\left[\begin{array}{l}
\dot{y}_{m}(x)  \tag{2.2.9}\\
\dot{z}_{m}(x)
\end{array}\right]=\left[\begin{array}{lc}
0 & 1 \\
\frac{m^{2}}{x^{2}}-\epsilon_{r}(x) & -1 / x
\end{array}\right]\left[\begin{array}{l}
y_{m}(x) \\
z_{m}(x)
\end{array}\right]
$$

where $y_{m}=f_{m}, z_{m}=\dot{f}_{m}$ and $x=k_{o} \rho$
The solution to (2.2.9) is symbolically:

$$
\left[\begin{array}{l}
f_{m}(x)  \tag{2.2.10}\\
\dot{f}_{m}(x)
\end{array}\right]\left[\begin{array}{ll}
\Phi_{1 m} & \Phi_{2 m} \\
\Phi_{3 m} & \Phi_{4 m}
\end{array}\right]\left[\begin{array}{l}
f_{m}\left(x_{1}\right) \\
\dot{f}_{m}\left(x_{1}\right)
\end{array}\right]
$$

The boundary conditions on the circles $x=x_{1}$ and $x=x_{2}$ give

$$
\begin{array}{ll}
f_{m}\left(x_{1}\right)=a_{m} J_{m}\left(x_{1}\right) & f_{m}\left(x_{2}\right)=(-j)^{m} J_{m}\left(x_{2}\right)+b_{m} H_{m}^{(2)}\left(x_{2}\right) \\
\dot{f}_{m}\left(x_{1}\right)=a_{m} \dot{J}_{m}\left(x_{1}\right) & \text { at } x=x_{1}
\end{array} \dot{f}_{m}\left(x_{2}\right)=(-j)^{m} \dot{J}_{m}\left(x_{2}\right)+b_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right) \text { at } x=x_{2}
$$

Combining (2.2.10) with the above equations gives :

$$
\begin{aligned}
& f_{m}\left(x_{2}\right)=(-j)^{m} J_{m}\left(x_{2}\right)+b_{m} H_{m}^{(2)}\left(x_{2}\right)=\left[\Phi_{m}\left(x_{2}\right) J_{m}\left(x_{1}\right)+\Phi_{2 m}\left(x_{2}\right) \dot{J}_{m}\left(x_{1}\right)\right] \cdot a_{m} \\
& \dot{f}_{m}\left(x_{2}\right)=(-j)^{m} \dot{J}_{m}\left(x_{2}\right)+b_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)=\left[\Phi_{3 m}\left(x_{2}\right) J_{m}\left(x_{1}\right)+\Phi_{4 m}\left(x_{2}\right) \dot{J}_{m}\left(x_{1}\right)\right] \cdot a_{m}
\end{aligned}
$$

solving the above equations for $\mathrm{b}_{\mathrm{m}}$ gives

$$
b_{m}=\frac{J_{m}\left(x_{2}\right)-G_{m} \dot{J}_{m}\left(x_{2}\right)}{G_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)-H_{m}^{(2)}\left(x_{2}\right)} \cdot(-j)^{m} \quad \text { where } \quad G_{m}=\frac{J_{m}\left(x_{1}\right) \Phi_{1 m}\left(x_{2}\right)+\dot{J}_{m}\left(x_{1}\right) \Phi_{2 m}\left(x_{2}\right)}{J_{m}\left(x_{1}\right) \Phi_{3 m}\left(x_{2}\right)+\dot{J}_{m}\left(x_{1}\right) \Phi_{4 m}\left(x_{2}\right)}
$$

The elements of the $\Phi$ matrix are obtained by solving (2.2.9) numerically subject to the initial condition vectors (lllll$)^{T}$ and $\left(\begin{array}{ll}0 & 1\end{array}\right)^{T}$, the former being for $\Phi_{m}, \Phi_{3 m}$ and the latter for $\Phi_{2 m}, \Phi_{4 m}$. From the above solution, it is observed that whatever the truncation number the matrices employed in the solution are always ( $2 \times 2$ ) matrices. This property is associated with the scatterer being circularly symmetric and stratified only radially. This property is not met in the solution of integral equations by moment methods(29). For example, in the case of a spherical shell, the shell is divided into $N$ cells, then the matrices employed are $N x N$ matrices. The present method of solution requires the solution of (2.2.9) N times for a trun-
cation number N .
For this partictularly simple problem the differentialequations to be solved in both the state-space and the new methods are compared below from the computational point of view.

The characteristic matrices are denoted by $A_{s s}$ and $A_{n m}$ in the two methods respectively. The explicit forms of $A_{s s}$ and $A_{n m}$ are:

$$
A_{s}=\left[\begin{array}{ll}
-j \frac{\pi}{2} \times \epsilon_{r}(x) J_{m}(x) H_{m}^{(2)}(x) & -j \frac{\pi}{2} x \epsilon_{r}^{\prime} J_{m}(x) J_{m}(x) \\
j \frac{\pi}{2} \times \epsilon_{r}^{\prime(x) H_{m}^{(2)}(x) H_{m}^{(2)}(x)} & j \frac{\pi}{2} x \epsilon_{r}^{(x) J_{m}(x) H_{m}^{(2)}(x)}
\end{array}\right]
$$

$$
A_{N M}=\left[\begin{array}{cc}
0 & 1 \\
\frac{m^{2}}{x^{2}}-\epsilon_{r}(x) & -1 / x
\end{array}\right]
$$

As it is seen, the elements of $A_{\text {ss }}$ are more complicated functions of $x$ compared to the elements of $A_{\mathrm{nm}}$. Generation of Bessel and Neumann functions at every step of the numerical solution is both time consuming and sensitive to numerical errors. Additionally the statespace differential system has a forcing term(inhomogeneous part) as a part of the system. Also, even for $\sigma=0$ (pure dielectric) the elements of $A_{s s}$ are complex in contrast to $A_{n m}$ being a purely real matrix. Whether or not the characteristic matrix is complex is important in computer programming.

In order to compare the two methods further, the rest of the solution procedure is given for the state-space method below.

The system of differential equations has the following form:

$$
\left[\begin{array}{c}
\dot{s}_{\mathrm{m}}^{1}  \tag{2.2.11}\\
\dot{s}_{\mathrm{m}}^{2}
\end{array}\right]=\left[\begin{array}{cc}
\omega_{\mathrm{m}}^{11} & \omega_{\mathrm{m}}^{12} \\
\omega_{\mathrm{m}}^{21} & \omega_{\mathrm{m}}^{22}
\end{array}\right]\left[\begin{array}{c}
s_{m}^{1} \\
s_{m}^{2}
\end{array}\right]+\left[\begin{array}{c}
\omega_{m}^{12} \\
\omega_{\mathrm{m}}^{22}
\end{array}\right](-j)^{m}
$$

The solution to (2.2.11) is symbolically:

$$
\left[\begin{array}{c}
s_{m}^{1}(x) \\
s_{m}^{2}(x)
\end{array}\right]=\left[\begin{array}{cc}
\Phi_{m}^{\prime \prime} & \Phi_{m}^{\prime 2} \\
\Phi_{m}^{21} & \Phi_{m}^{22}
\end{array}\right]\left[\begin{array}{l}
s_{m}^{1}\left(x_{1}\right) \\
s_{m}^{2}\left(x_{1}\right)
\end{array}\right]+\left[\begin{array}{c}
z_{m}^{1}(x) \\
z_{m}^{2}(x)
\end{array}\right]
$$

where the $\Phi$ matrix is the state-transition matrix and the $z_{m}$ column vector is the zero-state solution to (2.2.11) ( $z_{m}$ is obtained by solving (2.2.11) numerically with initial condition column vector equated to zero)

The relation (2.2.12) follow from the linearity of relation (2.2.11). In writing (2.2,12), what is really done is the separation of the solution into two parts, i) independent of the excitation and linearly related to the initial conditions, ii) independent of the initial conditions and totally dependent on the excitation, and superposing the two solutions.

Since $s_{m}^{1}\left(x_{1}\right)=s_{m}^{2}\left(x_{2}\right)=0$ by definition of $s_{m}^{1}$ and $s_{m}^{2}$, it follows directly that

$$
\left[\begin{array}{l}
s_{m}^{I}\left(x_{2}\right) \\
0
\end{array}\right]=\left[\begin{array}{cc}
\Phi_{m}^{\prime 1}\left(x_{2}\right) & \Phi_{m}^{12}\left(x_{2}\right) \\
\Phi_{m}^{21}\left(x_{2}\right) & \Phi_{m}^{22}\left(x_{2}\right)
\end{array}\right]\left[\begin{array}{c}
0 \\
s_{m}^{2}\left(x_{1}\right)
\end{array}\right]+\left[\begin{array}{c}
z_{m}^{1}\left(x_{2}\right) \\
z_{m}^{2}\left(x_{2}\right)
\end{array}\right]
$$

From the second row it follows that $s_{m}^{2}\left(x_{1}\right)=-z_{m}^{2}\left(x_{2}\right) / \Phi_{m}^{22}\left(x_{2}\right)$, and from the first row that

$$
s_{m}^{1}\left(x_{2}\right)=-\left(\Phi_{m}\left(x_{2}\right) z_{m}^{2}\left(x_{2}\right) / \Phi_{m}^{22}\left(x_{2}\right)\right)+z_{m}^{1}\left(x_{2}\right)
$$

This is the final solution for the scattering coefficients for the region $x \geqslant x_{2}$.

Therefore the following computational steps are required for the state-space method.
i) to find $\Phi_{m}^{12}$ and $\Phi_{m}^{22}$, the differential equation (2.2.11) is solved once with the forcing term equated to zero and initial condi-
tion vector ( $\left.\begin{array}{ll}0 & 1\end{array}\right)^{T}$.
ii) to find $z_{m}^{2}$ and $z_{m}^{2},(2.2 .12)$ is solvod once with zero-vector initial condition. The rest is simple algebra to find $s_{m}^{l}\left(x_{2}\right)$.

For the new methon; the differential equation (2.2.9) is solved trice to find the columns of the state-transition matrix with initial condition vectors $\left(\begin{array}{ll}1 & 0\end{array}\right)^{T}$ and $\left(\begin{array}{ll}0 & 1\end{array}\right)^{T}$. Hence in both methods a system of differential equations ia solved numerically twice, but one system is obviously simpler than the other. Numerical results endorsing the last statement will be given in the last section of this chapter.

### 2.3 NUNERICAL INVESTIGATION OF THE STATE-SPACE METHOD

In this section the state-space method is investigated numerically for a noncircular scatterer. The cross-section of the scatterer is assumed to be symmetrical with respect to the $x$-axis. The excitation is a MY-polarized plane wave propagating along the positive $x$-axis. It is also assumed that the permittivity of the scatterer is constant and its conductivity is zero.


The associated system of differential equations is:

$$
\left[\begin{array}{c}
\dot{s}^{1} \\
\underline{n}^{\prime} \cdot \\
\dot{s}^{2}
\end{array}\right]=\left[\begin{array}{ccc}
w^{11} & \vdots & w^{12} \\
\cdots \cdots & \cdots & \cdots \\
w^{21} & \vdots & w^{22}
\end{array}\right]\left[\begin{array}{c}
\underline{s}^{1} \\
\cdots \cdots \\
\underline{s}^{2}
\end{array}\right]+\left[\begin{array}{c}
w^{12} \\
\cdots \ldots . . \\
w^{22}
\end{array}\right] \text { e }
$$

where $\underline{s}^{1}=\left[\begin{array}{llll}s_{0}^{1} & s_{l}^{1} & \ldots & s_{N}^{1}\end{array}\right]^{T}, \underline{s}^{2}=\left[\begin{array}{llll}s_{0}^{2} & s_{1}^{2} & \ldots & s_{N}^{2}\end{array}\right]^{T}$ are $(N+1) \times I$ column vectors. $W^{i j}(i=1,2, j=1,2)$ are $(N+1) x(N+1)$ square matrices whose elements are given explictly below

$$
\omega_{m n}^{I I}=-\frac{j}{2} \times \varepsilon_{n} I_{m n} J_{m}(x) H_{n}^{(2)}(x), \quad \omega_{m n}^{12}=-\frac{j}{2} \times \varepsilon_{n} I_{m n} J_{m}(x)_{n}(x)
$$

$$
\omega_{m n}^{22}=\frac{j}{2} \times \varepsilon_{n} I_{m n} H_{m}^{(2)}(x) H_{n}^{(2)}(x), \omega_{m n}^{22}=\frac{j}{2} \times \varepsilon_{n} I_{m n} H_{m}^{(2)}(x) J_{n}(x)
$$

where $I_{m n}=\epsilon_{r} \int_{\phi_{1}}^{\phi_{2}} \operatorname{Cosm\phi } \operatorname{Cosn} \phi d \phi+\epsilon_{r} \int_{\phi_{3}}^{\phi_{4}} \operatorname{Cosm\phi } \operatorname{Cosn} \phi d \phi$ and $\varepsilon_{n}=I+\delta_{n o}$ $e=\left[\begin{array}{llllll}1 & -j & -1 & j & \ldots & (-j)^{M}\end{array}\right]^{T}$ is an $(i+1) \times 1$ excitation column rector.

In arriving at the above expressions use has been made of the relations $s_{-m}^{1}=(-1)^{m} s_{m}^{1}$ and $s_{-m}^{2}=(-1)^{m} s_{m}^{2}$.

Let $Q=\left[\begin{array}{ll}W^{11} & W^{12} \\ W^{21} & W^{22}\end{array}\right]$, a $(2 N+2) \times(2 N+2)$ complex matrix,
and $\underline{u}=W^{12} \underline{e}, \underline{Y}=W^{22} \underline{e}$, both being (N+1)xl column rectors.

Also define

$$
\begin{array}{ll}
Q_{R}=\operatorname{real}(Q), & f_{R}^{I}=\operatorname{real}(\underline{u}), \\
f_{R}^{2}=\operatorname{real}(\underline{v}) \\
Q_{I}=i \operatorname{mag}(Q), & \underline{f}_{I}^{I}=\operatorname{imag}(\underline{u}), \quad f_{I}^{2}=\operatorname{imag}(\underline{v})
\end{array}
$$

and

$$
\underline{s}_{R}=\left[\begin{array}{c}
s_{R}^{I} \\
\underline{s}_{R}^{2} \\
\underline{s}_{R}
\end{array}\right] \quad \ldots \quad, \quad \underline{s}_{I}=\left[\begin{array}{c}
\underline{s}_{I}^{I} \\
\\
\underline{s}_{I}^{2}
\end{array}\right]
$$

These definitions are made to convert the complex algebra into real, because the differential equation subroutines available in subroutine packages are based on real arithmetic.

With the above definitions;

or more explicitly;

The solution of (2.3.2) is written symbolically as:

$$
\begin{aligned}
& \text { (2.3.3) }
\end{aligned}
$$

The $(4 N+4) x(4 N+4)$ matrix $[\Phi]$ is the state-transition matrix. $\underline{z}$ is the $(4 N+4) \times z$ zero-state solution, obtained by solving (2.3.2) numerically with zero initial conditions.

For all single scatterer problems the coordinate origin is located inside the scatterer(although this is not essential) so that $x_{1}=0$.

The conditions on $\underline{s}^{1}$ and $\underline{s}^{2}$, namely $\underline{s}^{1}\left(x_{1}\right)=\underline{s}^{2}\left(x_{2}\right)=0$, are used in (2.3.3) with the following result:
and from the 3 rd and 4th rows;

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\Phi_{33}\left(x_{2}\right) & \Phi_{34}\left(x_{2}\right) \\
\Phi_{43}\left(x_{2}\right) & \Phi_{44}\left(x_{2}\right)
\end{array}\right]\left[\begin{array}{c}
s_{-1}^{2}\left(x_{1}\right) \\
\underline{s}_{I}^{2}\left(x_{1}\right)
\end{array}\right]=-\left[\begin{array}{l}
z_{3}\left(x_{2}\right) \\
\underline{z}_{4}\left(x_{2}\right)
\end{array}\right]} \\
& \quad \Phi_{P}^{\prime} \rightarrow(2 N+2) x(2 N+2)
\end{aligned}
$$

The unknown initial conditions are found by solving the linear algebraic system of equations (2.3.5). The scattering coefficients $s^{1}\left(x_{2}\right)$ are next obtained as

$$
\begin{gathered}
{\left[\begin{array}{c}
\underline{s}_{R}^{1}\left(x_{2}\right) \\
\underline{s}_{I}^{1}\left(x_{2}\right)
\end{array}\right]=-\left[\begin{array}{cc}
\Phi_{13}\left(x_{2}\right) & \Phi_{14}\left(x_{1}\right) \\
\Phi_{23}\left(x_{2}\right) & \Phi_{44}\left(x_{2}\right)
\end{array}\right]\left[\begin{array}{ll}
\Phi_{33}\left(x_{2}\right) & \Phi_{34}\left(x_{2}\right) \\
\Phi_{43}\left(x_{2}\right) & \Phi_{14}\left(x_{2}\right)
\end{array}\right]^{1}\left[\begin{array}{l}
\underline{z}_{3}\left(x_{2}\right) \\
\underline{z}_{4}\left(x_{2}\right)
\end{array}\right]+\left[\begin{array}{l}
\underline{z}_{1}\left(x_{2}\right) \\
\underline{z}_{2}\left(x_{2}\right)
\end{array}\right]} \\
(2 N+2)_{x(2 N+2)}
\end{gathered}
$$

The following numerical computational steps are necessary to find the scattering coefficients ${\underset{s}{ }}^{1}\left(x_{2}\right)$ :
i) to find $z\left(x_{2}\right)$ the differential equation (2.3.2) is solved once with zero initial conditions.
ii) to find the elements of matrices $\Phi_{p}$ and $\Phi_{q}$, (2.3.2) is solved numerically ( $2 \mathrm{~N}+2$ ) times with a zero forcing term, the initial conditions being the canonical ones.
iii) inversion of matrix $\Phi_{p}$ numerically.
iv) multiplication of matrix $-\Phi_{q} \Phi_{P}^{-1}$ by the column vector $\left(\begin{array}{ll}z_{3} & z_{4}\end{array}\right)^{T}$.

As a numerical example consider $x_{2}=2$ and $N=6$. Then
i) (2.3.2) is solved numerically 15 times, one with zero initial conditions, the remaining 14 with a zero forcing term.
ii) inversion of a (14×14) matrix.
iii) multiplication of a (14x14) matrix by a (14xI) column vector.

In more detail, the numerical solution of (2.3.2) goes as follows:

The numerical algorithm adopted for the solution of (2.3.2) was the Runge-Kutta algorithm. In this method the right hand side of (2.3.2) is evaluated 4 times at every step of numerical solution. This means that at each step the $(4 N+4) x(4 N+4)$ characteristic matrix must be multiplied by a ( $4 \mathbb{N}+4$ )xl column vector and the resultant column vector added to another ( $4 \mathbb{N}+4$ ) xl column vector four times. Assume that there are $M$ steps in the overall numerical routine (the number K depends on the stepsize, local accuracy criteria and the range of the variable $x$ ), then the elements of the characteristic matrix are to be generated 4 M times and this matrix must be multiplied by a $(4 N+4) \times 1$ column vector also $4 M$ times. Assume that the generation of the characteristic matrix takes a time of $T_{W}(N)$ seconds, the multiplication of this matrix by the ( $4 \mathrm{~N}+4$ ) xl column vector takes a time of $T_{M}(N)$ seconds. Then for the whole numerical process the approximate solution time is $4 \mathrm{M} \cdot\left[\mathrm{T}_{\mathrm{W}}(\mathbb{N})+T_{M}(N)\right]$

Generation of the column vector $\underline{z}\left(x_{2}\right)$ and matrices $\Phi_{p}$ and $\Phi_{q}$ numerically requires the solution of (2.3.2) ( $2 \mathrm{~N}+3$ ) times. The overall time for this operation then is $4 M(2 N+3) \cdot\left[T_{W}(N)+T_{M}(N)\right]$ (assuming that the solution of $\underline{z}$ and the solution of every column of the matrices $\Phi_{p}$ and $\Phi_{q}$ is achieved after approximately the same number of stens, which is taken as M)

The inversion of matrix $\Phi_{p}$ takes a time of $\alpha(2 N+2)^{3}$, where $\alpha$ is a proportionality constant, and multiplication of by $\left(\begin{array}{cc}\underline{s}_{R}^{2} & \delta_{I}^{2}\end{array}\right)^{T}$ takes a time of $T_{q}(N)$ seconds. Therefore, the total computation time for the solution of scattering coefficients is approximately

$$
t_{\text {total }}=\left\{4 M(2 N+3)\left[T_{W}(N)+T_{M}(N)\right]+\alpha(2 N+2)^{3}+T_{q}(N)\right\}
$$

One additional feature of the state-space method is that the numerical solution of the differential equations starts from $x=0$ and goes to $x=x_{2}$, even for a homogeneous scatterer. In the new method this range is from $x_{1}$ to $x_{2}$ for a homogeneous scatterer, where $x_{1}$
is the optical radius of the inscribing circle. Correspondingly computation times are higher in the state-space method. For inhomogeneous scatterers the range is from 0 to $x_{2}$ in the two methods.

### 2.4 NUMERICAL INVESTIGATION OF THE NE:V METHOD

The associated system of differential equations has the form

$$
\left[\begin{array}{c}
\dot{Y}  \tag{2.4.1}\\
\hdashline \\
\dot{\underline{z}}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \vdots & U \\
\cdots & \vdots & \cdots \\
S & \vdots & -U / x
\end{array}\right]\left[\begin{array}{c}
y \\
\cdots \\
\underline{z}
\end{array}\right]
$$

where 0 denotes the $(N+1) x(N+1)$ null matrix, $U$ is the identity matrix.

Matrix $S$ is given explicitly as:

$$
\begin{aligned}
& S=\left[\begin{array}{ccccc}
\frac{0^{2}}{x^{2}}-\alpha_{00} & -r_{01} & \cdots & -r_{0 N} \\
-\alpha_{10} & \frac{1}{x^{2}}-r_{11}^{2} & \cdots & -r_{1 N} \\
\vdots & & & & \\
-\alpha_{N 0} & -r_{N 1} & \cdots & & \frac{N}{x}_{2}^{2}-r_{N N}
\end{array}\right] \\
& \text { where } \quad \alpha_{n m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(x, \phi) e^{j(m-n) \phi} d \phi \text { and } \begin{array}{r}
r_{n m}=\alpha_{n m}+\alpha_{n,-m} \\
-\alpha_{n m} \delta_{m o}
\end{array}
\end{aligned}
$$

Define matrix $C$ as:

$$
C=\left[\begin{array}{lll}
0 & \vdots & U \\
\cdots & \ddots & \cdots \\
S & \vdots & -\mathbb{U} / \mathrm{x}
\end{array}\right]
$$

C is a $(2 N+2) x(2 N+2)$ square real matrix ( $\sigma=0$ is assumed)
It is seen that there is no forcing term in the differential system (2.4.1).

In the numerical solution of (2.4.1) the Runge-Kutta algorithm
is used. This requires the evaluation of the right hand side of (2.4.1) four times at every step of the numerical computation. However, there is no need to generate the whole matrix $C$, since the three submatrices are either constant matrices or can be generated very easily. If (2.4.1) is written explicitly as

$$
\dot{y}=\underline{z} \quad, \quad \underline{\ddot{z}}=5 \underline{y}-\underline{z} / \mathrm{x}
$$

the first equation is just a substitution in computer arithmetic, the second part of the right hand side of the second equation is again merely a substitution. Hence it is only required to generate an $(N+1) x$ ( $N+1$ ) matrix and multiply it by an ( $N+1$ )xl column vector.

Generation of $S$ is much easier compared to the generation of $W$ in the state-space method. The elements of $S$ are similar to the $I_{n m}$ in the elements of the $W$ matrix, but the elements of $W$ have the $I_{n m}$ multiplied by Bessel and Hankel functions whose accurate evaluation requires appreciable generation times and is a task of major importance.

The integral expression $\alpha_{n m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(x, \phi) e^{j(m-n) \phi} d \phi$ can be evaluated analytically in a compact form when the shape of the scatterer cross-section and the form of the inhomogeneity of the material parameters are known by way of analytical expressions.

Let the generation time for matrix $S$ be $T_{S}(N)$ and the multiplication time of $S$ by $I$ be $T_{M S}(N)$. Then at each step of the numerical process the amount of time spent is $T_{S}(N)+T_{M S}(N)$. For exactly the same problem, the number of steps in the numerical solution of the differential equations is obviously less for the new method compared to the state-space formulation, since the solution range is ( $0-x_{2}$ ) in the state-space method but is $\left(x_{1}-x_{2}\right)$ in the new method $\left(x_{1}>0\right.$, is the radius of the inscribing circle). Call this number $P$. Then for the solution of the differential equation the required computation time is $4 \mathrm{P} \mathrm{T}_{\mathrm{S}}(\mathrm{N})+\mathrm{T}_{\mathrm{MS}}(\mathrm{N})$. Since (2.4.1) is to be solved ( $2 \mathrm{~N}+2$ )
times to find the elements of the state-transition matrix, generation of this matrix requires a computation time of $4 \mathrm{P}(2 \mathrm{i}+2)$. $\left[\mathrm{T}_{\mathrm{s}}(\mathrm{N})+\mathrm{T}, \mathrm{N}\right.$ ( H$\left.)\right]$ seconds.

The scattering coefficients $a_{m}$ and $b_{m}$ are found by inverting $a$ $(2 N+2) x(2 N+2)$ matrix. The comnutation time for this is $\alpha(2 N+2)^{3}$, $\alpha$ is an appropriate proportionality factor. Final computation time is spent on the multiplication of a $(2 N+2) x(2 N+2)$ matrix by a ( $2 \mathrm{~N}+2$ ) xl column vector. Let this time be $T_{r}(N)$. The total computation time for the solution of the scattering coefficients $b_{m}$ is then approximately:

$$
\begin{array}{r}
t_{\text {total }}=\left\{4 P(2 N+2)\left[T_{S}(N)+T_{M S}(N)\right]+\alpha(2 N+2)^{3}+T_{r}(N)\right\} \\
\text { Since } T_{S}(N)\left\langle\left\langle T_{W}(N), T_{M S}(N)\left\langle\left\langle T_{M}(N), P\langle N \text { and }(2 N+2)\langle(2 N+3)\right.\right.\right.\right.
\end{array}
$$

the computation time for the new method is obviously much smaller than for the state-space method. Numerical results supporting the above claims are given in the last section of this chapter.

Before analysing the new method for $\mathbb{N}$ excitation there are two more points to be mentioned.

The first point is related to the inhomogenity of the scatterer. Thus far only homogeneous scatterers have been considered. Assume now that the material parameters $(\epsilon, \sigma)$ of the
 scatterer are functions of position in C. The region defined as $p>\rho_{2}$ is again a homogeneous region, so the solution of the Helmholtz equation as an infinite series of cylindrical harmonics is unique and convergent in this region. However it is no longer possible to define an inscribing circle such that the field inside this circle can be represented by a series of regular cylindrical harmonics. Actually the radius of this circle is zero. The region defined as $\rho<\rho_{2}$ is totally inhomogeneous (which has no completely homogeneous subregion). Thus following the previous
reasoning the field is represented by a Fourier series in this region. The differential equations satisfied by the Fourier coefficients are again deduced by substituting the Fourier series into the wave equation valid in this region and by using the orthogonality of trigonometric functions. However there is a diffuculty here. The differential equations of Fourier coefficients have singularities at $x=0$ which must be taken into consideration in the numerical solution of these equations. The following way of circumventing this difficulty seems to be convincing. A circle with a radius very small compared to $P_{2}$ is assumed to be located concentric with the enscribing circle. Material parameters of the scatterer are assumed to be constant throughout the interior of this circle. These constant values are taken as the values of $\epsilon$ and $\sigma$ attained at the coordinate origin. In this way the numerical singularities are eliminated. This procedure has been followed in the solution of a two-dimensional Luneburg lens problem. A numerical value for the radius of the small circle can be taken as $0.1 p_{2}$ : This has proved to be reasonable in applications, such that decreasing the radius of the small circle beyond this limit does not change the results appreciably ( at least in the range of $\rho_{2}$ considered in the applications). Surely the size of the small circle must depend on the variations of $\epsilon$ and $\sigma$.

The second point is related to the excitation. In the numerical comparisons made in previous sections, plane waves propagating along the symmetry axis of the scatterer have been considered as the excitations. It was argued that a plane wave coming at an arbitrary angle with respect to the symmetry axis of the scatterer can be decomposed into even and odd parts. For each part the problem is solved separately and the results are superposed linearly. In this way it is possible to work with smaller matrices. However it can easily be shown that the characteristic matrices of the system of differential equations corresponding to even and odd excitations
depend on initial excitation. In computational terms this means that the state-transition matrix corresponding to the real excitation is not equal to the sum of the state-transition matrices corresponding to even and odd excitations. Hence it is necessary to evaluate the state-transition matrices for each different excitation. When, however, the excitation is not decomposed into even and odd parts, although the matrix sizes get bigger (from (N+1)x(N+1) to $(2 N+1) x(2 N+1))$ the state-transition matrix is independent of the excitation. Excitation comes into the calculations through the boundary conditions. Therefore, once the state-transition matrix is found for a scatterer it is the same matrix for all incidence angles of the incident field.

If the scatterer has no symmetry axis, decomposition of the incident wave into even and odd parts and solving the problem for each part separately does not work. In this case summations start from $-N$ and go to $N$. Matrix sizes are $(2 N+1) x(2 N+1)$.
2.5 NEW METHOD OF SOLUTION FOR TWO-DIMENSIONAL PROBLEMS-TE CASE


Fig.2.5.1

The incident wave has a magnetic field with only a z-component. The electric field is in the $x-y$ plane and can be obtained from this magnetic field using Maxwell's equations.

The scatterer is an infinitely long dielectric cylinder with constant permittivity and zero conductivity throughout its cross-section. The $z$-component of the magnetic field is denoted by $V . V$ takes the subscripts 1,2 and 3 in regions $p<\rho_{1}, \quad p_{1}<p<p_{2}$ and $p>p_{2}$ respectively.

Folowing the same procedure as in the TM case the fields are
represented by

$$
\begin{aligned}
& V_{1}(\rho, \phi)=\sum_{m=-\infty}^{\infty} a_{m} J_{m}(k \rho) e^{j m \dot{\phi}}, \quad \rho \leqslant \rho_{1}, \quad 0 \leqslant \phi \leqslant 2 \pi \\
& V_{2}(p, \phi)=\sum_{m=-\infty}^{\infty} f_{m}(\rho) e^{j m \phi}, \quad \rho_{1} \leqslant \rho \leqslant \rho_{2}, \quad 0 \leqslant \phi \leqslant 2 \pi \\
& V_{3}(\rho, \phi)=\sum_{m=-\infty}^{\infty}\left[\zeta_{m} J_{m}\left(k_{o} \rho\right)+b_{m} H_{m}^{(2)}\left(k_{o} \rho\right)\right]-e^{j m \phi}, \quad \rho \geqslant \rho_{2} \\
& 0 \leqslant \phi \leqslant 2 \pi
\end{aligned}
$$

The partial differential equation for $V_{2}$ is found from Maxwell's equations treating $\varepsilon$ as a function of $\rho$ and $\phi$ in region 2:

$$
\begin{equation*}
\nabla_{t}^{2} V_{2}+\omega{ }^{2} \epsilon(\rho, \phi)_{\mu_{0}} V_{2}-\frac{\partial L_{n} \epsilon_{2}}{\partial \rho} \frac{\partial V_{2}}{\partial \rho}-\frac{1}{\rho^{2}} \frac{\partial \operatorname{Ln}_{2}}{\partial \phi} \frac{\partial V_{2}}{\partial \phi}=0 \tag{2.5.1}
\end{equation*}
$$

where $V_{t}^{2}$ is the Laplacian operating in $x-y$ plane.
Substituting the series for $V_{2}$ into (2.5.1) gives:

$$
\begin{aligned}
\sum_{m=-\infty}^{\infty}\left[\frac{d^{2} f_{m}}{d x^{2}}+\frac{1}{x} \frac{d f_{m}}{d x}-\frac{m^{2}}{x^{2}} f_{m}\right] e^{j m \phi} & +\sum_{m=-\infty}^{\infty}\left[\epsilon_{r}(x, \phi) f_{m}-\frac{j m}{x^{2}} \frac{\partial I_{n} \epsilon_{2} r_{m}}{\partial \phi} f_{m}\right. \\
& \left.-\frac{\partial I_{n} \varepsilon_{2} r}{\partial x} \frac{d f_{m}}{d x}\right] \cdot e^{j m \phi}=0
\end{aligned}
$$

where $x=k_{0} \rho$. Multiplying each term in the above series by $e^{-j n \phi}$ and integrating over ( $0-2 \pi$ ) gives:

$$
\begin{equation*}
\frac{d^{2} f_{n}}{d x^{2}}+\frac{1}{x} \frac{d f_{n}}{d x}-\frac{n^{2}}{x^{2}} f_{n}+\sum_{m=-\infty}^{\infty}\left[\xi_{m}(x) f_{m}+\eta_{n m}(x) \frac{d f_{m}}{d x}\right]=0 \tag{2.5.2}
\end{equation*}
$$

where

$$
\xi_{n m}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\epsilon_{r}(x, \phi)-\frac{j m}{x^{2}} \frac{\partial L_{n} \epsilon_{2 r}}{\partial \phi}\right] e^{j(m-n) \phi} d \phi \quad, \text { and }
$$

$$
\eta_{n m}(x)=-\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\partial L_{n} \epsilon_{2 r}}{\partial x} e^{j(m-n) \phi} d \phi
$$

The differential equation (2.5.2) is converted into state-space form by defining;

$$
\begin{gather*}
f_{n}=y_{n}, \quad \dot{f}_{n}=z_{n}, \text { then } \\
\dot{y}_{n}=z_{n}, \dot{z}_{n}=\frac{n^{2}}{x^{2}} y_{n}-\frac{1}{x} z_{n}-\sum_{m=0}^{N}\left(p_{n m} y_{m}+q_{n m} z_{m}\right) \tag{2.5.3}
\end{gather*}
$$

where it is again assumed that the excitation is either odd or even for algebraic simplicity, hence summations starts from zero. The series is also truncated at a certain number $N$. The factors $p_{n m}$ and $q_{n m}$ are:

$$
p_{\mathrm{nm}}=\xi_{\mathrm{nm}} \mp \xi_{\mathrm{n},-\mathrm{m}}-\xi_{\mathrm{nm}} \delta_{\mathrm{mo}} \text { and } \mathrm{q}_{\mathrm{nm}}=\eta_{\mathrm{nm}} \mp \eta_{\mathrm{n},-\mathrm{m}}-\eta_{\mathrm{nm}} \delta_{\mathrm{mo}}
$$

In matrix notation (2.5.3) has the following form:

$$
\left[\begin{array}{c}
\dot{y}  \tag{2.5.6}\\
\hdashline \\
\hdashline \underline{z}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \vdots & \mathrm{U} \\
\cdots & \ddots & \cdots \\
\mathrm{~S}_{1} & \vdots & \mathrm{~s}_{2}
\end{array}\right]\left[\begin{array}{c}
\mathrm{y} \\
\cdots \\
\underline{z}
\end{array}\right]
$$

where $\underline{y}=\left(\begin{array}{llll}y_{0} & y_{1} & \ldots & y_{N}\end{array}\right)^{T}, \underline{z}=\left(\begin{array}{llll}z_{0} & z_{1} & \ldots & z_{N}\end{array}\right)^{T}$ are $\left.(N+1) x\right]$ column vectors, 0 is the $(N+1) x(N+1)$ null matrix, $U$ the unity matrix. The matrices $S_{1}$ and $S_{2}$ are given explicitly as:


When the characteristic matrix of the system (2.5.6) is compared with the characteristic matrix (2.4.1) it is observed that $S_{2}$ is a diagonal matrix for the $\mathbb{T M}$ case but is a full matrix for $\mathbb{T E}$ case.

From the above analysis it seems that it is necessary to perform two integrations at each step of the numerical solution of (2.5.6). For a homogeneous scatterer, however, this is not the case. Again as in the TM case only one integration is to be perfomed. This is because of the fact that the permittivity function in the second medium is a step function in both $\rho$ and $\phi$ and its derivatives which are delta functions appear in the integrands. This is shown quantitatively as follows


Fig, 2,5.2

Consider a homogeneous scatterer having a permittivity $\epsilon_{1}$. The logarithm of the relative permittivity function in the second medium is expressed in terms of step functions as

$$
\operatorname{In} \epsilon_{2 r}=\operatorname{In} \epsilon_{2 r}\left[u\left(\phi-\phi_{2}\right)-u\left(\phi-\phi_{3}\right)+u\left(\phi-\phi_{4}\right)-u\left(\phi-\phi_{1}\right)\right]
$$

The derivatives with respect to $x$ and $\phi$ are

$$
\begin{aligned}
& \frac{\partial \operatorname{In} \epsilon_{2} r}{\partial x}=\operatorname{In} \epsilon_{\operatorname{Ir}}\left[-\delta\left(\phi-\phi_{2}\right) \frac{d \phi_{2}}{d x}+\delta\left(\phi-\phi_{3}\right) \frac{d \phi_{3}}{d x}-\delta\left(\phi-\phi_{4}\right) \frac{d \phi_{4}}{d x}+\delta\left(\phi-\phi_{1}\right) \frac{d \phi_{1}}{d x}\right] \\
& \frac{\partial \operatorname{In} \epsilon_{2 r} r}{\partial \phi}=\operatorname{In} \epsilon_{\operatorname{Ir}}\left[\delta\left(\phi-\phi_{2}\right)-\delta\left(\phi-\phi_{3}\right)+\delta\left(\phi-\phi_{4}\right)-\delta\left(\phi-\phi_{1}\right)\right]
\end{aligned}
$$

Substitution of these derivatives into the expressions for $\xi_{\mathrm{nm}}$ and $\eta_{\mathrm{nm}}$ gives:

$$
\begin{aligned}
\xi_{n m}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(x, \phi) e^{j(m-n) \phi} d \phi+ & \frac{f m}{2 \pi x^{2}} \operatorname{Ln} \epsilon_{l r}\left(e^{j(m-n) \phi_{1}-e^{j(m-n)} \phi_{2}}\right. \\
& +e^{\left.j(m-n) \phi_{3}-e^{j(m-n) \phi_{4}}\right)}
\end{aligned}
$$

$$
\begin{gather*}
\eta_{n m}(x)=-\frac{L n \epsilon_{1 r}}{\pi}\left(e^{j(m-n) \phi_{1}} \frac{d \phi_{1}}{d x}-e^{j(m-n) \phi_{2}} \frac{d \phi_{2}}{d x}+e^{j(m-n) \phi_{3}} \frac{d \phi_{3}}{d x}\right. \\
\left.-e^{j(m-n) \phi_{4}} \frac{d \phi_{4}}{d x}\right) \tag{2.5.8}
\end{gather*}
$$

It is seen that $\eta_{\mathrm{nm}}$ as a whole and the second part of $\xi_{\mathrm{nm}}$ are not integrals. The first part of $\xi_{\mathrm{nm}}$ is identical to $\alpha_{\mathrm{nm}}$ in the TM case:

When the standard boundary conditions on field vectors are satisfied on both the inscribing and the enscribing circles, the following equations result:

$$
\left.\left.\begin{array}{l}
f_{m}\left(x_{1}\right)=a_{m} J_{m}\left(x_{1 d}\right) \\
\dot{f}_{m}\left(x_{1}\right)=\sqrt{\epsilon_{1 r}} a_{m} \dot{J}_{m}\left(x_{1 d}\right)
\end{array}\right\} \begin{array}{ll}
f_{m}\left(x_{2}\right)=b_{m} H
\end{array} \quad \begin{array}{ll}
(2) \\
m=x_{1} & \left.x_{2}\right)+\zeta_{m} J_{m}\left(x_{2}\right) \\
& \dot{f}_{m}\left(x_{2}\right)=b_{m} H \\
(2) & \left(x_{2}\right)+\zeta_{m} \dot{J}_{m}\left(x_{2}\right)
\end{array}\right\} x=x_{2}
$$

These equations have exactly the same form as the ones in $M M$ case. Hence the solution for the scattering coefficients $b_{m}$ proceeds in exactly the same way. From the numerical point of view this means that a computer programme with the modification of just a single subroutine can give the solution of the scattering problem for both polarizations of the incident wave. The modification is in the characteristic matrix of the system of differential equations. For this reason the solution process and the numerical investigation of TE case will not be repeated here.

As is seen in the expression for $\eta_{\mathrm{nm}}(2.5 .8)$ there are derivative factors $d \phi / d x$. At some points on the boundary of the scatterer cross-section these factors may become infinite. Hence on approaching such points care must be taken. One way to tackle this problem is to deform the boundary of the scatterer cross-section locally at such
singular points. This deformation should be by such an amount that it does not affect the scattering behaviour of the object, but at the same time eliminates the numerical singularities at these points. The right amount of deformation is found by observing the changes in the scattering quantities due to changing the size of the deformation.
 For example, consider the following scatterer which has an elliptic cross-section. The derivative $d \phi / d x$ is infinite at $x=x_{1}(\phi=0)$, since $C$ is circular in the region of $\phi=0$. This point is the starting point of the integration range.

The boundary curve $C$ is deformed in the following way.


A circle with centre 0 and radius $x_{1}+\varepsilon$ is drawn, where $\varepsilon$ is a positive quantity which is very small compared to $x_{1}$. The points of intersection of this circle with $C$ are denoted by $1,2,3$ and 4. The circular arcs $(1,2)$ and $(3,4)$ are denoted by $C_{1}$ and $C_{2}$ and the elliptical arcs $(1,2)$ and $(3,4)$ are denoted by $E_{1}$ and $E_{2}$ respectively.

The new boundary of the scatterer cross-section is composed of the set of points given by $C_{1} U C_{2} U\left[C-\left(E_{1} U E_{2}\right)\right]$.

The inscribing circle now is the one with radius $\mathrm{x}_{\mathrm{I}}+\varepsilon$, since the medium inside this circle is homogeneous throughout. The enscribing circle is the one with radius $x_{2}$. In this way it is possible to isolate the singular point $x_{1}$ and get rid of the numerical inconveniences.

Another way to eliminate the numerical singularity at $x=x_{1}$ is to use the defining equation of $\eta_{n m}$ at this.point instead of using (2.5.8). From the defining equation of $\eta_{\mathrm{nm}}$ it follows that $\eta_{\mathrm{nm}}\left(\mathrm{x}_{1}\right)=0$ This condition is used in the actual computations.

If there is more than one point on $C$ in the neighbourhood of which C is circular $(d \phi / \partial x \rightarrow \infty)$ the first approach is more suitable.

The method developed in previous sections for


Fig.2.6.1 a single scatterer can easily be extended to multi-body scattering. For this purpose, consider infinitely long dielectric cylinders with cross-sections $C_{1}, C_{2}, \ldots, C_{M}$. Three regions labelled as 1,2 and 3, are shown in figure 2.6.1.

In regions 1 and 3, the fields are uniquely represented by infinite series of cylindrical harmonics. These series are convergent in their respective domains. Region 2 is inhomogeneous in its material composition. The field in this region is represented by a Fourier series. The Fourier coefficients are functions of the radial variable $p$ and satisfy a linear second order differential equation. The analysis is exactly the same as in the single body case. (Now the $\gamma_{n m}$ are more complicated functions of $x$ and $x_{1} d^{\prime} x_{1}$, unless the coordinate origin is located in one of the scatterer cross-sections. For the multi-body problem it may not be possible to find a symmetry axis for the whole assembly even though the individual scatterers may have their own symmetry axes. This means that even and odd decomposition of the incident wave does not work and the summations appearing in the differential equations start from $-N$ and go to N.

### 2.7 NURERICAL APPLICATIONS

In this section the results of the application of the new method to various problems are presented and, where possible, are compared with existing data.

### 2.7.1 Homogeneous and Inhomogeneous Circular Dielectric Shells

a) Consider a dielectric shell with the following parameters:
This problem has been solved by space method ii) the eigenfunction method(see Appendix C) iii) the new method.

The scattering coefficients are tabulated below.

| $e$ | $\operatorname{Re}\left(b_{e}\right)$-state-space | $\operatorname{Re}\left(b_{e}\right)$-Eigenfunction | $\operatorname{Re}\left(b_{e}\right)-N e w M e t h$. |
| :---: | :--- | :--- | :--- |
| 1 | $-0.5547499 \mathrm{E}-1$ | $-0.5547498 \mathrm{E}-1$ | $-0.5547499 \mathrm{E}-1$ |
| 2 | $0.2004804 \mathrm{E}-1$ | $0.2004803 \mathrm{E}-1$ | $0.2004804 \mathrm{E}-1$ |
| 3 | $0.1414056 \mathrm{E}-6$ | $0.1414056 \mathrm{E}-6$ | $0.1414057 \mathrm{E}-6$ |
| 4 | $-0.3243477 \mathrm{E}-5$ | $-0.3243476 \mathrm{E}-5$ | $-0.3243479 \mathrm{E}-5$ |
| 5 | $-0.2544811 \mathrm{E}-15$ | $-0.2544810 \mathrm{E}-15$ | $-0.2544824 \mathrm{E}-15$ |


| $e$ | $\operatorname{Im}\left(b_{e}\right)$-State-space | $\operatorname{Im}\left(b_{e}\right)$-Eigenfunction | $\operatorname{Im}\left(b_{e}\right)$-New method |
| :---: | :---: | :---: | :---: |
| 1 | -0.2289050 E 0 | -0.2289050 E 0 | -0.2289050 EO |
| 2 | $-0.4020854 \mathrm{E}-3$ | $-0.4020853 \mathrm{E}-3$ | $-0.4020854 \mathrm{E}-3$ |
| 3 | $0.3760394 \mathrm{E}-3$ | $0.3760393 \mathrm{E}-3$ | $-0.3760394 \mathrm{E}-3$ |
| 4 | $0.1052014 \mathrm{E}-10$ | $0.1052014 \mathrm{E}-10$ | $0.1052015 \mathrm{E}-10$ |
| 5 | $-0.1595246 \mathrm{E}-7$ | $-0.1595246 \mathrm{E}-7$ | $-0.1595251 \mathrm{E}-7$ |

b) Consider the same dielectric shell as in (a), now with $\rho_{1}=0.2 \lambda\left(k_{0} \rho_{1}=0.5 \pi\right)$ and $\rho_{2}=0.3 \lambda\left(k_{0} \rho_{2}=0.6 \pi\right)$.

The scattering coefficients are:

| $e$ | $\operatorname{Re}\left(b_{e}\right.$ t-State-space | $\operatorname{Re}\left(b_{e}\right)$-Eigenfunction | $\operatorname{Re}\left(b_{e}\right)$-New method |
| :---: | :---: | :---: | :---: |
| 1 | $-0.5962773 \mathrm{E}-1$ | $-0.5962772 \mathrm{E}-1$ | $-0.5962772 \mathrm{E}-1$ |
| 2 | 0.4830531 EO | 0.4830531 EO | 0.4830532 EO |
| 3 | 0.1675881 EO | 0.1675882 E 0 | 0.1675881 EO |
| 4 | $-0.2996321 \mathrm{E}-1$ | $-0.2996322 \mathrm{E}-1$ | $-0.2996321 \mathrm{E}-1$ |
| 5 | $-0.1829289 \mathrm{E}-5$ | $-0.1829290 \mathrm{E}-5$ | $-0.1829289 \mathrm{E}-5$ |


| $e$ | $\operatorname{Im}\left(b_{e}\right)$-State-space | $\operatorname{Im}\left(b_{e}\right)$-Eigenfunction | $\operatorname{Im}\left(b_{e}\right)$-New method |
| :---: | :---: | :---: | :---: |
| 1 | -0.2367958 EO | -0.2367958 EO | -0.2367958 EO |
| 2 | -0.6290724 EO | -0.6290724 EO | -0.6290722 EO |
| 3 | 0.3735001 EO | 0.3735002 EO | 0.3735001 EO |
| 4 | $0.8986016 \mathrm{E}-3$ | $0.8986019 \mathrm{E}-3$ | $0.8986015 \mathrm{E}-3$ |
| 5 | $-0.1352511 \mathrm{E}-2$ | $-0.1352511 \mathrm{E}-2$ | $-0.1352511 \mathrm{E}-2$ |

It is seen that agreement between the exact results(eigenfunc-
tion) and the ones obtained by the present method is very good. The state-space method also gives results in excellent agreement with the other two. The computation times, however differ considerably in the state-space and the new methods as shown below:
for problem (a): computation time(state-space) : 9.752 Sec. computation time(new method) : 3.276 Sec .

The scattering patterns(echo wiath per wavelength) are given in Fig. 2.1 and Fig. 2.2. For problem(a) line-source excitation has also been considered and the scattering pattern has been shown for this excitation.

The analytical expression for the scattering pattern is given below.

The scattering pattern is defined as:
$\sigma=\underset{\rho \rightarrow \infty}{\operatorname{Lim}} 2 \pi \rho \frac{\left|v_{1}^{s}\right|^{2}}{\left|v_{o}\right|^{2}}$, where $\quad v_{1}^{s}$ is the scattered electric field.

For a plane wave of unit amplitude $\left|V_{0}\right|=1$, for a line-source $V_{0}=-\frac{j}{4} H_{o}^{(2)}\left(k_{0} R_{s}\right)$, where $R_{s}$ is the distance from the line-source and it is taken as the distance between the line-source and the centre of the scatterer.

The scattered field is given as:

$$
\begin{aligned}
& V_{1}^{s}=\sum_{m=-\infty}^{\infty} b_{m} H_{m}^{(2)}\left(k_{0} \rho\right) e^{j m \phi}, \text { since } \operatorname{Lim}_{P \rightarrow \infty} H_{m}^{(2)}\left(k_{0} \rho\right)=\sqrt{\frac{2}{\pi k_{o} \rho}} j^{m+1 / 2} e^{-j k_{\delta} \rho} \\
& \operatorname{Lim}_{\rho \rightarrow \infty} v_{1}^{s}=\sqrt{\frac{2}{\pi k_{0} \rho}} j^{1 / 2} e^{-j k_{0} \rho} \sum_{m=-\infty}^{\infty} j^{m} b_{m} e^{j m \phi}
\end{aligned}
$$

and

$$
\operatorname{Lim}_{p \rightarrow \infty}\left|V_{I}^{s}\right|^{2}=\frac{2}{\pi k_{o} p}\left|\sum_{m=-\infty}^{\infty} j^{m} b_{m} e^{j m \phi}\right|^{2}
$$



Fig. (2.1) Scattering Pattern(echo width per wavelength) of a Homogeneous Dielectric Shell


Fig. (2.2) Scattering Pattern(echo width per wavelength) of a Homoseneous Dielectric Shell
and finally;

$$
\sigma=\frac{4}{k_{o}}\left|\sum_{m=-\infty}^{\infty} j^{m} b_{m} e^{j m \phi}\right|^{2} \cdot \frac{1}{\left|v_{o}\right|^{2}}
$$

If the relation $b_{-m}=(-1)^{m} b_{m}$ holds(which is the case when a plane wave is incident on a symmetrical scatterer along the symmetry axis) the expression for $\sigma$ (per wavelength) becomes,

$$
\begin{aligned}
& \frac{\sigma}{\lambda}=\frac{2}{\pi}\left|\sum_{m=0}^{\infty} \varepsilon_{m} j^{m} b_{m} \operatorname{Cosm\phi }\right|^{2} \quad \text { for plane wave excitation, } \\
& \frac{\sigma}{\lambda}=\frac{2}{\pi}\left|\sum_{m=0}^{\infty} \varepsilon_{m} j^{m} b_{m} \operatorname{cosm\phi }\right|^{2} /\left|H_{0}^{(2)}\left(k_{o} R_{s}\right)\right|^{2} \text { for line-source } \\
& \text { excitation. }
\end{aligned}
$$

Where $\varepsilon_{\mathrm{m}}=2-\delta_{\text {mo }}$ is the Neumann factor.
c) The homogeneous dielectric shell of section (b) is considered again with the same parameters but excited with a TE-polarized plane wave.

The scattered field coefficients are found from the following formula:

$$
b_{m}=\frac{\epsilon_{r 2} P_{m} j_{m}\left(x_{2}\right)-J_{m}\left(x_{2}\right)}{H_{m}^{(2)}\left(x_{2}\right)-\epsilon_{r 2} P_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)} \zeta_{m},
$$

where

$$
P_{m}=\frac{\Phi_{11}^{m}\left(x_{2}\right) J_{m}\left(x_{1}\right)+\epsilon_{r l} \Phi_{12}^{m}\left(x_{2}\right) \dot{J}_{m}\left(x_{1}\right)}{\Phi_{21}^{m}\left(x_{2}\right) J_{m}\left(x_{1}\right)+\epsilon_{r 1} \Phi_{22}^{m}\left(x_{2}\right) \dot{J}_{m}\left(x_{1}\right)}
$$

and

$$
\epsilon_{r l}=\epsilon_{r}\left(x_{1}\right), \epsilon_{r 2}=\epsilon_{r}\left(x_{2}\right) .
$$

The elements $\Phi_{11}\left(x_{2}\right), \Phi_{21}\left(x_{2}\right), \Phi_{12}\left(x_{2}\right)$ and $\Phi_{22}\left(x_{2}\right)$ are found by solving the following system of differential equations numerically:

$$
\left[\begin{array}{l}
\dot{y_{m}}(x)  \tag{2.7.1}\\
\dot{z}_{\mathrm{n}}(x)
\end{array}\right]=\left[\begin{array}{lc}
0 & 1 \\
\frac{m^{2}}{x^{2}}-\epsilon_{r}(x) & 2 \frac{d}{d x} \operatorname{Ln} \epsilon_{r}-1 / x
\end{array}\right]\left[\begin{array}{l}
y_{m}(x) \\
z_{m}(x)
\end{array}\right]
$$

note; to find $\Phi_{11}\left(x_{2}\right)$ and $\Phi_{21}\left(x_{2}\right),(2.7 .1)$ is solved with the initial condition vector $\left(\begin{array}{ll}1 & 0\end{array}\right)^{T}$; to find $\Phi_{12}\left(x_{2}\right)$ and $\Phi_{22}\left(x_{2}\right)$, (2.7.1) is solved with the initial condition vector ( $\left.\begin{array}{ll}0 & 1\end{array}\right)^{T}$. The scattered field coefficients are tabulated below and compared with the eigenfunction solution results.

| e | $\mathrm{b}_{\mathrm{e}}$ (Eigenfunction expansion) | $\mathrm{b}_{\mathrm{e}}$ (New method) |
| :---: | :---: | :---: |
| 1 | -0.6290724E0-j0.4830531E0 | -0.6290722E0-j0.4830532EO |
| 2 | 0.8094046E-1-j0.659485E-2 | 0.8094042E-1-j0.6594844E-2 |
| 3 | $0.3934550 \mathrm{E}-1+\mathrm{jO} 0.1944156 \mathrm{EO}$ | $0.3934548 \mathrm{E}-1+\mathrm{j} 0.194415630$ |
| 4 | -0.5305816E-1+j0.2823138E-2 | -0.5305815E-1+j0.2823138E-2 |
| 5 | -0.2320779玉-4-j0.4817390E-2 | -0.2320778E-4-j0.4817390E-2 |

The scattering pattern is given in Fig.2.3.
d) An inhomogeneous dielectric shell is considered with the following parameters:

$$
x_{1}=0.5, \quad x_{2}=0.6, \quad \epsilon_{r}(x)=x_{2}^{2} / x^{2} .
$$

The excitation is a TM-polarized plane wave. The scattering coefficients are found by both the state-space method and the new method. The scattered field coefficients are tabulated below. Echo width per unit wavelength is given in Fig.2.4.


Fig. (2.3) Scattexing Pattern(echo width per wavelength) of a Homogeneous Dielectric Shell


Fig. (2.4) Scattering Pattern(echo width per wavelength) of a Radially Stratified Dielectric Shell

| $e$ | $b_{e}$ (State-space method) | $\mathrm{b}_{\mathrm{e}}$ (Hew method) |
| :---: | :--- | :--- |
| 1 | $-0.2114058 \mathrm{E}-3-j 0.1453826 \mathrm{E}-1$ | $-0.2114059 \mathrm{E}-3-j 0.1453827 \mathrm{E}-1$ |
| 2 | $0.1111659 \mathrm{E}-2-j 0.1235788 \mathrm{E}-5$ | $0.1111661 \mathrm{E}-2-\mathrm{j} 0.1235791 \mathrm{E}-5$ |
| 3 | $0.4133605 \mathrm{E}-9+j 0.2033127 \mathrm{E}-4$ | $0.4133632 \mathrm{E}-9+j 0.2033134 \mathrm{E}-4$ |
| 4 | $-0.1649965 \mathrm{E}-6+j 0.2722383 \mathrm{E}-13$ | $-0.1649989 \mathrm{E}-6+\mathrm{j} 0.2722462 \mathrm{E}-13$ |
| 5 | $-0.5720227 \mathrm{E}-18-\mathrm{j} 0.7563218 \mathrm{E}-9$ | $-0.5720951 \mathrm{E}-18-\mathrm{j} 0.7563697 \mathrm{E}-9$ |

Computation time (state-space) : 11.565 Sec.<br>Computation time (New method) : 3.296 Sec .

e) Dielectric shell with a perfectly conducting core and stratified radially.


The excitation is a TM-polarized plane wave. The inner optical radius is fixed at $k_{0} p_{1}=1$. The permittivity has the functional form $\epsilon_{r}=25.1 / k_{0}^{2} \rho^{2}$ Four different values for the outer optical radius have been taken. The results for the backscattering cross-section have been compared with Shafai's(39) results. The method of solution needs a small modification due to the presence of the perfectly conducting core as follows.

The representations of the z-component of electric field in regions $\rho_{1}<\rho<\rho_{2}$ and $\rho>\rho_{2}$ are respectively;

$$
\begin{aligned}
& V_{1}=\sum_{m=-\infty}^{\infty} f_{m}(\rho) e^{j m \phi}, \quad \rho_{1} \leqslant \rho \leqslant \rho_{2} \\
& V_{2}=\sum_{m=-\infty}^{\infty}\left[b_{m} H_{m}^{(2)}\left(k_{0} \rho\right)+\xi_{m} J_{m}\left(k_{0} \rho\right)\right] e^{j m \phi}, \quad \rho \geqslant \rho_{2}
\end{aligned}
$$

The differential equation for $f_{m}(x)$ is
$\frac{d^{2} f_{m}}{d x^{2}}+\frac{1}{x} \frac{d f_{m}}{d x}+\left[\epsilon_{r}(x)-\frac{m^{2}}{x^{2}}\right] f_{m}=0 \quad, \quad x=k_{0} p_{0}$

In state space form:
$\left[\begin{array}{l}\dot{y}_{m} \\ \dot{z}_{m}\end{array}\right]=\left[\begin{array}{cc}0 & 1 \\ \frac{m^{2}}{x^{2}}-\epsilon_{r}(x) & -1 / x\end{array}\right]\left[\begin{array}{l}y_{m} \\ z_{m}\end{array}\right]$
where $y_{m}=f_{m}, \quad z_{m}=\dot{f}$
The boundary conditions are:

$$
\begin{aligned}
f_{m}\left(x_{1}\right)=0, & f_{m}\left(x_{2}\right)=b_{m} H_{m}^{(2)}\left(x_{2}\right)+\zeta_{m} J_{m}\left(x_{2}\right) \\
& \dot{f}_{m}\left(x_{2}\right)=b_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)+\zeta_{m} \dot{J}_{m}\left(x_{2}\right)
\end{aligned}
$$

Combining the solution of (2.7.2) with the above boundary condition relations gives the following expressions for $b_{m}$ :

$$
b_{m}=\frac{\Phi_{22}\left(x_{2}\right) J_{m}\left(x_{2}\right)-\Phi_{12}\left(x_{2}\right) \dot{J}_{m}\left(x_{2}\right)}{\Phi_{12}\left(x_{2}\right) \dot{H}_{m}^{(2)}\left(x_{2}\right)-\Phi_{22}\left(x_{2}\right) H_{m}^{(2)}\left(x_{2}\right)} \cdot \zeta_{m}
$$

where $\Phi_{12}\left(x_{2}\right)$ and $\Phi_{22}\left(x_{2}\right)$ are obtained by solving (2.7.2) numerically with the initial condition vector $\left(\begin{array}{ll}0 & 1\end{array}\right)^{T}$.

It is seen that only one column of the state-transition matrix need be generated.

The values of the backscattering cross-section per wavelength are compared with the ones given by Shafai in the following table (TM-polarization is considered)

| $x_{2}$ | 2. | 2.5 | 3 | 3.5 | 4 |
| :---: | :--- | :--- | :--- | :--- | :--- |
| $\sigma_{b} / \lambda$ (New method) | 1.041 | 0.458 | 1.658 | 1.676 | 0.445 |
| $\sigma_{b} / \lambda$ (Shafai) | 1.04 | 0.45 | 1.65 | 1.69 | 0.45 |

The echo width per wavelength is shown in the figures(2.5) and (2.6) for $x_{1}=1$, and for various values of $x_{2}$.

As examples of the dielectric shells stratified radially with a conductor core, two more permittivity profiles have been considered. The scattering coefficients are tabulated below for the corresponding permittivity functions and size parameters.

| b | Scattering coefficients by the new method-M case | Scattering coefficients by the new method-TE cass |
| :---: | :---: | :---: |
| 1 | -0.2981411EO+0.4574418EO | -0.3467391EO-j0.475931850 |
| 2 | 0.4949034E0-j0.4287918E0 | -0.186C019E0-j0.9441156ت0 |
| 3 | $0.9756283 \pm 0+j 0.1542003 \pm 0$ | $0.9871638 \mathrm{EO}+\mathrm{j} 0.1125675 \mathrm{EO}$ |
| 4 | -0.4959141EO+j0.5637902EO | -0.4972911E0+j0.4480232E0 |
| 5 | -0.404488E-2-j0.6347062E-1 | -0.1996162E-1-j0.1398684E0 |
| 6 | 0.4095463E-2-j0.1677310E-4 | $0.1498699 \mathrm{E-1-j0.2246605E-3}$ |
| 7 | 0.4592408E-7+j0.2142990E-3 | $0.1298894 \mathrm{E}-5+0.1139690 \mathrm{E}-2$ |
| 8 | -0.0692108E-5+j0.7555274E-10 | -0.6324609E-4+j0.4000068E-3 |
| 9 | -0.7550385E-13-j0.2765933E-6 | -0.69392292-11-j0.2634242E-5 |

$x_{1}=1, x_{2}=3, \epsilon_{r}=3 e^{-x / 10}$
The echo width per wavelength is plotted in Fig. (2.7)

| b | Scattering coefficient $x_{2}=3.1$ TM case | Scattering coefficient $x_{2}=3.1$ TE case |
| :---: | :---: | :---: |
| 1 | -0.1208EO+j0.3259E0 | -0.9660E0-j0.1810E0 |
| 2 | 0.4897E0-j0.6005EO | -0.3664E0-j0.1598E0 |
| 3 | $0.8996 \mathrm{EO}+\mathrm{j} 0.3004 \mathrm{EO}$ | $0.1665 E 0+j 0.3725 E 0$ |
| 4 | -0.2082EO+j0.4543E-1 | -0.4097 $\mathrm{EO}+\mathrm{j} 0.2134 \mathrm{EO}$ |
| 5 | -0.2145E-3-j0.1464E-I | -0.10491-1-j0.1019E0 |
| 6 | $0.8830 \mathrm{E}-3-\mathrm{j} 0.7798 \mathrm{E}-6$ | $0.1034 \mathrm{E}-1-\mathrm{j} 0.1069 \mathrm{E}-3$ |



Fig. (2.5) Scattering Patterns(echo width per wavelength) of a Dadially Stratified Dielectric Shell with Conductor Core


Fig. (2.6) Scattering Patterns of a Radially Stratified Dielectric Shell with Perfect Conductor Core


Fig. (2.7) Scattering Patterm(echo width per wavelength) of a Dielectric Shell Stratified Radially •

| 7 | 0.1791E-8+j0.4232E-4 | 0.527IE-6+j0.7260E-3 |
| :---: | :---: | :---: |
| 8 | -0.1593E-5+j0.2538E-il | -0.3736E-4+j0.1396E-8 |
| 9 | -0.2287E-14-j0.4782E-7 | -0.2136E-11-j0.1461E-5 |
| 10 | $0.1164 \mathrm{E}-8-\mathrm{j} 0.1356 \mathrm{E}-17$ | 0.4486E-7-j0.2013 ${ }^{\text {2 }}$ - 14 |


| b | Scattering coefficients $x_{2}=5.1$ TM case | Scattering coefficients $\mathrm{x}_{2}=5.1 \mathrm{TE}$ case |
| :---: | :---: | :---: |
| 1 | -0.4919.0\% ${ }^{0} 0.499980$ | -0.1308EO-j0.3371E0 |
| 2 | 0.4317E0-j0.2478E0 | -0.1912E0-j0.9516EO |
| 3 | $0.9193 \mathrm{EO}+\mathrm{j} 0.2722 \mathrm{EO}$ | 0.9444E-1-j0.2924E0 |
| 4 | -0.4636E-1+j0.9978玉0 | -0.3795EO+j0.1744E0 |
| 5 | -0.2665E0-j0.4423EO | -0.4999E0-j0.5000EO |
| 6 | 0.4088こ0-j0.2122E0 | 0.4291E0-j0.2434EO |
| 7 | $0.62045-3+j 0.2490 \mathrm{E}-1$ | $0.1313 \mathrm{E}-1+j 0.1138 \mathrm{EO}$ |
| 8 | -0.2322E-2+j0.5392E-5 | -0.1639-1+ $0.26882-3$ |
| 9 | -0.3625E-7-j0.1904E-3 | -0.3364E-5-j0.1834E-2 |
| 10 | 0.1297E-4-j0.1682E-9 | 0.1624E-3-j0.2639E-7 |

$x_{1}=1, \epsilon_{r}=x_{2}^{2} / x^{2}$. Scattering pattern is plotted in Fig. (2.8)
f) Two-dimensional Luneburg Lens Excited by a Plane Wave.

The Luneburg lens is characterized by the following permittivity function:

$$
\epsilon_{r}(p)=2-\left(p / \rho_{2}\right)^{2} \text {, where } \rho_{2} \text { is the radius of the lens. }
$$

Since the lens is a solid structure the coordinate origin(which is also the centre of the lens) is included in the range of numerical integration of (2.7.1) and (2.7.2). The systems of differential equations (2.7.1) and (2.7.2) however have singularities at the ori-


Fig. (2.8) Scattering Patterns of a Dielectric Shell Stratified in the Radial Direction with a Conductor Core.
gin. These singularities are eliminated by considering a circle of small radius around the origin and concentric with the lens crosssection. The permittivity inside this circle is assumed to be constant whose value is taken as $\varepsilon_{r}(0)$. In this way the problem is converted into a dielectric shell problem which is free of any numerical singularity. The value of the radius of the small circle is taken as $0.01 p_{2}$ in actual calculations. This selection proved to be satisfactory. Since the region defined by $\rho\left\langle p_{S}\left(p_{S}\right.\right.$ is the radius of the small circle) is not vacuum but a dielectric the formulas of section (2.2) for $b_{m}$ should be changed accordingly, to

$$
b_{m}=\frac{\dot{J}_{m}\left(x_{2}\right) W_{m}-J_{m}\left(x_{2}\right)}{H_{m}^{(2)}\left(x_{2}\right)-W_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)} \cdot \zeta_{m} \text {, where } W_{m}=\frac{\Phi_{11}^{m}\left(x_{2}\right) J_{m}\left(x_{1 d}\right)+\Phi_{12}^{m}\left(x_{2}\right) \sqrt{\epsilon_{1 r}} \dot{J}_{m}\left(x_{1 d}\right)}{\Phi_{21}^{m}\left(x_{2}\right) J_{m}\left(x_{1 d}\right)+\Phi_{22}^{m}\left(x_{2}\right) \sqrt{\epsilon_{1 r}} \dot{J}_{m}\left(x_{1 d}\right)}
$$

for TM excitation,
$b_{m}=\frac{\epsilon_{r}\left(x_{2}\right) p_{m} \dot{J}_{m}\left(x_{2}\right)-J_{m}\left(x_{2}\right)}{H_{m}^{(2)}\left(x_{2}\right)-\epsilon_{r}\left(x_{2}\right) P_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)} \cdot \zeta_{m}$
where $P_{m}=\frac{\Psi_{11}^{m}\left(x_{2}\right) J_{m}\left(x_{I d}\right)+\Psi_{I 2}^{m}\left(x_{2}\right) \sqrt{\epsilon_{I r}} \dot{J}_{m}\left(x_{I d}\right)}{\Psi_{2 I}^{m}\left(x_{2}\right) J_{m}\left(x_{1 d}\right)+\Psi_{22}^{m}\left(x_{2}\right) \sqrt{\epsilon_{I r}} \dot{J}_{m}\left(x_{I d}\right)} \quad$ for TE excitation.
where $x_{1 d}=x_{1} \sqrt{\epsilon_{1 r}}, \epsilon_{1 r}=\epsilon_{r}(0)=2, \epsilon_{r}\left(x_{2}\right)=1$.
$\Phi_{11}^{m}, \Phi_{12}^{m}, \Phi_{21}^{m}, \Phi_{22}^{m}$ are the elements of the state-transition matrix corresponding to (2.7.2) and $\Psi_{11}^{m}, \Psi_{12}^{m}, \Psi_{21}^{m}, \Psi_{22}^{m}$ are the elements corresponding to (2.7.1).

The scattering coefficients are tabulated below for $x_{2}=1.256637$ $x_{1}=0.01 x_{2}$ and $N=5$. Both polarizations, $T M$ and TE, are considered.

| b | Scattering Coeff.-TM | Scattering Coeff.-TE |
| :---: | :---: | :---: |
| 1 | $-0.2130351 \mathrm{EO}-\mathrm{j} 0.4094522 \mathrm{EO}$ | $-0.4473277 \mathrm{E}-1+j 0.2067166 \mathrm{EO}$ |
| 2 | $0.7732062 \mathrm{E}-1-j 0.6014654 \mathrm{E}-2$ | $0.2493011 \mathrm{E} 0-\mathrm{j} 0.6658455 \mathrm{E}-1$ |
| 3 | $0.1307155 \mathrm{E}-4+j 0.3615436 \mathrm{E}-2$ | $0.2798522 \mathrm{E}-2+j 0.5282699 \mathrm{E}-1$ |
| 4 | $-0.9488705 \mathrm{E}-4+j 0.9003552 \mathrm{E}-8$ | $-0.2813921 \mathrm{E}-2+\mathrm{j} 0.7918217 \mathrm{E}-5$ |
| 5 | $-0.2480353 \mathrm{E}-11-j 0.1574914 \mathrm{E}-5$ | $-0.6137911 \mathrm{E}-8-j 0.7834482 \mathrm{E}-4$ |

The echo widths per wavelength are plotted in Fig. (2.9).

### 2.7.2 Non-circular Homogeneous Scatterers

In this section scatterers with various cross-sections are considered. Scattering coefficients are tabulated, the factors $a_{n m}$ are given as analytical expressions for each particular scatterer and scattering patterns are plotted.
a) Off-centre Circular Dielectric Cylinder

In order to check the accuracy of the new method for a scatterer of non-circular cross-section an off-centre circular cylinder is considered first. As shown in the figure the coordinate origin is $\rightarrow$ located at a distance $d$ from the centre of the circle. With respect to 0 then, the cross-section is no longer circular. The far field behaviour of the scattered field (which is expressed quantitatively in the


Fig. (2.9) Scattering Patterns of Two-Dimensional Luneburg Lens.
scattering pattern expression) is not affected by the location of the coordinate origin. Therefore far field patterns evaluated with respect to the points $O_{c}$ and 0 must be the same. The scattered field can be found exactly for the coordinate origin $O_{c}$ as an eigenfunction expansion. For this reason this example is a proper one to see how the new method will work for non-circular scatterers.

A simple calculation gives the factors $\alpha_{n m}$ as:

$$
\alpha_{n m}=\epsilon_{r} \delta_{n m}+\frac{1-\epsilon_{r}}{\pi} \cdot\left\{\frac{\operatorname{Sin}[(m-n) \phi]}{m-n}\right\}
$$

## where

$$
\begin{aligned}
\phi_{0}(x)=\cos ^{-1}\left(\frac{a^{2}-x^{2}-d^{2}}{2 x d}\right), & a \text { is the optical radius of the } \\
& \text { cylinder, } a=k_{o} a^{\prime}, d \text { is the } \\
& \text { optical distance between } 0 \text { and } O_{c}, \\
& d=k_{0} d^{\prime} \text { and } x=k_{0} \rho^{\prime} .
\end{aligned}
$$

The scattering coefficients are tabulated below for three different values of $\alpha$ together with the exact coefficients(obtained from an eigenfunction solution). Echo widths per wavelength are also given for different values of $d$. $a$ is taken as 1 .

| $\begin{gathered} \text { M} \\ \stackrel{i 1}{0} \end{gathered}$ | e | Scattering Coefficients |
| :---: | :---: | :---: |
|  | 1 2 3 4 5 6 | $\begin{aligned} & -0.3402741 E 0-j 0.4505634 \mathrm{E} \\ & -0.5184136 \mathrm{E}-1+j 0.7930950 \mathrm{E}-1 \\ & 0.1132450 \mathrm{E}-1-j 0.2846656 \mathrm{E}-2 \\ & -0.8514854 \mathrm{E}-3-j 0.2227839 \mathrm{E}-3 \\ & 0.3014559 \mathrm{E}-4+j 0.3043797 \mathrm{E}-4 \\ & -0.5953815 \mathrm{E}-7-j 0.2055864 \mathrm{E}-5 \end{aligned}$ |
|  | e | Scattering Coefficients |
| $\begin{aligned} & \text { ti } \\ & \text { il } \end{aligned}$ | 1 2 3 4 5 6 | $\begin{aligned} & -0.3443745 E 0-j 0.4416278 E 0 \\ & -0.3402998 E-1+j 0.1014166 \mathrm{EO} \\ & 0.1344719 \mathrm{E}-1-j 0.7383164 \mathrm{E}-2 \\ & -0.14753394 \mathrm{E}-2+j 0.3309008 \mathrm{E}-4 \\ & 0.8922338 \mathrm{E}-4+j 0.3542388 \mathrm{E}-4 \\ & -0.3090108 \mathrm{E}-5-j 0.3648160 \mathrm{E}-5 \end{aligned}$ |
|  | e | Scattering Coefficients |
| $\begin{aligned} & 10 \\ & \text { oi } \\ & 11 \end{aligned}$ | 1 2 3 4 5 6 | $\begin{aligned} & -0.3467227 E 0-j 0.4304207 E O \\ & -0.1599273 E-1+j 0.1227562 E 0 \\ & 0.1462512 E-1-j 0.1298680 E-1 \\ & -0.2177481 E-2+j 0.5423446 E-3 \\ & 0.1810077 E-3+j 0.2141630 E-4 \\ & -0.9848968 E-5-j 0.5 C 65307 E-5 \end{aligned}$ |

As is seen from the above table, the scattering coefficients are different for different values of $d$. This is expected, since When $d$ changes both the cross-sectional shape and the maximum optical radius change. The scattering coefficients take such values as to make the far field scattering parameters of the scatterer independent
of distance .
The echo width per wavelength is given below for three different values of $d$.

| $\infty$ | $\sigma / \lambda$ (exact) | $\sigma / \lambda(d=.3)$ | $\sigma / \lambda(d=.4)$ | $\sigma / \lambda(d=.5)$ |
| :---: | :---: | :---: | :---: | :---: |
| $0^{\circ}$ | 0.3641 | 0.3637 | 0.3636 | 0.3636 |
| $20^{\circ}$ | 0.3514 | 0.3511 | 0.3510 | 0.3509 |
| $40^{\circ}$ | 0.3169 | 0.3167 | 0.3166 | 0.3166 |
| $60^{\circ}$ | 0.2695 | 0.2695 | 0.2694 | 0.2694 |
| $80^{\circ}$ | 0.2197 | 0.2197 | 0.2197 | 0.2197 |
| $100^{\circ}$ | 0.1756 | 0.1757 | 0.1757 | 0.1756 |
| $120^{\circ}$ | 0.1415 | 0.1416 | 0.1416 | 0.1416 |
| 2140 | 0.1184 | 0.11 .85 | 0.1185 | 0.1185 |
| $160^{\circ}$ | 0.1054 | 0.1054 | 0.1054 | 0.1055 |
| $180^{\circ}$ | 0.101 .3 | 0.1012 | 0.1013 | 0.1013 |

As expected, the far field quantity $\sigma$ does not change appreciably with d .
b) Semi-Circular Dielectric Ring= TM Case


$$
\begin{aligned}
& \rho_{1}=0.25 \lambda \\
& \rho_{2}=0.30 \lambda \\
& \epsilon_{r}=4
\end{aligned}
$$

This problem was solved by Richmond(29) in 1963 using a moment method for M-polarized plane wave excitation. The echo width per wavelength obtained by the present method is compared with Richmond's results. The agreement is excellent.

The factors $\alpha_{n m}$ are definel as:

$$
\alpha_{n m}=\frac{\epsilon_{r}+(-I)^{m-n}}{2} \frac{\operatorname{Sin}(\overline{m-n} \pi / 2)}{(m-n) \pi / 2}
$$

The scattering coefficients and echo width per wavelength are given below for various truncation numbers $N$. The latter is plotted in Fig. (2.10).

|  | $N=5$ | $\mathrm{N}=6$ | $N=7$ | $\mathrm{N}=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{b}_{1}$ | -.287玉0-j.474E-2 | -.288E0-j.613E-2 | -.288E0-j.6IIE-2 | .288E0-j.649E-2 |
| $b_{2}$ | -. 322EO+j.188EO | -.321EO+j.189EO | -.321E0+j.189E0 | -.321E0+j.1890 |
| $\mathrm{b}_{3}$ | -. 392E-1+j.226EO | -.383E-1+j.228EO | -.383E-1+j.228EO | -.382E-1+j.228E0 |
| $\mathrm{b}_{4}$ | .1362-i + j :536E-1 | .137E-1+j.536E-1 | .138E-1+j.536E-1 | .138E-1+j.536E-1 |
| $\mathrm{b}_{5}$ | .312玉-2-j.865E-4 | -306E-2-j.364E-3 | . 306E-2-j - $364 \mathrm{E}-3$ | . 309E-2-j.405E-3 |
| $\mathrm{b}_{6}$ |  | .500E-4-j $\cdot 956 \mathrm{E}-3$ | .439E-4-j.956E-3 | .435E-4-j.956E-3 |
| $b_{7}$ |  |  | . $280 \mathrm{E}-1$ - ${ }^{\text {- }}$.646E-5 | -.282E-4-j.378i-5 |
| $\mathrm{b}_{8}$ |  |  |  | -.851E-6+j.113E-4 |


| $\phi$ | $\sigma / \lambda(N=5)$ |  | $\sigma / \lambda(N=6)$ |  | $\sigma / \lambda(N=7)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $0^{\circ}$ | 0.9552 |  | 0.9629 |  | 0.9632 |

[^0]This problem has been solved by Mei using his


Fig. (2.10) Scattering Pattern(echo width per wavelength) of a Semi-Circular Dielectric Ring-TM Excitation.
'uni-moment' method. The results obtained by the present method have' been compared with Mei's results. The agreement is very good.


In region 2 the permittivity is a function of angle $\phi$ only. In applying the boundary conditions on the circles $\rho=\rho_{1}$ and $\rho=\rho_{2}$ some matrix manipulations characteristic of only this shape are necessary. Because of this aspect of the problem, the solution is given briefly as follows.

The representation of the magnetic field in regions 1,2 and 3 is

$$
\begin{aligned}
& V_{1}(\rho, \phi)=\sum_{m=-\infty}^{\infty} a_{m} J_{m}\left(k_{o} \rho\right) e^{j m \phi} \\
& v_{2}(\rho, \phi)=\sum_{m=-\infty}^{\infty} f_{m}(\rho) e^{j m \phi} \\
& v_{3}(\rho, \phi)=\sum_{m=-\infty}^{\infty}\left[b_{m} H_{m}^{(2)}\left(k_{o} \rho\right)+\zeta_{m} J_{m}\left(k_{o} \rho\right)\right] \cdot e^{j m \phi}
\end{aligned}
$$

where the functions $f_{m}(\rho)$ satisfies the following differential equation;

$$
\begin{equation*}
\frac{d^{2} f_{n}}{d x^{2}}+\frac{1}{x} \frac{d f_{n}}{d x}-\frac{n^{2}}{x^{2}} f_{n}+\sum_{m=-\infty}^{\infty} \beta_{n m} f_{m}(x)=0 \tag{2.7.2.1}
\end{equation*}
$$

where $x=k_{0} \rho \quad$ and

$$
\beta_{n m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(\phi) e^{j(m-n) \phi} d \phi-\frac{j m}{2 \pi x^{2}} \int_{0}^{2 \pi} \frac{d}{d \phi} \operatorname{Ln} \epsilon_{r}(\phi) \cdot e^{j(m-n) \phi} d \phi
$$

Defining $y_{n}=f_{n}, z_{n}=\dot{f}_{n}$ converts (2.7.2.1) into the following form: (again a symmetrical excitation is assumed so that summation over $m$ starts from $m=0$ amd goes to $m=\infty$ )

$$
\left[\begin{array}{c}
\dot{\mathbf{y}} \\
\cdots \cdots \\
\dot{\underline{z}}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \vdots & \mathrm{U} \\
\cdots & \cdots & \ddots \\
\mathrm{~s} & \vdots & -\mathrm{U} / \mathrm{x}
\end{array}\right]\left[\begin{array}{c}
\underline{y} \\
\cdots \\
\underline{z}
\end{array}\right]
$$

where $\underline{y}=\left(\begin{array}{llll}y_{0} & y_{1} & \cdots & y_{N}\end{array}\right)^{T}, \underline{z}=\left(\begin{array}{lll}z_{0} & z_{1} & \cdots \\ z_{N}\end{array}\right)^{T}$ are both $(N+1) \times l$ vectors, $U$ is the identity matrix, $S$ has the following explicit form:

$$
S=\left[\begin{array}{ccccc}
-\beta_{00} & -\left(\beta_{01}+\beta_{0,-1}\right) & \cdot & \cdot & -\left(\beta_{0 N}+\beta_{0,-N}\right) \\
-\beta_{10} & \frac{1}{2}^{2}-\left(\beta_{11}+\beta_{1,-1}\right) & \cdot & \cdot & -\left(\beta_{1 N}+\beta_{1,-N}\right) \\
\vdots & x^{2} & & & \\
-\dot{\beta}_{N 0} & -\left(\beta_{N I I}+\beta_{N,-1}\right) & \cdot & \cdot & \frac{N^{2}}{x^{2}}-\left(\beta_{N N}+\beta_{N,-N}\right)
\end{array}\right]
$$

After some algebraic manipulation the factors $\beta_{n i n}$ are found as:

$$
\beta_{n m}=\frac{\epsilon_{r}+(-1)^{m-n}}{2} \cdot \frac{\operatorname{Sin}(\overline{m-n} \pi / 2)}{(m-n) \pi / 2}-\frac{m^{L} n \epsilon_{r}}{\pi x^{2}} \operatorname{Sin}(\overline{m-n} \pi / 2)
$$

The boundary conditions:
i) $V_{1}(\rho, \phi)=V_{2}(\rho, \phi), 0 \leqslant \phi \leqslant 2 \pi$ at $\rho=\rho_{1}$ or equivalently;

$$
\sum_{m=-\infty}^{\infty} a_{m} J_{m}\left(k_{0} \rho_{1}\right) e^{j m \phi}=\sum_{m=-\infty}^{\infty} f_{m}\left(\rho_{1}\right) e^{j m \phi}
$$

from (2.7.2.2) it follows

$$
a_{m} J_{m}\left(x_{1}\right)=f_{m}\left(x_{1}\right) \quad(2.7 \cdot 2.3)
$$

$$
\text { where } \quad x_{1}=k_{0} \rho_{1}
$$

ii) $\left.\frac{1}{\epsilon_{0}} \frac{\partial V_{1}}{\partial p}\right|_{p=p_{1}}=\left.\frac{1}{\epsilon(\phi)} \frac{\partial V_{2}}{\partial p}\right|_{p=p_{1}}$
where $\epsilon(\phi)= \begin{cases}\epsilon & -\frac{\pi}{2}<\phi<\frac{\pi}{2} \\ \epsilon_{0} & \frac{\pi}{2}<\phi<3 \frac{\pi}{2}\end{cases}$
or

$$
\epsilon_{r}(\phi) \sum_{m=-\infty}^{\infty} a_{m} \dot{J}_{m}\left(x_{l}\right) e^{j m \phi}=\sum_{m=-\infty}^{\infty} \dot{f}_{m}\left(x_{l}\right) e^{j m \phi}
$$

multiplying each term of above equation by $e^{-j n \phi}$ and integrating over ( $0-2 \pi$ ) gives

$$
\dot{f}_{n}\left(x_{1}\right)=\sum_{m=-\infty}^{\infty} a_{m} \dot{J}_{m}\left(x_{1}\right) q_{n m}, \text { where } \quad q_{n m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(\phi) e^{j(m-n) \phi} d \phi
$$

It is seen that the derivative vector $\dot{f}$ is not connected to the coefficient vector a by a diagonal matrix $\dot{J}\left(x_{1}\right)$. This new matrix is a full matrix given as $G \dot{J}_{l b}$, where matrices $G$ and $\dot{J}_{l b}$ are given explicitly:


The boundary conditions at $x=x_{1}$ then become

$$
\underline{f}\left(x_{1}\right)=J \quad J b \text { and } \quad \dot{f}\left(x_{1}\right)=G \underline{a} \quad \text { (2.7.2.4) }
$$

Similarly at $\mathrm{x}=\mathrm{x}_{2}$ :

$$
\begin{equation*}
\underline{\underline{f}}\left(x_{2}\right)=H_{2} \underline{b}+J_{2} \underline{\zeta} \quad R \underline{\dot{f}}\left(x_{2}\right)=\dot{H}_{2} \underline{b}+\dot{J}_{2} \underline{\zeta} \tag{2.7.2.5}
\end{equation*}
$$

where the matrix $R$ is given as:


Combining the solution of the system of differential equations with the boundary conditions (2.7.2.4) and (2.7.2.5) gives the following:

$$
\begin{align*}
& P_{\underline{a}}=H_{2} \underline{b}+J_{2} \underline{\xi} \\
& Q \underline{a}=\dot{H}_{2} \underline{b}+\dot{J}_{2} \underline{\xi} \tag{2.7.2.6}
\end{align*}
$$

where

$$
\begin{aligned}
& P=\Phi_{1}\left(x_{2}\right) J_{l b}+\Phi_{2}\left(x_{2}\right) G \dot{J}_{l b} \\
& Q=R \Phi_{3}\left(x_{2}\right) J_{l b}+R \Phi_{4}\left(x_{2}\right) G \dot{J}_{l b}
\end{aligned}
$$

Solution of (2.7.2.6) is straightforward.
The factors $e_{n m}$ have the following form:

$$
e_{n m}=\frac{(-1)^{m-n}+1 / \epsilon_{r}}{2} \cdot \frac{\sin (\overline{m-n} \pi / 2)}{(m-n) \pi / 2}
$$

In summary, for the problem of TE plane wave scattering by a semi-circular dielectric ring, the boundary conditions are somewhat different in mathematical form from the corresponding conditions for
other scatterers．
The scatterins coefficients are given below for various trunca－ tion numbers．Echo width per wavelength is plotted in Fig．（2．11）．

|  | $\mathrm{N}=5$ | $N=6$ | $N=7$ | $\mathrm{N}=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{b}_{1}$ | $-.135 \equiv 0-j .42350$ | －．129E0－j．42400 | －．129E0－j．423E0 | ．126E0－j．423EC |
| $\mathrm{b}_{2}$ | －．358E－1＋j．564E－1 | －． $362 \mathrm{E}-1+\mathrm{j} .562 \mathrm{E}-1$ | $1-.354 \mathrm{E}-1+j .564 \mathrm{E}$ | $1-.357 \mathrm{E}-1+j .563 \mathrm{~T}$ |
| $\mathrm{b}_{3}$ | ．197E－1＋j．111E0 | ．157E－1＋j．107E0 | ．156E－1＋j．107E0 | ．132E－1＋j．1050 |
| $\mathrm{b}_{4}$ | ．256E－1＋j．200E－1 | ．256E－1＋j．102こ－7 | ．249亏－1＋j．994E－2 | ．249E－1＋j．100－1 |
| $\mathrm{b}_{5}$ | ．574E－2－j．395E－2 | ．6085－2－j．336E－2 | ．610E－2－j．331E－2 | ．629E－2－j．3070－2 |
| $\mathrm{b}_{6}$ |  | ． $209 \mathrm{E}-3-\mathrm{j} \cdot 475 \mathrm{E}-3$ | －．9565－4－j．409E－3 | －．946E－4－j．41ジーラ |
| $\mathrm{b}_{7}$ |  |  | 08e－3＋j．395E－4 | －．218E－3＋j．232E－4 |
| $\mathrm{b}_{8}$ |  |  |  | $\cdot 307 \pm-5+j \cdot 387 \mathrm{E}-5$ |


| $\phi$ | $\sigma / \lambda(1)=5)$ | $\sigma / \lambda(N=6)$ | $\sigma / \lambda(\mathrm{H}=7)$ | $\sigma / \lambda(\mathrm{N}=8)$ |
| :---: | :---: | :---: | :---: | :---: |
| $0^{\circ}$ | 0.4259 | 0.4147 | 0.4170 | 0.4039 |
| $40^{\circ}$ | 0.1887 | 0.1873 | 0.1871 | 0.1859 |
| $80^{\circ}$ | 0.03646 | 0.03819 | 0.03846 | 0.03962 |
| $120^{\circ}$ | 0.06821 | 0.06957 | 0.06953 | 0.07023 |
| $160^{\circ}$ | 0.1636 | 0.1591 | 0.1598 | 0.1567 |
| $180^{\circ}$ | 0.1826 | 0.1758 | 0.1770 | 0.1728 |

## d）Elliptic Dielectric Cylinder



Only TYI excitation has been considered．The factors $\alpha_{n m}$ are：


Fig. (2.11) Scattering Pattern(echo width per wavelength) of a Semi-Circular Dielectric Ring-TE Excitation.

$$
a_{r=1}=\epsilon_{r} \delta_{m}+\frac{1-\epsilon_{r}}{\pi}\left[1+(-1)^{m-n}\right] \cdot \frac{\sin \left(\overline{m-n \beta_{0}}\right)}{(m-n)}
$$

where $\quad \dot{\%}_{0}=0.5 \cos ^{-1}\left(\frac{2 / A}{p^{2}}-\frac{B}{A}\right), A=\frac{1}{a^{2}}-\frac{1}{b^{2}}, \quad B=\frac{1}{a^{2}}+\frac{1}{b^{2}}$
$a$ and $b$ are the semi-major and semi-minor axis of the ellipse respectively.

The scattering coefficients and echo width per wavelengith are tabulated below for $a=0.2 \lambda, b=0.3 \lambda$ and $\epsilon_{r}=2$. The latter is plotted in Fig. (2.12).

|  | $\mathrm{N}=5$ | $N=6$ | $N=7$ | $N=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{b}_{1}$ | -.440E0-j.507E0 | -.440E0-j.507E0 | -.440E0-j.507EO | -.440E0-j.507E0 |
| $\mathrm{b}_{2}$ | -. 350EO+j.137E0 | -.350E0+j.137E0 | -.350:30+j.137E0 | -.35180+j.137E0 |
| $\mathrm{b}_{3}$ | .115E-1+j.762E-1 | .115E-1+j.761E-1 | .115E-1+j.7625-1 | . $115 \mathrm{E}-1+\mathrm{j} \cdot 762 \mathrm{E-1}$ |
| $\mathrm{b}_{4}$ | .146E-1-j.474玉-2 | .148E-1-j.477E-2 | .148E-1-j.477E-2 | .148E-1-j.477E-2 |
| $\mathrm{b}_{5}$ | -. 102E-3-j.202E-2 | -. | E | -2 -. $102 \pm-3-j .202$ |
| $\mathrm{b}_{6}$ |  | 7E-3+j.678E-4 | -.237E-3 | $-.238 \mathrm{E}-3+\mathrm{j} .679 \mathrm{E}$ |
| $\mathrm{b}_{7}$ |  |  | . $274 \mathrm{E}-6+\mathrm{j} .234 \mathrm{E}-4$ | .274E-6+j.234E-4 |
| $\mathrm{b}_{8}$ |  |  |  | .199E-5-j.516玉-6 |


| $\varnothing$ | $\sigma / \lambda(N=5)$ | $\sigma / \lambda(N=6)$ | $\sigma / \lambda(N=7)$ | $\sigma / \lambda(N=8)$ |
| :---: | :---: | :---: | :---: | :---: |
| $0^{\circ}$ | 1.6115 | 1.5937 | 1.5981 | 1.5985 |
| $40^{\circ}$ | 0.9936 | 0.9742 | 0.9751 | 0.9751 |
| $80^{\circ}$ | 0.2844 | 0.2794 | 0.2799 | 0.2797 |
| $120^{\circ}$ | 0.06276 | 0.06544 | 0.06520 | 0.06519 |
| $160^{\circ}$ | 0.02419 | 0.02599 | 0.02585 | 0.02584 |
| $180^{\circ}$ | 0.02222 | 0.02351 | 0.02343 | 0.02341 |



Fig. (2.12) Scattering Pattern(echo width per wavelength) of a Dielectric Elliptic Cylinder-TM Excitation.

The same problem has been solved with the following different parameters:

$$
a=0.26226316 \lambda, b=0.56752526 \lambda, \epsilon_{r}=2 .
$$

The scattering coefficients are given below for $\mathrm{N}=8$. The echo width per wavelength is plotted in Fig. (2.13)

| $e$ | Scattering Cofficient | $e$ | Scattering Coefficient |
| :---: | :---: | :---: | :---: |
| 1 | $-0.4295595 \mathrm{E}-1-\mathrm{j} 0.4676394 \mathrm{EO}$ | 5 | $-0.4835812 \mathrm{E}-1-\mathrm{j} 0.6424163 \mathrm{E}-1$ |
| 2 | $-0.5277653 \mathrm{E} 0+j 0.6495442 \mathrm{E} 0$ | 6 | $-0.1557146 \mathrm{E}-1+j 0.4422051 \mathrm{E}-2$ |
| 3 | $0.4001604 \mathrm{E} 0+j 0.4422845 \mathrm{EO}$ | 7 | $0.2500505 \mathrm{E}-2+j 0.3963358 \mathrm{I}-2$ |
| 4 | $0.1642194 \mathrm{E} 0-j 0.7996024 \mathrm{E}-1$ | 8 | $0.7236911 \mathrm{E}-3-j 0.1418121 \mathrm{E}-3$ |

e) Square Dielectric Cylinder


The factors $\alpha_{n m}$ for TA-polarization are:
$\alpha_{n m}=\delta_{n m}+\frac{1-\epsilon_{r}}{\pi}\left[1+(-1)^{m-n}\right]\left[\frac{\sin \left(\overline{m-n} \theta_{1}\right)-\operatorname{Sin}\left(\overline{m-n} \theta_{2}\right)}{m-n}\right]$

The factors $\xi_{\mathrm{nm}}$ and $\eta_{\mathrm{nm}}$ for $\mathrm{TE}-$ polarization are:

$$
\xi_{n m}=\delta_{n m}+\frac{\left[1+(-1)^{m-n}\right]}{\pi}\left[\operatorname{Sin}\left(\overline{m-n} \theta_{1}\right)-\operatorname{Sin}\left(\overline{m-n} \theta_{2}\right)\right]\left(\frac{1-\epsilon_{r}}{m-n}+\frac{m L n \epsilon_{r}}{x^{2}}\right)
$$

and

$$
\eta_{n m}=\frac{I n \epsilon_{r}}{\pi}\left[I+(-I)^{m-n}\right]\left[\operatorname{Cos}\left(\overline{m-n} \theta_{1}\right)+\operatorname{Cos}\left(\overline{m-n} \theta_{2}\right)\right] \frac{d \theta_{I}}{d x}
$$

where $\quad \theta_{1}=\operatorname{Cos}^{-1}\left(\frac{k_{0} 2 / 2}{x}\right), \theta_{2}=\frac{\pi}{2}-\theta_{1}$


Fig. (2.13) Scattering Pattern(echo width per wavelength) of a Dielectric Elliptic Cylinder-TM Excitation.

The scattering coefficients and echo width per wavelength are listed belo：for various truncation numbers，for both polarizations and for $a=0.6 \lambda$ ．

TM－Case

|  | $\mathrm{N}=5$ | $N=6$ | $\mathrm{N}=7$ | $\mathrm{N}=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{b}_{1}$ | －．495E0－j．509E0 | －．495E0－j．50900 | －．495E0－j．509E0 | －．495iEO－j．510E0 |
| $\mathrm{b}_{2}$ | －．488E0＋j．682EO | －．486E0＋j．683EO | $-.486 \mathrm{EO}+\mathrm{j} .683 \mathrm{EO}$ | －． $487 \mathrm{FO}+\mathrm{j} .682 \mathrm{EO}$ |
| $\mathrm{b}_{3}$ | －422E－1－j．201E0 | ．422E－1＋j．20120 | ． $425 \mathrm{E}-1+j .20150$ | ．415E－1＋j．199E0 |
| $\mathrm{b}_{4}$ | ．363E－1－j．235ミ－1 | ．3592－1－j．237玉－1 | ．359E－1－j．237E－1 | ．365E－1－j．246E－1 |
| $\mathrm{b}_{5}$ | －．513E－2－j．703E－2 | －．513玉－2－j．703E－ | $2-.513 \mathrm{E}-2-3.703 \mathrm{E}$ | －2－．515E－2－j．704E－2 |
| $\mathrm{b}_{6}$ |  | ．150E－2－j．146E－2 | ． $150 \mathrm{E}-2-\mathrm{j} .146 \mathrm{E}-2$ | ．151E－2－．149E－2 |
| $\mathrm{b}_{7}$ |  |  | －．453E－4－j．213E－3 | －．467E－4－j．223E－3 |
| $\mathrm{b}_{8}$ |  |  |  | －．490E－4＋j．255E－4 |


| $\phi$ | $\underline{\sigma} / \lambda(\mathrm{N}=5)$ | $\underline{\sigma}(\lambda(\mathrm{N}=6)$ | $\underline{\sigma} / \lambda(\mathrm{N}=7)$ | $\underline{\sigma / \lambda(\mathrm{N}=8)}$ |
| :--- | :--- | :--- | :--- | :--- |
| $0^{\circ}$ | 5.0387 | 5.0167 | 5.0196 | 5.0128 |
| $40^{\circ}$ | 2.5170 | 2.5243 | 2.5252 | 2.5221 |
| $80^{\circ}$ | 0.3071 | 0.3043 | 0.3036 | 0.3059 |
| $120^{\circ}$ | 0.03067 | 0.02996 | 0.03019 | 0.02908 |
| $160^{\circ}$ | 0.3644 | 0.3649 | 0.3643 | 0.3674 |
| $180^{\circ}$ | 0.4402 | 0.4368 | 0.4362 | 0.4409 |

The echo width per wavelength is plotted in Fig．（2．14）．


Fig. (2.14) Scattering Pattern(echo width per wavelength) of a Dielectric Square Cylinder-TM Excitation.

TE－Case

|  | $\mathrm{N}=5$ | $N=6$ | $\mathrm{N}=7$ | $N=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $b_{1}$ | －．70550－j．475こ0 | －．66050－j．499E0 | －．680EO－j．492EO | －．680EO－j．492EO |
| $\mathrm{b}_{2}$ | －．452EO＋j．328E0 | －．503EO＋j．456EO | －．488E0＋j．397EO | －．478EO＋j．391E0 |
| $\mathrm{b}_{3}$ | ．219E0＋j．414E0 | ．17400＋j．37920 | ．191E0＋j．391E0 | －191E0＋j．391E0 |
| $\mathrm{b}_{4}$ | ．672E－1＋j．168玉－1 | ．424玉－1＋j．474E－1 | ． $516 \mathrm{E}-1+\mathrm{j} .356 \mathrm{E}-1$ | ． $406 \mathrm{E}-1+3.411 \mathrm{E}-1$ |
| $\mathrm{b}_{5}$ | －．796x－2－j．140E－1 | －．158E－1－j．192E－1 | －．134E－1－j．179E－ | －．134E－1－j．1795－1 |
| ${ }^{6} 6$ |  | －．407E－2＋j．180E－2 | －．357E－2＋j．136i | －．341E－2＋j．106玉－2 |
| $\mathrm{b}_{7}$ |  |  | －．763E－3－j．153E－ | －．763E－3－j．153E－2 |
| $\mathrm{b}_{8}$ |  |  |  | －．116E－3－j．579E－4 |


| $\underline{L}$ | $\sigma / \lambda(N=5)$ | $\sigma / \lambda(N=6)$ | $\sigma / \lambda(N=7)$ | $\sigma / \lambda(N=8)$ |
| :--- | :--- | :--- | :--- | :--- |
| $0^{\circ}$ | 5.6091 | 5.8738 | 5.7477 | 5.5727 |
| $40^{\circ}$ | 2.0007 | 2.4160 | 2.2365 | 2.2228 |
| $80^{\circ}$ | 0.1439 | 0.2047 | 0.1757 | 0.1769 |
| $120^{\circ}$ | 0.05543 | 0.07045 | 0.06053 | 0.06557 |
| $160^{\circ}$ | 0.1509 | 0.01634 | 0.05713 | 0.06781 |
| $180^{\circ}$ | 0.2389 | 0.05586 | 0.1151 | 0.1382 |
|  | $\sigma / \lambda$ is plotted in Fig．（2．15） |  |  |  |
|  |  |  |  |  |



Ogive is a geometrical shape obtained by intersecting two circles of the same radii． The factors $a_{n m}$ for $\operatorname{mi}$ excitation are：

$$
\alpha_{n m}=\epsilon_{r} \delta_{n m}+\frac{1-\epsilon_{r}}{\pi}\left[1+(-1)^{m-n}\right] \frac{\operatorname{Sin}\left(\overline{m-n} \phi_{0}\right)}{m-n}
$$



Fig. (2.15) Scattering Pattern(echo width per wavelength) of a Dielectric Square Cylinder-TE excitation.
where $\quad \phi_{0}=\operatorname{Cos}^{-1}\left(\frac{R^{2}-D^{2}-p^{2}}{2 p D}\right)$

For TE excitation the factors $\xi_{\mathrm{nm}}$ and $\eta_{\mathrm{nm}}$ are:

$$
\begin{aligned}
& \xi_{n m}=\epsilon_{r} \delta_{n m}+\frac{\left[1+(-1)^{m-n}\right]}{\pi}\left[\left(1-\epsilon_{r}\right)+m \frac{\operatorname{Ln} \epsilon_{r}}{x^{2}}\right] \frac{\operatorname{Sin}\left(\overline{m-n} \phi_{0}\right)}{m-n} \\
& \eta_{n m}=\frac{L_{n} \epsilon_{r}}{\pi}\left[1+(-1)^{m-n}\right] \cos \left(\overline{m-n} \phi_{0}\right) \frac{d \phi_{0}}{d x}
\end{aligned}
$$

The scattering coefficients and echo width per wavelength are tabulated below for $b=0.34 \lambda$ and $a=0.2 \lambda$.

TM-Case


| $\phi$ | $\sigma / \lambda(N=5)$ | $\sigma / \lambda(N=6)$ | $\sigma / \lambda(N=7)$ | $\sigma / \lambda(N=8)$ |
| :--- | :--- | :--- | :--- | :--- |
| $0^{\circ}$ | 0.1681 | 0.1669 | 0.1677 | 0.1677 |
| $40^{\circ}$ | 0.1501 | 0.1490 | 0.1497 | 0.1497 |
| $80^{\circ}$ | 0.1191 | 0.1182 | 0.1188 | 0.1188 |
| $120^{\circ}$ | 0.1023 | 0.1017 | 0.1021 | 0.1021 |
| $160^{\circ}$ | 0.09961 | 0.09924 | 0.09948 | 0.09948 |

$\begin{array}{lllll}180^{\circ} & 0.09973 & 0.09939 & 0.09961 & 0.09961\end{array}$

TE-Case

|  | $N=4$ | $N=5$ | $N=5$ | $N=7$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{b}_{1}$ | -.6885-2-j.920E-1 | -.850E-2-j.102E0 | -.850E-2-j.102E0 | -.793E-2-j.97920 |
| $\mathrm{b}_{2}$ | -. 148E0+j.215E-1 | -.140E0+j.193E-1 | -. $139 \mathrm{E} 0+\mathrm{j} \cdot 189 \mathrm{E}-1$ | -.139E0+j $\cdot 189 \mathrm{E}-1$ |
| $\mathrm{b}_{3}$ | -.543E-3+j.514E-2 | -.802E-3+j.29E-2 | -.802E-3+j.29E-2 | -.808E-3+j.236E-2 |
| $\mathrm{b}_{4}$ | -381E-2-j.513E-3 | -392E-2-j.502E-3 | .399E-2-j $\cdot 506 \mathrm{E}-3$ | -3993-2-j $\cdot 506 \mathrm{E}-3$ |
| $\mathrm{b}_{5}$ |  | -526E-5-j. $112 \mathrm{E}-3$ | . $526 \mathrm{E}-5-\mathrm{j} \cdot 112 \mathrm{E}-3$ | .508E-5-j.113E-3 |
| $\mathrm{b}_{6}$ |  |  | -. $283 \mathrm{E}-4+\mathrm{j} \cdot 339 \mathrm{E}-5$ | -. $283 \mathrm{E}-4+\mathrm{j} \cdot 339 \mathrm{E}-5$ |
| $\mathrm{b}_{7}$ |  |  |  | .610E-7+j.234E-6 |


| $\phi$ | $\sigma / \lambda(N=4)$ | $\sigma / \lambda(N=5)$ | $\underline{\sigma} \lambda(N=5)$ | $\sigma / \lambda(N=7)$ |
| :--- | :--- | :--- | :--- | :--- |
| $0^{\circ}$ | 0.1065 | 0.1019 | 0.1003 | 0.09760 |
| $40^{\circ}$ | 0.06490 | 0.06390 | 0.06281 | 0.06100 |
| $80^{\circ}$ | 0.01090 | 0.01298 | 0.01287 | 0.01227 |
| $120^{\circ}$ | 0.001932 | 0.0007692 | 0.0006906 | 0.0008597 |
| $160^{\circ}$ | 0.02190 | 0.01716 | 0.01651 | 0.01759 |
| $180^{\circ}$ | 0.02676 | 0.02151 | 0.02076 | 0.02203 |

$\sigma / \lambda$ is plotted in Figs. (2.16) and (2.17) for TM and TE cases.

## g) Two Circular Cylinders

As an example of multi-body scattering two homogeneous dielectric cylinders of circular cross-section are considered. The radii of the cylinders are different. The excitation is a TM-polarized plane wave propagating along the x-axis.


Fig. (2.16) Scattering Pattern(echo width per wavelength) of a Dielectric Ogive-TM Excitation.


Fig. (2.17) Scattering Pattern(echo width per wavelength) of a Dielectric Ogive-TE Excitation.


The factors $\alpha_{n m}$ are:

$$
\begin{aligned}
& \alpha_{n m}=\epsilon_{r} \delta_{n m}+\frac{l-\epsilon_{r}}{\pi}\left[\frac{\operatorname{Sin}\left(\overline{m-n} \phi_{1}\right)}{m-n}-\frac{\operatorname{Sin}\left(\overline{m-n} \phi_{0}\right)}{m-n}\right], \begin{array}{l}
\text { for } \\
D-R_{0}<\rho<d+r_{0}
\end{array} \\
& \alpha_{n m}=\delta_{n m}-\frac{1-\epsilon_{r}}{\pi} \frac{\operatorname{Sin}\left(\overline{m-n} \phi_{0}\right)}{m-n} \text { for } \quad D+2 r_{0}-R_{0}<\rho<D+R_{0}
\end{aligned}
$$

where

$$
\phi_{0}=\operatorname{Cos}^{-1}\left(\frac{D^{2}-R^{2}+p^{2}}{2 \rho D}\right), \quad \phi_{1}=\operatorname{Cos}^{-1}\left(\frac{r^{2}-d^{2}-p^{2}}{2 \rho d}\right)
$$

Computations are made for the following set of parameters:

$$
R_{0}=0.2 \lambda, r_{0}=0.1 \lambda, D=0.25 \lambda, d=0.15 \lambda, \epsilon_{r}=2
$$

The scattering coefficients and the echo width per wavelength are tabulated below for various truncation numbers. The results are compared with the ones given by Mei. Mei has solved this problem using two different methods, i) the uni-moment method ii) the exact method in which he uses the addition theorem of Hankel functions.

| b | $N=4$ | $N=5$ | $N=6$ | $N=7$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | -.196\%0-j.254E0 | -.210E0-j.26850 | -.217EO-j .273E0 | -.214E0-j.271E0 |
| 2 | $-.323 E 0+j .460 E 0$ | $-.323 \mathrm{EO}+j .457 \mathrm{EO}$ | -. 321EO+j. 460 EO | $-.319 \mathrm{EO}+j .457 \mathrm{EO}$ |
| 3 | -.412E-1+j.221E0 | -.328E-I+j.222E0 | $-.332 \mathrm{E}-1+j .228 \pm 0$ | $-.300 \mathrm{E}-1+j .22850$ |
| 4 | -. $578 \mathrm{E}-2+j \cdot 943 \mathrm{E}-1$ | -.103E-2+j.923E- | -1-.142E-2+j.963E | 1-.120E-2+j.969\#-1 |
| 5 |  | -493E-2+j.212E-1 | . $469 \mathrm{E}-2+j .228 \mathrm{E}-1$ | . $569 \mathrm{E}-2+j \cdot 232 \mathrm{E}-1$ |
| 6 |  |  | . $133 \mathrm{E}-2+j .437 \mathrm{E}-2$ | . $158 \mathrm{E}-2+\mathrm{j} \cdot 436 \mathrm{E}-2$ |
| 7 |  |  | [ | . $963 \mathrm{E}-3+j .209 \mathrm{E}-2$ |


| $\underline{\phi}$ | $\sigma / \lambda(N=4)$ | $\sigma / \lambda(N=5)$ | $\sigma / \lambda(N=6)$ | $\sigma / \lambda(N=7)$ |
| :--- | :--- | :--- | :--- | :--- |
| $0^{\circ}$ | 1.5876 | 1.5768 | 1.5973 | 1.5961 |
| $40^{\circ}$ | 1.0561 | 1.1339 | 1.1463 | 1.1423 |
| $80^{\circ}$ | 0.1787 | 0.1724 | 0.1824 | 0.1801 |
| $120^{\circ}$ | 0.1660 | 0.1412 | 0.1473 | 0.1444 |
| $160^{\circ}$ | 0.2595 | 0.2363 | 0.2361 | 0.2260 |
| $180^{\circ}$ | 0.2462 | 0.2262 | 0.2318 | 0.2211 |



Fig. (2.18) Scattering Pattern(echo width per wavelength) of Two Dielectric Cylinders of Different Radii-TA Excitation.
3. NEN HETHOD FOR T:OMDIHENSIONAL PROBLHTS USIIG ELIIPTICAI COORDIFATES

In the previous chapter a new method has been developed to solve the electromagnetic scattering problem for infinitely long dielectric cylinders of arbitrary cross-section. In this method three regions have been defined. Two of these regions are homogeneous in their material composition and one is inhomogeneous(for inhomogeneous scatterers the number of homogeneous regions reduce to one as explained before). The homogeneous and inhomogeneous regions are separated by circles, that is one of the homogeneous regions is a bounded circular region and the other is an unbounded anmular region. The region between these two, which is the inhomogeneous region, is a bounded annular region. Defining such circular regions both makes the application of boundary conditions straightforward and the representation of the fields in terms of the cylindrical harmonics possible.

For some cross-sectional shapes, however choosing circles as the boundary shapes may not be convenient from the numerical solution point of view. For example, for rectangular cylinders with high side ratio the radius of the inscribing circle is very much smaller than the radius of the enscribing circle, and consequently the range of the numerical solution of the differential equations is large. This, in turm increases the computation times considerably. One possibility to eliminate this inconvenience can be the use of ellipses instead of circles as the boundary curves. Selection of ellipses requires the representation of the fields in terms of elliptical harmonics(solutions of the Helmholtz equation in elliptical coordinates.

In this chapter the possibility of using elliptic regions will.
be examined by repeating the same procedure used in the previous chapter, but this time using elliptical coordinates. Since the solution of the Helmholtz equation in elliptical coordinates is not so familiar as in cylindrical coordinates, a brief introduction to this suinject is given first.

### 3.1 Solution of the Helmholtz Equation in Pliptical Coordinates

The three elliptical coordinates are denoted by $\xi, \eta, z, \quad z$ is the usual cartesian coordinate. The relation between $\mathcal{E}_{5}, \eta, z$ and $x, y, z$ are:

```
\(x=e \operatorname{Cosh} \xi \operatorname{Cos} \eta, y=e \operatorname{Sinh} \xi \operatorname{Sin} \eta, z=z . e\) is the
```

half focal distance.
Coordinate surfaces are confocal cylinders and planes:

$$
\begin{aligned}
& \frac{x^{2}}{(e \operatorname{Cosh} \xi)^{2}}+\frac{y^{2}}{(e \operatorname{Sinh} \xi)^{2}}=1 \longrightarrow \begin{array}{c}
\text { elliptic cylinders when } \text { is } \xi \\
\text { held constant. } \\
\frac{x^{2}}{(e \operatorname{Cos} \eta)^{2}}-\frac{y^{2}}{(e \operatorname{Sin} \eta)^{2}}=1 \longrightarrow \text { hyperbolic cylinders when is } \eta \\
\mathbf{y}=\text { held constant. } \\
\text { Constant } \longrightarrow \text { planes. }
\end{array} .
\end{aligned}
$$

It is lnown that the Helmholtz equation is separable in elliptic coordinates(5l). Therefore, a product solution $\phi(\xi, \eta, z)=H(\xi)$ $\Psi(\eta) z(z)$, when substituted into the Helmholtz equation $\nabla^{2} \phi+k^{2} \phi=0$ results in the following ordinary differential equations for $H, \Psi$ and $Z$ (52).

$$
\frac{d^{2} H}{d \xi^{2}}-\left(\alpha_{2}+\alpha_{3} e^{2} \cosh ^{2} \xi\right) H=0
$$

$$
\begin{aligned}
& \frac{d^{2} \Psi}{d \eta^{2}}+\left(\alpha_{2}+\alpha_{3} e^{2} \cos ^{2} \eta\right) \Psi=0 \\
& \frac{d^{2} z}{d z^{2}}+\left(k^{2}+\alpha_{3}\right) z=0
\end{aligned}
$$

For two-dimensional problems, where $\varnothing$ is independent of $z$ coordinate the separation constant $\alpha_{3}$ is equal to $-k^{2}$ and the first two equations then become

$$
\begin{align*}
& \frac{d^{2} H}{d \xi^{2}}-\left(\alpha_{2}-k^{2} e^{2} \cosh ^{2} \xi\right) H=0 \\
& \frac{d^{2} \Psi}{d \eta^{2}}+\left(\alpha_{2}-k^{2} e^{2} \cos ^{2} \eta\right) \Psi=0  \tag{3.1.2}\\
& \text { (3.1.1) } \\
& \text { If } q=\frac{k^{2} e^{2}}{4} \text { and } \lambda=\alpha_{2}-\frac{k^{2} e^{2}}{2}, \text { where } \alpha_{2} \text { is the separation }
\end{align*}
$$ constant to be determined by the boundary conditions, then solution to (3.1.1) and (3.1.2) can be written as:

$H(\xi)=A_{m} c e_{m}(j \xi, q)+B_{m} f e_{m}(j \xi, q)$ or $H(\xi)=A_{m} s e_{m}(j \xi, q)+B_{m} g e_{m}(j \xi, q)$ and $\Psi(\eta)=A_{m} c e_{m}(\eta, q)+B_{m} f e_{m}(\eta, q) \quad$ or $\quad \Psi(\eta)=A_{m} \operatorname{se}_{m}(\eta, q)+B_{m} g e_{m}(\eta, q)$ where $A_{m}, B_{m}$ are constants to be determined by the boundary conditions. The functions $c e_{m}$ and $s e_{m}$ are periodic solutions of (3.1.2), $\mathrm{fe}_{\mathrm{m}}$ and $\mathrm{ge}_{\mathrm{m}}$ are nomperiodic solutions. These functions are called Mathieu functions.

If $q=-k^{2} e^{2} / 4$ and $\lambda=\alpha_{2}-2 q$ the solutions have the same form as the above equations except $q$ is replaced by $-q$.

The details of the solutions in $\eta$ and $\bar{\xi}$ are examined below.
i) Solutions_in_ך_:

The functions $c e_{n}(\eta, q)$ have the following series representa-
tions:

$$
\begin{aligned}
& \operatorname{ce}_{n}(\eta, q)=\sum_{r=0}^{\infty} A_{2 r}^{n}(q) \cos (2 r \eta), \text { for } n \text { even } \\
& \operatorname{ce}_{n}(\eta, q)=\sum_{r=0}^{\infty} A_{2 r+1}^{n}(q) \cos [(2 r+1) \eta], \text { for } n \text { odd. }
\end{aligned}
$$

It is seen that $c e_{n}(\eta, q)$ is even in $\eta$. The constants $A_{m}^{n}$ have to satisfy certain recurrence relations together with the following normalization condition:

$$
\int_{0}^{2 \pi} c e_{n}^{2}(\eta, q) d \eta=\pi
$$

The corresponding values of $\lambda$ are : $\lambda=a_{n}(q)(n=0,1, \ldots)$. This means that, for a given value of $q$ (for scattering problems it is the square of half of the optical focal distance), there is a denumerably infinite set of numbers, called characteristic numbers, $a_{n}(q)$, and for each characteristic number $a_{n}$ there is an even periodic function $c e_{n}$.

For the same $q$, there is another denumerably infinite set oí numbers $b_{n}$ corresponding to odd periodic functions $s_{n}$, where

$$
\begin{aligned}
& \operatorname{se}_{n}(\eta, q)=\sum_{r=0}^{\infty} B_{2 r}^{n}(q) \sin 2 r \eta, \text { for } n \text { even } \\
& \operatorname{se}_{n}(\eta, q)=\sum_{r=0}^{\infty} B_{2 r+1}^{n}(q) \sin [(2 r+1) \eta], \text { for } n \text { odd, } \\
& \text { with } \lambda=b_{n}(q) \text { and } \quad \int_{0}^{2 \pi} s e_{n}^{2}(\eta, q) d \eta=\pi
\end{aligned}
$$

The orthogonality relations among the functions $c e_{n}$ and $s e_{n}$ are:

$$
\begin{equation*}
\int_{0}^{2 \pi} c e_{m}(\eta, q) c e_{n}(\eta, q) d \eta=\pi \delta_{n m} \tag{3.1.3}
\end{equation*}
$$

$$
\begin{align*}
& \int_{0}^{2 \pi} s e_{m}(\eta, q) s e_{n}(\eta, q) d \eta=\pi \delta_{n m}  \tag{3.1.4}\\
& \int_{0}^{2 \pi} c e_{m}(\eta, q) s e_{n}(\eta, q) d \eta=0  \tag{3.1.5}\\
& \text { ii) Solutions_in }{ }^{\xi} .
\end{align*}
$$

These solutions are denoted by $\mathrm{Mc}_{\mathrm{n}}{ }^{(j)}(\xi, q)$, where j talses the values $1,2,3$, or 4. The series representations of $\mathrm{He}_{\mathrm{n}}^{(j)}(\xi, q)$ are given by

$$
\begin{array}{r}
M_{n}^{(j)}(\xi, q)=\frac{1}{c e_{n}(0, q)} \sum_{r=0}^{\infty}(-1)^{(n-2 r) / 2} A_{2 r}^{n}(q) L_{2 r}^{(j)}(2 \sqrt{q \operatorname{Cosh} \xi)} \\
\text { for } n \text { even } \\
M_{n}^{(j)}(\xi, q)=\frac{1}{c e_{n}(0, q)} \sum_{r=0}^{\infty}(-1)^{(n-(2 r+1)) / 2_{A_{2}}^{n} \quad L_{2 r+1}^{(j)}(2 \sqrt{q} \operatorname{Cosh} \xi)} \\
\text { for } n \text { odd }
\end{array}
$$

The series above converge when $|\operatorname{Cosh} \xi|>1$ and $\operatorname{Re}(\xi)>0$. When these conditions do not hold, other expansions are to be used.

The functions $L_{m}^{(1,2,3,4)}$ are cylindrical Bessel, Neumann and Hankel functions respectively, that is $J_{m}, Y_{m}, H_{m}^{(1.2)}$.

The following relation holds
$\mathrm{Mc}_{\mathrm{n}}^{(3,4)}=\mathrm{Mc}_{\mathrm{n}}^{(1)} \pm \mathrm{jMc}_{\mathrm{n}}^{(2)}$.
The expressions for $\mathrm{Ms}_{\mathrm{n}}{ }^{(j)}(\xi, q)$ are similar. Only the functions $c e_{n}(0, q)$ are replaced by the functions $s e_{n}(0, q)$ in these expressions.

After this brief introduction to the general solution of the Helmholtz equation in elliptic coordinates, the next thing to do is to solve the scattering problem by a homogeneous elliptic cylinder.

### 3.2 Scattering of a m-colarized plane wave by a homogeneous

## cylinder of ellintic cross-section



Consider an elliptic cylinder. The crosssectional curve $C$ is described by the equation ${ }^{\xi}=\xi_{0}$.

The incident wave is propagating along the vector IT and is m:-polarized. This wave is denoted by $V_{o}$ and is given by

$$
V_{0}(x, y)=e^{-j k_{0}\left(x \operatorname{Cos} \phi_{0}+y S i n \phi_{0}\right)} \text {, where the amplitude of the }
$$ incident field is assumed to be unity.

The expansion of $V_{0}(x, y)$ into an infinite series of Kathieu functions is given by(53)

$$
\begin{array}{r}
v_{0}(\xi, \eta)=2 \sum_{m=0}^{\infty}\left[(-j)^{m} c e_{m}\left(\phi_{o}, q_{0}\right) c e_{m}\left(\eta, q_{o}\right) M c_{m}^{(1)}\left(\xi, q_{o}\right)\right]+2 \sum_{m=1}^{\infty}\left[(-j)^{m} m_{m}\left(\phi_{o}, q_{o}\right)\right. \\
\left.. \operatorname{se}_{m}\left(\eta, q_{o}\right) M_{m}^{(1)}\left(\xi, q_{o}\right)\right]
\end{array}
$$

where $q_{0}=\frac{k_{0}^{2} e^{2}}{4}$, e is the distance between the two focii of the ellipse.

The representation of the fields inside and outside the ellipse is given in terms of the Mathieu functions as:
$V_{1}(\xi, \eta)=2 \sum_{m=0}^{\infty}\left[(-j)^{m} a_{m} c e_{m}(\eta, q) M c_{m}^{(1)}(\xi, q)\right]+2 \sum_{m=1}^{\infty}\left[(-j)^{m} b_{m} s e_{m}(\eta, q) M s_{m}^{(I)}(\xi, q)\right]$ where $q=\frac{k_{r}^{2} e^{2}}{4}=\frac{\epsilon_{r} k_{0}^{2} e^{2}}{4}=\epsilon_{r} q_{0}, \epsilon_{r}$ is the relative dielectric constant.
$v_{2}(\xi, \eta)=2 \sum_{m=0}^{\infty}\left[(-j)^{m} \tilde{a}_{m} c e_{m}\left(\eta, q_{o}\right) M c_{m}^{(4)}\left(\xi, q_{0}\right)\right]+2 \sum_{m=1}^{\infty}\left[(-j)^{m \tilde{b}_{m}} s e_{m}\left(\eta, q_{0}\right) M_{m}^{(4)}(\xi, q)\right]$

In the representation of $V_{2}$ the functions $\mathrm{Mc}_{\mathrm{m}}^{(\mathrm{I})}$ and $\mathrm{Ms}_{\mathrm{ra}}{ }^{(1)}$ have been used to satisfy the radiation condition at inêinity. These functions are excluded from the representation of $V_{1}$, since they are singular at the oriein. $a_{m}, \tilde{a}_{m}, b_{m}, \tilde{b}_{m}$ are constants to be determined by the boundary conditions.

The boundary conditions are specified below.
i) The tangential component of the electric field is continuous on $\mathcal{F}=\xi_{0}$. This condition is equivalent to the following:

$$
\begin{gather*}
V_{1}\left(\xi_{0}, \eta\right)=V_{0}\left(\xi_{0}, \eta\right)+V_{2}\left(\xi_{0}, \eta\right) \text { or } \\
\sum_{m=0}^{\infty}\left[(-j)^{m} a_{m} c e_{m}(\eta, q) M_{m}^{(l)}\left(\xi_{0}, q\right)+(-j)^{m} b_{m} s e_{m}(\eta, q) M_{m}^{(1)}\left(\xi_{0}, q\right)\right]=\sum_{m=0}^{\infty}(-j)^{m}[ \\
\left.\operatorname{ce}_{m}\left(\phi_{0}, q_{0}\right) M c_{m l}^{(1)}\left(\xi_{0}, q_{0}\right)+\tilde{a}_{m} M c_{m}^{(4)}\left(\xi_{0}, q_{0}\right)\right] c_{m}\left(\eta, q_{0}\right)+\sum_{m=1}^{\infty}(-j)^{m}\left[\operatorname{se}_{m}\left(\phi_{0}, q_{0}\right)\right. \\
\left.M_{m}^{(1)}\left(\xi_{0}, q_{0}\right)+\tilde{b}_{m} M_{m}^{(4)}\left(\xi_{0}, q_{0}\right)\right] \operatorname{se}_{m}\left(\eta, q_{0}\right) \tag{3.2.1}
\end{gather*}
$$

Multiplying each termi of above equation by $c e_{n}\left(\eta, q_{0}\right.$ ) and integrating over the range ( $0-2 \pi$ ) rosults in the following equation:

$$
\begin{equation*}
\sum_{m=0}^{\infty}\left(\gamma_{n m}^{c c} a_{m}+\gamma_{n m}^{c s} b_{m}\right)=(-j)^{n} \pi\left[c e_{n}\left(\phi_{0}, q_{0}\right) M c_{n}^{(I)}\left(\xi_{0}, q_{0}\right)+a_{n} M c_{n}^{(4)}\left(\xi_{0}, q_{0}\right)\right] \tag{3.2.2}
\end{equation*}
$$

The relations (3.1.3) and (3.1.5) have been used in deriving (3.2.2). The factors $\gamma_{n m}^{c c}$ and $\gamma_{n m}^{c s}$ are given by

$$
\gamma_{n m}^{c c}=(-j)^{m} M c_{m}^{(l)}\left(\xi_{0}, q\right) \int_{0}^{2 \pi} c e_{m}(\eta, q) c e_{n}\left(\eta, q_{0}\right) d \eta
$$

$$
r_{n:}^{c s}=(-j)^{m_{m c}}{ }_{m}^{(1)}\left(\xi_{0}, q\right) \int_{0}^{2 \pi} s e_{m}(\eta, q) c e_{n}\left(\eta, q_{0}\right) d \eta
$$

It can be shown that $\gamma_{\mathrm{nm}}^{\mathrm{cs}}=0$. Also it is easy to show the following:

$$
\begin{aligned}
& \gamma_{n m}^{c c}=\pi(-j)^{m} M c_{m}^{(1)}\left(\xi_{0}, q\right) \sum_{p=0}^{\infty} A_{2 p}^{m}(q) A_{2 p}^{n}\left(q_{o}\right) \text { for } m, n \text { even } \\
& \gamma_{n m}^{c c}=\pi(-j)_{M c m}^{m}{ }_{m}^{(1)}\left(\xi_{0}, q\right) \sum_{p=0}^{\infty} A_{2 p+1}^{m}(q) A_{2 p}^{n}\left(q_{0}\right) \text { for m odd, } n \text { even } \\
& \gamma_{n m}^{c c}=\pi(-j)^{m} M c_{m}^{(1)}\left(\xi_{0}, q\right) \sum_{p=0}^{\infty} A_{2 p}^{m}(q) A_{2 p}^{n}\left(q_{o}\right) \quad \text { for m odd, } n \text { even } \\
& r_{n m}^{c c}=\pi(-j)^{m} M c_{m}^{(1)}\left(\xi_{0}, q\right) \sum_{p=0}^{\infty} A_{2 p+1}^{m}(q) A_{2 p+1}^{n}\left(q_{0}\right) \text { for } m, n \text { odd. }
\end{aligned}
$$

where the A's are defined in section (3.1).
The relation (3.2.1) then becomes(using matrix notation)

$$
G^{c c} \underline{a}=D_{1} \tilde{\underline{a}}+\underset{-}{d} \quad \text { (3.2.3) }
$$

where $G^{c C}$ is the matrix with elements $\gamma_{n m}^{c C}, D_{1}$ is the diagonal matrix with elements $(-j)^{n}{ }_{\pi M c_{n}^{(4)}}^{(4)}\left(\xi_{0}, q_{0}\right)$ and $d_{1}$ is the column vector with elements $(-j)^{n} c_{n}\left(\phi_{0}, q_{0}\right) M_{n}^{(1)}\left(\xi_{0}, q_{0}\right)$.

Similarly multiplying each term of (3.2.1) by $s e_{n}\left(\eta, q_{0}\right)$ and integrating over ( $0-2 \pi$ ) gives the following equation:

$$
G^{S S} \underline{b}=D_{2} \underline{\tilde{b}}+\underline{d}_{2}
$$

$G^{5 S}$ is the matrix with elements

$$
\gamma_{n m}^{s s}=\pi(-j)_{M_{m}}(1)\left(\xi_{o}, q\right) \int_{0}^{2 \pi} \operatorname{se}_{m}(\eta, q)_{s_{n}}\left(\eta, q_{o}\right) d \eta
$$

$D_{2}$ is the diagonal matrix with elements $\pi(-j)^{\eta_{M S}}{ }_{m}^{(4)}\left(\xi_{0}, q_{0}\right)$ and $\underline{d}_{2}$ is the column vector with elements $\pi(-j)^{n} \operatorname{se}_{n}\left(\phi_{0}, q_{0}\right) M_{n}^{(1)}\left(\xi_{0}, q_{0}\right)$. $r_{n m}^{s s}$ can be shown to have the following explicit form:

$$
r_{n m}^{s s}=\pi(-j)^{m_{M s}}{ }_{m}^{(1)}\left(\xi_{0}, q\right) \sum_{p=0}^{\infty} B_{2 p}^{m}(q) B_{2 p}^{n}\left(q_{0}\right) \text { for } m, n \text { even. For }
$$

other combinations of $m$ and $n$ similar relations to the ones for $\gamma_{n m}^{c c}$ hold. The B's are defined in section (3.1).
ii) The tangential component of magnetic field is continuous on $\xi=\xi_{0}$. This is equivalent to:

$$
\frac{\partial V_{2}}{\partial \xi}=\frac{\partial V_{0}}{\partial \xi}+\frac{\partial V_{2}}{\partial \xi} \quad \text { at } \xi=\xi_{0} \text {. }
$$

Following the same procedure as in (i) gives the following two equations:

$$
\begin{align*}
& G^{c c d} \underline{a}=D_{1}^{d} \tilde{\underline{a}}+\underline{d}_{1}^{d}  \tag{3.2.5}\\
& G^{s s d} \underline{b}=D_{2}^{d} \widetilde{\underline{b}}+\underline{d}_{2}^{d} \tag{3.2.6}
\end{align*}
$$

The expressions for matrices $G^{c c d}, G^{s s d}, D_{1}^{d}, D_{2}^{d}$ and the column vectors ${\underset{-}{d}}_{d}^{d}, \underline{d}_{2}^{d}$ are exactly the same as the ones defined in (3.2.3) and in (3.2.4). Only the functions in are replaced by their derivatives with respect to evaluated at $\xi=\xi_{0}$.

In order to solve (3.2.3)-(3.2.6) for $a$ and $\underline{b}$ first a truncation operation is necessary. Fixing the truncation number at N gives

$$
\left[\begin{array}{lllc}
G^{c c} & 0 & -D_{1} & 0  \tag{3.2.7}\\
0 & G^{s s} & 0 & -D_{2} \\
G^{c c d} & 0 & -D_{1}^{d} & 0 \\
0 & G^{s s d} & 0 & -D_{2}^{d}
\end{array}\right]\left[\begin{array}{l}
\underline{a} \\
\underline{b} \\
\tilde{a} \\
\underline{\underline{a}}
\end{array}\right]=\left[\begin{array}{c}
\underline{d}_{1} \\
\underline{d}_{2} \\
\underline{d}_{3} \\
\underline{d}_{4}
\end{array}\right]
$$

This linear system of equations is solved for the unknown expansion coefficients.

It should be noted that there is no exact eigenfunction solution for a homogeneous elliptic dielectric cylinder, although the Helmholtz equation is separable in the elliptic coordinates. In the circular cylinder case it was also necessary to truncate a series which represents the field, but this series is an exact solution of the scattered field. In the elliptic case truncation is necessary before getting an exact representation of the field. This is an important difference, since in the circular cylinder case the exact solution is approached by taking more and more terms in the series, but in the elliptic cylinder case the exact solution is approached by increasing the dimension of the matrix in (3.2.7).

Generation of Mathieu functions numerically is not an easy task. This is because of the fact that Mathieu functions can not be classified as Hypergeometric functions and consequently they do not satisfy proper recurrence relations. This makes the solution of the scattering problem in elliptic coordinates less attractive.


Inside the ellipse $\xi_{.}=\xi_{1}$ the medium is homogeneous and is characterized by the permittivity $\epsilon_{1}$. The conductivity is assumed to be zero. Outside the ellipse $\bar{\xi}=\xi_{2}$ the medium is vacuum. The medium between the two ellipses $\xi=\xi_{1}$ and $\xi=\xi_{2}$ is assumed to be inhomogeneous and is characterized by the permittivity function $\epsilon_{2}(\xi, \eta)$.

A TM-polarized plane wave is incident on the scatterer at an angle $\phi_{0}$ with respect to the $x$-axis. The problem is to find the scattered field.

In complete similarity to the circular case, the fields in regions 1,2 and 3 are represented by the following series:
$V_{1}(\xi, \eta)=2 \sum_{m=0}^{\infty}(-j)^{m} a_{m} c e_{m}(\eta, q) M c_{m}^{(1)}(\xi, q)+2 \sum_{m=1}^{\infty}(-j)^{m} b_{m} \operatorname{se}_{m}(\eta, q) M_{m}^{(1)}(\xi, q)$
(3.3.1) .
$V_{2}(\xi, \eta)=2 \sum_{m=0}^{\infty}(-j)^{m} c e_{m}\left(\eta, q_{0}\right) f_{m}(\xi, q)+2 \sum_{m=1}^{\infty}(-j)^{m} s e_{m}\left(\eta, q_{o}\right) g_{m}\left(\xi, q_{0}\right)$
(3.3.2)
$V_{3}(\xi, \eta)=2 \sum_{m=0}^{\infty}(-j)^{m} \tilde{a}_{m} c e_{m}\left(\eta, q_{o}\right) M_{m}^{(4)}\left(\xi, q_{0}\right)+2 \sum_{m=1}^{\infty}(-j)^{m \tilde{b}_{m} s e_{m}\left(\eta ; q_{o}\right) M s_{m}^{(4)}\left(\xi, q_{0}\right), ~}$
where $a_{m}, \tilde{a}_{m}, b_{m}, \tilde{b}_{m}$ are the expansion coefficients to be determined. $f_{m}\left(\xi, q_{0}\right)$ and $g_{m}\left(\xi, q_{0}\right)$ are unknown functions in whse differential equations are obtained as follows.

The partial differential equation for $V_{2}$ is obtained from Maxwell's equations

$$
\frac{1}{e^{2}\left(\operatorname{Cosh} \frac{}{\xi}-\operatorname{Cos}^{2} \eta\right)}\left(\frac{\partial^{2} v_{2}}{\partial \xi^{2}}+\frac{\partial^{2} v_{2}}{\partial \eta^{2}}\right)+\omega^{2} \mu_{0} \epsilon_{2}(\xi, \eta) v_{2}=0
$$

If (3.3.2) is sustituted into (3.3.4), the following relation
results:
$\frac{1}{e^{2} \Delta(\xi, \eta)}\left\{2 \sum_{m=0}^{\infty}(-j)^{m}\left[c e_{m}\left(\eta, q_{0}\right) \frac{d^{2} f_{m}}{d \xi^{2}}+f_{m}\left(\xi, q_{0}\right) \frac{d^{2} c e_{m}\left(, q_{0}\right)}{d \eta^{2}}\right]+2 \sum_{m=1}^{\infty}(-j)^{m}\right.$
$\left.\left[s e_{m}\left(\eta, q_{0}\right) \frac{d^{2} g_{m}}{d \xi^{2}}+g_{m}\left(\xi, q_{0}\right) \frac{d^{2} s e_{m}}{d \eta^{2}}\right]\right\}+\omega^{2} \mu_{0} \epsilon_{2}(\xi, \eta) v_{2}=0$
where $\quad \Delta(\xi, \eta)=\operatorname{Cosh}^{2} \xi-\cos ^{2} \eta$
In addition to equation (3.3.5) there are the following two equations:

$$
\begin{align*}
& \frac{d^{2} c e_{m}\left(\eta, q_{0}\right)}{d \eta^{2}}+\left(\alpha_{m}-2 q_{0} \cos 2 \eta\right) c e_{m}\left(\eta, q_{0}\right)=0  \tag{3.3.6}\\
& \frac{d^{2} s e_{m}\left(\eta, q_{0}\right)}{d \eta^{2}}+\left(\beta_{m}-2 q_{0} \cos 2 \eta\right) s e_{m}\left(\eta, q_{0}\right)=0 \tag{3.3.7}
\end{align*}
$$

$\alpha_{m}, \beta_{m}$ are the characteristic numbers corresponding to the same $q_{0}$. The equations (3.3.6) and (3.3.7) are next substituted into (3.3.5) with the following result:

$$
\begin{array}{r}
\sum_{m=0}^{\infty}(-j)^{m}\left[\frac{d^{2} f_{m}}{d \xi^{2}}+K_{m}\left(\xi, \eta, q_{o}\right) f_{m}\right] c e_{m}\left(\eta, q_{o}\right)+\sum_{m=1}^{\infty}(-j)^{m}\left[\frac{d^{2} g_{m}}{d \xi^{2}}+L_{m}\left(\xi, \eta, q_{o}\right) g_{m}\right] \\
. \operatorname{se}\left(\eta, q_{o}\right)=0 \quad(3,3.8) \tag{3.3.8}
\end{array}
$$

where

$$
\begin{aligned}
& K_{m}\left(\xi, \eta, q_{0}\right)=2 q_{0} \epsilon_{2 r}(\xi, \eta)(\cosh 2 \xi-\cos 2 \eta)-\left(\alpha_{m}-2 q_{0} \cos 2 \eta\right) \\
& I_{m}\left(\xi, \eta, q_{0}\right)=2 q_{0} \epsilon_{2 r}(\xi, \eta)(\cosh 2 \xi-\cos 2 \eta)-\left(\beta_{m}-2 q_{0} \cos 2 \eta\right)
\end{aligned}
$$

If, now, each term in (3.3.8) is multiplied by $c e_{n}\left(\eta, q_{0}\right)$
and integrated over ( $0-2 \pi$ ) the following differential equation is obtained

$$
\begin{equation*}
\frac{d^{2} f_{n}}{d \xi^{2}}+\sum_{m=0}^{\infty} T_{n m}\left(\xi, q_{0}\right) f_{m}\left(\xi, q_{0}\right)+\sum_{m=1}^{\infty} W_{n m}\left(\xi, q_{0}\right) g_{m}\left(\xi, q_{0}\right)=0 \tag{3.3.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& T_{n m}\left(\xi, q_{0}\right)=(-j)^{m-n} \int_{0}^{2 \pi} K_{m}\left(\xi, \eta, q_{0}\right) c e_{m}\left(\eta, q_{0}\right) c e_{n}\left(\eta, q_{0}\right) d \eta \\
& W_{n m}\left(\xi, q_{0}\right)=(-j)^{m-n} \int_{0}^{2 \pi} L_{m}\left(\xi, \eta, q_{0}\right) s e_{m}\left(\eta, q_{0}\right) c e_{n}\left(\eta, q_{0}\right) d \eta
\end{aligned}
$$

similarly for $g_{n}\left(\xi, q_{0}\right)$

$$
\begin{equation*}
\frac{d^{2} g_{n}}{d \xi^{2}}+\sum_{m=0}^{\infty} Y_{n m}\left(\xi, q_{o}\right) f_{m}\left(\xi, q_{0}\right)+\sum_{m=1}^{\infty} z_{n m}\left(\xi, q_{0}\right) g_{m}\left(\xi, q_{0}\right)=0 \tag{3.3.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& Y_{n m}\left(\xi, q_{0}\right)=(-j)^{m-n} \int_{0}^{2 \pi} K_{m}\left(\xi, \eta, q_{0}\right) c e_{m}\left(\eta, q_{o}\right)_{s e_{n}}\left(\eta, q_{o}\right) d \eta \text { and } \\
& Z_{n m}\left(\xi, q_{0}\right)=(-j)^{m-n} \int_{0}^{2 \pi} L_{m}\left(\xi, \eta, q_{0}\right) s e_{m}\left(\eta, q_{o}\right) s e_{n}\left(\eta, q_{0}\right) d \eta
\end{aligned}
$$

Truncating the above series at a finite number $N$, converting the differential equations (3.3.9) and (3.3.10) into state-space form and using matrix notation gives the following:
where

$$
x_{1}=\left(f_{0} f_{1} \ldots f_{N}\right)^{T}, x_{2}=\left(f_{0} \cdot \dot{f}_{1} \ldots \dot{f}_{N}\right)^{T}, x_{3}=\left(g_{0} g_{1} \ldots g_{N}\right)^{T}
$$

and

$T, W, Y$ and $Z$ are square matrices whose elements are given above.
Before getting the complete solution for the scattering coefficients $a_{m}, \vec{a}_{m}, b_{m}$, and $\widetilde{b}_{m}$, it is interesting to examine the solution of (3.3.11) from the numerical viewpoint.

The characteristic matrix of (3.3.11) contains certain integral expressions. The integrands of these integrals contain Mathieu functions. Thus, at each step of the numerical solution of (3.3.11) these functions must be evaluated. However, generation of Mathieu functions is a problem in itself.

Previously it has been shown that the new method is superior to the original state-space formulation in the following respect: in the new method cylindrical Bessel and Hankel functions are not to be generated at each step of numerical process. Since the solution in elliptical coordinates requires the evaluation of rather more difficult functions at each step of numerical integration, circular cylindrical coordinates seem to be more convenient to use, although the integration range in the circular coordinates is much larger compared to the one in elliptical coordinates.

Therefore, as it is, solution of (3.3.11), although it is achieved in a small range, does not seem to be competitive with the one which uses circular cylindrical coordinates in the analysis. However, a modification of the procedure followed above can be made to lead to a more convenient formulation of the problem in elliptic coordinates. This goes as follows.

Instead of expanding the field into a series of Mathieu functions in $\eta$ (the functions in $\xi$ being unknown) in region 2, the field
is expanded into a Fourier series in $\eta$. Since $V_{2}(\xi, \eta)$ is periodic in $\eta$ with period $2 \pi$, this expansion is meaningful.

Let the Fourier series representation of $V_{2}$ be as follows :

$$
\begin{equation*}
v_{2}(\xi, \eta)=\sum_{m=0}^{\infty} f_{m}(\xi) \cos m \eta+\sum_{m=1}^{\infty} g_{m}(\xi) \operatorname{Sinm} \eta \tag{3.3.12}
\end{equation*}
$$

where $f_{m}(\xi)$ and $g_{m}(\xi)$ are unknown Fourier coefficients.
The partial differential equation for $V_{2}(\xi, \eta)$ was shown to be the following :

$$
\frac{\partial^{2} v_{2}}{\partial \xi^{2}}+\frac{\partial^{2} v_{2}}{\partial \eta^{2}}+\lambda(\xi, \eta) v_{2}=0
$$

where $\lambda(\xi, \eta)=k_{0}^{2} e^{2} \epsilon_{r}(\xi, \eta) \operatorname{Cosh}^{2} \xi-\cos ^{2} \eta$

When (3.3.12) is substituted into the above equation, the result is
$\sum_{m=0}^{\infty}\left[\frac{d^{2} f_{m}}{d \xi^{2}}+\left(\lambda(\xi, \eta)-m^{2}\right)_{f_{m}}\right] \cos m \eta+\sum_{m=1}^{\infty}\left[\frac{d^{2} g_{m}}{d \xi^{2}}+\left(\lambda(\xi, \eta)-m^{2}\right) g_{m}\right] \sin \eta=0$
(3.3.13)

If each term of (3.3.13) is multiplied by Cosn in the range $(0-2 \pi)$, the following differential equation is found for $f_{m}(\xi)$ :

$$
\begin{equation*}
\frac{d^{2} f_{n}}{d \xi^{2}}-n^{2} f_{n}+\sum_{m=0}^{\infty} \alpha_{n m}(\xi) f_{m}(\xi)+\sum_{m=1}^{\infty} \beta_{n m}(\xi) g_{m}(\xi)=0 \tag{3.3.14}
\end{equation*}
$$

where

$$
\alpha_{\mathrm{nm}}=\frac{1}{\pi \varepsilon_{\mathrm{n}}} \int_{0}^{2 \pi} \lambda(\xi, \eta) \cos m \eta \cos n \eta d \eta, \quad \beta_{\mathrm{n} m}=\frac{1}{\pi \varepsilon_{\mathrm{n}}} \int_{0}^{2 \pi} \lambda(\xi, \eta) \sin \eta \cos n \eta d \eta
$$

and

$$
\varepsilon_{\mathrm{n}}=1+\delta_{\mathrm{no}}
$$

Similarly multiplying each term of (3.3.13) by Sinnךand integrating over $(0-2 \pi)$ gives the second differential equation as:

$$
\begin{equation*}
\frac{d^{2} g_{n}}{d \xi^{2}}-n^{2} g_{n}+\sum_{m=0}^{\infty} \gamma_{n m}(\xi) f_{m}(\xi)+\sum_{m=1}^{\infty} \delta_{n m}(\xi) g_{m}(\xi)=0 \tag{3.3.15}
\end{equation*}
$$

where

$$
\gamma_{n m}=\frac{1}{\pi} \int_{0}^{2 \pi} \lambda(\xi, \eta) \sin \eta \eta \operatorname{Sinn} \eta d \eta, \quad \delta_{n m}=\frac{1}{\pi} \int_{0}^{2 \pi} \lambda(\xi, \eta) \operatorname{Cosm\eta } \eta \sin \eta d \eta
$$

Truncating the series in (3.3.14) and (3.3.15) at a finite number $N$ and converting the resultant finite dimensional linear system into state-space form gives the following system of differential equations in matrix form:
where $x_{1}=\left(f_{0} f_{1} \ldots f_{N}\right)^{T}, x_{2}=\left(g_{0} g_{1} \ldots g_{N}\right)^{T}, x_{3}=\left(\dot{f}_{0} \dot{f}_{1} \ldots \ldots \dot{f}_{N}\right)^{T}$
and $x_{4}=\left(\dot{g}_{0} \dot{\mathrm{~g}}_{1} \ldots \dot{\mathrm{~g}}_{\mathrm{N}}\right)^{\mathrm{T}}$ and the matrices $A, B, C, D$ have the following explicit forms:

$A, B, C, D$ are $(N+I) x(N+I)$ square matrices. Their elements are integral expressions whose integrands do not contain Mathieu functions. This is an improvement over the previous analysis. Compared to the solution in circular cylindrical coordinates there are two unknown functions $f_{m}(\xi)$ and $g_{m}(\xi)$. This means that the matrix sizes are twice the ones in circular cylindrical coordinates even for symmetrical excitation. For non-symmetrical excitation all the summaitions start from $-N$ and go to $N$ when the scattering problem is formulated in circular cylindrical coordinates. Therefore, for such an excitation the matrix sizes are nearly the same in the two formulations.

In order to be able to compare the two formulations further the complete solution of the scattering coefficients $a_{m}, b_{m}, a_{m}, b_{m}$ is required.

Boundary conditions at $\xi=\xi_{I}$ give the following equations:

$$
\begin{align*}
& 2 \sum_{m=0}^{\infty}(-j)^{m} a_{m} M c_{m}^{(I)}\left(\xi_{1}, q\right) c e_{m}(\eta, q)+2 \sum_{m=1}^{\infty}(-j)^{m_{m} M_{m}}{ }_{m}^{(I)}\left(\xi_{1}, q\right)_{s e_{m}}(\eta, q)= \\
& \sum_{m=0}^{\infty} f_{m}\left(\xi_{1}\right) \operatorname{Cosm\eta }+\sum_{m=1}^{\infty} g_{m}\left(\xi_{1}\right) \operatorname{Sinm} \eta .  \tag{3.3.17}\\
& 2 \sum_{m=0}^{\infty}(-j)^{m} a_{m} \dot{M c}_{m}^{(1)}\left(\xi_{I}, q\right) c e_{m}(\eta, q)+2 \sum_{m=1}^{\infty}(-j)^{m} b_{m} \dot{M}_{m}^{(1)}\left(\xi_{\eta}, q\right) \operatorname{se}_{m}(\eta, q)= \\
& \sum_{m=0}^{\infty} f_{m}\left(\xi_{1}\right) \operatorname{Cosm\eta }+\sum_{m=1}^{\infty} \dot{g}_{m}\left(\xi_{1}\right) \operatorname{Sinm} \eta \tag{3.3.18}
\end{align*}
$$

If each term in (3.3.17) is multiplied by Cosn $\eta$ and integrated over $(0-2 \pi)$ the following results:

$$
\begin{align*}
& \pi f_{n}\left(\xi_{1}\right)=2 \sum_{m=0}^{\infty}(-j)^{m} a_{m} M c_{m}^{(1)}\left(\xi_{1}, q\right) \int_{0}^{2 \pi} e_{m}(\eta, q) \operatorname{cosn} \eta d \eta+2 \sum_{m=1}^{\infty}(-j)^{m} b_{m} M s_{m}^{(I)}\left(\xi_{l}, q\right) \\
& \cdot \int_{0}^{2 \pi} \operatorname{se}_{m}(\eta, q) \operatorname{Cosn\eta d\eta } \quad \text { (3.3.19) } \tag{3.3.19}
\end{align*}
$$

Consider the integrals appearing in the above equation.
Let $I_{1}=\int_{0}^{2 \pi} c e_{m}(\eta, q) \operatorname{cosn} \eta d \eta$. The function $c e_{m}(\eta, q)$ has the following series representation:

$$
c e_{m}(\eta, q)=\sum_{I=0}^{\infty} E_{r}^{m}(q) \operatorname{Cosr} \eta, \text { where } \quad E_{r}^{m}(q)= \begin{cases}A_{2 r}^{m} & m \text { even } \\ A_{2 r+1}^{m} & m \text { odd }\end{cases}
$$

( $A_{2 r}^{m}$ and $A_{2 r+1}^{m}$ have been defined in section (3.1). Then,

since $\quad \int_{0}^{2 \pi} \operatorname{cosr} \eta \operatorname{Cosn} \eta d \eta=\pi \varepsilon_{n} \delta_{n r}$. Second consider the integral

$$
I_{2}=\int_{0}^{2 \pi} s e_{m}(\eta, q) \operatorname{Cosn\eta d\eta } \text {. The function } s e_{m}(\eta, q) \text { has }
$$

the following series representation:

$$
\operatorname{se}_{m}(\eta, q)=\sum_{r=1}^{\infty} F_{r}^{m}(q) \sin r \eta, \text { where } \quad F_{r}^{m}(q)=\left\{\begin{array}{lll}
B_{2 r}^{m} \text { m even } \\
B_{2 r+1}^{m} & m \text { odd }
\end{array}\right.
$$

and

$$
I_{2}=\sum_{r=1}^{\infty} F_{r}^{m}(q) \int_{0}^{2 \pi} \sin r \eta \cos \eta \eta d \eta=0
$$

Hence the equation (3.3.19) becomes

$$
\begin{equation*}
f_{n}\left(\xi_{1}\right)=2 \sum_{m=0}^{\infty}\left[(-j)^{m_{M c}}{ }_{m}^{(1)}\left(\xi_{1}, q\right) E_{n}^{m}(q)\right] a_{m} \tag{3.320}
\end{equation*}
$$

Following the same procedure results in:

$$
\begin{align*}
& \dot{f}_{n}\left(k_{1}\right)=2 \sum_{m=0}^{\infty}\left[(-j)^{m} \dot{M c}_{m}^{(1)}\left(\xi_{1}, q\right) E_{n}^{m}(q)\right] \vec{a}_{m}  \tag{3.3.21}\\
& E_{n}\left(\xi_{1}\right)=2 \sum_{m=1}^{\infty}\left[(-j)^{m} M_{m}^{(1)}\left(\xi_{1}, q\right) F_{n}^{m}(q)\right] \dot{b}_{m}  \tag{3.3.22}\\
& \dot{E}_{n}\left(\xi_{1}\right)=2 \sum_{m=1}^{\infty}\left[(-j)^{m} \dot{M s}_{m}^{(1)}\left(\xi_{1}, q\right) F_{n}^{m}(q)\right] \tilde{b}_{m} \tag{3.3.23}
\end{align*}
$$

$E_{n}^{m}$ and $F_{n}^{m}$ are assumed to be known when $q$ is given(when the dimensions of the scatterer and the frequency are specified). The equations (3.3.20)-(3.3.23) can be put into matrix form as shown below:

$$
\begin{array}{ll}
\underline{f}\left(\xi_{1}\right)=P_{1} \underline{a}, & \underline{\dot{f}}\left(\xi_{1}\right)=P_{1} \underline{a}  \tag{3.3.24}\\
\left.\underline{\mathrm{~g}}^{\left(\xi_{1}\right.}\right)=\mathrm{R}_{1} \underline{\mathrm{~b}}, & \underline{\dot{g}}^{\left(\xi_{1}\right)}=\mathrm{R}_{1}^{\prime} \underline{b}
\end{array}
$$

where $\underset{f}{f}\left(\xi_{1}\right)=\left(f_{0}\left(\xi_{1}\right) \quad f_{1}\left(\xi_{1}\right) \quad \ldots f_{N}\left(\xi_{1}\right)\right)^{T}$, similar expressions for $\dot{\underline{f}}\left(\xi_{1}\right), \underline{g}\left(\xi_{1}\right), \underline{g}\left(\xi_{1}\right)$.

$$
\underline{a}=\left(a_{0} a_{1} \ldots a_{N}\right)^{T}, \quad \underline{b}=\left(b_{0} b_{1} \ldots b_{N}\right)^{T}
$$

$P_{I}, P_{I}^{\prime}, R_{I}, R_{I}^{\prime}$ are square matrices with elements $2(-j) M_{M c}^{(I)}\left(\xi_{I}, q\right) E_{n}^{m}$
$2(-j))_{M c}^{m_{m}^{(1)}}\left(\xi_{1}, q\right) E_{n}^{m}, 2(-j)^{m_{M s}}{ }_{m}^{(1)}\left(\xi_{1}, q\right) F_{n}^{m}(q), 2(-j)^{m} \dot{M}_{m}^{(I)}\left(\xi_{I}, q\right) F_{n}^{m}$ respectively.

$$
\begin{align*}
& \underline{\underline{f}}\left(\xi_{2}\right)=P_{2} \tilde{\underline{a}}, \underline{\underline{f}}\left(\xi_{2}\right)=P_{2} \tilde{\mathfrak{a}}  \tag{3.3.25}\\
& \underline{g}\left(\xi_{2}\right)=R_{2} \widetilde{\underline{b}}, \underline{g}\left(\xi_{2}\right)=R_{2} \tilde{\underline{b}}
\end{align*}
$$

where $f^{( }\left(\xi_{2}\right)=\left(f_{0}\left(\xi_{2}\right) \quad f_{1}\left(\xi_{2}\right) \ldots f_{N}\left(\xi_{2}\right)\right)^{T}$, similar expressions for $\dot{\underline{E}}, \underline{E}, \dot{E}$.

$$
\underline{a}=\left(\tilde{a}_{0} \tilde{a}_{1} \ldots \tilde{a}_{N}\right)^{T}, \underline{\tilde{b}}=\left(\tilde{b}_{0} \tilde{b}_{1} \ldots \tilde{b}_{N}\right)^{T}
$$

$P_{2}, P_{2}^{\prime}, R_{2}, R_{2}^{\prime}$ are square matrices with elements $2(-j)^{m_{M i}}{ }_{m}^{(4)}\left(\xi_{2}, q\right) E_{n}^{m}(q), \quad 2(-j)_{M_{m}^{0}}^{(4)}\left(\xi_{2}, q\right) E_{n}^{m}, \quad 2(-j)^{M_{M s}^{(4)}}\left(\xi_{2}, q\right) F_{n}^{m}(q)$, $2(-j)^{m_{M}^{\bullet}}{ }_{m}^{(4)}\left(\xi_{2}, q\right) F_{n}^{m}(q)$ respectively.

The solution to the system of differential equations (3.3.16) can be written symbolically as:

$$
\begin{equation*}
\underline{z}(\xi)=\Phi(\xi) \quad \underline{\xi}\left(\xi_{1}\right) \tag{3.3.26}
\end{equation*}
$$


$\Phi(\xi)$ is a $(4 N+4) \times(4 N+4)$ state-transition matrix.

The boundary conditions (3.3.24) and (3.3.25) can be written in terms of $\underline{z}$ as:

$$
\begin{equation*}
\underline{z}\left(\tilde{\xi}_{1}\right)=\mathbb{M} \underline{c}_{s}, \quad \underline{z}\left(\xi_{2}\right)=\mathbb{N} \tilde{\underline{c}}_{s} \tag{3.3.27}
\end{equation*}
$$

where the matrices $M$ and $N$, and the column vectors $\underline{c}_{s}$ and $\tilde{\underline{c}}_{s}$ are:
$M=\left[\begin{array}{cc}P_{1} & 0 \\ 0 & R_{1} \\ P_{i}^{\prime} & 0 \\ 0 & R_{1}\end{array}\right] \quad N=\left[\begin{array}{cc}P_{2} & 0 \\ 0 & R_{2} \\ P_{2}^{\prime} & 0 \\ 0 & R_{2}^{\prime}\end{array}\right] \quad \underline{c}_{s}=\left[\begin{array}{l}\underline{a} \\ \underline{b}\end{array}\right] \quad \underline{\tilde{c}}_{s}=\left[\begin{array}{c}\underline{\tilde{a}} \\ \tilde{\tilde{b}}\end{array}\right]$

Combining (3.3.26) with (3.3.27) gives
$\Phi\left(\xi_{2}\right){ }^{M}{\underset{S}{s}}^{s}=\mathbb{N} \tilde{\mathrm{c}}_{s}$

This system of linear algebraic equations is solved for the unknown scattering coefficient vectors $\underline{c}_{s}$ and $\tilde{\underline{c}}_{s}$. This completes the solution.

In the light of the above analysis the following conclusions can be drawn.

## Conclusions

As the analysis in section (3.3) shows, the new differential formulation works equally well in elliptic coordinates. The motivation behind using elliptic coordinates is the possibility of decreasing the interval in the numerical solution of the system of differential equations for scatterers for which the radius of the enscribing circle is very much greater than the radius of the inscribing circle. However, there are now new complications which are not present in the formulation using circular cylindrical coordinates.

The main features of the solution in elliptic coordinates can be summarized as follows.
i) The sizes of the matrices employed in the solution which
uses elliptic coordinates are twice the sizes of matrices in the solution which uses circular cylindrical coordinates. This is true for symmetrical excitation and for symmetrical cross-sections. For an arbitrary scatterer cross-section the sizes of the matrices are ( $2 \mathrm{~N}+\mathrm{I}$ ) and ( $2 \mathrm{~N}+2$ ) respectively.
ii) The characteristic matrix of the system of differential equations in circular cylindrical coordinates is generated once the factor $a_{m m}$, which is given as,

$$
\alpha_{n m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \epsilon_{r}(x, \phi) e^{j(m-n) \phi} d \phi \text {, is obtained. }
$$

In the elliptic coordinate solution there are four different factors, $\alpha_{n m}, \beta_{n m}, \gamma_{n m}$ and $\delta_{n m}$ and these are more difficult expressions to generate. Evaluation of the factors $\alpha_{n m}$ in the two cases are compared below.


Consider a scatterer with rectangular crosssection. The minor axis is a and the major axis is b. The permittivity of the scatterer is denoted by $\epsilon_{r}$ and assumed to be constant.

The factors $\alpha_{n m}$ are evaluated first in circular cylindrical coordinates.

The range of numerical solution is $\frac{a}{2} \leqslant p \leqslant\left[\left(\frac{a}{2}\right)^{2}+\left(\frac{b}{2}\right)^{2}\right]^{1 / 2}$.
The permittivity function for the region $\frac{a}{2} \leqslant p \leqslant\left[\left(\frac{a}{2}\right)^{2}+\left(\frac{b}{2}\right)^{2}\right]^{1 / 2}$ is given as:

$$
\left.\begin{array}{llll}
\epsilon_{r}(\rho, \phi)=1 & \text { for }-\phi_{0}<\phi<\phi_{0} & \text { and } & \pi-\phi_{0}<\phi<\pi+\phi_{0} \\
\epsilon_{r}(\rho, \phi)=\epsilon_{r} & \text { for } \phi_{0}<\phi<\pi-\phi_{0} & \text { and } & \pi+\phi_{0}<\phi<2 \pi-\phi_{0}
\end{array}\right\} \begin{array}{r}
\text { for } \\
\frac{a}{2} \leqslant \rho \leqslant \frac{b}{2}
\end{array}
$$

$\epsilon_{r}(\rho, \phi)=1$ for $-\phi_{0}<\phi<\phi_{0}$ and $\phi_{1}\left\langle\phi<\pi-\phi_{1}\right.$ and $\pi-\phi_{0}<\phi<\pi+\phi_{0}$ and $\pi+\phi_{1}\left\langle\phi<2 \pi-\phi_{1}\right.$

$$
\begin{array}{r}
\epsilon_{r}(\rho, \phi)=\epsilon_{r} \text { for } \phi_{0}<\phi<\phi_{1} \text { and } \pi-\phi_{1}<\phi\left\langle\pi-\phi_{0} \text { and } \pi+\phi_{0}<\phi<\pi+\phi_{1} \text { and } 2 \pi-\phi_{1}<\phi<2 \pi-\phi_{0}\right. \\
\text { for } \frac{b}{2} \leqslant p \leqslant\left[\left(\frac{a}{2}\right)^{2}+\left(\frac{b}{2}\right)^{2}\right]^{1 / 2}
\end{array}
$$

Then the factor $a_{n m}$ can be easily obtained as:

$$
\begin{aligned}
& a_{n m}=\epsilon_{r} \delta_{n m}+\frac{1-\epsilon_{r}}{\pi}\left[1+(-1)^{m-n}\right] \frac{\sin \left(\overline{m-n} \phi_{0}\right)}{m-n} \text { for } \frac{a}{2} \leqslant p \leqslant \frac{b}{2} \\
& \alpha_{n m}=\delta_{n m}+\frac{1-\epsilon_{r}}{\pi}\left[1+(-1)^{m-n}\right]\left[\frac{\operatorname{Sin}\left(\overline{m-n} \phi_{0}\right)-\operatorname{Sin}\left(\overline{m-n} \phi_{1}\right)}{m-n}\right] . \\
& \text { for } \frac{b}{2} \leqslant p \leqslant\left[\left(\frac{a}{2}\right)^{2}+\left(\frac{b}{2}\right)^{2}\right]^{1 / 2}
\end{aligned}
$$

where $\phi_{0}=\operatorname{Cos}^{-1}\left(\frac{a / 2}{\rho}\right) \quad, \quad \phi_{1}=\operatorname{Sin}^{-1}\left(\frac{b / 2}{\rho}\right)$

It is to be noticed that the factors $\alpha_{n m}$ can be evaluated by hand and can be put in a closed, compact form for a homogeneous scatterer.


Consider now the evaluation of the factors $a_{n m}$ in elliptical coordinates. The inscribing and enscribing ellipses are shown by a dashed line and defined by $\mathcal{E}_{\bar{\xi}}=\xi_{1}$ and $\xi^{\prime}=\xi_{2}$ respectively.
$\xi_{1}$ and $\xi_{2}$ are given in terms of $a$ and $b$ as:

$$
\xi_{1}=\cosh ^{-1}\left(b / \sqrt{b^{2}-a^{2}}\right), \quad \xi_{2}=\operatorname{Cosh}^{-1}\left(b^{1} / \sqrt{b^{\prime}-a^{\prime}}{ }^{2}\right)
$$

where $\quad b^{\prime}=\frac{1}{2}\left[\sqrt{\frac{b\left(b-\sqrt{b^{2}-a^{2}}\right)}{2}}+\sqrt{\frac{b\left(b+\sqrt{b^{2}-a^{2}}\right.}{2}}\right]=\frac{\sqrt{b(a+b)}}{2}$
and $\quad a^{\prime}=\frac{a / 2}{\sqrt{1-\left(b / 2 b^{1}\right)^{2}}}=\frac{\sqrt{a(a+b)}}{2}$. and hence $\quad \xi_{2}=\cosh ^{-1}\left(\sqrt{\frac{b}{b-a}}\right)$

The intermediate ellipse is shown by a solid line.
The factors $\alpha_{n m}$ have the form:
$\alpha_{n \mathrm{n}}=\frac{\mathrm{k}_{0}^{2} \mathrm{e}^{2}}{\pi \varepsilon_{\mathrm{n}}} \int_{0}^{2 \pi} \epsilon_{r}\left(\xi_{\xi}, \eta\right) \operatorname{cosm\eta } \operatorname{Cosn} \eta\left(\cosh { }^{2}-\cos ^{2} \eta\right) \mathrm{d} \eta$
let $\Delta_{m n}(\xi, \eta)=\frac{k_{0}^{2} e^{2}}{\pi \varepsilon_{n}} \quad \operatorname{Cosm\eta } \operatorname{Cosn} \eta\left(\operatorname{Cosh}{ }^{2} \xi-\operatorname{Cos} \eta\right)$

The permittivity function $\epsilon_{r}(\xi, \eta)$ is given as

$$
\begin{gathered}
\epsilon_{\mathbf{r}}(\xi, \eta)=1 \text { for }-\eta_{0}<\eta<\eta_{0} \text { and } \eta_{1}<\eta<\pi-\eta_{1} \text { and } \pi-\eta_{0}<\eta<\pi+\eta_{0} \\
\text { and } \pi+\eta_{1}<\eta<2 \pi-\eta_{1}
\end{gathered}
$$

$\epsilon_{r}(\xi, \eta)=\epsilon_{r}$ for $\eta_{0}<\eta<\eta_{I}$ and $\pi-\eta_{I}<\eta<\pi-\eta_{0}$ and

$$
\pi+\eta_{0}<\eta<\pi+\eta_{1} \text { and } 2 \pi-\eta_{1}<\eta<2 \pi-\eta_{0}
$$

then (3.3.28) becomes

$$
\begin{aligned}
& \alpha_{\mathrm{nm}}=\int_{-\eta_{0}}^{\eta_{0}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{d} \eta+\int_{\eta_{1}}^{\pi-\eta_{1}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{d} \eta+\int_{\pi-\eta_{0}}^{\pi+\eta_{0}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{d} \eta+\int_{\pi+\eta_{1}}^{2 \pi-\eta_{1}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{d} \eta+ \\
& \epsilon_{r}\left[\int_{\eta_{0}}^{\eta_{1}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{d} \eta+\int_{\pi-\eta_{1}}^{\pi-\eta_{0}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{\xi} \eta+\int_{\pi+\eta_{0}}^{\pi+\eta_{1}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{d} \eta+\int_{2 \pi-\eta_{1}}^{2 \pi-\eta_{0}} \Delta_{\mathrm{mn}}(\xi, \eta) \mathrm{d} \eta\right]
\end{aligned}
$$

where $\quad \eta_{0}=\operatorname{Cos}^{-1}\left(\frac{a / 2 e}{\operatorname{Sinh} \xi}\right), \quad \eta_{1}=\operatorname{Sin}^{-1}\left(\frac{b / 2 e}{\operatorname{Cosh} \xi}\right)$

It is clear that, although it is still possible to evaluate $\alpha_{n m}$ 's in the elliptical coordinates by hand, this is more difficult.

Additionally the other three factors $\beta_{n m}, \gamma_{n m}$ and $\delta_{n m}$ are to be evaluated.

Consider now the ranges of numerical integration in the two cases for $b=5 a$.

In the circular cylindrical case this range is ( $0.5 \mathrm{a}, 2.55 \mathrm{a}$ )
In the elliptical case it is $\left(\xi_{1}, \xi_{2}\right)$. For $b=5 a \quad \xi_{1}$ and $\xi_{2}$ are

$$
\xi_{1}=\operatorname{Cosh}^{-1}(5 / \sqrt{24}) \quad, \quad \xi_{2}=\operatorname{Cosh}^{-1}(\sqrt{5} / 2)
$$

Assume $a=1$, then the range in the former case is ( $0.5,2.55$ ) but in the latter case is ( $0.202,0.481$ ).

It is seen that in elliptical coordinates the range of numerical solution of the system of differential equations is very small compared to the one in circular cylindrical coordinates.
iii) For the final solution of the scattering coefficients the rather more complicated Mathieu functions, compared to the cylindrical Bessel and Hankel functions, are to be generated.

The matrices. which connect the column vectors $\underline{f}(\xi), \dot{f}(\xi)$, $g(\xi)$ and $\dot{g}(\xi)$ to the scattering coefficient vectors $\mathfrak{a}, \tilde{a}, \underline{b}$, and的 at $\xi=\xi_{1}$ and $\xi=\xi_{2}$, are not diagonal matrices but full matrices.

The formulation of the scattering problem by the new method in elliptical coordinates is seen to have some advantages compared to the formulation in circular cylindrical coordinates as well as some disadvantages. In the present work no computations have been made using the formulation in elliptical coordinates due to lack of time. Therefore, the real merit of the formulation in elliptical coordinates is still an open question, which can only be answered after a thorough numerical investigation has been undertaken.
4. THREE-DIMENSIONAL SCATTERING PROBLEMS-THE STATE-SPACE METHOD

In the solution of two-dimensional scattering problems, the fields were represented by infinite series of cylindrical harmonics. These were $H_{m}^{(2)}(k r) e^{j m \phi}$ and $J_{m}(k r) e^{j m \phi}$ which are the elementary solutions of the scalar Helmholtz equation in cylindrical coordinates. Corresponding harmonics in spherical coordinates are found by solving the Helmholtz equation in spherical coordinates. Since spherical harmonics are going to be used in the analysis of three-dimensional scattering problems, a brief introduction to the properties of these harmonics will be given below. For a comprehensive treatment of the subject reference should be made to (47).

After introducing the necessary mathematical tools in the first two sections, the state-space method is investigated in the last section of this chapter.

### 4.1 BRIEF THEORY OF MULTIPOLE FIELDS

### 4.1.1 The Solution of the Scalar Helmholtz Equation in Spherical <br> Coordinates

In a source free region of empty space a scalar field $\psi(\bar{r}, t)$ satisfies the homogeneous wave equation,

$$
\begin{gathered}
\nabla^{2}(\bar{r}, t)-\frac{1}{c^{2}} \frac{\partial^{2} \Psi(\bar{r}, t)}{\partial t^{2}}=0, \text { where } c \text { is the velocity of light } \\
\text { in free space. }
\end{gathered}
$$

For time harmonic fields the above equation reduces to the scalar Helmholtz equation

$$
\nabla^{2} \Psi(\bar{r}, \omega)+k^{2} \Psi(\bar{r}, \omega)=0
$$

where $k=\omega / c$ and $\psi(\bar{r}, \omega)=\int_{-\infty}^{\infty} \psi(\bar{r}, t) e^{j \omega t} d t, \bar{r}$ is short for $(x, y, z)$
Using the separation of variables technique in spherical coordinates, the Helmholtz equation can be shown to have the following general solution(47):

$$
\begin{equation*}
\Psi(\bar{r})=\sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[A_{e m}^{(1)} h_{e}^{(1)}(k r)+A_{e m}^{(2)} h_{e}^{(2)}(k r)\right] Y_{e m}(\theta, \phi) \tag{4.1.1a}
\end{equation*}
$$

where $\Psi(\bar{r})$ has been used instead of $\Psi(\bar{r}, \omega)$. The constants $A_{\text {em }}^{(I)}$ and $A_{\text {em }}^{(2)}$ are determined by the sources and boundary conditions. The functions $h_{e}^{(1)}(\mathrm{kr})$ and $h_{e}^{(2)}(\mathrm{kr})$ are the spherical Hankel functions of the first and second kind respectively. It is customary to define spherical Bessel and Hankel functions, denoted by $j_{e}(x), n_{e}(x)$, $h_{e}^{(1,2)}(x)$, as follows:

$$
\begin{aligned}
& j_{e}(x)=(\pi / 2 x)^{1 / 2} J_{e+1 / 2}(x) \\
& n_{e}(x)=(\pi / 2 x)^{1 / 2} N_{e+1 / 2}(x) \\
& h_{e}^{(1,2)}(x)=(\pi / 2 x)^{1 / 2}\left[J_{e+1 / 2} \pm j N_{e+1 / 2}(x)\right]
\end{aligned}
$$

where the superscript 1 corresponds to + , and 2 corresponds to - .
$J$ and $N$ are cylindrical Bessel and Neumann functions respectively. For real $x, h_{e}^{(2)}(x)$ is the complex conjugate of $h_{e}^{(1)}(x)$. From the series expansions of $J_{e+1 / 2}$ and $N_{e+1 / 2}$ it can be shown that

$$
\begin{aligned}
& j_{e}(x)=(-x)^{e}\left(\frac{1}{x} \frac{d}{d x}\right)^{e}\left(\frac{\operatorname{Sin} x}{x}\right) \\
& n_{e}(x)=-(-x)^{e}\left(\frac{1}{x} \frac{d}{d x}\right)^{e}\left(\frac{\operatorname{Cos} x}{x}\right)
\end{aligned}
$$

For the first few values of e explicit forms are:

$$
\begin{aligned}
& j_{0}(x)=\frac{\operatorname{Sin} x}{x}, n_{0}(x)=-\frac{\operatorname{Cos} x}{x}, h_{0}^{(1)}(x)=\frac{e^{j x}}{j x} \\
& j_{1}(x)=\frac{\operatorname{Sin} x}{x^{2}}-\frac{\operatorname{Cos} x}{x}, n_{1}(x)=-\frac{\operatorname{Cos} x}{x^{2}}-\frac{\operatorname{Sin} x}{x}, h_{1}^{(1)}(x)=-\frac{e^{j x}}{x}\left(1+\frac{j}{x}\right) \\
& j_{2}(x)=\left(\frac{3}{x^{3}}-\frac{1}{x}\right) \operatorname{Sin} x-\frac{3 \operatorname{Cos} x}{x^{2}}, n_{2}(x)=-\left(\frac{3}{x^{3}}-\frac{1}{x}\right) \operatorname{Cos} x-3 \frac{\operatorname{Sin} x}{x^{2}} \\
& h_{2}^{(1)}(x)=\frac{j e^{j x}}{x}\left(1+\frac{3 j}{x}-\frac{3}{x^{2}}\right)
\end{aligned}
$$

The spherical Bessel functions satisfy the recurrence formulas,

$$
\begin{aligned}
& \frac{2 e+1}{x} z_{e}(x)=z_{e-1}(x)+z_{e+1}(x) \\
& z_{e}^{\prime}(x)=\frac{1}{2 e+1}\left[e z_{e-1}(x)-(e+1) z_{e+1}(x)\right]
\end{aligned}
$$

where $z_{e}(x)$ is any one of the functions $j_{e}(x), n_{e}(x), h_{e}^{(1)}(x), h_{e}^{(2)}(x)$.
The spherical angular harmonics $Y_{e m}(\theta, \phi)$ are defined as:

$$
Y_{e m}(\theta, \phi)=\left[\frac{2 e+1}{4 \pi} \frac{(e-m)!}{(e+m)!}\right]^{1 / 2} P_{e}^{m}(\operatorname{Cos} \theta) e^{j m \phi},
$$

where $\mathrm{P}_{\mathrm{e}}^{\mathrm{m}}(\operatorname{Cos} \theta)$ is an associated Legendre function. In terms of the ordinary Legendre polynomial of order $e, p_{e}^{m}$ is given by,

$$
p_{e}^{m}(z)=(-1)^{m}\left(1-z^{2}\right)^{m / 2} \frac{d^{m} p_{e}}{d z^{m}} \quad \text { where } \quad z=\operatorname{Cose}
$$

$P_{e}$ is the ordinary Legendre polynomial of order e. The first few of these polynomials are

$$
P_{0}(z)=1, P_{1}(z)=z, P_{2}(z)=\frac{1}{2}\left(3 z^{2}-1\right), P_{3}(z)=\frac{1}{2}\left(5 z^{3}-3 z\right),
$$

$P_{4}(z)=\frac{1}{8}\left(35 z^{4}-30 z^{2}+3\right)$
For fixed $m$ the functions form an orthogonal set in the index
$e$ on the interval -1 $z$ 1. They satisfy the following orthogonality condition:

$$
\int_{-1}^{1} P_{e}^{m}(z) P_{n}^{m}(z) d z=\frac{2}{2 n+1} \frac{(e+m)!}{(e-m)!} \delta_{e n}
$$

For a few small e values and $m$ o the explicit form of $Y_{e m}(\theta, \phi)$ :
$e=0$

$$
Y_{00}=1 / \sqrt{4 \pi}
$$

$e=1 \quad\left\{\begin{array}{l}Y_{11}=-\sqrt{3 / 8 \pi} \sin \theta e^{j \phi} \\ Y_{10}=\sqrt{3 / 4 \pi} \cos \theta\end{array}\right.$
$e=2 \quad\left\{\begin{array}{l}Y_{22}=\frac{1}{4} \sqrt{15 / 2 \pi} \operatorname{Sin}^{2} \theta e^{j 2 \phi} \\ Y_{21}=-\sqrt{15 / 8 \pi} \operatorname{Sin} \theta \operatorname{Cos} \theta e^{j \phi} \\ Y_{20}=\sqrt{5 / 4 \pi}\left(\frac{3}{2} \cos ^{2} \theta-\frac{1}{2}\right)\end{array}\right.$

For negative $m$ the following formula is used for $P_{e}^{m}$

$$
\mathrm{P}_{\mathrm{e}}^{-\mathrm{m}}(z)=(-1)^{\mathrm{m}} \frac{(e-m)!}{(e+m)!} \mathrm{P}_{\mathrm{e}}^{\mathrm{m}}(z)
$$

### 4.1.2 Multipole Expansion of the Electromagnetic Field

In a source free region of empty space, Maxwell's equations are(assuming $e^{j \omega t}$ time dependence)

| $C \mathrm{Crl} \mathrm{E}=-\mathrm{j} \omega \mu_{0} \overline{\mathrm{H}}$ | , | div $\overline{\mathrm{E}}=0$ |
| :---: | :---: | :---: |
| $\mathrm{Curl} \mathrm{H}^{\prime}=j \omega \epsilon_{0} \mathrm{E}$ | , | div $\bar{H}=0$ |

Eliminating either $\overline{\mathrm{E}}$ or $\overline{\mathrm{H}}$ from the above equations results in

$$
\begin{array}{ll}
\left(\nabla^{2}+k_{0}^{2}\right) \bar{H}=0 & , \quad \operatorname{div} \bar{H}=0 \\
\left(\nabla^{2}+k_{0}^{2}\right) \bar{E}=0 & , \quad \operatorname{div} \bar{E}=0, \text { where } k_{0}=\omega \sqrt{\epsilon_{0} \mu_{0}}
\end{array}
$$

These equations are the vector Helmholtz equations. Their general solution, as an infinite series of vector spherical harmonics can be shown to have the following form: (Appendix B)

$$
\begin{align*}
& \bar{H}=\sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\alpha_{\mathrm{em}}^{1} \bar{M}_{\mathrm{em}}^{\mathrm{l}}(\bar{r})+\frac{1}{\mathrm{k}_{0}} \beta_{\mathrm{em}}^{l} \overline{\mathrm{M}}_{\mathrm{em}}^{1}(\bar{r})+\alpha_{\mathrm{em}}^{s} \overline{\mathrm{M}}_{\mathrm{em}}^{\mathrm{s}}(\bar{r})+\frac{1}{\mathrm{k}_{0}} \beta_{\mathrm{em}}^{\mathrm{s}} \overline{\mathrm{~N}}_{\mathrm{em}}^{\mathrm{s}}(\overline{\mathrm{r}})\right]  \tag{4.1.2a}\\
& \bar{E}=-j Z_{0} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\frac{1}{k_{0}} \alpha_{e m}^{I} \bar{N}_{\mathrm{em}}^{1}(\bar{r})+\beta_{e m}^{I} \bar{M}_{e m}^{1}(\bar{r})+\frac{1}{k_{0}} \alpha_{e m}^{s} \overline{\mathrm{~N}}_{\mathrm{em}}^{\mathrm{s}}(\overline{\mathrm{r}})+\beta_{\mathrm{em}}^{\mathrm{s}} \overline{\mathrm{M}}_{\mathrm{em}}^{\mathrm{s}}(\bar{r})\right] \tag{4.1.2b}
\end{align*}
$$

The expansions (4.1.2a) and (4.1.2b) are called the multipole expansions of the electromagnetic field. The constant coefficients $\alpha_{e m}$ and $\beta_{e m}$ are the electric and magnetic type multipole coefficients respectively. They are determined from the sources and boundary conditions.

The spherical vector wave functions $\overline{\mathrm{M}}_{\mathrm{em}}$ and $\overline{\mathrm{N}}_{\text {em }}$ are defined as:

$$
\begin{array}{ll}
\overline{\mathbb{M}}_{\mathrm{em}}^{\alpha}(\bar{r})=z_{\mathrm{e}}^{\alpha}\left(k_{0} r\right) \bar{X}_{\mathrm{em}} & \text { with } \\
\operatorname{div}_{\mathrm{M}}^{\mathrm{M}}(\bar{r})=0 \\
\overline{\mathrm{~N}}_{\mathrm{em}}^{\alpha}(\bar{r})=\operatorname{Curlm}_{\mathrm{em}}^{\alpha}(\bar{r}) & \text { with } \\
\operatorname{div} \overline{\mathrm{N}}_{\mathrm{em}}^{\alpha}(\bar{r})=0
\end{array}
$$

where the vector spherical angular harmonics $\overline{\mathrm{X}}_{\mathrm{em}}(\theta, \phi)$ are defined by

$$
\overline{\mathrm{X}}_{\mathrm{em}}(\theta, \phi)=\frac{\overline{\mathrm{r} x} \overline{\mathrm{~V}}}{\mathrm{j} \Delta_{\mathrm{e}}} \mathrm{Y}_{\mathrm{em}}(\theta, \phi) \text { with } \operatorname{div\overline {\mathrm {X}}_{\mathrm {em}}=0\text {and}\Delta _{\mathrm {e}}=[\mathrm {e}(\mathrm {e}+\mathrm {l})]^{1/2}.2}
$$

$z_{e}^{\alpha}\left(k_{0} r\right)$ is any one of the spherical functions $j_{e}\left(k_{o} r\right), h_{e}^{(1)}\left(k_{o} r\right)$, $h_{e}^{(2)}\left(k_{o} r\right)$. The superscript $\alpha$ takes the values 1,2 or $s$, such that

$$
z_{e}^{1}\left(k_{0} r\right)=j_{e}\left(k_{0} r\right), z_{e}^{2}\left(k_{0} r\right)=h_{e}^{(1)}\left(k_{0} r\right), z_{e}^{s}\left(k_{0} r\right)=h_{e}^{(2)}\left(k_{0} r\right) .
$$

The vectors $\overline{\mathrm{N}}_{\mathrm{em}}^{\alpha}, \overline{\mathrm{N}}_{\mathrm{em}}^{\alpha}$ and $\overline{\mathrm{X}}_{\mathrm{em}}$ have the following components:

$$
M_{e m r}^{\alpha}=0, M_{e m \theta}^{\alpha}=z_{e}^{\alpha}\left(k_{o} r\right) X_{e m \theta}, M_{e m \phi}^{\alpha}=z_{e}^{\alpha}\left(k_{o} r\right) X_{e m \phi}
$$

$$
N_{e m r}^{\alpha}=j \Delta_{e} \frac{z_{e}^{\alpha}\left(k_{o} r\right)}{r} \Psi_{e m}(\theta, \phi), \quad N_{e m \theta}^{\alpha}=-\frac{1}{r} \frac{d}{d r}\left[r z_{e}^{\alpha}\left(k_{o} r\right)\right] X_{e m \phi}(\theta, \phi)
$$

$$
N_{e m \phi}^{\alpha}=\frac{1}{r} \frac{d}{d r}\left[r z_{e}^{\alpha}\left(k_{0} r\right)\right] X_{e m \theta}(\theta, \phi) \quad, \quad X_{e m \theta}=-m \frac{r_{e m}}{\Delta_{e}} \frac{p_{e}^{m}}{\operatorname{Sin} \theta} e^{j m \phi}
$$

$$
x_{e m \phi}=-j \frac{r_{e m}}{\Delta_{e}} \frac{d_{e}^{m}}{d \theta} e^{j m \phi}, \text { where } \Delta_{e}=[e(e+1)]^{1 / 2}, \quad r_{e m}=\left[\frac{2 e+1}{4 \pi} \frac{(e-m)!}{(e+m)!}\right]^{1 / 2}
$$

The spherical vector wave functions $\overline{\mathrm{M}}_{\mathrm{em}}^{\alpha}$ and $\overline{\mathrm{N}}_{\mathrm{em}}^{\alpha}$ are orthogonal on a spherical surface

$$
\int_{\Omega} \bar{M}_{e m}^{\alpha *} \cdot \bar{M}_{e}^{\beta}{ }_{e m}{ }^{\prime} d \Omega=z_{e}^{\alpha}\left(k_{o} r\right) z_{e}^{\beta}\left(k_{o} r\right) \delta_{e e^{\prime}} \delta_{m m^{\prime}}, \int_{\Omega} \bar{M}_{e m}^{\alpha *} \cdot \overline{\mathbb{N}}_{e^{\prime} m^{\prime}}^{\beta} d \Omega=0
$$

where $\Omega$ denotes the solid angle, $\mathrm{d} \Omega=\operatorname{Sin} \theta \mathrm{d} \theta \mathrm{d} \phi, *$ denotes complex conjugate, $\delta_{e e}$, and $\delta_{m m}$, are the kronecker deltas. Another useful relation between $\bar{M}_{\mathrm{em}}^{\alpha}$ and $\bar{N}_{\mathrm{em}}^{\alpha}$ is

$$
\operatorname{Cur}^{\bar{N}_{e m}^{\alpha}}(\bar{r})=k_{0}^{2} \bar{M}_{e m}^{\alpha}
$$



Fig.4.2.1

Consider a scatterer characterized by the material parameters $\epsilon(r, \theta, \phi)$ and $\sigma(r, \theta, \phi)$, where $\mathcal{E}$ is the permittivity, $\sigma$ is the conductivity and ( $r, \theta, \phi$ ) are spherical coordinate variables. Assume that an incident field is is generated by a distant primary source. No interaction is assumed between this source and the scattered field. The incident field polarizes the medium where the scatterer is located. These polarized sources radiate into all space. For points inside the scatterer this scattered field together with the incident field(total field) is found as follows.

At a distance $r$ from the coordinate origin, a spherical vacuum shell is assumed to be located. If an expression for the electromagnetic field is found in this vacuum shell, the field at the same $r$ but inside the dielectric can be found easily using the standard boundary conditions on field vectors.

The scattered field in the vacuum shell is due to both volume $V_{1}$ and volume $V_{2}$ as shown in Fig.4.2.1. For the contribution of volume $V_{1}$ the magnitude of the position vector $\bar{r}$ is always greater than the magnitude of the source vector $\overline{\mathrm{r}}$. For the contribution of volume $V_{2}$ the reverse is true.

Since Green's dyadic has unique, convergent expansion for these two cases, the scattered electric field in the shell is expressed as follows:

$$
\bar{E}^{\mathrm{sC}}=-j Z_{o} \sum_{e=0}^{\infty} \sum_{\mathrm{m}=-\mathrm{e}}^{\mathrm{e}}\left[\frac{I}{k_{0}} \alpha_{\mathrm{em}}^{I} \overline{\mathrm{~N}}_{\mathrm{em}}^{I}+\beta_{\mathrm{em}}^{I} \bar{M}_{\mathrm{em}}^{I}+\frac{I}{k_{o}} \alpha_{\mathrm{em}}^{\mathrm{s}} \overline{\mathrm{~N}}_{\mathrm{em}}^{\mathrm{S}}+\beta_{e m}^{\mathrm{s}} \bar{M}_{\mathrm{em}}^{\mathrm{s}}\right]
$$

The induced current density. is

$$
\bar{J}=\bar{J}_{p}+\bar{J}_{c}=j \omega \epsilon_{o}\left[\epsilon_{r}-1+\frac{\sigma}{j \omega \epsilon_{0}}\right] \bar{E}_{d}
$$

where $\bar{J}_{p}$ and $\bar{J}_{c}$ are polarization and conduction current density vectors respectively, $\epsilon_{r}$ is the relative dielectric constant, $\sigma$ is conductivity, $\overline{\mathrm{E}}_{\mathrm{d}}$ is the total electric field inside the dielectric at the point $\overline{\mathrm{r}}$.

$$
\text { Let } \quad \epsilon_{r}^{\prime}=\epsilon_{r}+\frac{\sigma}{j \omega \epsilon_{0}} \quad \text { then } \quad \bar{J}=j \omega \epsilon_{0}\left(\epsilon_{r}^{\prime}-\overline{1}\right) \bar{E}_{d}
$$

The incident field is also represented by a multipole series as:

$$
\overline{\bar{E}}^{i n c}=-j Z_{o} \sum_{e=0}^{\infty} \sum_{m=e}^{e}\left[\beta_{e m}^{i} \bar{M}_{e m}^{\alpha}(\bar{r})+\frac{1}{k_{o}} \alpha_{e m}^{1} \bar{N}_{e m}^{\alpha}(\bar{r})\right]
$$

where $\alpha_{\text {em }}^{i}$ and $\beta_{\text {em }}^{i}$ are multipole coefficients of the incident field and generally they are assumed to be known. Depending on the relative position of the primary source with respect to the scatterer a becomes 1 or s. For example, if the incident field is a plane wave coming from a 'distant' source, assuming the scatterer has a finite extent in space, $\alpha=1$. If the primary source is a dipole ( or loop) antenna located at the centre of a concentric spherical dielectric shell (assuming the extent of the antenna is smaller than the inner radius of the shell) then $\alpha=s$.

The total electric field inside the scatterer at a point $\bar{r}$ is expressed as:

$$
\overline{\mathrm{E}}_{\mathrm{d}}=\frac{1}{\epsilon_{r}^{\prime}(\overline{\mathrm{r}})}\left(\overline{\mathrm{E}}^{\mathrm{Sc}}+\overline{\mathrm{E}}^{\mathrm{inc}}\right)_{r} \hat{\mathrm{a}}_{\mathrm{r}}+\left(\overline{\mathrm{E}}^{\mathrm{sc}}+\overline{\mathrm{E}}^{\mathrm{inc}}\right)_{\theta} \hat{\mathrm{a}}_{\theta}+\left(\overline{\mathrm{E}}^{\mathrm{sc}}+\overline{\mathrm{E}}^{\mathrm{inc}}\right)_{\phi} \hat{\mathrm{a}}_{\phi}
$$

where ( ) $r$ denotes the r-component of vector (), similarly for ()$_{\theta}$ and ( $)_{\phi}$

In dyadic notation $\overline{\mathrm{E}}_{\mathrm{d}}$ takes the following form:

$$
\bar{E}_{d}(\bar{r})=\vec{U}_{0}\left(\bar{E}^{S C}+\bar{E}^{i n c}\right) \text { where } \vec{U}=\frac{1}{\epsilon_{r}(\bar{r})} \hat{a}_{r} \hat{a}_{r}+\hat{a}_{\theta} \hat{a}_{\theta}+\hat{a}_{\phi} \hat{a}_{\phi}
$$

The multipole coefficients of the scattered field, $\alpha_{\text {em }}^{s}, \alpha_{\text {em }}^{1}$ and $\beta_{e m}^{s}, \beta_{e m}^{l}$ can be shown to have the following representations in tems of the total current density $\overline{\mathrm{J}}(31)$ :

$$
\begin{aligned}
& \beta_{e m}^{s}(r)=-j k_{0}^{2} \int_{0}^{r} \int_{\Omega(r)} \bar{J} \cdot \bar{M}_{e m}^{1^{*}}\left(\bar{r}^{\prime}\right) r^{\prime}{ }^{2} d r^{\prime} d \Omega, \quad \alpha_{e m}^{s}(r)=-j k_{0} \int_{0}^{r} \int_{\Omega(r)} \bar{J}_{0} \bar{N}_{e m}^{l^{*}}\left(\bar{r}^{\prime}\right) r^{\prime}{ }^{2} d r^{\prime} d \Omega
\end{aligned}
$$

where $r_{2}$ is the radius of enscribing sphere. The volume integral is explicitly written in each case. $\Omega$ denotes the solid angle. As indicated, the multipole coefficients are not constants but functions of the radial variable $r$. In spite of the fact that the scatterer is inhomogeneous in its material composition so that the wave equation can not be solved by the standard separation of variables technique the fields are still represented exactly by the vector harmonics which are outcomes of the separation of variables technique. However this representation with constant coefficients is not possible, as was shown above.

The induced current density $\bar{J}$ is next represented as an infinite series of vector spherical harmonics as:

Using the representations for $\bar{\xi}^{s c}$ and $\bar{\xi}^{i n c}$ as infinite series the following form for $\bar{J}$ is found:

$$
\bar{J}=k_{o}\left(E_{r}^{\prime}-1\right) \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\beta_{e m}^{s} \bar{M}_{e m}^{s}+\frac{1}{k_{o}} \alpha_{e m}^{s} \bar{R}_{e m}^{s}+\beta_{e m}^{1} \bar{M}_{\mathrm{em}}^{1}+\frac{1}{k_{o}} \alpha_{\mathrm{em}}^{1} \bar{R}_{\mathrm{em}}^{1}+\beta_{\mathrm{em}}^{i} \bar{M}_{\mathrm{em}}^{\alpha}+\frac{1}{k_{o}} \alpha_{\mathrm{em}}^{i} \overline{\mathrm{R}}_{\mathrm{em}}^{\alpha}\right]
$$

where $\quad \vec{R}_{\mathrm{em}}^{\gamma}=\frac{1}{\epsilon_{r}^{\eta}} N_{\mathrm{emr}}^{\gamma}(\bar{r}) \hat{a}_{\mathrm{r}}+N_{\mathrm{em} \mathrm{\theta}}^{\gamma}(\bar{r}) \hat{a}_{\theta}+N_{\mathrm{em} \mathrm{\phi}}^{\gamma}(\bar{r}) \hat{a}_{\phi}, \quad \gamma=1,2, \alpha_{0}$
If the above series is substituted into the expressions for $\beta_{e m}^{s}, \alpha_{e m}^{s}, \beta_{e m}^{l}, \alpha_{e m}^{l}$, a system of coupled integral equations for these coefficients, results. In order to reduce the order of this system from infinity to a finite one, the series is truncated at a certain index, $e=N$. This number is determined by the maximum optical dimension and complex permittivity of the scatterer.

The mathematical equivalent of what was said in the above paragraph is as follows(first only $\beta_{\mathrm{em}}^{\mathrm{s}}$ is considered):

$$
\begin{aligned}
& \beta_{e m}^{s}(r)=-j k_{0}^{2} \int_{0}^{r} \int_{\Omega(r)}\left[k_{0}\left(\varepsilon_{r}^{\prime}-1\right) \sum_{e^{\prime}=0}^{\infty} \sum_{m^{\prime}=a^{\prime}}^{e^{\prime}} \beta_{e^{\prime} m^{\prime}}^{s} \bar{M}_{e^{\prime} m^{\prime}}^{s}\left(\bar{r}^{\prime}\right)+\frac{1}{k_{0}} a_{e^{\prime} m^{\prime}}^{s} \bar{R}_{e^{\prime} m^{\prime}}^{s}\left(\bar{r}^{\prime}\right)+\right. \\
& \left.\left.\beta_{e^{\prime} m}^{I} \bar{M}_{e^{\prime} m^{\prime}}^{I}\left(\bar{r}^{\prime}\right)+\frac{l}{k_{o}} a_{e^{\prime} m^{\prime}}^{I} \bar{R}_{e^{\prime} m^{\prime}}^{I}\left(\bar{r}^{\prime}\right)+\beta_{e^{\prime} m^{\prime}}^{i} \bar{M}_{e^{\prime} m^{\prime}}^{\alpha}\left(\bar{r}^{\prime}\right)+\frac{1}{k_{0}} a_{e^{\prime} m^{\prime}}^{i} \bar{R}_{e^{\prime} m^{\prime}}^{\alpha}\left(\bar{r}^{\prime}\right)\right)\right] \\
& \cdot \bar{M}_{e m}^{\bar{m}^{*}}\left(\bar{r}^{\prime}\right) r^{\prime}{ }^{2} d r^{\prime} d \Omega
\end{aligned}
$$

Since the series over ( ${ }^{\prime}, m^{\prime}$ ) is uniformly convergent in $\bar{r}^{\prime}$, the order of integration and summation can be changed, with the result that

$$
\begin{aligned}
& \int_{0}^{r} \int_{\Omega\left(r^{\prime}\right)}\left(\epsilon_{r}^{\prime}-1\right) \bar{R}_{e}^{\alpha} m^{\prime} \cdot \overline{\mathrm{M}}_{\mathrm{M}}^{\mathrm{M}} \mathrm{~m} r^{\prime}{ }^{2} \mathrm{~d} r^{\prime} d \Omega
\end{aligned}
$$

The above integral equation. is of Volterra type. Differentiation of both sides with respect to $r$ results in a system of first order differential equations as show below.

$$
\frac{d \beta_{e m}^{s}}{d r}=-j k_{0} 3 \sum_{e=0}^{N} \sum_{m^{\prime}=-e^{\prime}}^{e^{\prime}} r^{2} \beta_{e^{\prime} m^{\prime}}^{s}(r) \int_{\Omega(r)}\left[E_{r}^{\prime}(\bar{r})-1\right] \bar{M}_{e^{\prime} m^{\prime}}^{s}(\bar{r}) . \bar{M}_{e m}^{1 *}(\bar{r})_{d \Omega}+\ldots \text { similar }
$$

Now define:

$$
\begin{aligned}
& I M M_{e m, ~} e^{\prime} m^{\prime} \\
& \left.=-j k_{0}^{3} r^{2} \int_{\Omega(r)}\left[\epsilon_{r}^{\prime}(\bar{r})-1\right]\right]_{e^{\prime} m^{\prime}}^{r}(\bar{r}) \cdot M_{e m}^{p *}(\bar{r}) \mathrm{d} \Omega \\
& \left.I R M_{e m, e^{\prime} m^{\prime}}^{r p}=-j k_{o}^{2} r^{2} \int_{\Omega(r)}^{r}\left[\epsilon_{r}^{\prime}(\bar{r})-1\right]\right]_{e^{\prime} m^{\prime}}^{r}(\bar{r}) \cdot \bar{M}_{e m}^{p *}(\bar{r}) \mathrm{d} \Omega
\end{aligned}
$$

## where $\gamma=1, s, \alpha$ and $p=1,2$.

With the above definitions the derivative of $\beta_{\mathrm{em}}^{\mathrm{s}}$ is written as:

$$
\begin{aligned}
& \frac{\alpha \beta_{e m}^{s}}{d r}=\sum_{e^{\prime}=0}^{N} \sum_{m^{\prime}=-e^{\prime}}^{e^{\prime}}\left(I M_{e m}^{s l}, e^{\prime} m^{\prime} \beta_{e^{\prime} m^{\prime}}^{s}+I R M_{e m, e^{\prime} m^{\prime}}^{\prime^{\prime}} \alpha_{e^{\prime} m^{\prime}}^{s}+I M M_{e m, e^{\prime} m^{\prime}}^{I I} \beta_{e^{\prime} m^{\prime}}^{l}+I R M_{e m, e^{\prime} m^{\prime}}^{I l}\right. \\
& \left.\alpha_{e^{\prime} m^{\prime}}^{l}+I M M_{e m, e^{\prime} m^{\prime}}^{\alpha l} \beta_{e^{\prime} m^{\prime}}^{i}+I R M_{e m, e^{\prime} m^{\prime}}^{\alpha l} \alpha_{e^{\prime} m^{\prime}}^{i}\right)
\end{aligned}
$$

Similarly;

$$
\begin{aligned}
& \left.+\operatorname{IRM}_{e m, e^{\prime} m^{\prime}}^{12} a_{e^{\prime} m^{\prime}}^{1}+\operatorname{IMM}_{e m, e^{\prime} m^{\prime}}^{\alpha 2} \beta_{e^{\prime} m^{\prime}}^{i}+I R M_{e m, e^{\prime} m^{\prime}}^{\alpha 2} \alpha_{e^{\prime} m^{\prime}}^{i}\right)
\end{aligned}
$$

Next the following two functions are defined:

$$
\operatorname{IMN}_{e m, e^{\prime} m}^{r p}=-j k_{o} r^{2} \int_{\Omega(r)}\left[\epsilon_{r}^{\prime}(\bar{r})-1\right] \bar{M}_{e^{\prime} m^{\prime}}^{r} \cdot \overline{\mathrm{~N}}_{\mathrm{em}}^{P^{*}}(\bar{r}) \mathrm{d} \Omega
$$

$$
\operatorname{IRN}_{\mathrm{em}, \mathrm{e}^{\prime} \mathrm{m}^{\prime}}^{\gamma p}=-j r^{2} \int_{\Omega(r)}\left[\epsilon_{r}^{\prime}(\bar{r})-1\right] \overline{\mathrm{R}}_{e^{\prime} \mathrm{m}}^{\gamma} ; \overline{\mathrm{N}}_{\mathrm{em}}^{\mathrm{p}^{*}}(\overline{\mathrm{r}}) \mathrm{d} \Omega
$$

Using these functions the differential equations for $\alpha_{\text {em }}^{5}$ and $\alpha_{\text {em }}^{1}$ are:

From the definitions of $\beta_{e m}^{s}, \alpha_{e m}^{s}, \beta_{e m}^{I}, \alpha_{e m}^{I}$, it is seen that: $\beta_{\mathrm{em}}^{\mathrm{s}}(0)=\alpha_{\mathrm{em}}^{\mathrm{s}}(0)=0$ and $\beta_{\mathrm{em}}^{\mathrm{I}}\left(r_{2}\right)=\alpha_{\mathrm{em}}^{\mathrm{I}}\left(\mathrm{r}_{2}\right)=0$.
Since the multipole coefficients are not specified at a single point, the problem is not an initial value problem but a two-point boundary value problem. The method of solution follows the same line as the two-dimensional problems.

For a rotationally symmetric body it can be shown that summation over $m^{\prime}$ drops out and azimuthal index $m$ comes into the solution as a parameter. Then the scattering problem is solved for each $m$ separately.

The state-space differential system has the following matrix form for a rotationally symmetric scatterer.
where IMM, IRM, IMN, IRN's are ( $\mathrm{N}_{\mathrm{xN}}$ ) square matrices(summation over e starts from $l$ and goes to $N$, for $e=0$ vector spherical harmonics are identically zero), $\underline{\beta}^{\gamma}, \underline{\alpha}^{\gamma}$ are ( $N x=$ ) column vectors $(\gamma=5,1, i)$.

As an application a spherical scatterer with $\epsilon_{r}^{\prime}(\bar{r})=\epsilon_{r}^{\prime}(r)$ is considered. For such a scatterer the previously defined functions take the following form:

In matrix notation;

$$
\begin{aligned}
& {\left[\begin{array}{l}
\dot{\beta}_{m}^{s} \\
\dot{\beta}_{m}^{1}
\end{array}\right]=\left[\begin{array}{cc}
I M M_{m}^{s l} & I M M_{m}^{I I} \\
-I M M_{m}^{s 2} & -I M_{m}^{I 2}
\end{array}\right]\left[\begin{array}{l}
\beta_{m}^{s} \\
\beta_{m}^{I}
\end{array}\right]+\left[\begin{array}{c}
I M M_{m}^{\alpha l} \\
I M M_{m}^{\alpha 2}
\end{array}\right] \beta_{m}^{i}}
\end{aligned}
$$

It is seen that $\alpha$ and $\beta$ coefficients are decoupled for a spherically symmetric scatterer stratified in the radial direction. Also
all summations over e' drop out. Whatever was said previously for circular dielectric cylinders which are stratified in the radial direction can be extended to spheres which are also stratified in the radial direction.

In the two-dimensional case the characteristic matrix of the differential equation system was a ( $2 \times 2$ ) one. Here it is seen that. there are two ( $2 \times 2$ ) characteristic matrices. The difference comes from the fact that, for the two-dimensional case the excitation was taken as a TM-polarized plane wave(or TE-polarized). Here the excitation is a combination of both TM and TI polarized plane waves. If the excitation for two-dimensional problems were chosen as a more general one than $T M$, there would be two more scattering coefficients to describe the scattered field uniquely, or alternatively if the excitation were only magnetic or electric type for three-dimensional problems, either $\beta$ or $\alpha$ would be zero and the two coefficients would be enough to represent the scattered field uniquely.

For spherically symmetric objects stratified in the radial direction the elements of the characteristic matrix contain spherical Bessel and Hankel functions. Generation of these functions numerically at every step of the numerical integration process may require relatively large computation times.

As was shown above, the spherically symmetric scatterers require the differential equations to be solved for each m separately. This means that it is only necessary to generate one spherical Bessel and Hankel function for each coefficient. Spherical Bessel and Hankel functions are obtained using their series expansions. If recursion formulas are used to generate these functions, certain numerical inconveniences may occur. For example, for small arguments generation of an $N^{\prime}$ th order spherical Bessel function by forward
recursion formulas(i.e., first evaluating the zeroth order and first order functions by using their series expansions and then generating the higher order functions using their recursion formulas) has been shown(54) to be a source of roundoff error. This is due to the fact that, by this process, two similar numbers have to be subtracted from each other to obtain a higher order Bessel function(subtraction: of two very close numbers using a computer is a source of roundoff error though).

The method of solution of the two-point boundary value problem for the three-dimensional case is exactly the same as in the twodimensional case. First the problem is converted to an initial value one by a matrix inversion and scattering coefficients are found by a matrix multiplication.

The state-space method can be applied to multi-body scattering problems as well. However, in practice, even application to rotationally symmetric single scatterers is difficult.

## 5. TTHREE-DIMENSIONAL SCATTERING PROBLEMS BY THE NEW METHOD -SPHERICALIY SYMMETRIC SCATTERER CASE-

In this chapter the method developed for two-dimensional problems will be extended to spherical scatterers stratified in the radial direction. For this purpose, spherical dielectric shells with and without conductor cores, Luneburg and Eaton lenses are treated as examples. The results are compared to existing ones.

### 5.1 Dielectric Spherical Shell Stratified in the Radial Direction



Fig.5.1.1

Consider a spherical dielectric shell the permittivity of which is a function of the radial variable $r$ and whose conductivity is zero. The inner optical radius is $x_{1}$ and the outer optical radius is $x_{2}$. The incident field is a plane wave propagating along the z-axis. The regions denoted by 1 and 3 in the figure are free space. The magnetic field vectors in regions 1 and 3 satisfy the vector Helmholtz equation and have zero divergence. Therefore they can be represented as:

$$
\begin{align*}
& \bar{H}_{1}=\sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\alpha_{\mathrm{em}}^{I} \overline{\mathrm{M}}_{\mathrm{em}}^{I}(\bar{r})+\frac{I}{k_{0}} \beta_{\mathrm{em}}^{I} \overline{\mathrm{~N}}_{\mathrm{em}}^{I}(\bar{r})\right] \quad, 0 \leqslant r \leqslant r_{1} \\
& \overline{\mathrm{H}}_{3}=\sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\alpha_{\mathrm{em}}^{s} \overline{\mathrm{M}}_{\mathrm{em}}^{s}(\bar{r})+\frac{1}{k_{0}} \beta_{\mathrm{em}}^{s} \overline{\mathrm{~N}}_{\mathrm{em}}^{s}(\bar{r})+\alpha_{\mathrm{em}}^{i} \bar{M}_{\mathrm{em}}^{I}(\bar{r})+\frac{1}{k_{0}} \beta_{\mathrm{em}}^{i} \overline{\mathrm{~N}}_{\mathrm{em}}^{I}(\bar{r})\right], r \geqslant r_{2} \tag{5.1.2}
\end{align*}
$$

Region 2 is not homogeneous and the wave equation is not generally separable in this region. Hence an exact representation of fields with infinite series of vector spherical harmonics is not
possible. However, assuming the fields in this region to have the same angular dependence as the fields in regions 1 and 3, and putting unknown functions for their radial dependence, leads to the following representation for the magnetic field in region 2.

In the above expansions; $\alpha_{\mathrm{em}}^{1}, \alpha_{\mathrm{em}}^{\mathrm{s}}, \beta_{\mathrm{em}}^{\mathrm{l}}, \beta_{\mathrm{em}}^{\mathrm{s}}$ are unknown multipole coefficients, $\alpha_{\text {em }}^{i}, \beta_{\mathrm{em}}^{i}$ are multipole coefficients of the incident field and are assumed to be known, $f_{e m}(r)$ and $g_{e m}(r)$ are unknown functions whose differential equations are to be found.

The corresponding expansions for the electric field in regions 1,2 and 3 are obtained using the equation $C u r l \bar{H}=j \omega \in \bar{E}$ with the following result:

$$
\begin{align*}
& \bar{r}_{1}(\bar{r})=-j Z \sum_{e_{e=0}}^{\infty} \sum_{m=-e}^{e}\left[\frac{I}{k_{0}} \alpha_{e m}^{I} \bar{N}_{\mathrm{em}}^{I}(\bar{r})+\beta_{\mathrm{em}}^{I} \bar{M}_{\mathrm{em}}^{1}(\bar{r})\right] \quad \text { (5.1.4) } \\
& \bar{E}_{2}(\bar{r})=-\frac{j Z_{0}}{\varepsilon_{r}(r)} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\frac{1}{k_{0}} f_{e m}(r) \operatorname{CurI} \bar{X}_{e m}+\frac{1}{k_{0}} \dot{f}_{e m}(r) \hat{a}_{r} x \bar{X}_{e m}+G_{e m} \bar{X}_{e m}\right]  \tag{5.1.5}\\
& \bar{E}_{3}(\bar{r})=-j Z_{0} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\frac{1}{k_{o}} \alpha_{e m}^{s} \bar{N}_{e m}^{s}(\bar{r})+\beta_{e m}^{s} \bar{M}_{e m}^{s}(\bar{r})+\frac{1}{k_{o}} \alpha_{e m}^{i} \bar{N}_{e m}^{1}(\bar{r})+\beta_{e m}^{i} \bar{M}_{\mathrm{em}}^{1}(\bar{r})\right] \tag{5.1.6}
\end{align*}
$$

where $\quad G_{e m}(r)=\frac{1}{k_{0}^{2}}\left[\frac{e(e+1)}{r^{2}} g_{e m}(r)-\frac{2}{r} \frac{d g_{e m}}{d r}-\frac{d^{2} g_{e m}}{d r^{2}}\right]$
(.) denotes derivative with respect to $r$.

The next step is to find the differential equations satisfied by $f_{\mathrm{em}}$ and $\mathrm{g}_{\mathrm{em}}$. For this purpose the wave equation in region 2 , which has the form $\operatorname{Curl}\left(\frac{1}{\epsilon} \operatorname{Curl} \bar{H}\right)=\omega^{2} \mu_{0} \bar{H}$ is utilized.

Using a well known identity of vector colculus gives the following expansion:

$$
\begin{equation*}
\operatorname{Curl}\left[\epsilon_{r}(r) \bar{E}_{2}\right]=\epsilon_{r}(r) \operatorname{Curl} \overline{\underline{E}}_{2}+\dot{\epsilon}_{r}(r) \hat{a}_{r} \times \bar{E}_{2} \tag{5.1.7}
\end{equation*}
$$

From (5.1.5) $\epsilon_{r}(r) \bar{E}_{2}=-j Z_{0} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\frac{1}{k_{0}} f_{e m}(r) \operatorname{Curl} \bar{X}_{e m}+\frac{1}{k_{0}} \dot{f}_{e m} \hat{a}_{r} x \bar{X}_{e m}+G{ }_{e m} \bar{X}_{e m}\right]$

Operating with the Curl on both sides gives:

$$
\begin{equation*}
\operatorname{Curl}\left(\epsilon_{r}(r) \bar{E}_{2}\right)=-j Z_{o} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\frac{1}{k_{0}} F_{e m}(r) \bar{X}_{e m}+\operatorname{Curl}\left(G_{e m}(r) \bar{X}_{e m}\right)\right] \tag{5.1.8}
\end{equation*}
$$

where $\quad F_{e m}(r)=\frac{e(e+1)}{r^{2}} f_{e m}(r)-\frac{2}{r} \frac{d f_{e m}}{d r}-\frac{d^{2} f_{e m}}{d r^{2}}$, and the
following identities have been used at intermediate steps before arriving at (5.1.8):

$$
\begin{aligned}
& \operatorname{Curl} \operatorname{Curl} \bar{X}_{e m}=\frac{e(e+1)}{r^{2}} \bar{X}_{e m}, \quad \hat{a}_{r} \times C u r l \bar{X}_{e m}=-\frac{\bar{X}_{e m}}{r} \\
& \operatorname{Curl}\left[f(r) \operatorname{Curl} \bar{X}_{e m}\right]=\left[\frac{e(e+1)}{r^{2}} f(r)-\frac{1}{r} \frac{d f}{d r}\right] \bar{X}_{e m} \\
& \operatorname{Curl}\left(\hat{a}_{r} x \bar{X}_{e m}\right)=-\frac{\bar{X}_{e m}}{r}, \operatorname{Curl}\left[\dot{f}(r) \hat{a}_{r} x \bar{X}_{e m}\right]=-\left(\frac{1}{r} \frac{d f}{d r}+\frac{d^{2} f}{d r^{2}}\right) \bar{X}_{e m}
\end{aligned}
$$

$$
\operatorname{Curl} \operatorname{Curl}\left[f(r) \bar{X}_{e m}\right]=\left[\frac{e(e+1)}{r^{2}} f(r)-\frac{2}{r} \dot{f}(r)-\ddot{f}(r)\right] \bar{X}_{e m}
$$

If, now, the expansions (5.1.3), (5.1.5) and (5.1.8) are substituted into (5.1.7) the following equality results:

$$
\begin{align*}
\sum_{e=0}^{\infty} \sum_{m=-e}^{e} \frac{1}{k_{0}}\left[-F_{e m}(r)\right. & \left.-\frac{\dot{\epsilon}_{r}}{\epsilon_{r}}\left(\frac{f_{e m}}{r}+\dot{f}_{e m}\right)+k_{0}^{2} \epsilon_{r} f_{e m}(r)\right] \bar{X}_{e m}+\left[\epsilon_{r} \operatorname{Curl}\left(g_{e m} \bar{X}_{e m}\right)\right. \\
& \left.+\frac{\dot{\epsilon}_{r}}{\epsilon_{r}} G_{e m} \hat{a}_{r} X \bar{X}_{e m}-\operatorname{Curl}\left(G_{e m} \bar{X}_{e m}\right)\right]=.0 \tag{5.1.9}
\end{align*}
$$

The next and final step is to take the dot product of each term in (5.1.9) with $\overline{\mathrm{X}}_{\mathrm{em}}$ and integrate over the whole solid angle. The differential equation for $f_{\text {em }}$ follows as:

$$
F_{e m}(r)+\frac{\dot{\epsilon}_{r}}{\varepsilon_{r}}\left(\frac{f_{e m}}{r}+\dot{f}_{e m}\right)+k_{0}^{2} \epsilon_{r} f_{e m}=0
$$

(The following equalities have been used: i) $\int_{\Omega} \bar{x}_{e m} \cdot \bar{x}_{e}^{*}{ }^{\prime}, \mathrm{d} \Omega=\delta_{e e}, \delta_{m m}$ '
ii) $\int_{\Omega} \operatorname{Curl}\left(g_{e m} \bar{x}_{e m}\right) \cdot \bar{x}_{e^{\prime} m}^{*}, d \Omega=0$, iii) $\left.\int_{\Omega}\left(\hat{a}_{I} x \bar{x}_{e m}\right) \cdot \bar{X}_{e^{\prime} m}^{*}, d \Omega=0\right)$

Similarly taking the dot product of each term in (5.1.9) with $\hat{a}_{r}$ and integrating over the whole solid angle gives the following differential equation for $g_{e m}$ :

$$
\frac{d^{2} g_{e m}}{d r^{2}}+\frac{2}{r} \frac{d g_{e m}}{d r}+\left[k_{o}^{2} \epsilon_{r}(r)-\frac{e(e+1)}{r^{2}}\right] g_{e m}=0
$$

These differential equations for $f_{e m}(r)$ and $g_{e m}(r)$ can be made independent of $k_{0}$ by defining $x=k_{0} r$, with the result that

$$
\begin{equation*}
\frac{d^{2} f_{e m}}{d x^{2}}+\left(\frac{2}{x}-\frac{d}{d x} \operatorname{Ln} \epsilon_{r}\right) \frac{d f_{e m}}{d x}+\left[\epsilon_{r}(x)-\frac{1}{x} \frac{d}{d x} \operatorname{Ln} \epsilon_{r}-\frac{e(e+1)}{x^{2}}\right] f_{e m}=0 \tag{5.1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2} g_{e m}}{d x^{2}}+\frac{2}{x} \frac{d g_{e m}}{d x}+\left[\epsilon_{r}(x)-\frac{e(e+1)}{x^{2}}\right] g_{e m}=0 \tag{5.1.11}
\end{equation*}
$$

As can be seen the $f_{\text {em }}$ and $g_{\text {em }}$ functions satisfy independent differential equations.

Solution of (5.1.10) and (5.1.11) numerically, together with the boundary conditions specified at $x=x_{1}$ and $x=x_{2}$, gives the unknown multipole coefficients as the following computations show.

The following boundary conditions give the corresponding relations show on the right:

At $x=x_{1}$
a) $\vec{H}_{1} \cdot \hat{n}=\vec{H}_{2} \cdot \hat{n} \Longrightarrow \beta_{\mathrm{em}}^{\mathrm{I}} \mathrm{j}_{\mathrm{e}}\left(\mathrm{x}_{1}\right)=\mathrm{g}_{\mathrm{em}}\left(\mathrm{x}_{1}\right)$

c) $\epsilon_{0} \bar{E}_{1} \cdot \hat{n}=\epsilon \bar{E}_{2} \cdot \hat{n} \Longrightarrow a_{e m}^{I} j_{e}\left(x_{1}\right)=f_{e}\left(x_{1}\right)$
d) $\hat{\mathrm{n} x \overline{\mathrm{E}}_{1}}=\hat{\mathrm{n}}_{\mathrm{x}} \overline{\mathrm{E}}_{2} \longrightarrow a_{\mathrm{em}}^{1} \zeta_{e}\left(x_{1}\right)=\dot{\mathrm{f}} \mathrm{em}\left(x_{1}\right)$
where $\hat{\mathrm{n}}=\hat{\mathrm{a}}_{\mathrm{r}}$, is unit vector in the r direction,

$$
\zeta_{e}\left(x_{1}\right)=\left[\epsilon_{r}\left(x_{1}\right)-1\right] \frac{j_{e}\left(x_{1}\right)}{x_{1}}+\epsilon_{r}\left(x_{1}\right)_{j}\left(x_{1}\right)
$$

At $x=x_{2}$

$$
\begin{aligned}
& \text { e) } \bar{H}_{2} \cdot \hat{n}=\bar{H}_{3} \cdot \hat{n} \Longrightarrow \beta_{e m}^{s} \Longrightarrow h_{e}^{(2)}\left(x_{2}\right)+\beta_{e m}^{i} j_{e}\left(x_{2}\right)=g_{e}\left(x_{2}\right) \\
& \text { f) } \hat{n} x \bar{H}_{2}=\hat{n} x^{H_{H}} \Longrightarrow \beta_{e m}^{s} \dot{h}_{e}^{(2)}\left(x_{2}\right)+\beta_{e m}^{i} j_{e}^{j}\left(x_{2}\right)=\dot{g}_{e}\left(x_{2}\right) \\
& \text { g) } \epsilon\left(x_{2}\right) \bar{E}_{2} \cdot \hat{n}=\epsilon_{0} \bar{E}_{3} \cdot \hat{n} \Longrightarrow \alpha_{e m}^{s} h_{e}^{(2)}\left(x_{2}\right)+\alpha_{e m}^{i} j_{e}\left(x_{2}\right)=f_{e}\left(x_{2}\right) \\
& \text { h) } \hat{n} x \bar{E}_{2}=\hat{n} x \bar{E}_{3} \Longrightarrow \alpha_{e m}^{s} \Longrightarrow p_{e}\left(x_{2}\right)+\alpha_{e m}^{i} q_{e}\left(x_{2}\right)=\dot{f}_{e}\left(x_{2}\right)
\end{aligned}
$$

where $p_{e}=\left[\epsilon_{r}\left(x_{2}\right)-1\right] \frac{h_{e}^{(2)}\left(x_{2}\right)}{x_{2}}+\epsilon_{r}\left(x_{2}\right) \dot{h}_{e}^{(2)}\left(x_{2}\right)$

$$
q_{e}=\left[\epsilon_{r}\left(x_{2}\right)-1\right] \frac{j_{e}\left(x_{2}\right)}{x_{2}}+\epsilon_{r}\left(x_{2}\right) j_{e}^{\prime}\left(x_{2}\right)
$$

Consider first the solution of $\alpha_{\text {em }}^{8}$ :
The differential equation for $f_{e m}(x)$ is converted into statespace form by defining:

$$
\dot{y}_{e}(x)=f_{e}(x) \quad, \quad z_{e}(x)=\dot{f}_{e}(x), \text { then }
$$

$$
\left[\begin{array}{l}
\dot{y}_{e}  \tag{5.1.12}\\
\dot{z}_{e}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-Q_{e} & -P_{e}
\end{array}\right]\left[\begin{array}{l}
y_{e} \\
z_{e}
\end{array}\right]
$$

where $\quad Q_{e}=\epsilon_{r}(x)-\frac{1}{x} \frac{d}{d x} \operatorname{In} \epsilon_{r}-\frac{e(e+1)}{x^{2}}, \quad P_{e}=\frac{2}{x}-\frac{d}{d x} \operatorname{In} \epsilon_{r}$
were defined for convenience.
The solution to (5.I.12) can be written down symbolically as follows:

$$
\left[\begin{array}{l}
f_{e}(x)  \tag{5.1.13}\\
\dot{f}_{e}(x)
\end{array}\right]=\left[\begin{array}{cc}
\Phi_{e}^{11} & \Phi_{e}^{12} \\
\Phi_{e}^{21} & \Phi_{e}^{22}
\end{array}\right]\left[\begin{array}{l}
f_{e}\left(x_{1}\right) \\
\dot{f}_{e}\left(x_{1}\right)
\end{array}\right]
$$

where the columns of the $\Phi$ matrix are obtained by solving (5.1.12) numerically subject to the initial condition vectors $(1 \quad 0)^{T}$ and (0 1 1 $)^{T}$ respectively.

Using now the boundary conditions (c), (d), (g) and (h) together with (5.1.13) gives:

$$
\begin{aligned}
& f_{e}\left(x_{2}\right)=\alpha_{e}^{s_{h}}(2) \\
& \dot{f}_{e}\left(x_{2}\right)+\alpha_{e}^{i} j_{e}\left(x_{2}\right)=\left[\Phi_{e}^{11}\left(x_{2}\right) j_{e}\left(x_{1}\right)+\Phi_{e}^{12}\left(x_{2}\right) \zeta_{e}\left(x_{1}\right)\right] a_{e}^{I} q_{e}\left(x_{2}\right)=\left[\Phi_{e}^{21}\left(x_{2}\right) j_{e}\left(x_{1}\right)+\Phi_{e}^{22}\left(x_{2}\right) \zeta_{e}\left(x_{1}\right)\right] a_{e}^{I} \\
& \text { eliminating } a_{e}^{I} \text { gives: }
\end{aligned}
$$

$\alpha_{e}^{s}=\frac{q_{e}\left(x_{2}\right) T_{e}-j_{e}\left(x_{2}\right)}{h_{e}^{(2)}\left(x_{2}\right)-T_{e} p_{e}\left(x_{2}\right)} \cdot \alpha_{e}^{i}$, where $T_{e}=\frac{\Phi_{e}^{I 1}\left(x_{2}\right) j_{e}\left(x_{1}\right)+\Phi_{e}^{12}\left(x_{2}\right) Y_{e}\left(x_{1}\right)}{\left.\Phi_{e}^{21}\left(x_{2}\right) j_{e}\left(x_{1}\right)+\Phi_{e}^{22}\left(x_{2}\right)\right\}_{e}\left(x_{1}\right)}$

Following the same procedure for $\beta_{\mathrm{e}}^{\mathrm{s}}$ gives:


Here $\Phi_{e}^{i j{ }^{i j}}$ are obtained by solving the following differential equation system with initial condition vectors $\left(\begin{array}{ll}1 & 0\end{array}\right)^{T}$ and $\left(\begin{array}{ll}0 & I\end{array}\right)^{T}$

$$
\left[\begin{array}{c}
\dot{y}_{e}  \tag{5.1.14}\\
\dot{z}_{e}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
w_{e} & -2 / x
\end{array}\right]\left[\begin{array}{l}
y_{e} \\
z_{e}
\end{array}\right]
$$

where

$$
W_{e}(x)=-\epsilon_{r}(x)-\frac{e(e+1)}{x^{2}}
$$

As can be seen that (5.1.12) and (5.1.14) have very simple characteristic matrices.

Since the computational aspects of two- and three-dimensional problems are very similar, the details of the comparison of the two methods(the state-space and the new method) will not be repeated here.

### 5.2 Applications

The new method developed in the previous section has been applied to various problems. The results obtained have been compared with the results obtained by the following methods: the eigenfunction expansion technique (for homogeneous spheres), the state-space method(for radially stratified spheres with perfect conductor core and for Luneburg and Eaton lenses), the discrete-layer approximation technique (for Luneburg and Eaton lenses) and the high frequency techniques (for spheres stratified radially with conductor core).

### 5.2.1 Homogeneous_Spherical_Dielectric_Shell



A spherical shell with the following parameters has been taken: $x_{1}=0.8, x_{2}=1 ., \epsilon_{r}=3$. This problem has also been solved as an eigenfunction expansion solution. The incident wave is a plane wave of unit amplitude propagating along the positive z-axis. The multipole coefficients obtained by the two methods have been tabulated below.

| e | $\alpha_{\mathrm{e}}^{\mathrm{s}}$ (Evaluated by the new method) | $\begin{gathered} \alpha_{e}^{s} \\ \text { (Evaluated by eigenfunction) } \\ \text { expansion } \end{gathered}$ |
| :---: | :---: | :---: |
| 1 | -0.8429795E-1+j0.7144788E0 | -0.8429815E-1+j0.7144796玉0 |
| 2 | $0.7529042 \mathrm{E}-1-\mathrm{j} 0.7152019 \mathrm{E}-3$ | $0.7529069 \mathrm{E}-1-\mathrm{j} 0.7152071 \mathrm{E}-3$ |
| 3 | $0.8052376 \pm-6+j 0.27481418-2$ | $0.8052478 \mathrm{E}-6+\mathrm{j} 0.2748158 \mathrm{E}-2$ |
| 4 | -0.5179999E-4+j0.2523092E-9 | -0.5180044E-4+j0.25231373-9 |
| 5 | -0.3001909玉-13-j0.5940861E-6 | -0.3001967E-13-j0.5940919E-6 |


| e | $\beta_{\mathbf{e}}^{\mathbf{s}}$ (Evaluated by the new method) | $\begin{gathered} \beta_{\mathrm{e}}^{\mathbf{s}} \\ \text { (Evaluated by eigenfunction) } \\ \text { expansion } \end{gathered}$ |
| :---: | :---: | :---: |
| 1 | -0.5197019E-2+j0.1785567E0 | -0.5197020E-2+j0.1785567EO |
| 2 | $0.7535358 \mathrm{E}-2-\mathrm{j} 0.7163385 \mathrm{E}-5$ | 0.7535336E-2-j0.716334IE-5 |
| 3 | $0.2561388 \mathrm{E}-8+\mathrm{j} 0.1549939 \mathrm{E}-3$ | $0.2561173 \mathrm{E}-8+j 0.1549874 \mathrm{E}-3$ |
| 4 | -0.1881964E-4+j0.3330402E-12 | -0.1881595E-5+j0.3329096E-12 |
| 5 | -0.1941611E-16-j0.1510886E-7 | -0.1939252E-16-j0.1509968E-7 |

As can be seen, the coefficients are in excellent agreement in the two methods. The magnitudes of the coefficients start rapidly
decreasing after the first two terns. The truncation limit defined as the nearest integer to $2 k r_{\max }$ works satisfactorily for this example The coefficients after the second one can be shown to contribute to the far field scattering parameters negligibly.

### 5.2.2 Radially Stratified Sphericai Shell with Conductor Core



The inner optical radius of the shell is fixed at $x_{1}=8$. Results for three different values of $x_{2}$ are given with the permittivity function $\epsilon(x)=\left(x / x_{2}\right)^{2}$, and $\sigma=0$. This problem was solved by Alexoupoulos(55) using high frequency techniques and by Hizal\&Tosun(31) using the state-space method.

Since the region $0<x<x_{1}$ is not vacuum but a perfect conductor the method of solution developed in section (5.1) for spherical shells must be modified accordingly. The modification proceeds as follows:

Two of the four boundary conditions imposed at $x=x_{1}$ are modified as $\hat{n} \cdot \bar{H}_{2}\left(x_{1}\right)=0$ and $\hat{n} \times \bar{E}_{2}\left(x_{1}\right)=0$.

The first can be shown to be equivalent to $g_{e m}\left(x_{1}\right)=0$ and the second to $f_{e m}+\dot{x}_{1} \dot{f e m}\left(x_{1}\right)=0$. Employing these new conditions in the analysis, which has already been given in section (5.1), results in the following expressions for $\alpha_{\mathrm{em}}^{\mathrm{s}}$ and $\beta_{\mathrm{em}}^{\mathrm{s}}$ :

$$
\begin{aligned}
\alpha_{e m}^{s}=\frac{j_{e}^{\left(x_{2}\right) A_{e}-q_{e}^{B} e}}{p_{e^{B}} e^{-h} e^{(2)}\left(x_{2}\right) A_{e}}
\end{aligned} \quad \alpha_{e m}^{i} \quad \text { where } \quad A_{e}=x_{1} \Phi_{e}^{2 l}\left(x_{2}\right)-\Phi_{e}^{22}\left(x_{2}\right) .
$$

and

$$
\beta_{e m}^{s}=\frac{\Phi_{e}^{22}\left(x_{2}\right) j_{e}\left(x_{2}\right)-\Phi_{e}^{12}\left(x_{2}\right) j_{e}^{\prime}\left(x_{2}\right)}{\Phi_{e}^{12}\left(x_{2}\right) h_{e}^{(2)}\left(x_{2}\right)-\Phi_{e}^{22}\left(x_{2}\right) h_{e}^{(2)}\left(x_{2}\right)} \cdot \beta_{e m}^{i}
$$

In the above formulas the $\Phi^{i j_{1}}$ s are exactly the same as those in section (5.1).

It is seen thet only one column of the state-transition matrix is to be generated to find the multipole coefficients $\alpha_{\mathrm{em}}^{\mathbf{s}}$ and $\beta_{\mathrm{em}}^{s}$. Hence, introducing a perfect conductor core simplifies the computation of the multipole coefficients. The reverse is the case in the state-space method. Since the problem is formulated as a reradiation problem(not as a boundary value problem) in the state-space method, the radiation from the sources generated by the total field on the surface of the core must be taken into account. Quantitatively, the effect of the radiated fields of these true surface currents is experienced through the modification of the initial conditions in the solution of the differential equations. This is explained in (31) in detail.

The multipole coefficients $\alpha_{\mathrm{em}}^{\mathrm{s}}$ and $\beta_{\mathrm{em}}^{\mathrm{s}}$ are tabulated below. The truncation number has been taken as the nearest integer to $2 x_{2}$. As can be seen from the tables, the magnitudes of the multipole coefficients after the nearest integer to $x_{2}$ start decreasing rapidly. The contribution of these coefficients to the far field quantities can be shown to be negligible.

The bistatic scattering cross-section per square wavelength is plotted for three different outer radii. On the same graphs the results of Hizal\&Tosun(they compare their results with Alexopoulos's with a satisfactory agreement) are also shown. The agreement is remarkably good. (See figures 5.1, 5.2 and 5.3).

Since the outer optic radii are 9,9.5, and 10 in the three cases considered, the truncation number(defined as the nearest integer to $2 x_{2}$ ) can be taken as 20.

In the evaluation of the spherical Bessel and Hankel functions care must be taken against numerical errors because of the large
arguments and big indices involved. In the actual computations, generation of these functions using recurrence relations proved to be satisfactory.

| $e$ | $a_{e}^{s}$ | $e$ | $a_{e}^{s}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.5579670 E+1-j 0.1768115 E+1$ | 11 | $0.2133592 E-5+j 0.6022684 \mathrm{E}-2$ |
| 2 | $0.3613104 E+1+j 0.2334389 E+1$ | 12 | $-0.2019523 E-2-j 0.2301032 E-5$ |
| 3 | $0.2884493 E+1+j 0.4328187 E+1$ | 13 | $-0.2620162 E-7+j 0.6947163 E-3$ |
| 4 | $-0.2332444 E 0-j 0.1062961 E+2$ | 14 | $0.1269248 E-3+j 0.8438969 E-9$ |
| 5 | $-0.5184076 E+1+j 0.5837397 E+1$ | 15 | $0.1443681 E-10-j 0.1688023 E-4$ |
| 6 | $0.1686751 E+1+j 0.2266181 E 0$ | 16 | $-0.1787855 E-5-j 0.1569649 E-12$ |
| 7 | $0.3232812 E 0+j 0.2081811 E+1$ | 17 | $-0.1181596 E-14+j 0.1574178 E-6$ |
| 8 | $0.1973965 E+1-j 0.2716420 E 0$ | 18 | $0.1182338 E-7+j 0.6483018 E-17$ |
| 9 | $-0.2851144 E-1-j 0.6631311 E 0$ | 19 | $0.2676611 E-19-j 0.7697705 E-9$ |
| 10 | $-0.1110796 E 0+j 0.7595810 E-3$ | 20 | $-0.4260354 E-10-j 0.7996399 E-22$ |

$x_{1}=8, x_{2}=9$

| e | $\beta_{\mathrm{e}}{ }^{\text {e }}$ | e | $\beta_{e}^{\text {e }}$ |
| :---: | :---: | :---: | :---: |
| 1 | -0.5334029E0- $0.1729322 \mathrm{E}+1$ | 11 | $0.8188744 \mathrm{E}-3-\mathrm{j} 0.1179866 \mathrm{EO}$ |
| 2 | $-0.3528383 \mathrm{E}+1+j 0.5768452 \mathrm{E}+1$ | 12 | -0.1873480E-1-j0.1980268E-4 |
| 3 | $0.60102338+1-0.44996388+1$ | 13 | -0.3074480E-6+j0.2379739E-2 |
| 4 | $0.1347174 \mathrm{E}+1-j 0.1734859 \mathrm{E}$ | 14 | $0.2495837 \mathrm{E}-3+j 0.3263059 \mathrm{E}-8$ |
| 5 | $-0.8745974 \mathrm{E}+1-j 0.5131811 \mathrm{E}+1$ | 15 | $0.2474152 \mathrm{E}-10-\mathrm{j} 0.2209816 \mathrm{E}-4$ |
| 6 | $0.2783194 \mathrm{E}+1+j 0.1214346 \mathrm{E}+2$ | 16 | -0.1679556E-5-j0.1385246E-12 |
| 7 | $0.6520818 \mathrm{E}+1-\mathrm{j} 0.6856066 \mathrm{E}+1$ | 17 | $-0.5879597 \mathrm{E}-15+j 0.1110435 \pm-6$ |
| 8 | -0.4793354E+1-j0.1791600E+1 | 18 | $0.64566752-8+j 0.1933357 \mathrm{E}-17$ |
| 9 | $-0.2615143 E 0+j 0.1993114 \mathrm{E}+1$ | 19 | 0.5010570E-20-j0.3330521E-9 |
| 10 | 0.5686481E0+j0.1992993E-1 | 20 | -0.1514066E-10-j0.1009934E-22 |

$$
x_{1}=8, x_{2}=9.5
$$

| e | $\alpha_{e}^{5}$ | e | $\alpha_{e}^{6}$ |
| :---: | :---: | :---: | :---: |
| 1 | -0.5249333E+1-j0.2162221E+1 | 11 | $0.1834785 \mathrm{E}-2-\mathrm{j} 0.1766052 \mathrm{D}$ |
| 2 | $0.38483012+1+j 0.30154325+1$ | 12 | -0.4073304E-1-j0.93609712-4 |
| 3 | $0.2012995 E+1+j 0.3850665 E+1$ | 13 | $-0.2941049 E-5+j 0.73602830-2$ |
| 4 | $0.1212994-1-j 0.1049452 \mathrm{E}+2$ | 14 | $0.1078895 E-2+j 0.6097533-7$ |
| 5 | $-0.7490852 \mathrm{E}+1+j 0.5653145 \mathrm{E}+1$ | 15 | $0.8790688 \pm-9-j 0.1317208 \pm-3$ |
| 6 | $0.4890933 \mathrm{E}+1+\mathrm{j} 0.2277343 \mathrm{E}+1$ | 16 | -0.1366392E-4-j0.9168293E-11 |
| 7 | 0.7228964玉0-j0.3066322E+1 | 17 | -0.7134251E-13+j0.1223189 -5 |
| 8 | $-0.2252585 \mathrm{~L}+1-\mathrm{j} 0.3558252 \mathrm{E}$ | 18 | $0.9568438 \pm-7+j 0.4245964 E-15$ |
| 9 | $-0.119162430+j 0.13516978+1$ | 19 | $0.1972035 \mathrm{E}-17-\mathrm{j} 0.6607329 \mathrm{E}-8$ |
| 10 | 0.5752754E0+j0.2039777E-1 | 20 | -0.4050648E-9-j0.7228566玉-20 |


| e | $\beta_{\mathrm{e}}{ }^{\text {S }}$ | e | $\beta_{e}^{s}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.842980250+j 0.2113114 E+1$ | 11 | $0.1365928 \mathrm{E}-2-\mathrm{j} 0.1523810 \mathrm{O}$ |
| 2 | $-0.3768704 E 0+j 0.5190043 E+1$ | 12 | -0.2591495E-1-j0.3789019E-4 |
| 3 | $0.6683973 E+1-j 0.4244186 E+1$ | 13 | -0.6824115E-6+j0.3545411E-2 |
| 4 | 0.5798098E0-j0.3170601E-1 | 14 | $0.4034119 \mathrm{E}-3+j 0.8524980 \mathrm{E}-8$ |
| 5 | -0.8021702E+1-j0.5473982E+1 | 15 | 0.7738786E-10-j0.3908223E-4 |
| 6 | $0.2070098 \mathrm{E}+1+j 0.1243678 \mathrm{E}+2$ | 16 | -0.3280326E-5-j0.5284113E-12 |
| 7 | $0.7195534 \mathrm{E}+1-\mathrm{j} 0.6856707 \mathrm{E}+1$ | 17 | -0.2788083E-14+j0.2418089E-6 |
| 8 | -0.5162555E+1-j0.2135481E+1 | 18 | $0.1582705 E-7+j 0.1161701 E-16$ |
| 9 | $-0.3424375 E 0+j 0.2274653 E+1$ | 19 | 0.3887255E-19-j0.9276628E-9 |
| 10 | $0.6837488 \mathrm{EO}+\mathrm{j} 0.2925432 \mathrm{E}-1$ | 20 | -0.4856846E-10-j0.1039230E-21 |

$x_{1}=8, x_{2}=10$.

| e | $a_{e}^{\text {s }}$ | e | $\alpha_{e}^{5}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.45539238+1-j 0.2687507 \mathrm{E}+1$ | 11 | $0.1415927 \mathrm{E}-1-\mathrm{j} 0.4904264 \mathrm{EO}$ |
| 2 | $0.3957408 \mathrm{E}+1+\mathrm{j} 0.4179858 \mathrm{E}+1$ | 12 | -0.1228071E0-j0.8509278E-3 |
| 3 | $0.9236560 \mathrm{EO}+\mathrm{j} 0.2794598 \mathrm{E}+1$ | 13 | $-0.3185718 \mathrm{E}-4+j 0.2422405 E-1$ |
| 4 | $0.3114575 \mathrm{E}+1-j 0.9627089 \mathrm{E}+1$ | 14 | $0.38923352-2+j 0.7936271 \mathrm{E}-6$ |
| 5 | -0.1022697E+2+j0.3955872E+1 | 15 | $0.1385862 E-7-j 0.5230014 \mathrm{E}-3$ |
| 6 | $0.6365160 E+1+j 0.6961146 \mathrm{E}+1$ | 16 | -0.5991872E-4-j0.1763044E-9 |
| 7 | $0.4790029 \mathrm{E}+1-\mathrm{j} 0.6543676 \mathrm{E}+1$ | 17 | -0.1682788E-11+j0.5940653E-5 |
| 8 | $-0.5462245 \mathrm{E}+1-\mathrm{j} 0.2453022 \mathrm{E}+1$ | 18 | $0.5157691 \mathrm{E}-6+j 0.1233687 \mathrm{E}-13$ |
| 9 | $-0.7646009 \mathrm{EO}+\mathrm{j} 0.3351107 \mathrm{E}+1$ | 19 | 0.7081841E-16-j0.3959512E-7 |
| 10 | $0.1490157 \mathrm{E}+1+\mathrm{j} 0.1378640 \mathrm{E}$ | 20 | -0.2708399E-8-j0.3231680E-18 |


| $e$ | $\beta_{e}^{s}$ | $e$ | $\beta_{e}^{s}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.1514177 \mathrm{E}+1+j 0.2646555 \mathrm{E}+1$ | 11 | $0.3613613 \mathrm{E}-2-j 0.2478330 \mathrm{E} 0$ |
| 2 | $-0.3960698 \mathrm{E}+1+j 0.4107656 \mathrm{E}+1$ | 12 | $-0.4815608 \mathrm{E}-1-j 0.1308370 \mathrm{E}-3$ |
| 3 | $0.7758965 \mathrm{E}+1-j 0.3545330 \mathrm{E}+1$ | 13 | $-0.3106176 \mathrm{E}-5+j 0.7564085 \mathrm{E}-2$ |
| 4 | $-0.8338782 \mathrm{E} 0-j 0.6579217 \mathrm{E}-1$ | 14 | $0.9930056 \mathrm{E}-3+j 0.5165346 \mathrm{E}-7$ |
| 5 | $-0.6581628 \mathrm{E}+1-j 0.5836370 \mathrm{E}+1$ | 15 | $0.6294703 \mathrm{E}-9-j 0.1114629 \mathrm{E}-3$ |
| 6 | $0.633276 \mathrm{E} 0+j 0.1274989 \mathrm{E}+2$ | 16 | $-0.1087021 \mathrm{E}-4-j 0.5802489 \mathrm{E}-11$ |
| 7 | $0.8516746 \mathrm{E}+1-\mathrm{j} 0.6662926 \mathrm{E}+1$ | 17 | $-0.4142441 \mathrm{E}-13+j 0.9320680 \mathrm{E}-6$ |
| 8 | $-0.5851796 \mathrm{E}+1-\mathrm{j} 0.2930394 \mathrm{E}+1$ | 18 | $0.7092699 \mathrm{E}-7+j 0.233013 \mathrm{E}-15$ |
| 9 | $-0.5631297 \mathrm{E} 0+j 0.2895567 \mathrm{E}+1$ | 19 | $0.1052280 \mathrm{E}-17-j 0.4826521 \mathrm{E}-8$ |
| 10 | $0.9865332 \mathrm{E} 0+j 0.6013391 \mathrm{E}-1$ | 20 | $-0.2956295 \mathrm{E}-9-j 0.3850338 \mathrm{E}-20$ |




Fig. (5.2) Scattering Pattern of a Spherical Dielectric Shell Stratiried Radially with Conductor Core.


Fig. (5.3) Scattering Pattern of a Spherical Dielectric Shell Stradified Radially with Conductor Core.

It can be seen from the above tables that the coefficients after the tenth start decreasing rapidly to zero. Their contribution to the scattering parameters becomes negligible. The computations suggest that the truncation number for this problem should be the nearest integer to $x_{2}$, rather than $2 x_{2}$.

### 5.2.3 Iuneburg_and_Eaton_Lenses

### 5.2.3a Luneburg Lens

This lens is characterized by the relative permittivity function $\epsilon_{r}(x)=2-\left(x / x_{2}\right)^{2}$, where $x_{2}$ is the optical radius of the lens.

The analysis developed in section (5.1) can easily be applied to this case. However, the following modification is necessary: the Luneburg lens is not a spherical shell but is a solid dielectric. Therefore the centre of lens(also the coordinate origin) is in the numerical integration range. On the other hand the characteristic matrices of the differential systems (5.1.12) and (5.1.14) are singular at the origin. This singularity is eliminated by surrounding the origin of the coordinate system by a homogeneous sphere of very small radius compared to the radius of the lens. The permittivity of this sphere is taken as the value of $\epsilon_{r}(x)$ attained at $x=0$ which is 2. This modification isolates the origin and again a spherical shell problem has to be solved. Since the region $x<x_{h}$ (where $x_{h}$ is the radius of the surrounding sphere) is not vacuum but a dielectric of relative permittivity 2 a quantitative modification is necessary in the formulas developed in section (5.1) as follows:

$$
\beta_{e m}^{s}=\frac{j_{e}^{\left(x_{2}\right)}-j_{e}^{\prime}\left(x_{2}\right) T_{e}}{\dot{h}_{e}^{(2)}\left(x_{2}\right) T_{e}-h_{e}^{(2)}\left(x_{2}\right)} \cdot \beta_{e m}^{i}
$$

where $T_{e}=\frac{\Phi_{e}^{11}\left(x_{2}\right) j_{e}\left(x_{1 d}\right)+\Phi_{e}^{12}\left(x_{2}\right) j_{e}^{\prime}\left(x_{1 d}\right)}{\Phi_{e}^{21}\left(x_{2}\right) j_{e}\left(x_{1 d}\right)+\Phi_{e}^{22}\left(x_{2}\right) j_{e}^{\prime\left(x_{1 d}\right)}} \quad, \quad x_{1 d}=x_{1} \sqrt{\epsilon_{r}(0)}=x_{1} \sqrt{2}$

$$
\alpha_{e m}^{s}=\frac{j_{e}^{\left(x_{2}\right)-q_{e}}{ }_{e}^{U}}{p_{e} e^{U}-h_{e}^{(2)}\left(x_{2}\right)} \cdot a_{e m}^{i}
$$

where

$$
\begin{aligned}
& U_{e}=\frac{\Phi_{e}^{11}\left(x_{2}\right) j_{e}\left(x_{1 d}\right)+\sqrt{\epsilon_{r}(0)} \Phi_{e}^{12}\left(x_{2}\right) j_{e}^{\prime}\left(x_{1 d}\right)}{\Phi_{e}^{21}\left(x_{2}\right) j_{e}\left(x_{1 d}\right)+\sqrt{\epsilon_{r}(0)} \Phi_{e}^{22}\left(x_{2}\right) j_{e}^{\prime}\left(x_{1 d}\right)} \\
& p_{e}=\left[\epsilon_{r}\left(x_{2}\right)-1\right] \frac{h_{e}^{(2)}\left(x_{2}\right)}{x_{2}}+\epsilon_{r}\left(x_{2}\right) h_{e}^{\prime}(2)\left(x_{2}\right) \\
& q_{e}=\left[\epsilon_{r}\left(x_{2}\right)-1\right] \frac{j_{e}\left(x_{2}\right)}{x_{2}}+\epsilon_{r}\left(x_{2}\right) j_{e}^{\prime}\left(x_{2}\right)
\end{aligned}
$$

In both $\alpha_{e m}^{s}$ and $\beta_{e m}^{s}$, the $\Phi_{\mathrm{e}}^{i j_{1}}$ are obtained by solving (5.1.12) and (5.1.14) numerically, subject to the initial condition vectors $(1 \quad 0)^{T}$ and $\left(\begin{array}{ll}0 & 1\end{array}\right)^{T}$.

Since $\epsilon_{r}\left(x_{2}\right)=1$ the equations for $p_{e}$ and $q_{e}$ simplify to:
$p_{e}=\dot{h}_{e}^{(2)}\left(x_{2}\right), q_{e}=j_{e}^{\prime}\left(x_{2}\right)$.
In the numerical applications $x_{1}$ has been taken as $0.01 x_{2}$.
The excitation is a circularly polarized plane wave propagating along the positive z-axis the multipole coefficients of which are given as:

$$
\alpha_{e m}^{i}=(-)^{e-1} \sqrt{4 \pi(2 e+1)} \quad, \quad \beta_{e m}^{i}=\alpha_{e m}^{i}
$$

Multipole coefficients are tabulated first, for four different radii. Secondly the bistatic differential scattering cross-section per square wavelength(see chapter 6 for the definition) are plotted.

Back-scattering cross-sections in each case are compared to the results of Mikulski\&Murphy(38) (They use a layer approximation in their analysis) and also to the results of Hizal\&Tosun wherever it is possible to do so.

$$
x_{2}=1, x_{1}=0.01
$$

| $e$ | $\alpha_{e}^{s}$ | $\beta_{e}^{s}$ |
| :---: | :---: | :---: |
| 1 | $-0.3077682 E-1-j 0.4336142 E 0$ | $-0.2191222 E-3-j 0.3667906 \mathrm{E}-1$ |
| 2 | $-0.2373057 E-1+j 0.710444 \mathrm{E}-4$ | $-0.1040812 E-2+j 0.1366642 \mathrm{E}-6$ |
| 3 | $0.3930975 \mathrm{E}-7+j 0.6071935 \mathrm{E}-3$ | $0.2754114 \mathrm{E}-10+j 0.1607193 \mathrm{E}-4$ |
| 4 | $0.8912898 \mathrm{E}-5-j 0.7469846 \mathrm{E}-11$ | $0.1566438 \mathrm{E}-6-j 0.2307280 \mathrm{E}-14$ |
| 5 | $-0.6068476 \mathrm{E}-15-j 0.8446766 \mathrm{E}-7$ | $-0.9481357 \mathrm{E}-19-j 0.1055810 \mathrm{E}-8$ |

$x_{2}=2, x_{1}=0.02$

| $\mathbf{e}$ | $\alpha_{e}^{s}$ | $\beta_{e}^{s}$ |
| :---: | :---: | :---: |
| 1 | $-0.8294598 E 0-j 0.2093773 E+1$ | $-0.1691350 \mathrm{E} 0-j 0.1004926 \mathrm{E}+1$ |
| 2 | $-0.5990455 \mathrm{E} 0+j 0.4553356 \mathrm{E}-1$ | $-0.1101457 \mathrm{EO}+\mathrm{j} 0.1530838 \mathrm{E}-2$ |
| 3 | $0.4039813 \mathrm{E}-3+j 0.6155286 \mathrm{E}-1$ | $0.4869032 \mathrm{E}-5+j 0.6757688 \mathrm{E}-2$ |
| 4 | $0.3679487 \mathrm{E}-2-j 0.1273059 \mathrm{E}-5$ | $0.2673970 \mathrm{E}-3-j 0.6723366 \mathrm{E}-8$ |
| 5 | $-0.1731921 \mathrm{E}-8-j 0.1426969 \mathrm{E}-3$ | $-0.4567267 \mathrm{E}-11-j 0.7327888 \mathrm{E}-5$ |

$$
x_{2}=3, x_{1}=0.3
$$

| $e$ | $\alpha_{e}^{s}$ | $\beta_{\mathrm{e}}^{\mathrm{s}}$ |
| :---: | :---: | :---: |
| 1 | $-0.2175749 \mathrm{E}+1-j 0.2936857 \mathrm{E}+1$ | $-0.2724757 \mathrm{E}+1-j 0.3051930 \mathrm{E}+1$ |
| 2 | $-0.2625766 \mathrm{E}+1+j 0.9946039 \mathrm{E} 0$ | $-0.1436908 \mathrm{E}+1+j 0.2697252 \mathrm{E} 0$ |
| 3 | $0.5840659 \mathrm{E}-1+j 0.7378217 \mathrm{E} 0$ | $0.4025255 \mathrm{E}-2+j 0.1942697 \mathrm{E} 0$ |
| 4 | $0.1006370 E 0-j 0.9524198 \mathrm{E}-3$ | $0.1725598 \mathrm{E}-1-j 0.2800749 \mathrm{E}-4$ |
| 5 | $-0.6891069 \mathrm{E}-5-j 0.9001063 \mathrm{E}-2$ | $-0.1001165 \mathrm{E}-6-j 0.1084982 \mathrm{E}-2$ |
| 6 | $-0.5636298 \mathrm{E}-3+j 0.2485486 \mathrm{E}-7$ | $-0.501145 \mathrm{E}-4+j 0.1964947 \mathrm{E}-9$ |


| e | $\alpha_{e}^{\text {s }}$ | $\beta_{\mathrm{e}}^{\mathbf{s}}$ |
| :---: | :---: | :---: |
| 1 | $-0.5846534 \mathrm{E}+1-\mathrm{j} 0.1310334 \mathrm{E}+1$ | -0.5654106E+1-j0.1657429E+1 |
| 2 | $-0.3162358 i+1+j 0.6351945 E+1$ | -0.3011957E+1+j0.6539386玉+1 |
| 3 | $0.4519717 \mathrm{E}+\mathrm{I}+\mathrm{j} 0.4686400 \mathrm{E}+1$ | $0.4851190 E+1+j 0.4686683 E+1$ |
| 4 | $0.3414829 \mathrm{E}+1-j 0.12414368+1$ | $0.2150912 \Sigma+1-j 0.4544499 \mathrm{EO}$ |
| 5 | -0.8268934E-1-j0.9825276E0 | -0.1174951E-1-j0.3714868E0 |
| 6 | -0.1786093EO+j0.2496419E-2 | -0.4875176E-1+j0.1859560玉-3 |
| 7 | $0.4275149 \mathrm{E}-4+j 0.2422704 \mathrm{E}-1$ | $0.1830251 E-5+j 0.5012802 E-2$ |
| 8 | $0.3002340 \mathrm{E}-2-\mathrm{j} 0.4343231 \mathrm{E}-6$ | 0.8898701E-3-j0.5417811E-7 |
| 9 | -0.3034700E-7-j0.2054265E-3 | -0.3076946E-7+j0.6895263E-3 |
| 10 | -0.1306691E-3+j0.1112179E-10 | $0.1317394 E-3+j 0.1068358 \mathrm{E}-8$ |

In the following table forward and backward scattering crosssectional values have been compared against existing data for four different radii.

| $\mathrm{x}_{2}$ | $\sigma_{f} / \lambda^{2}\binom{$ present }{ method } | $\sigma_{f} / \lambda^{2}(\mathrm{H} \& \mathrm{~T})$ | $\sigma_{\mathrm{b}} / \lambda^{2}\binom{\text { present }}{\text { method }}$ | $\begin{aligned} & \sigma_{b} / \lambda^{2}(\text { M\&M }) \\ & 5 \text { layer } \\ & \hline \end{aligned}$ | $\begin{aligned} & \sigma_{b} / \lambda^{2}(\text { MRM }) \\ & 10 \text { layer } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.004829 | - | 0.002597 | 0.0031 | 0.0031 |
| 2 | 0.3455 |  | 0.01248 | 0.0092 | 0.0116 |
| 3 | 4.0356 | 4. | 0.05447 | 0.05 | 0.0544 |
| 5 | 66.95 | 66. | 0.0934 | 0.078 | 0.094 |

H\&T is short for Hizal\&Tosun and M\&M is for Miqulski\&Murphy.

It is clear from the above table that, as the optical radius of the lens increases the scattered wave in the forward direction dominates over the wave scattered in the backward direction. (The backscattered field is practically zero for $x_{2} \geqslant 2$. This is the lens action as should be expected. $\sigma / \lambda^{2}$ is plotted in Figs. (5.4) and (5.5).

### 5.2.3b Eaton Lens

This lens is again a solid dielectric sphere stratified in the radial direction with the permittivity function $\epsilon_{\mathbf{r}}(x)=\left(2 x_{2}-x\right) / x$. $x_{2}$ is the optical radius of the lens. $\quad \epsilon_{r}(x)$ is singular at $x=0$. This singular behaviour of the permittivity is approximated by assuming a perfect conductor core concentric with the lens. The radius of this conductor core is taken to be very small compared to $\mathbf{x}_{2}$. The formulas developed in section (5.2.2) fit this problem and they have been used to get the following tables and graphs.



Fig.(5.5) Scattering Patterns of Luneburg Lèns
$x_{2}=1, x_{1}=0.01$

| $e$ | $\alpha_{e}^{s}$ | $\beta_{e}^{S}$ |
| :---: | :---: | :---: |
| 1 | $-0.1333421 E 0-j 0.8949498 E 0$ | $-0.7990355 E-3-j 0.7003862 E-1$ |
| 2 | $-0.3620120 E-1+j 0.1653351 E-3$ | $-0.1603914 E-2+j 0.3245429 E-6$ |
| 3 | $0.7324153 E-7+j 0.8288113 E-3$ | $0.5324481 E-10+j 0.2234681 E-4$ |
| 4 | $0.1145574 \mathrm{E}-4-j 0.1234014 \mathrm{E}-10$ | $0.2048876 E-6-j 0.3947348 E-14$ |
| 5 | $-0.9268702 E-15-j 0.1043903 \mathrm{E}-6$ | $-0.1492101 E-18-j 0.1324493 \mathrm{E}-8$ |


| e | $\alpha_{\text {e }}^{\text {s }}$ | $\beta_{\text {e }}$ |
| :---: | :---: | :---: |
| 1 | -0.4619618玉+1-j0.2650170i+1 | -0.1695863E+1-j0.2745283E+1 |
| 2 | $-0.1060405 \mathrm{E}+1+\mathrm{j} 0.1444918 \mathrm{E}$ | -0.1921474E0+j0.4660520E-2 |
| 3 | $0.8308098 \Xi-3+j 0.8826907 \mathrm{E}-1$ | $0.1029032 \mathrm{E}-4+\mathrm{j} 0.9824066 \mathrm{E}-2$ |
| 4 | 0.4829715E-2-j0.2193395E-5 | $0.3572002 \mathrm{E}-3-\mathrm{j} 0.1199768 \mathrm{E}-7$ |
| 5 | -0.2705160E-8-j0.1783393E-3 | -0.7360280E-11-j0.9302460E-5 |

$x_{2}=3, x_{1}=0.03$

-| $e$ | $\alpha_{e}^{s}$ | $\beta_{e}^{s}$ |
| :--- | :---: | :---: |
| 1 | $-0.1184141 \mathrm{E}+1+j 0.242247 \mathrm{E}+1$ | $-0.3419372 \mathrm{E}+1+j 0.3050033 \mathrm{E}+1$ |
| 2 | $-0.3815383 \mathrm{E}+1+j 0.5036089 \mathrm{E}+1$ | $-0.3519454 \mathrm{E}+1+j 0.2140855 \mathrm{E}+1$ |
| 3 | $0.1612229 \mathrm{E}+\mathrm{j} 0.1219060 \mathrm{E}+1$ | $0.1105252 \mathrm{E}-1+j 0.3217744 \mathrm{E} 0$ |
| 4 | $0.1392511 \mathrm{E}-\mathrm{j} 0.1823668 \mathrm{E}-2$ | $0.2421915 \mathrm{E}-1-j 0.5515615 \mathrm{E}-4$ |
| 5 | $-0.1129559 \mathrm{E}-4-j 0.1152404 \mathrm{E}-1$ | $-0.1694900 \mathrm{E}-6-j 0.1411636 \mathrm{E}-2$ |
| 6 | $-0.6911522 \mathrm{E}-3+j 0.3737410 \mathrm{E}-7$ | $-0.6232844 \mathrm{E}-4+j 0.3039456 \mathrm{E}-9$ |

In the following table forward and backward scattering cross-
sectional values are compared with existing data for various optical radii.

| $x_{2}$ | $\sigma_{f} / \lambda^{2}$ (present method $)$ | $\sigma_{f} / \lambda^{2}(\mathrm{H} \mathrm{\& T})$ | $\sigma_{\mathrm{b}} / \lambda^{2}$ (present method $)$ | $\sigma_{\mathrm{b}} / \lambda^{2}($ M\&M $)$ <br> 5 layer | $\sigma_{b} / \lambda^{2}$ (M\&M) <br> 10 layer |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.01991 | - | 0.01193 | 0.0128 | 0.012 |
| 2 | 1.7820 | - | 0.1662 | 0.146 | 0.169 |
| 3 | 4.638 | 4.2 | 0.6664 | 0.497 | 0.71 |

$\sigma / \lambda^{2}$ is plotted in Fig. (5.6)


Fig.(5.6) Scattering Patterns of Eaton Lens

## 6. THREE-DIMENSIONAL SCATMERING PROBLEMS-NON-SPHERICAL SCATTERERS

In practice scattering problems are generally three-dimensional Thus far only idealized scatterers such as infinite cylinders and radially stratified spheres have been considered. In this chapter, the method developed for such ideal scatteres will be extended to non-spherical three-dimensional scatterers which are rotationally symmetric. These cover a wide range of practical scattering bodies. No attempt is made to extend the method to purely arbitrary bodies because of the difficulties to derive the necessary algorithms and long computer times.

### 6.1 Representation of the Electromagnetic Field with Multipole Series



Fig.6.1.1

Consider a scatterer as shown in Fig.6.1.1. The permittivity and conductivity are assumed to be constant. The inscribing and enscribing spheres with corresponding radii $r_{1}$ and $r_{2}$ are also shown in the figure.

Regions 1 and 3 are homogeneous. The
wave equation in these regions is the homogeneous vector Helmholtz equation and it has the following convergent and unique infinite series solutions for the magnetic fields(with zero divergence) in terms of the vector spherical harmonics:

$$
\begin{equation*}
\bar{H}_{1}=\frac{1}{k_{1}} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\beta_{\mathrm{em}}^{I} \overline{\mathrm{~N}}_{\mathrm{em}}^{I \alpha}+k_{1} \alpha_{\mathrm{em}}^{I} \overline{\mathrm{M}}_{\mathrm{em}}^{I d}\right], \tag{6.1.1}
\end{equation*}
$$

$$
r \leqslant r_{1}, 0 \leqslant \theta \leqslant \pi, 0 \leqslant \phi \leqslant 2 \pi
$$

$$
\begin{aligned}
& \bar{H}_{3}=\frac{1}{k} \sum_{o=0}^{\infty} \sum_{m=-e m}^{e}\left[\beta_{e m}^{s} \bar{M}_{\mathrm{em}}^{5}+\mathrm{k}_{\mathrm{o}} \alpha_{\mathrm{em}}^{s} \bar{M}_{\mathrm{em}}^{\mathrm{s}}+\beta_{\mathrm{em}}^{i} \overline{\bar{M}}_{\mathrm{em}}^{1}+\mathrm{k}_{0} \alpha_{\mathrm{em}}^{i} \bar{M}_{\mathrm{M}}^{1}\right] \\
& r \geqslant r_{2}, 0 \leqslant \theta \leqslant \pi, 0 \leqslant \phi \leqslant 2 \pi
\end{aligned}
$$

where $k_{1}=\omega \sqrt{\epsilon_{1} \mu_{0}}, \epsilon_{1}$ is the complex permittivity of the scatterer and

The above representations can be deduced by a) starting from the scalar Helmholtz equation as in section (4.1.1) and (4.1.2) b) starting from the expression for the vector potential $\bar{A}$ which is proportional to the volume quadrature of the current density, the weighting factor being the free space Green's function, and expanding the Green's function into a multipole series. Since the multipole. expansions of the free-space Green's function for regions 1 and 3 are both convergent and unique(56), the corresponding multipole series for the electromagnetic field in these regions are also convergent and unique. Also the radiation conditions at infinity are automatically satisfied by choosing s-type of functions(outgoing wave functions) in region 3.

Region 2 is not homogeneous in its material composition. The wave equation in this region is not the homogeneous vector Helmholtz equation. The partial differential equations for the field vectors $\bar{E}$ and $\bar{H}$ in region 2 can be shown to have the following form:

$$
\begin{aligned}
& \nabla^{2} \overline{\mathrm{~B}}+\mathrm{k}_{0}^{2} \overline{\mathrm{E}}=\left(\mathrm{k}_{0}^{2}-k_{2}^{2}\right) \overline{\mathrm{E}}-\nabla\left[\overline{\mathrm{E}} \cdot \nabla\left(\operatorname{In} \varepsilon_{2}\right)\right] \\
& \nabla^{2} \overline{\mathrm{H}}+\mathrm{k}_{0}^{2} \overline{\mathrm{H}}=\left(\mathrm{k}_{0}^{2}-\mathrm{k}_{2}^{2}\right) \overline{\mathrm{H}}-j \omega \nabla \epsilon_{2} \times \overline{\mathrm{E}}
\end{aligned}
$$

where $\quad k_{2}=\omega \sqrt{\epsilon_{2}^{\prime} \mu_{0}}$ and $\epsilon_{2}^{\prime}=\epsilon_{2}(r, \theta)-j \frac{\sigma_{2}(r, \theta)}{\omega}$

These are inhomogeneous vector Helmholtz equations. The inhomogeneous terms are functions of the unknown field vectors. It is known that (47), (57) such inhomogeneous vector partial differential equations can also have multipole expansion solutions similar to the above ones. Here, the radial dependence of the solution consists of unknown functions in the radial variable which reduce to the spherical Bessel and Hankel functions outside the inhomogeneities. Such series solutions have been given by both (47) and (57) in their attempt to represent the electromagnetic field with multipole series in source regions. Although region 2 in the present case is not a source region, the inhomogeneous terms in the above partial differential equations can be thought of as some kind of source terms. Mathematically such a representation with unknown radial functions is actually the representation of a vector field(which should satisfy certain regularity conditions such as having finite energy, etc.) with an infinite series of spherical vector angular harmonics $\bar{X}_{\mathrm{em}}{ }^{\text {• }}$ The validity of this representation has been proved as a theorem(56). This reasoning results in the following series for $\bar{H}_{2}$ :

$$
\begin{equation*}
\vec{H}_{2}=\frac{1}{k_{0}} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[k_{o} f_{e m} \bar{X}_{e m}+\operatorname{Curl}\left(g_{e m} \overline{\mathrm{X}}_{\mathrm{em}}\right)\right] \tag{6.1.3}
\end{equation*}
$$

$$
r_{1} \leqslant r \leqslant r_{2}, \quad 0 \leqslant \theta \leqslant \pi, \quad 0 \leqslant \phi \leqslant 2 \pi .
$$

where $f_{e m}$ and $g_{e m}$ are unknown radial functions, the factor $k_{o}$ has been put separately in the expansion(actually it can be thought of as in $f_{e m}$ and $g_{e m}$ ) in order to preserve the similarity of this series to the other two.
$\alpha_{e m}^{\mathcal{I}}, \alpha_{\text {em }}^{s}, \beta_{e m}^{\mathcal{I}}, \beta_{e m}^{s}$ are the unknown electric and magnetic multipole coefficients respectively. The incident wave has been assumed to be a plane wave generated at distances farfrom the scatterer. Its multipole coefficients $\alpha_{e m}^{i}$ and $\beta_{e m}^{i}$ and they are assumed known.

The corresponding expansions for the electric fields are obtained by using the equation $j \omega \bar{C} \overline{\bar{B}}=\operatorname{Cur} \overline{\mathrm{H}}$. These are:

$$
\begin{align*}
& \bar{E}_{1}=-j \sum_{1} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\beta_{e m}^{I} \bar{M}_{e m}^{I d}+\frac{1}{k_{1}} \alpha_{e m}^{I} \bar{N}_{\mathrm{em}}^{I d}\right]  \tag{6.1.4}\\
& \bar{E}_{2}=\frac{-j Z_{o}}{k_{0}^{2} C_{2 r}(r, \theta)} \sum_{e=0}^{\infty} \sum_{m=e}^{e}\left[G_{e m} \bar{X}_{e m}+k_{0} \operatorname{Curl}\left(f_{e m} \bar{X}_{e m}\right)\right]  \tag{6.1.5}\\
& \bar{E}_{3}=-j Z \sum_{o}^{\infty} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[\beta_{e m}^{s} \bar{M}_{e m}^{s}+\frac{I}{k_{o}} \alpha_{e m}^{s} \bar{N}^{s}{ }_{e m}+\beta_{e m}^{i} \bar{M}_{\mathrm{em}}^{\mathcal{I}}+\frac{I}{k_{o}} \alpha_{\mathrm{em}}^{i} \overline{\mathrm{~N}}^{\mathcal{I}}\right]
\end{align*}
$$

where $G_{e m}(r)=\frac{e(e+1)}{r^{2}} g_{e m}-\frac{2}{r} \frac{d g_{e m}}{d r}-\frac{d^{2} g_{e m}}{d r^{2}}, \quad Z_{0}=\sqrt{\frac{\mu_{0}}{\epsilon_{0}}}, \quad Z_{1}=\sqrt{\frac{\mu_{0}}{\varepsilon_{i}}}$

### 6.2 Procedure of Deducing the Differential Equations for $f_{e m}$ and $g_{e m}$

The starting point is the expansion of the following vector relation:

$$
\begin{equation*}
\operatorname{Curl}\left[\epsilon_{2 r}^{\prime}(r, \theta) \bar{E}_{2}\right]=\varepsilon_{2 r}^{\prime}(r, \theta) \operatorname{Cur} I \bar{E}_{2}+\operatorname{grad} \varepsilon_{2 r}^{\prime} x \bar{E}_{2} \tag{6.2.1a}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{Curl}\left[\epsilon_{2 r}^{\prime}(r, \theta) \bar{E}_{2}\right]=-j \omega \mu_{0} \epsilon_{2 r}^{\prime}(r, \theta) \bar{H}_{2}+\operatorname{grad} \epsilon_{2 r}^{!} \times \bar{E}_{2} \tag{6.2.1b}
\end{equation*}
$$

But from (6.1.5) $\epsilon_{2 r}^{1}(r, \theta) \bar{E}_{2}=-\frac{j Z_{o}}{k_{0}^{2}} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[G_{e m} \bar{X}_{e m}+k_{0} \operatorname{Curl}\left(f_{e m} \bar{X}_{e m}\right)\right]$

Hence substitution of (6.1.3), (6.1.5) and (6.2.2) into (6.2.1) results in the following equality:
$k_{o}^{2} \varepsilon_{2 r} \sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[k_{0} f_{e m} \bar{x}_{e m}+\operatorname{Curl}\left(g_{e m} \bar{X}_{e m}\right)\right]+\sum_{e=0}^{\infty} \sum_{m=-e}^{e} \operatorname{grad}\left(\operatorname{Ln} \epsilon_{2 r}\right) x\left[G_{e m} \bar{x}_{e m}+k_{0} \operatorname{Curl}\left(f_{e m} \bar{X}_{e m}\right)\right]$

$$
\begin{equation*}
=\sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[k_{o} F_{e m} \bar{x}_{e m}+\operatorname{Curl}\left(G_{e m} \bar{x}_{e m}\right)\right] \tag{6.2.3}
\end{equation*}
$$

The next step is the dot multiplication of each term of (6.2.3) by $\bar{X}_{e^{\prime} m^{\prime}}^{*}$ and integration over the whole solid angle. The result follows as:

$$
\left.\cdot \bar{x}_{e^{\prime} m}^{*}, d \Omega\right]
$$

(where the relations $\int_{\Omega} \bar{x}_{e m} \cdot \bar{X}_{e}{ }^{\prime} m^{\prime}, d \Omega=\delta_{e e^{\prime}} \delta_{m m}, \quad$ and

$$
\int_{\Omega} \operatorname{Curl}\left[A_{e m}(r) \bar{X}_{e m}\right] \cdot \bar{X}_{e^{\prime} m^{\prime}}^{*} d \Omega=0 \text { have been utilized) }
$$

The following relations are established after some algebra.
where $\Delta_{e}=[e(e+1)]^{1 / 2}, Y_{e m}=\left[\frac{2 e+1}{4 \pi} \frac{(e-m)!}{(e+m)!}\right]^{1 / 2} P_{e}^{m}(\cos \theta) e^{j m \phi}$

$$
\begin{align*}
& {\left[\operatorname{grad}\left(\operatorname{In} \epsilon_{2 r}\right) \times \operatorname{Curl}\left(f_{e m} \bar{X}_{e m}\right)\right] \cdot \bar{X}_{e m^{\prime}}^{*}=-\frac{\partial L n \varepsilon_{2 r}^{\prime}}{\partial r}\left(\frac{f_{e m}}{r}+\dot{f}_{e m}\right) \bar{X}_{e m} \cdot \bar{X}_{e^{\prime} m^{\prime}}^{*}-j \frac{\Delta_{e}}{r^{2}}} \\
& \frac{\partial L_{n} \varepsilon_{2 r}}{\partial \theta} f_{e m}(r) Y_{e m} X^{*} e^{\prime} \phi \tag{6.2.5}
\end{align*}
$$

$$
\begin{aligned}
& F_{e^{\prime} m^{\prime}} \sum_{e=0}^{\infty} \sum_{m=-=}^{e}\left[f_{e m}(r) k_{0}^{2} \int_{\Omega} \epsilon_{2 r}^{\prime}(r, \theta) \bar{X}_{e m} \cdot \bar{X}_{e}^{*} m^{\prime} d \Omega+\frac{1}{k_{0}} G_{e m}(r) \int_{\Omega} \operatorname{grad}\left(L_{n} \epsilon_{2 r}^{\prime}\right) x^{x} \bar{x}_{e m}\right. \\
& \cdot \bar{X}_{e}^{*}{ }^{\prime} m^{\prime} d \Omega+k_{0} \int_{\Omega} \epsilon_{2 r}^{\prime}(r, \theta) \operatorname{curl}\left(g_{e m} \bar{x}_{e m}\right) \cdot \bar{x}_{e^{\prime} m^{\prime}}^{\prime} d \Omega+\int_{\Omega} \operatorname{grad}\left(\operatorname{Ln} \epsilon_{2 r}^{\prime}\right) \times \operatorname{Curl}\left(f_{e m} \bar{x}_{e m}\right)
\end{aligned}
$$

The following vector equalities have been used in deriving (6.2.4) and (6.2.5):

$$
\begin{aligned}
& \hat{a}_{r} x \operatorname{Curl} \bar{x}_{e m}=-\frac{\bar{x}_{e m}}{r}, \quad \hat{a}_{r} x\left(\hat{a}_{r} x \bar{x}_{e m}\right)=-\bar{x}_{e m} \\
& \hat{a}_{\theta} x \operatorname{Curl} \bar{x}_{e m}=\frac{x_{e m \theta}}{r} \hat{a}_{r}-\frac{j \Delta_{e}}{r} Y_{e m}(\theta, \phi) \hat{a}_{\phi} \\
& \hat{a}_{\theta} x\left(\hat{a}_{r} x \bar{x}_{e m}\right)=x_{e m \theta} \hat{a}_{r}
\end{aligned}
$$

Consider now the explicit evaluation of the integral expressions above for a rotationally symmetric scatterer.

The components of the vector $\bar{X}_{\text {em }}$ are

$$
x_{e m \theta}=-\frac{m_{e}^{m}}{\Delta_{e}} \frac{P_{e}^{m}}{\operatorname{Sin} \theta} \quad e^{j m \phi}, \quad x_{e m \phi}=-j \frac{r_{e}^{m}}{\Delta_{e}} \frac{d P_{e}^{m}}{d \theta} e^{j m \phi}
$$

Then the dot product $\overline{\mathrm{X}}_{\mathrm{em}} \cdot \overline{\mathrm{X}}_{\mathrm{e}}{ }^{\prime} \mathrm{m}^{\prime}$, has the following explicit

## form:

$$
\bar{X}_{e m} \cdot \bar{X}_{e^{\prime} m^{\prime}}^{*}=\frac{\gamma_{e^{m}}^{r^{r^{\prime}} e^{\prime}}}{\Delta_{e} \Delta_{e}^{\prime}}\left[\frac{d P_{e}^{m}}{d \theta} \frac{d p_{e^{\prime}}^{m^{\prime}}}{d \theta}+\frac{m m^{\prime}}{\sin ^{2} \theta} p_{e^{\prime} p^{m^{\prime}}}{ }^{\prime}\right] e^{j\left(m-m^{\prime}\right) \phi}
$$

Consider first the integral $I_{1}=\int_{\Omega} \epsilon_{2 r}(r, \theta) \bar{X}_{e m} \cdot \bar{X}_{e^{\prime} m}^{*}, d \Omega$.
The integral over $\Omega$ is written explicitly as

$$
\begin{aligned}
& I_{1}=\frac{\gamma_{e}^{m} \gamma_{e^{\prime}}^{m^{\prime}}}{\Delta_{e} \Delta_{e^{\prime}}} \int_{0}^{\pi}\left[\frac{\partial P_{e}^{m}}{d \theta} \frac{d P_{e^{\prime}}^{m^{\prime}}}{d \theta}+\frac{m m^{\prime}}{\operatorname{Sin}^{2} \theta} P_{e^{m}}^{m_{P^{\prime}}{ }^{\prime}} e^{\prime}\right] \epsilon_{2 r}^{\prime}(r, \theta) \operatorname{Sin} \theta d \theta \int_{0}^{2 \pi} e^{j\left(m-m^{\prime}\right) \phi} d \phi \\
& \text { Since } \int_{0}^{2 \pi} e^{j\left(m-m^{\prime}\right) \phi} d \phi=2 \pi \delta_{m m^{\prime}} \text { it follows that }
\end{aligned}
$$

Consider now, $I_{2}=\int_{\Omega} \operatorname{grad}\left(L_{n} E_{2 r}^{\prime}\right) x \operatorname{Curl}\left(f_{e m} \bar{X}_{e m}\right) \cdot \bar{X}_{e^{\prime} m^{\prime}} d \Omega$
using the relation (6.1.11) and following the same procedure as for $I_{1}$ the expression for $I_{2}$ is

$$
\begin{aligned}
& I_{2}=-2 \pi \frac{\gamma_{e}^{m} \gamma_{e^{\prime}}^{m^{\prime}}}{\Delta_{e} \Delta_{e}{ }^{\prime}}\left(\frac{f_{e m}}{r}+\frac{d f_{e m}}{d r}\right) \delta_{m m^{\prime}} \int_{0}^{\pi} \frac{\partial L_{n} \epsilon_{2 r}}{\partial r}\left[\frac{d P_{e}^{m}}{d \theta} \frac{d P_{e^{\prime}}^{m^{\prime}}}{d \theta}+\frac{m m^{\prime}}{\operatorname{Sin}^{2} \theta} P_{e^{m}}^{m} e^{m^{\prime}}\right] \\
& \operatorname{Sin} \theta d \theta+\frac{\Delta_{e} r_{e}^{m} \gamma_{e^{\prime}}^{m^{\prime}}}{\Delta_{e^{\prime}}} \frac{f_{e m}}{r^{2}} \cdot 2 \pi \delta_{m m^{\prime}} \int_{0}^{\pi} \frac{\partial \ln \epsilon_{2 r}^{\prime}}{\partial \theta} p_{e}^{m} \frac{d P_{e^{\prime}}^{m^{\prime}}}{d \theta} \operatorname{Sin} \theta d \theta
\end{aligned}
$$

The third integral is $I_{3}=\int_{\Omega} \operatorname{grad}\left(\operatorname{Ln} \epsilon_{2 r}\right) x_{\bar{X}_{e m}} \bar{X}_{e^{\prime} m}^{*} d \Omega$
Using the relation (6.2.4) together with the above procedure gives:

$$
\begin{aligned}
& I_{3}=-j 2 \pi \frac{r_{e}^{m} \gamma_{e}^{m} e^{\prime}}{\Delta_{e} \Delta_{e^{\prime}}} \delta_{m m} \int_{0}^{\pi} \frac{\partial I_{n} \epsilon_{2 r}^{\prime}}{\partial r}\left(m P_{e}^{m} \frac{d P_{e^{\prime}}^{m_{i}^{\prime}}}{d \theta}+m P_{e^{\prime}}^{\prime \prime} \frac{d p_{e}^{m}}{d \theta}\right) d \theta \\
& \text { Finally; } \quad I_{4}=\int_{\Omega} \epsilon_{2 r}(r, \theta) \operatorname{Curl}\left(g_{e m} \bar{X}_{e m}\right) \cdot \overline{\mathrm{X}}_{e^{\prime} m^{\prime}}^{*} d \Omega \text {, or explicitly } \\
& I_{4}=-j 2 \pi \frac{r_{e}^{m} r_{e^{\prime}}^{m^{\prime}}}{\Delta_{e} \Delta_{e^{\prime}}}\left(\frac{g_{e m}}{r}+\dot{\delta}_{e m}\right) \delta_{m m^{\prime}} \int_{0}^{\pi} \epsilon_{2 r}(r, \theta)\left(m P_{e}^{m} \frac{d P_{e}^{m}}{d \theta}+m^{\prime} P_{e^{\prime}}^{m^{\prime}} \frac{d P_{e}^{m}}{d \theta}\right) d \theta
\end{aligned}
$$

Defining now the following quantities results in the differential equation for $f_{e m}$ as shown below.

$$
\begin{aligned}
& a_{n e m}(x)=R_{n e m}\left[\int_{0}^{\pi}\left(\epsilon_{2 r}^{\prime}-\frac{1}{x} \frac{\partial L n \epsilon_{2 r}^{\prime}}{\partial x}\right)\left(\frac{d P_{e}^{m}}{d \theta} \frac{d P_{n}^{m}}{d \theta}+\frac{m^{2}}{\operatorname{Sin}^{2} \theta_{\theta}} P_{e}^{m} P_{n}^{m}\right) \operatorname{Sin} \theta d \theta\right. \\
& \left.+Q_{n e m} \int_{0}^{\pi} \frac{\partial L_{n} \epsilon_{2 r}}{\partial \theta} P_{e}^{m} \frac{d P_{n}^{m}}{d \theta} \operatorname{Sin} \theta d \theta\right] \\
& b_{n e m}(x)=-R_{n e m} \int_{0}^{\pi} \frac{\partial L n \epsilon_{2 r}^{!}}{\partial x}\left(\frac{d P_{e}^{m}}{d \theta} \frac{d P_{n}^{m}}{d \theta}+\frac{m^{2}}{\operatorname{Sin}^{2} \theta} P_{e}^{m} P_{n}^{m}\right) \operatorname{Sin} \theta d \theta
\end{aligned}
$$

$$
\begin{aligned}
& c_{n e m}(x)=-j m R_{n e m} \int_{0}^{\pi} \epsilon_{2 r}(x, \theta) \frac{d}{d \theta}\left(p_{e}^{m m} P_{n}^{m}\right) d \theta \\
& d_{\text {nem }}(x)=-j m R_{n e m} \int_{0}^{\pi} \frac{\partial L n \varepsilon_{2 r}}{\partial x} \frac{d}{d \theta}\left(\mathcal{F}_{e}^{m} \mathrm{P}_{n}^{m}\right) d \theta
\end{aligned}
$$

where $x=k_{0} r$ and $R_{n e m}=2 \pi \frac{r_{e}^{m} r_{n}^{m}}{\Delta_{e} \Delta_{n}}, Q_{n e m}=2 \pi \frac{r_{e}^{m} r_{n}^{m} \Delta_{e}}{\Delta_{n}}$

The differential equation for $f_{\text {em }}$ involving these quantities is then:

$$
\begin{equation*}
F_{n m}(x)=\sum_{e=1}^{\infty}\left[a_{n e m} f_{e m}(x)+b_{n e m} \frac{d f_{e m}}{d x}+c_{n e m}\left(\frac{g_{e m}}{x}+\dot{E}_{e m}\right)+d_{n e m}{ }^{G} e m\right] \tag{6,2.6}
\end{equation*}
$$

As it is seen summation over $m$ in (6.1.9) drops out. This is because of the presence of the kronecker delta $\delta_{\mathrm{mm}}$, in the expressions for $I_{1}, I_{2}, I_{3}, I_{4}$. The azimuthal index $m$ is a parameter in (6.2.6). The summation over e starts from 1 not from zero, since for $e=0$ the vector spherical harmonics are identically zero. (6.2.6) is the first differential equation for $f_{e m}$ and $g_{e m}$ - The second equation is found as follows:

Consider again (6.2.3)

$$
\begin{gathered}
k_{0}^{2} \epsilon_{2 r}(r, \theta) \sum_{e=1}^{\infty} \sum_{m=-e}^{e}\left[k_{o} f_{e m} \bar{X}_{e m}+\operatorname{Curl}\left(g_{e m} \bar{X}_{e m}\right)\right]+\sum_{e=1}^{\infty} \sum_{m=-e}^{e} \operatorname{grad}\left(\operatorname{Ln} \varepsilon_{2 r}^{\prime}\right) \times\left[G_{e m} \bar{X}_{e m}+\right. \\
\left.k_{0} \operatorname{Curl}\left(f_{e m} \bar{X}_{e m}\right)\right]=\sum_{e=1}^{\infty} \sum_{m=-e}^{e}\left[k_{e} F_{e m} \bar{X}_{e m}+\operatorname{Curl}\left(G_{e m} \bar{X}_{e m}\right)\right]
\end{gathered}
$$

The above equation is dot multiplied by $\hat{a}_{r}$ with the result:

$$
\begin{array}{r}
\sum_{e=1}^{\infty} \sum_{m=-e}^{e}\left[k_{0}^{2} \epsilon_{2 r}^{1}(r, \theta) g_{e m}(r) j \frac{\Delta_{e}}{r} Y_{e m}+G_{e m} \frac{1}{r} \frac{\partial L_{n} \epsilon_{2 r}^{1}}{\partial \theta} X_{e m \phi}+\frac{k_{o}}{r}\left(\dot{f}_{\mathrm{em}}+f_{e m} / r\right)\right. \\
\left.\cdot \frac{\partial L n \epsilon_{2 r}}{\partial \theta} X_{e m \theta}\right]=\sum_{e=1}^{\infty} \sum_{m=-e m}^{e} G_{e m}(r)_{j} \frac{\Delta_{e}}{r} Y_{\mathrm{em}} \quad \text { (6.2.7) } \tag{6.2.7}
\end{array}
$$

where the following vector relations have been used

$$
\begin{aligned}
& \operatorname{Curl} \bar{X}_{e m}=j \frac{\Delta_{e}}{r} Y_{e m} \hat{a}_{r}+\frac{l}{r} \hat{a}_{r} x \bar{X}_{e m}, \quad \hat{a}_{r} \cdot \operatorname{Curl} \bar{X}_{e m}=j \frac{\Delta e}{r} Y_{e m} \\
& \hat{a}_{r} \cdot\left[\operatorname{grad}\left(\operatorname{In} \epsilon_{2 r}^{\prime}\right) x_{x} \bar{x}_{e m}\right]=\frac{1}{r} \frac{\partial \operatorname{Ln} \epsilon_{2 r}^{\prime}}{\partial \theta} x_{e m \phi} \\
& \hat{a}_{r} \cdot\left[\operatorname{grad}\left(\operatorname{Ln} \epsilon_{2 r}^{1}\right) x \operatorname{Curl}\left(f_{e m} \bar{X}_{e m}\right)\right]=\frac{I}{r} \frac{\partial \operatorname{Ln}^{\prime} \epsilon_{2 r}^{\prime}}{\partial \theta}\left(\dot{f}_{e m}+f_{e m} / r\right) X_{e m \theta}
\end{aligned}
$$

Next each term of (6.2.7) is multiplied by $X_{e^{\prime}{ }^{\prime} \theta^{*} \operatorname{Sin} \theta}$ and integrated over the whole solid angle $\Omega$. The result is given below.

$$
\begin{align*}
& \sum_{e=1}^{\infty} \sum_{m=-e}^{e} j \Delta{ }_{e} k_{0}^{2} g_{e m} \int_{\Omega} \epsilon_{2 r}^{\prime}(r, \theta) Y_{e m} X^{*} e^{\prime} m^{\prime} \operatorname{Sin} \theta d \Omega+G_{e m} \int_{\Omega}^{\frac{\partial L n}{} \epsilon_{2 r}^{1}} \frac{\partial r^{\prime}}{\partial \theta} X_{e m \phi} X^{*} e^{\prime} m^{\prime} \theta^{\operatorname{Sin} \theta d \Omega} \\
& +k_{0}\left(\dot{f}_{e m}+f_{e m} / r\right) \int_{\Omega} \frac{\partial L n \epsilon_{2} r^{\prime}}{\partial \theta} X_{e m \theta} x_{e^{\prime} m^{\prime} \theta^{*}} \operatorname{Sin} \theta d \Omega=\sum_{e=1}^{\infty} \sum_{m=-e}^{e} j \Delta_{e^{G}}^{G} e_{\Omega} \int_{\Omega} Y_{e m} X^{*} e^{*} m^{\prime} \theta^{\operatorname{Sin} \theta d \Omega} \tag{6.2.8}
\end{align*}
$$

The integrals appearing in (6.2.8) are explicitly evaluated in a similar way to the previous case. The second differential equation involving $\mathrm{f}_{\mathrm{em}}$ and $\mathrm{g}_{\mathrm{em}}$ is then;

$$
\begin{equation*}
G_{n m}(x)=\sum_{e=1}^{\infty}\left[u_{n e m} g_{e m}(x)+v_{n e m}\left(\dot{f}_{e m}+f_{e m} / x\right)+w_{n e m} G_{e m}(x)\right] \tag{6.2.9}
\end{equation*}
$$

where $x=k_{0} r$ and

$$
\begin{aligned}
& u_{n e m}(x)=Q_{n e m} \int_{0}^{\pi} \epsilon_{2 r}(x, \theta) P_{e_{n}}^{m_{p} m_{S} \operatorname{Sin} \theta d \theta} \\
& \nabla_{n e m}(x)=j m R_{n e m} \int_{0}^{\pi} \frac{\partial \operatorname{Ln} \epsilon}{2 r} p_{e}^{m} P_{n}^{m} d \theta \\
& w_{\text {nem }}=-R_{n e m} \int_{0}^{\pi} \frac{\partial \operatorname{Ln} \epsilon!}{\partial \theta} p_{n}^{m} \frac{d P^{m}}{d \theta} \operatorname{Sin} \theta d \theta
\end{aligned}
$$

The relation $\int_{0}^{\pi} \mathrm{P}_{\mathrm{e}}^{\mathrm{m}} \mathrm{p}_{\mathrm{m}}^{\mathrm{m}}, \operatorname{Sin} \theta \mathrm{d} \theta=\frac{2}{2 \mathrm{e}+1} \frac{(e+m)!}{(e-m)!} \delta_{e e}$, has also been used to take $G_{n m}$ outside the summation sign.

### 6.3 Putting the Differential Equation for $f$ and $g_{\text {em }}$ in a

## Convenient Form

The differential equations (6.2.6) and (6.2.9) are not in convenient forms for numerical solution. Some manipulations are necessary to convert them into forms which are ready for solution, as shown below.

The differential equations (6.2.6) and (6.2.9) are written once more:

$$
\begin{aligned}
& F_{n m}=\sum_{e=1}^{\infty}\left[a_{n e m} f_{e m}+b_{n e m} \dot{f} \dot{e m}+\frac{1}{x} c_{n e m} g_{e m}+c_{n e m} \dot{g}_{e m}+d_{n e m}^{G}{ }_{e m}\right] \\
& G_{n m}=\sum_{e=1}^{\infty}\left[\frac{1}{x} \nabla_{n e m} f_{e m}+v_{n e m} \dot{f}_{e m}+u_{n e m} g_{e m}+w_{n e m}^{G} e_{m}\right]
\end{aligned}
$$

where . denotes derivative with respect to $x$.
Consider first the equation for $G_{\mathrm{nm}}$. The summation is truncated at a finite number N. This equation has the following matrix form:

$$
\begin{equation*}
G_{m}=v_{x m} \underline{f}_{m}+v_{m} \dot{f}+u_{m} g_{m}+w_{m} \underline{G} \tag{6.3.1}
\end{equation*}
$$

where $G_{m}=\left(G_{1 m} G_{2 m} \ldots G_{N m}\right)^{T}, f_{m}=\left(f_{1 m} f_{2 m} \ldots f_{N m}\right)^{T}$,

$$
g_{m}=\left(g_{1 m} g_{2 m} \cdot \cdots g_{N m}\right)^{T} \text { are } N x l \text { column vectors. } \nabla_{x m}, v_{m},
$$ $u_{m}$ and $w_{m}$ are NxN matrices, one of them, $\nabla_{x m}$, is shown explicitly below; the others have similar forms.

$v_{x m}=\left[\begin{array}{lll}v_{11 \mathrm{~m}} / x & v_{12 \mathrm{~m}} / x \ldots . & v_{1 \mathrm{~N}} / x \\ v_{21 \mathrm{~m}} / x & v_{22 \mathrm{~m}} / x \ldots . & v_{2 N \mathrm{~m}} / x \\ \vdots & & \\ \vdots & \\ v_{\mathrm{NIm}} / x & v_{\mathrm{N} 2 \mathrm{~m}} / x \ldots . & v_{\mathrm{NNm}} / x\end{array}\right]$.
The expressions for $v_{\text {nem }}$ are given in the previous section. The index m is show explicitly in each term to stress the dependence of every quantity on this index.

$$
\text { (6.3.1) can then be solved for } G_{m} \text { as }
$$

$$
\begin{equation*}
\underline{G}_{m}=V_{x m a}{\underset{f}{m}}^{m}+V_{m} \dot{f}_{m}+\mathbb{U}_{m} \underline{g}_{m} \tag{6.3.2}
\end{equation*}
$$

where $\quad V_{x m}=\left(I-W_{m}\right)^{-I} V_{x m}, \quad V_{m}=\left(I-W_{m}\right)^{-1} V_{m}, \quad U_{m}=\left(I-W_{m}\right)^{-I} U_{m}$
I is the NxN unity matrix.
Substitution of (6.3.2) in the expression for $F_{n m}$ gives:

$$
\begin{equation*}
\underline{F}_{m}=A_{m} f_{m}+\dot{B}_{m} \dot{f}+C_{x m} g_{m}+C_{m} \dot{g}_{m} \tag{6.3.3}
\end{equation*}
$$

where $\dot{F}_{m}=\left(F_{I m} F_{2 m} \ldots F_{N m}\right)^{T}$ is an NxI column vector. $A_{m}, B_{m}, C$ and $C_{m}$ are $N x N$ square matrices and are given by

$$
A_{m}=A_{m}+D_{m x m} V_{m}, \quad B_{m}=B_{m}+D_{m} V_{m}, \quad C_{x m}=C_{x m}+D_{m}^{U}
$$

The matrices $A_{m}, B_{m}, C_{x m}$ and $D_{m}$ have the their elements defined in the previous section as a nem $, b_{n e m}, c_{\text {nem }}$ and $d_{\text {nem }}$. Any element of the column vectors $\mathrm{F}_{\mathrm{m}}$ and $\mathrm{G}_{\mathrm{m}}$ then has the
following form:
where $a_{\text {nem }}, b_{n e m}, c_{x n c m}, v_{x n e m}, v_{n e m}, u_{n e m}$ are the elements of the corresponding matrices denoted by the same but block capital letters. The differential equations (6.3.4) and (6.3.5) are in the desired form. The next step is to put then into state-space form which is convenient for numerical computation.

### 6.4 Convertins the Differential Equations for ${ }^{f}$ emf and $\mathrm{g}_{\mathrm{em}}$ into <br> State-space Form

In (6.3.4) and (6.3.5) the equivalents of $F_{n m}$ and $G_{n m}$ are substituted with the result

$$
\begin{equation*}
\frac{n(n+1)}{x^{2}} f_{n m}-\frac{2}{x} \dot{f}_{n m}-\ddot{f}_{n m}=\sum_{e=1}^{\infty}\left(\tilde{a}_{n e m} f_{e m}+\tilde{b}_{n e m} \dot{f}_{e m}+\tilde{c}_{x n e m} g_{e m}+c_{n e m} \dot{g}_{e m}\right) \tag{6.4.1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{n(n+1)}{x^{2}} g_{n m}-\frac{2}{x} \dot{g}_{n m}-\ddot{g}_{n m}=\sum_{e=1}^{\infty}\left(\tilde{v}_{x n e m}^{f e m}+\tilde{v}_{n e m} \dot{f}_{e m}+\tilde{u}_{n e m} g_{e m}\right) \tag{6.4.2}
\end{equation*}
$$

## Now define;

$$
\mathrm{f}_{\mathrm{nm}}=\mathrm{y}_{\mathrm{nm}}^{1}, \dot{f}_{\mathrm{nm}}=\mathrm{y}_{\mathrm{nm}}^{2}, \mathrm{~g}_{\mathrm{nm}}=\mathrm{y}_{\mathrm{nm}}^{3}, \dot{\mathrm{~g}}_{\mathrm{nm}}=\mathrm{y}_{\mathrm{nm}}^{4}, \text { then }
$$

$$
\dot{y}_{\mathrm{nm}}^{1}=\mathrm{y}_{\mathrm{nm}}^{2} \quad, \quad \dot{\mathrm{y}}_{\mathrm{nm}}^{3}=\mathrm{y}_{\mathrm{nm}}^{4}
$$

$$
\begin{align*}
& F_{n m}=\sum_{e=1}^{\infty}\left(\tilde{a}_{n e m} \tilde{f}_{e m} \cdot \tilde{b}_{n e m} \dot{f}_{e m}+\widetilde{c}_{x n e m} \xi_{e m}+c_{n e m} \dot{S}_{e m}\right)  \tag{6.3.4}\\
& G_{n m}=\sum_{e=1}^{\infty}\left(\tilde{v}_{x n e m}{ }^{f} \mathrm{em}+\tilde{v}_{n e m}^{f}{ }_{\mathrm{em}}+\tilde{u}_{n e m} \mathrm{~g}_{\mathrm{em}}\right) \tag{6.3.5}
\end{align*}
$$

$$
\begin{aligned}
& \dot{y}_{n m}^{2}=\frac{n(n+1)}{x^{2}} y_{n m}^{1}-\frac{2}{x} y_{n m}^{2}-\sum_{e=1}^{\infty}\left(\tilde{a}_{n e m} y_{e m}^{1}+\tilde{b}_{n e m}^{y_{e m}^{2}}+\tilde{c}_{x n e m}^{y_{e m}^{3}}+c_{n e m}^{y_{e m}^{4}}\right) \\
& \dot{y}_{n m}^{4}=\frac{n(n+1)}{x^{2}} y_{n m}^{3}-\frac{2}{x} y_{n m}^{4}-\sum_{e=1}^{\infty}\left(\tilde{v}_{x n e m} y_{e m}^{1}+\tilde{v}_{n e m} y_{e m}^{2}+\tilde{u}_{n e m}^{y_{e m}^{3}}\right)
\end{aligned}
$$

The above system of equations is complex, because the elements $\widetilde{a}_{\text {nem }}, \widetilde{b}_{n e m}$, etc. are complex. The subroutines available for the numerical solution of differential equations use, however, real arithmetic. For this reason it is necessary to convert the above equations to purely real form.

In matrix form the following system of real differential equations result:
where 0 denotes ( $2 N \times 2 N$ ) null matrix, $I$ is the unity matrix.

$R$ denotes the real and $I$ the imaginary part of the corresponding matrix.
$\underline{y}^{1}=\left(f_{1 m} f_{2 m} \ldots f_{N m}\right)^{T}, \underline{y}^{2}=\left(\dot{f}_{1 m} \dot{f}_{2 m} \ldots \dot{f}_{N m}\right)^{T}, \underline{y}^{3}=\left(g_{1 m} g_{2 m} \ldots g_{N}\right)$
$\underline{y}^{4}=\left(\dot{g}_{1 m} \dot{\mathrm{E}}_{2 \mathrm{~m}} \cdots \cdot \dot{\dot{E}}_{\mathrm{Nm}}\right)^{\mathrm{T}}$.

The matrices $S_{1}, S_{2}, S_{3}, S_{4}$ and $T_{1}, T_{2}, T_{3}, T_{4}$ are ( $2 \mathrm{~N} \times 2 \mathrm{~N}$ ) real matrices. Their explicit forms are show below.

$$
\begin{aligned}
& S_{1}=\left[\begin{array}{cc}
A_{1 R} & -A_{1 I} \\
A_{1 I} & A_{1 R}
\end{array}\right] S_{2}=\left[\begin{array}{cc}
A_{2 R} & -A_{2 I} \\
A_{2 I} & A_{2 R}
\end{array}\right] S_{3}=\left[\begin{array}{cc}
A_{3 R} & -A_{3 I} \\
A_{3 I} & A_{3 R}
\end{array}\right] S_{4}=\left[\begin{array}{cc}
A_{4 R} & -A_{4 I} \\
A_{4 I} & A_{4 R}
\end{array}\right] \\
& T_{1}=\left[\begin{array}{ll}
B_{1 R} & -B_{1 I} \\
B_{1 I} & B_{1 R}
\end{array}\right] T_{2}=\left[\begin{array}{ll}
B_{2 R} & -B_{2 I} \\
B_{2 I} & B_{2 R}
\end{array}\right] T_{3}=\left[\begin{array}{ll}
B_{3 R} & -B_{3 I} \\
B_{3 I} & B_{3 R}
\end{array}\right] \quad T_{4}=\left[\begin{array}{cc}
-2 I / x & 0 \\
0 & -2 I / x
\end{array}\right]
\end{aligned}
$$

The matrices $A_{1}, A_{2}, A_{3}, A_{4}$ and $B_{1}, B_{2}, B_{3}$ are ( $N x N$ ) complex matrices. Their explicit forms are




Before getting into the solution procedure for the unknown multipole coefficients, the next step is the application of boundary conditions on both the inscribing and enscribing spheres.

### 6.5 Application of Boundary Conditions

1) $\bar{H}_{1} \cdot \hat{a}_{r}=\bar{H}_{2} \cdot \hat{a}_{r}$ at $r=r_{1}$. This condition is equivalent to:

$$
\begin{equation*}
\frac{l}{k_{1}} \sum_{e=1}^{\infty} \sum_{m=-e}^{e} \beta_{e m}^{I} N_{e m r}^{l d}=\frac{1}{k_{o}} \sum_{e=1}^{\infty} \sum_{m=-e}^{e} \hat{a}_{r} \cdot \operatorname{Curl}\left(g_{e m} \overline{\mathrm{X}}_{e m}\right) \tag{6.5.1}
\end{equation*}
$$

where $N_{\text {emr }}^{\text {ld }}$ is the r-component of the vector $\bar{N}_{\text {em }}^{1 d}$ and is given as

$$
N_{\mathrm{emr}}^{\mathrm{dd}}=j \Delta_{e} \frac{j_{e}\left(k_{1} r\right)}{r} Y_{\mathrm{em}}(\theta, \phi) \quad \text { (6.5.1) then becomes; }
$$

$$
\begin{equation*}
\sum_{e=1}^{\infty} \sum_{m=-e}^{e} \beta_{e m}^{I} e^{j}{ }_{s}\left(k_{I} r_{1}\right) Y Y_{e m}=\sqrt{\epsilon_{1 r}} \sum_{e=1}^{\infty} \sum_{m=-e}^{e} G_{e n}\left(r_{1}\right) \Delta_{e} Y \tag{6.5.2}
\end{equation*}
$$

where $\mathcal{E}_{1 r}$ is the relative complex permittivity of the scatterer. Multiplication of each term of (6.5.2) by $Y_{e^{\prime} m}^{*}$, and integration over the whole solid angle gives the following relation:

$$
j_{e}\left(x_{1 d}\right) \beta_{e m}^{I}=\sqrt{\epsilon_{i r}} \mathrm{~g}_{\mathrm{em}}\left(x_{1}\right)
$$

where $x_{I}=k_{o} r_{I}$ and $x_{l d}=x_{I} \sqrt{\epsilon_{l r}^{\prime}}$ and the relation $\int_{\Omega} Y_{e m} Y^{*} e^{*} m^{\prime} d \Omega=\delta_{e e}, \delta_{m m}$ has been used.

$$
\text { 2) } \hat{a}_{r} x \bar{H}_{1}=\hat{a}_{r} x \bar{H}_{2} \quad \text { at } r=r_{1} \text {. }
$$

or

$$
\frac{l}{k_{1}} \sum_{p_{1}=1}^{\infty} \sum_{m=-e}^{e}\left[\beta_{e m}^{l} \hat{a}_{r} x \bar{N}_{e m}^{l d}+k_{1} \alpha_{e m}^{l} \hat{a}_{r} x \bar{M}_{e m}^{l d}\right]=\frac{l}{k_{0}} \sum_{e=1}^{\infty} \sum_{m=-e m}^{e}\left[f_{e m} \hat{a}_{r} x \bar{x}_{e m}+\hat{a}_{r} x \operatorname{Curl}\left(g_{e m} \bar{x}_{e m}\right)\right]
$$

after some algebra following vector relation is found:

$$
\begin{aligned}
& \sum_{e=1}^{\infty} \sum_{m=-e}^{e}\left\{-\frac{1}{r_{1}} \beta_{e m}^{l} \frac{d}{d r}\left[r j_{e}\left(k_{1} r\right)\right]_{r_{1}} \bar{x}_{e m}+k_{1} \alpha_{e m}^{l} j_{e}\left(k_{1} r_{1}\right) \hat{a}_{r} x \bar{x}_{e m}\right\}=\sqrt{\epsilon_{I r}} \\
& \sum_{e=1}^{\infty} \sum_{m=-e}^{e}\left[\hat{a}_{r} x \bar{x}_{e m}-s_{e m} \bar{x}_{e m}\right]
\end{aligned}
$$

where

$$
s_{\mathrm{em}}=\dot{\mathrm{g}}_{\mathrm{em}}+\mathrm{g}_{\mathrm{em}} / \mathrm{r}
$$

If each term in the above equation is dot multiplied by $\bar{X}_{e^{\prime} m}^{*}$, and integrated over the whole solid angle, the result follows;

$$
\beta_{e m}^{1}\left[\frac{j_{e}\left(k_{1} r_{1}\right)}{r_{1}}+\frac{d}{d r} j_{e}\left(k_{1} r_{1}\right)\right]=\sqrt{\epsilon_{1 r}}\left[\frac{g_{e m}\left(r_{1}\right)}{r_{1}}+\frac{d}{d r} g_{e m}\right]
$$

substitution of (6.5.3) in the above relation gives
where ' denotes derivative with respect to the argument.
3) $\varepsilon_{2}^{\prime}\left(r_{1}, \theta\right) \bar{E}_{2} \cdot \hat{a}_{r}=E_{1} \bar{E}_{1} \cdot \hat{a}_{r} \quad$ at $r=r_{1}$.

Assuming $\varepsilon_{2}^{\prime}\left(r_{1}, 0\right)=\varepsilon_{1}^{\prime}$ which is the case for Fig.6.1.1 (but may not be the case for all type of rotationally symmetric scatterers, for example a half-dielectric spherical shell does not satisfy this condition and the solution procedure should be modified accordingly) the following relation holds:

$$
z_{1} \frac{\epsilon_{1}}{k_{1}} \sum_{e=1}^{\infty} \sum_{m=-e}^{e} a_{e m}^{I} \hat{a}_{r} \cdot \bar{N}_{e m}^{I d}=z_{o} \frac{\epsilon_{0}}{k_{o}} \sum_{e=1}^{\infty} \sum_{m=-e}^{e} \hat{a}_{r} \cdot \operatorname{Curl}\left(f_{e m} \bar{x}_{e m}\right)
$$

a similar procedure as in (1) and (2) gives:

$$
\begin{equation*}
\overline{j_{e}\left(x_{1 d}\right) a_{e m}^{1}=f_{e m}\left(x_{1}\right)} \tag{6.5.5}
\end{equation*}
$$

4) $\hat{a}_{r} x \bar{x}_{1}=\hat{a}_{r} x \bar{E}_{2} \quad$ at $r=r_{1}$

$$
\begin{aligned}
& \Rightarrow Z_{1} \sum_{e=1}^{\infty} \sum_{m=-e}^{e} \hat{a}_{r} x\left[\beta_{e m}^{1} j_{e}^{\left.\left(k_{1} r_{1}\right) \bar{X}_{e m}+\frac{1}{k_{1}} \alpha_{e m}^{1} \bar{N}_{e m}^{1 d}\right]=\frac{Z_{0}}{k_{0}^{2} \epsilon_{1}} \sum_{i=1}^{\infty} \sum_{m=-e}^{\varepsilon} \hat{a}_{r} x\left[G_{e m} \bar{X}_{e m}+k_{o} .\right.}\right. \\
& \left.\operatorname{Curl}\left(\mathrm{f}_{\mathrm{em}} \overline{\mathrm{X}}_{\mathrm{em}}\right)\right]
\end{aligned}
$$

following the same procedure as in (2) gives:

$$
\frac{Z_{1}}{k_{1}} \frac{1}{r_{1}} \frac{d}{d r}\left[r_{e}\left(k_{1} r_{1}\right)\right] \alpha_{\mathrm{em}}^{1}=\frac{z_{o}}{k_{0} \varepsilon_{1 r}}\left(\dot{f}_{\mathrm{em}}+f_{\mathrm{em}} / r_{1}\right)
$$

$j_{e}^{\prime}\left(x_{1 d}\right) \alpha_{e m}^{1}=\frac{1}{\sqrt{\varepsilon_{i r}^{\prime}}} \cdot \dot{f}_{e m}\left(x_{1}\right)$
5) $\vec{H}_{2} \cdot \hat{a}_{r}=\vec{H}_{3} \cdot \hat{a}_{r} \quad$ at $r=r_{2}$
similarly

$$
\begin{equation*}
h_{e}^{(2)}\left(x_{2}\right) \beta_{e m}^{s}+j_{e}\left(x_{2}\right) \beta_{e m}^{i}=g_{e m}\left(x_{2}\right) \tag{6.5.7}
\end{equation*}
$$

6) $\hat{a}_{r} x \vec{H}_{2}=\hat{a}_{r} x \bar{H}_{3}$ at $r=r_{2}$ is equivalent to
$\dot{h}_{e}^{(2)}\left(x_{2}\right) \beta_{e m}^{s}+j{ }_{e}^{\prime}\left(x_{2}\right) \beta_{e m}^{i}=\dot{b}_{e m}$
7) $\epsilon_{2}^{\prime}\left(r_{2}, \theta\right) \bar{E}_{2} \cdot \hat{a}_{r}=\epsilon_{0} \bar{E}_{3} \cdot \hat{a}_{r} \quad$ at $r=r_{2}$ gives;

$$
\begin{equation*}
h_{e}^{(2)}\left(x_{2}\right) a_{e m}^{s}+j_{e}\left(x_{2}\right) a_{e m}^{i}=f_{e m}\left(x_{2}\right) \tag{6.5.9}
\end{equation*}
$$

8) $\hat{a}_{r} x \bar{E}_{2}=\hat{a}_{r} x \overline{\bar{x}}_{3} \quad$ at $r=r_{2}$
$\underset{h_{e}^{(2)}\left(x_{2}\right) \alpha_{e m}^{s}+j_{e}^{\prime}\left(x_{2}\right) \alpha_{e m}^{i}=\dot{f}{ }_{e m}\left(x_{2}\right)}{ }$
6.6 Solution of the Unlenow Multipole Coefficients $\alpha_{\mathrm{em}}^{\mathrm{s}}$ and $\beta_{\mathrm{em}}^{\mathrm{s}}$

In this section the results of sections (6.4) and (6.5) will be combined to solve the unknown multipole coefficients.

First define the following column vectors

$$
\underline{\underline{s}}_{\alpha}=\left[\begin{array}{l}
\underline{z}_{1} \\
\underline{z}_{2}
\end{array}\right] \quad \underline{\underline{s}}_{\beta}=\left[\begin{array}{l}
\underline{z}_{3} \\
\underline{z}_{4}
\end{array}\right] \quad \text { both are }(4 \mathrm{NxI}) \text { column vectors. }
$$

With these definitions the system of differential equations (6.4.3) has the following solution in symbolic form:

$$
\left[\begin{array}{c}
\underline{s}_{\alpha}(x)  \tag{6.6.1}\\
\cdots \cdots \\
\underline{s}_{\beta}(x)
\end{array}\right]\left[\begin{array}{ccc}
\Psi_{1}(x) & \vdots & \Psi_{2}(x) \\
\Psi_{3}(x) & \vdots & \Psi_{4}(x)
\end{array}\right]\left[\begin{array}{l}
\underline{s}_{\alpha}\left(x_{1}\right) \\
\cdots \\
\underline{s}_{\beta}\left(x_{1}\right)
\end{array}\right]
$$

where $\Psi_{1}, \Psi_{2}, \Psi_{3}$ and $\Psi_{4}$ are ( $4 N \times 4 N$ ) square matrices. The matrix is ( 8 ivx 8 N ) and is called the state-transition matrix. The columns of this matrix are obtained by solving (6.4.3) numerically subject to the canonical initial condition vectors as in two-dimensional case.

The boundary conditions developed in section (6.5) are now put into matrix form as shown below.

$$
\begin{equation*}
\underline{s}_{\alpha}\left(x_{1}\right)=Q_{a} \underline{a}^{1} \tag{6.6.2}
\end{equation*}
$$

where $Q_{\alpha}$ is a ( 4 Nx 2 N ) rectangular matrix, $\underline{a}^{I}$ is (2NxI) column vector. The explicit form of $Q_{\alpha}$ and $a^{I}$ are

$$
Q_{\alpha}=\left[\begin{array}{ll}
J_{1 d R} & -J_{1 d I} \\
J_{1 d I} & J_{1 d R} \\
\dot{J}_{1 d R}^{c} & -\dot{J}_{l d I}^{c} \\
\dot{J}_{1 d I}^{c} & \dot{J}_{1 d R}^{c}
\end{array}\right] \quad \underline{a}^{1}=\left[\begin{array}{c}
\underline{\alpha}_{R}^{I} \\
\underline{\alpha}_{I}^{I}
\end{array}\right] \quad \text { with } \quad J_{1 d}=\left[\begin{array}{cc}
j_{1}\left(x_{1 d}\right) & 0 \\
j_{2}\left(x_{1 d}\right) \\
0 & \ddots \\
0 & j_{N}\left(x_{1 d}\right)
\end{array}\right]
$$

and
$R$ denotes the real part and I denotes the imaginary part of the corresponding matrix.

The second boundary condition relation is

$$
\begin{equation*}
\underline{s}_{\beta}\left(x_{1}\right)=q_{\beta} \underline{b}^{I} \tag{6.6.3}
\end{equation*}
$$

where $Q_{\beta}$ is a (4ixan) rectangular matrix, $\underline{b}^{l}$ is a (2Nxl) column vector.


The boundary conditions at $r=r_{2}$ are also given in matrix form as:

$$
\begin{align*}
& \underline{s}_{\alpha}\left(x_{2}\right)=H_{\alpha} \underline{a}^{s}+J a^{\underline{a}}  \tag{6.6.4}\\
& \underline{s}_{\beta}\left(x_{2}\right)=H_{\alpha} \underline{b}^{s}+J_{\alpha} \underline{b}^{i} \tag{6.6.5}
\end{align*}
$$

where
$J_{2}=\operatorname{Real}\left(H_{2}\right), \quad \underline{a}^{s}=\left[\begin{array}{c}\underline{a}_{R}^{s} \\ \underline{\alpha}_{I}^{s}\end{array}\right], \quad \underline{b}^{s}=\left[\begin{array}{c}\underline{e}_{R}^{s} \\ \underline{\beta}_{I}^{s}\end{array}\right], \quad \underline{a}^{i}=\left[\begin{array}{c}\underline{a}_{R}^{i} \\ \underline{\underline{a}}_{I}^{i}\end{array}\right], \quad \underline{b}^{i}=\left[\begin{array}{c}\underline{\beta}_{R}^{i} \\ \underline{\beta}_{I}^{i}\end{array}\right]$
are (2Nxl) column vectors.
Evaluating (6.6.1) at $x=x_{2}$ and using (6.6.4) and (6.6.5)
together with (6.6.2) and (6.6.3) gives the following equations:

$$
\begin{aligned}
& s_{\alpha}\left(x_{2}\right)=H_{\alpha} \underline{a}^{s}+J_{\alpha} \underline{a}^{i}=\Psi_{1}\left(x_{2}\right) Q_{\alpha} \underline{a}^{I}+\Psi_{2}\left(x_{2}\right) Q_{\beta} \underline{b}^{1} \\
& \underline{s}_{\beta}\left(x_{2}\right)=H_{\alpha} \underline{b}^{s}+J_{\alpha} \underline{b}^{i}=\Psi_{3}\left(x_{2}\right) Q_{\alpha} \underline{a}^{I}+\Psi_{4}\left(x_{2}\right) Q_{\beta} \underline{b}^{1} \\
& \text { define } \quad H_{1}=\Psi_{1} Q_{\alpha}, W_{2}=\Psi_{2} Q_{\beta}, W_{3}=\Psi_{3} Q_{\alpha}, W_{4}=\Psi_{4} Q_{\beta}
\end{aligned}
$$

then the following linear system of equations results

Inverting the system (6.6.6) gives the unknown multipole coefficients both for region 1 and region 3 .

In the sections that follow the computations that lead to (6.6.6) will be examined more closely.

### 6.7 Detailed Analytical and Numerical Investigation of the

Computational Steps in the Solution of Multipole Coefficients

The most important part of the overall computational procedure is the generation of the characteristic matrix of the system (6.4.3). This procedure involves the numerical evaluation of the elements of matrices $S_{1}, S_{2}, S_{3}, S_{4}$ and $T_{1}, T_{2}, T_{3}, T_{4}$. Most of the overall computational time is spent in doing this.

In order to generate the above matrices, first the factors $a_{\text {nem }}, b_{\text {nem }}, c_{\text {nem }}, d_{\text {nem }}, u_{n e m}, v_{\text {nem }}$ and $w_{\text {nem }}$ must be evaluated for every n and e in their respective ranges and for all m. Below, these factors are evaluated for a homogeneous, rotationally symmetric scatterer.

The factors are explicitly given below.

$$
\begin{aligned}
& a_{n e m}(x)=R_{n e m}\left[\int_{0}^{\pi}\left(\epsilon_{2 r}^{\prime}-\frac{1}{x} \frac{\partial L n \epsilon}{\partial x}\right)\left(\frac{d P^{m}}{d \theta} e^{\frac{d P^{m}}{d \theta}}{ }^{n}+\frac{m^{2}}{\cdot \operatorname{Sin}^{2} \theta} P_{e_{n}^{m}}^{m}\right) \operatorname{Sin} \theta d \theta\right] \\
& +Q_{n e m} \int_{0}^{\pi} \frac{\partial \operatorname{Ln} \epsilon 1_{2 r}}{\partial \theta} p_{e}^{m} \frac{d P^{m}}{d \theta} \operatorname{Sin} \theta d \theta \\
& b_{n e m}(x)=-R_{n e m} \int_{0}^{\pi} \frac{\partial L n \epsilon \epsilon_{2 r}^{\prime}}{\partial x}\left(\frac{d P^{m}}{d \theta} e \frac{d P^{m}}{d \theta} n+\frac{m^{2}}{\operatorname{Sin}^{2} \theta} P_{e_{n}^{m}}^{m} P_{n}^{m}\right) \sin \theta d \theta \\
& c_{\text {nem }}(x)=-j m R_{n e m} \int_{0}^{\pi} \epsilon_{2 r}(x, \theta) \frac{d}{d \theta}\left(P_{e}^{m_{p}^{m}}\right) d \theta \\
& d_{n e m}(x)=-j m R_{n e m} \int_{0}^{\pi} \frac{\partial L n \epsilon_{2 r}^{1}}{\partial x} \frac{d}{d \theta}\left(P_{e}^{m} p_{n}^{m}\right) d \theta \\
& u_{n e m}(x)=Q_{n e m} \int_{0}^{\pi} \epsilon_{2 r}(x, \theta) P_{e}^{m} p_{n}^{m} \operatorname{Sin} \theta d \theta \\
& \nabla_{n e m}(x)=j m R_{n e m} \int_{0}^{\pi} \frac{\partial L n \epsilon_{2 r}^{\prime}}{\partial \theta} P_{e}^{m} P_{n}^{m} d \theta
\end{aligned}
$$

$$
w_{n e m}(x)=-R_{n e m} \int_{0}^{\pi} \frac{\partial L n \epsilon}{2} \frac{\partial \theta}{\partial \theta} P_{n}^{m} \frac{d^{m}}{d \theta} e^{m} \operatorname{Sin} \theta d \theta
$$

Investigation of the above expressions shows that there are 7 different integral quantities which are defined as:

$$
\begin{aligned}
& I_{n e m}^{I}=\int_{0}^{\pi} \frac{\partial I_{n} \epsilon{ }_{2}^{\prime} r}{\partial x}\left(\frac{d P^{m}}{d \theta} e \frac{d P^{m}}{d \theta^{n}}+\frac{m^{2}}{\operatorname{Sin}^{2} \theta} P_{e^{m} P_{n}^{m}}^{d i n \theta d \theta}\right. \\
& I_{n e m}^{2}=\int_{0}^{\pi} \frac{\partial I_{n} \epsilon_{2 r}^{\prime}}{\partial \theta} P_{e}^{m} \frac{d P^{m}}{d \theta^{n}} \operatorname{Sin} \theta d \theta, \quad I_{n e m}^{3}=\int_{0}^{\pi} \frac{\partial L_{n} \epsilon_{2}^{\prime} r}{\partial x} \frac{d}{d \theta}\left(p_{e}^{m} P_{n}^{m}\right) d \theta \\
& I_{n e m}^{4}=\int_{0}^{\pi} \epsilon_{2 r}^{1} \frac{d}{d \theta}\left(P_{e^{m}}^{m_{n}^{m}}\right) d \theta, I_{n e m}^{5}=\int_{0}^{\pi} \frac{\partial L_{n} \epsilon_{2}^{\prime} r}{\partial \theta} P_{e^{m}}^{m_{n}^{m}} d \theta
\end{aligned}
$$

For a homogeneous body the function $\operatorname{Ln} \varepsilon_{2 r}^{\prime}$ is stepwise discontinuous in region 2, hence its derivatives both with respect to $x$ and $\theta$ are delta functions. This property makes the evaluation of the integrals with such integrands very easy. There is no need to compute these integrals numerically.


Fig.6.7.1

Consider the homogeneous rotationally symmetric dielectric body with relative complex permittivity $\epsilon_{\text {Ir }}$. The inscribing and enscribing spheres are shown in the figure. The function $\ln \varepsilon_{2 r}(x, \theta)$ is expressed in terms of the step functions in region 2 as

$$
\operatorname{In}^{1} 1_{2 r}(x, \theta)=\operatorname{In} \epsilon_{1 r}\left[k-u\left(\theta-\theta_{0}\right)\right]
$$

the angle $\theta_{0}$ being a function of $x$, is show in the above figure. The derivatives of $\operatorname{Ln} \epsilon_{2 r}^{\prime}$ with respect to $x$ and 0 are respectiveiy;

$$
\frac{\partial \operatorname{Ln} \epsilon_{2}^{\prime} r}{\partial x}=\operatorname{Ln} \epsilon_{I r}^{1} \delta\left(\theta-\theta_{0}\right) \frac{d \theta}{d x} 0, \quad \frac{\partial \operatorname{Ln} \epsilon_{2 r}^{\prime}}{\partial \theta}=\operatorname{Ln} \epsilon_{\operatorname{lr}}\left[\theta-\delta\left(\theta-\theta_{0}\right)\right]
$$

If these derivative expressions are substituted into the integral expressions above, the following results:

$$
\begin{aligned}
& I_{n e m}^{1}=\operatorname{Ln} \epsilon_{1 r}^{\operatorname{Sin} \theta_{0}} \frac{d \theta_{0}}{d x}\left[\left(1-z_{o}^{2}\right) \frac{d P^{m}}{d z}\left(z_{0}\right) \frac{d P^{m}}{d z^{m}}\left(z_{0}\right)+\frac{m^{2}}{1-z_{0}^{2}} P_{e}^{m}\left(z_{o}\right) P_{n}^{m}\left(z_{0}\right)\right] \\
& I_{\text {nem }}^{2}=\operatorname{Ln} \epsilon_{i r}\left(I-z_{o}^{2}\right) P_{e}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z^{m}}\left(z_{o}\right)
\end{aligned}
$$

$$
\begin{aligned}
& I_{n e m}^{4}=\left(\epsilon_{i r}^{\prime}-1\right) F_{e}^{m}\left(z_{o}\right) P_{n}^{m}\left(z_{o}\right) \quad, \quad I_{n e m}^{5}=-i n \epsilon_{i r}^{\prime} F_{e}^{m}\left(z_{o}\right) P_{n}^{m}\left(z_{o}\right)
\end{aligned}
$$

where $z_{0}=\operatorname{Cos} \theta_{0}, \theta_{0}$ is obtained from the functional relation describing the shape of the scatterer.

The integrals $I_{\text {nem }}^{6}$ and $I_{\text {nem }}^{7}$ contain neither the derivatives of $\operatorname{Ln} \epsilon_{2 r}^{\prime}$ nor the derivatives of $P_{e}^{m}$ and $P_{n}^{m}$. For this reason numerical evaluation of these integrals is necessary. However as the analysis below shows, numerical evaluation of $I_{\text {nem }}^{6}$ and $I_{\text {nem }}^{7}$ is necessary only when $n=e$.

$$
I_{n e m}^{6}=\int_{0}^{\pi} \epsilon_{2 r}^{\prime}(x, \theta) P_{e}^{m_{p} m} \sin \theta d \theta \text {, with the definition } z=\operatorname{Cos} \theta, I_{n e m}^{6}
$$

is transformed into

$$
\begin{aligned}
& I_{n e m}^{6}=\int_{-1}^{Z_{o}} P_{e}^{m} P_{n}^{m} d z+\epsilon_{I r}^{1} \int_{z_{0}}^{1} P_{e}^{m} P_{n}^{m} d z \\
& \text { define } K_{n e m}^{I}=\int_{-1}^{Z_{o}} P_{e}^{m} P_{n}^{m} d z, \quad K_{n e m}^{2}=\int_{z_{0}}^{1} P_{e}^{m} P_{n}^{m} d z \quad \text { then } \\
& K_{n e m}^{I}+K_{n e m}^{2}=\int_{-1}^{1} P_{e}^{m} P_{n}^{m} d z \\
& \text { since } \quad \int_{-1}^{1} P_{e}^{m} P_{n}^{m} d z=\frac{2}{2 n+I} \frac{(e+m)!}{(e-m)!} \delta_{e n} \\
& \text { for } n \neq e \quad K_{n e m}^{I}=-K_{n e m}^{2} \text { and } I_{n e m}^{6}=\left(l-\varepsilon_{i r}\right) K_{n e m}^{I}
\end{aligned}
$$

It can be shown that(See Appendix D)

$$
\begin{equation*}
K_{n e m}^{I}=\int_{-1}^{z_{0}} P_{e}^{m} P_{n}^{m} d z=\frac{\left(1-z_{o}^{2}\right)}{\xi_{e n}}\left[P_{e}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z^{n}}\left(z_{o}\right)-P_{n}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z} e\left(z_{o}\right)\right] \tag{6.7.1}
\end{equation*}
$$

$n \neq e$
where $\xi_{\text {en }}=e(e+1)-n(n+1)$
Therefore the expression for $I_{\text {ned }}^{6}$ for $n \neq$ e becomes
$I_{n e m}^{6}=\left(1-\epsilon_{i r}^{\prime}\right) \frac{\left(1-z_{o}^{2}\right)}{\xi_{e n}}\left[P_{e}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z^{n}}\left(z_{o}\right)-P_{n}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z}\left(z_{o}\right)\right] \quad n \neq e$.

For $n=e, K_{n n m}^{1}+K_{n n m}^{2}=\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!}$
and $\quad I_{n n m}^{6}=\left(1-\epsilon_{i r}^{1}\right) K_{n n m}^{I}+\epsilon_{i r}^{1} \cdot \frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!}$
where $\quad K_{n n m}^{l}=\int_{-1}^{Z_{0}}\left[P_{n}^{m}(z)\right]^{2}$ dz $\quad \begin{aligned} & \text { and this integral must be evaluated } \\ & \text { numerically. }\end{aligned}$

The definition of $P_{n}^{m}$ is in terms of ordinary Legendre polynomials:

$$
p_{n}^{m}(z)=(-1)^{m}\left(1-z^{2}\right)^{m / 2} \frac{d^{m} p}{d z^{m}}
$$

since $P_{n}(z)$ is a polynomial of degree $n, \frac{d^{m} p}{d z^{m}}$ is a polynomial of degree $n-m$.

$$
\left[P_{n}^{m}(z)\right]^{2}=\left(1-z^{2}\right)^{m}\left(\frac{d^{m} P}{d z^{m}}\right)^{2} \text {, in which the first factor on the right }
$$ is a polynomial of degree 2 m . Hence, the integrand of $\mathrm{K}_{\mathrm{nnm}}^{1}$ is a polynomial of degree 2 n .

In the actual numerical calculations Gaussian quadrature formulas have been used to evaluate $K_{n n m}^{I}$. If a Gaussian quadrature formula of order $M$ is used, it can evaluate the integrals of polynomials up to the degree $2 \mathrm{M}-1$ exactly . Using this fact, the degree of the quadrature formula is selected with respect to the truncation number. If this number is $N$, then the integrand of $K_{n n m}^{I}$ can be a polynomial of degree $2 N$ at most. Hence $M$ should be selected in such a way that $2 N \leqslant 2 M-1$.

At every step of the numerical solution of the differential equations these $N$ integrals must be evaluated.

$$
\begin{aligned}
& \text { Similarly for } I_{n e m}^{7} ; \\
& I_{n e m}^{7}=\int_{0}^{\pi} \epsilon_{2 r}(x, \theta)\left(\frac{d P^{m}}{d \theta} e \frac{d P^{m}}{d \theta} n+\frac{m^{2}}{\sin ^{2} \theta} P_{e}^{m} P_{n}^{m}\right) \operatorname{Sin} \theta d \theta
\end{aligned}
$$

with the definition $\mathrm{z}=\operatorname{Cos} \theta$.
$\left.I_{n e m}^{7}=\int_{-1}^{z_{0}}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} e \frac{d P^{m}}{d z^{m}}+\frac{m^{2}}{1-z^{2}} P_{e}^{m} P_{n}^{m}\right)\right] d z^{+} e_{1 r}^{1} \int_{z_{0}}^{1}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} e^{d p^{m}} \frac{d}{d-m^{2}}+\frac{m^{2}}{1-e^{2}} e_{n}^{m}\right] d z$
define $\quad L_{n e m}^{I}=\int_{-1}^{z_{0}}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} e^{\frac{d P^{m}}{d z}}+\frac{m^{2}}{1-z^{2}} P_{e}^{m} P_{n}^{m}\right] d z$.

$$
I_{n \subset m}^{2}=\int_{z_{0}}^{1}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} e^{m} \frac{d P^{m}}{d z^{1}}+\frac{m^{2}}{1-z^{2}} P_{e}^{m} \cdot P_{n}^{m}\right] d z
$$

then $L_{n e m}^{I}+L_{n e m}^{2}=\int_{-1}^{1}\left[\left(I-z^{2}\right) \frac{d P^{m}}{d z} \frac{d P^{m}}{d z^{n}}+\frac{m^{2}}{1-z^{2}} \quad P_{e}^{m} P_{n}^{m}\right] d z=\frac{2 n(n+1)}{2 n+1} \frac{(e+m)!}{(e-m)!} \delta_{e n}$
for $n \neq e, L_{\text {nem }}^{1}=-I_{\text {nem }}^{2}$ and $I_{\text {nem }}^{7}=\left(1-\varepsilon_{i r}^{1}\right) I_{\text {nem }}^{1}$

It can be shown that(Appendix D); for $n \neq e$

$$
\begin{gather*}
I_{n e m}^{1}=\int_{-1}^{z_{0}}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} \frac{d P^{m}}{d z^{m}}+\frac{m^{2}}{1-z^{2}} P_{e}^{m} P_{n}^{m}\right] d z=\frac{1-z_{o}^{2}}{\xi_{e n}}\left[e(e+1) P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{n}}\left(z_{0}\right)\right. \\
\left.-n(n+1) P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e\left(z_{0}\right)\right] \tag{6.7.2}
\end{gather*}
$$

therefore,

$$
\begin{gathered}
I_{n e m}^{7}=\left(I-\varepsilon_{i r}\right) \frac{\left(1-z_{o}^{2}\right)}{\xi_{e n}}\left[e(e+1) P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z}\left(z_{0}\right)-n(n+1) P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e\left(z_{0}\right)\right] \\
n \neq e
\end{gathered}
$$

where

$$
\xi_{e n}=e(e+1)-n(n+1)
$$

for $n=e$

$$
I_{n n m}^{7}=\left(I-\varepsilon_{i r}\right) I_{n n m}^{I}+\epsilon_{i r} \frac{2 n(n+1)}{2 n+1} \frac{(n+m)!}{(n-m)!}
$$

where $\quad L_{n n m}^{I}=\int_{-1}^{z_{0}}\left[\left(I-z^{2}\right)\left(\frac{d P^{m}}{d z^{m}}\right)^{2}+\frac{m^{2}}{1-z^{2}}\left(p_{n}^{m}\right)^{2}\right] d z$

The integrand can be shown to be a polynomial of degree $2 n-2$. The degree of Gaussian quadrature is to be selected then according to the inequality $2 N-2 \leqslant 2 M-1$.

Therefore there is no accuracy problem in relation to the
numerical evaluation of integrals for homogeneous scatterers. These integrals are evaluated exactly. If, however the complex permittivity of the scatterer is a function of position, the integrals are calculated only approximately.

After establishing the above integral expressions, the factors $a_{n e m}, b_{n e m}, c_{n e m}, d_{n e m}, u_{n e m}, v_{n e m}$ and $w_{n e m}$ are expressed in terms of them as:

$$
\begin{aligned}
& a_{n e m}=R_{n e m}\left(I_{n e m}^{T}-\frac{I}{x} I_{n e m}^{1}\right)+\frac{I}{x_{2}} Q_{\text {nem }} I_{\text {nem }}^{2} \\
& b_{n e m}=-R_{n e m} I_{n e m}^{I}, c_{n e m}=-j m R_{n e m} I_{n e m}^{4}, d_{n e m}=-j m R_{n e m} I_{n e m}^{3} \\
& u_{n e m}=Q_{n e m} I_{n e m}^{6}, \nabla_{n e m}=j m R_{n e m} I_{n e m}^{5}, w_{n e m}=-R_{n e m} I_{\text {enm }}^{2}
\end{aligned}
$$

In the subsection below the Gaussian Quadrature formula for the approximate evaluations of the integrals is given.

### 6.7.1 Gaussian Quadrature Formula

Consider the integral $I=\int_{a}^{b} f(\theta) d \theta$. The variable $\theta$ is changed to a new variable $x$ in such a way that the limits of the integral with respect to x is -1 and 1. This transformation is achieved by the relation,

$$
\begin{aligned}
& \quad \theta=\frac{b-a}{2} x+\frac{b+a}{2} \text {, then } \\
& I=\frac{b-a}{2} \int_{-1}^{1} f\left(\frac{b-a}{2} x+\frac{b+a}{2}\right) d x \text {, define } F(x)=\frac{b-a}{2} f\left(\frac{b-a}{2} x+\frac{b+a}{2}\right) \\
& \text { hence } I=\int_{-1}^{1} F(x) d x
\end{aligned}
$$

$$
I=\int_{-1}^{1} F(x) d x=\sum_{j=1}^{N} w_{j}\left[F\left(x_{j}\right)+F\left(-x_{j}\right)\right]+R_{n}
$$

where the remainder $R_{n}$ is given as

$$
R_{n}=\frac{2^{2 n+1}(n!)^{4}}{(2 n+1)[(2 n)!]^{3}} \quad f^{(2 n)}\left(x_{0}\right) \quad\left(-1<x_{0}<1\right)
$$

the abscissa $x_{j}$ is the $j^{\prime t h}$ zero of the n'th degree. Legendre polynomial $P_{n}(x)$.
weights : $w_{j}=\frac{2}{\left(1-x_{j}\right)^{2} \frac{d}{d x}\left[P_{n}(x)\right]_{x=x_{j}}}$

In the actual numerical calculations, the relevant subroutines in IBM SSP (Scientific Subroutine Package) have been used. They are designated as QG3,QG4,QG5,etc., the numbers in the third place showing the degree of the Gaussian Quadrature formula.

The next computational step in the overall solution of the multipole coefficients is the evaluation of $(I-W)^{-1}$. This is examined in the next subsection.

### 6.7.2 Computation of $(I-W)^{-1}$

The inversion of the matrix (I-W) is necessary at every step of the numerical solution of the differential equations. It can be inverted by the standard techniques like Gauss-Seidel or Gauss elimination. However, a different approach has been taken in the present computations. The procedure goes as follows.

In Linear System Theory the inversion of the matrix (sI-A) is extremely important(where $s$ is the Laplace transform variable),
because once it is know the transfer function matrix of the linear time-invariant system

$$
\begin{aligned}
& \underline{x}(t)=A \underline{x}+B \underline{u} \\
& \underline{Y}(t)=C \underline{x}
\end{aligned}
$$

(where $\underline{x}(t)$ is the state variable vector, $\underline{u}$ is the excitation vector, $Y(t)$ is the output variable vector, $A, B$ and $C$ are constant matrices)
is deduced immediately as $H(s)=C(s I-A)^{-1} B$. .
For this reason a very efficient algorithm has been developed to invert (sI-A), s being a parameter. This is known as the Faddeeva algorithm and is given as(61);

$$
\begin{aligned}
& \left.(s I-A)^{-1}=\frac{1}{\Delta(s)}\right)\left[R_{o} s^{n-1}+R_{1} s^{n-2}+\ldots+R_{n-2} s^{+R_{n-1}}\right], n \text { is the } \\
& \text { order of } \mathrm{A} \text {. }
\end{aligned}
$$

where $\quad \Delta(s)=\operatorname{det}(s I-A)=s^{n}+\alpha_{1} s^{n-1}+\alpha_{2} s^{n-2}+\ldots+\alpha_{n}$ and the matrices $R_{1}, R_{2}, \ldots, R_{n}$ together with the scalars $\alpha_{1}, \alpha_{2}$, . . . , $\alpha_{n}$ are obtained by the following iteration scheme:

$$
\begin{aligned}
& R_{0}=I, \quad \alpha_{1}=-\operatorname{tr}(A) \\
& R_{1}=A+\alpha_{1} I, \quad \alpha_{2}=-\frac{1}{2} \operatorname{tr}\left(R_{1} A\right) \\
& R_{2}=A R_{1}+\alpha_{2} I, \quad \alpha_{3}=-\frac{1}{3} \operatorname{tr}\left(R_{2} A\right) \\
& \vdots \\
& \vdots \\
& R_{n-1}=A R_{n-2}+\alpha_{n-1} I, \quad \alpha_{n}=-\frac{1}{n} \operatorname{tr}\left(R_{n-1} A\right)
\end{aligned}
$$

where $\operatorname{tr}(F)$ denotes the trace of matrix $F$ and equals to the sum of
the diagonal elements of $F$.
The matrix, ( $I-H$ ) can then be inverted using the above algorithm and putting s=1. The compact form result is


As it is seen the algorithm only requires the multiplication of ( NxN ) matrices and evaluation of traces. . This way of evaluating the inverse of (I-ki) proved to be more effective compared to standard inversion techniques. The inversion times of the present algorithm and the standard techniques have been compared with each other: the time is appreciably less in the present algorithm with the same accuracy. For example, it took 1.2 seconds to invert a $4 \times 4$ complex matrix A with the subroutine MINV in SSP (which uses standard Gauss-Jordan method). The same matrix was invertedwith the present technique in 0.8 seconds.

For a single matrix inversion operation such amount of time difference may seem to be not so important. However, (I-N) is inverted so many times in the solution of the diferential equations that the gain in time in each inversion builds up to an appreciable amount.

A computer subroutine, called $\operatorname{CONT}(A, N)$ has been written to calculate $(I-A)^{-1}$, $A$ is given as input, the order of $A$, which is denoted by $N$, is also given as input. The inverse (I-A) ${ }^{-1}$ returns to the main program and is stored in $A$.

It is interesting to notice that a general complex matrix $A$ can also be inverted by the present algorithm. For this purpose a new matrix $A^{\prime}$ is defined as $A^{\prime}=I-A$ and the subroutine CONT is called as $A^{\prime}$ being the input. Since $C O N T$ evaluates ( $\left.I-A^{\prime}\right)^{-1}$ it means that
it effectively evaluates $[I-(I-A)]^{-1}$, which is $A^{-1}$. Subroutine CCNT is given at the end of the thesis.

The next subsection gives a brief outline of the numerical technique used in the solution of the system of linear differential equations.

### 6.7.3 Numerical Solution of the System of Differential Equations

In the numerical solution of differential equations, Hamming's modified predictor-corrector method has been used. It is a stable fourth-order integration procedure that requires the evaluation of the right-hand side of the system only two times per step. This is a great advantage compared with other methods of the same order of accuracy, especially the Runge-Kutta method(which has been used in the solution of two-dimensional problems), which requires the evaluation of the right-hand side four times per step. Another advantage is that at each step the calculation procedure gives an estimate for the local truncation error; thus the procedure is able without a significant amount of calculation time, to choose and change the step size $h$. (This property is very important in relation to the truncation number, because it may not be necessary to solve the complete problem for the unknown multipole coefficients for a truncation number $N$ and then to increase this number and to see how the results change. This comparison can be made locally without solving the complete problem. However this has not been employed in the present work).

On the other hand, Hamming's predictor-corrector method Itself is not self starting; that is, the functional values at a single previous point are not enough to get the functional values
ahead. Therefore, to obtain the starting values, a special RungeKutta procedure followed by one iteration step is added to the predictor-corrector method.

The description of the method goes as follows: (IBM, SSP, $\mathrm{mn} ; 337-339$ ) Given the general system of first-order ordinary differential equations:

$$
\begin{aligned}
& y_{1}^{\prime}=\frac{d y_{1}}{d x}=f_{1}\left(x, y_{1}, y_{2}, \ldots \cdot y_{n}\right) \\
& y_{2}^{\prime}=\frac{d y_{2}}{d x}=f_{2}\left(x, y_{1}, y_{2}, \ldots \cdot y_{n}\right) \\
& \vdots \\
& y_{n}^{\prime}=\frac{d y_{n}}{d x}=f_{n}\left(x, y_{1}, y_{2}, \cdots \cdot y_{n}\right)
\end{aligned}
$$

and the initial values: $y_{1}\left(x_{0}\right)=y_{1,0}, y_{2}\left(x_{0}\right)=y_{2,0}, \ldots, y_{n}\left(x_{0}\right)=y_{n, 0}$ and using the following vector notations:

$$
Y(x)=\left(y_{1}(x) \quad y_{2}(x) \ldots y_{n}(x)\right)^{T}, F(x, y)=\left(f_{1}(x, y) f_{2}(x, y) \ldots f_{n}\right)^{T}
$$

and, $Y_{0}=\left(y_{1,0} \quad y_{2,0} \cdots y_{n, 0}\right)^{T}$ where $Y, F$ and $Y_{0}$ are column vectors, the given problem appears as follows:

$$
Y^{\prime}=\frac{d Y}{d x}=F(x, y) \quad \text { with } \quad Y\left(x_{0}\right)=Y_{0}
$$

For stability purposes, the modification by Hamming of Milne's classical modified predictor-corrector method is preferred. Thus, knowing the results at the equidistant points $x_{j-3}, x_{j-2}, x_{j-1}$ and $\mathbf{x}_{\mathbf{j}}$, the results at point $\mathrm{x}_{\mathrm{j}+1}=\mathrm{x}_{\mathrm{j}}$ +h are computed by the formulas below.

$$
\begin{equation*}
\text { Predictor: } P_{j+1}=Y_{j-3}+\frac{4 h}{3}\left(2 Y_{j}^{\prime}-Y_{j-1}+2 Y_{j-2}^{\prime}\right) \tag{1}
\end{equation*}
$$

Modifier: $M_{j+1}=P_{j+1}-\frac{112}{121}\left(P_{j}-C_{j}\right)$;

$$
\begin{equation*}
M_{j+1}^{\prime}=F\left(x_{j+1}, M_{j+1}\right) \tag{3}
\end{equation*}
$$

Corrector: $\quad C_{j+1}=\frac{1}{8}\left[9 X_{j}-Y_{j-2}+3 h\left(M_{j+1}+2 Y_{j}^{\prime}-Y_{j-1}^{\prime}\right)\right]$

Final value: $y_{j+1}=C_{j+1}+\frac{9}{121}\left(P_{j+1}-C_{j+1}\right)$
where $X, Y^{\prime}, P, M, M^{1}, F$ and $C$ are column vectors.
Formulas (1) and (4) have local truncation errors:

$$
\begin{aligned}
& T_{1}=\frac{14}{45} h^{5} Y^{(5)}\left(\xi_{1}\right) \quad \text { with } \quad x_{j-3}<\xi_{1}<x_{j+1} \quad \text { and } \\
& T_{2}=-\frac{1}{40} h^{5} Y^{(5)}\left(\xi_{2}\right) \quad \text { with } \quad x_{j-2}<\xi_{2}<x_{j+1}
\end{aligned}
$$

respectively, such that $Y^{(5)}(x)$ does not vary to any great extent in the interval $\left(x_{j-3}, x_{j+1}\right)$, it follows that:

$$
T_{2} \approx \frac{9}{121}\left(P_{j+1}-C_{j+1}\right)
$$

This formula shows that the components of the column vector $P_{j+1}{ }^{-C}{ }_{j+1}$ are measures for the local truncation errors in the components of column vector $Y_{j+1}$, and therefore control of accuracy and adjustment of step size $h$ can be done by generating the following test value:

$$
\begin{equation*}
\delta=\sum_{i=1}^{n} a_{i}\left|P_{j+1, i}-C_{j+1, i}\right| \tag{6}
\end{equation*}
$$

where the coefficients $a_{i}$ are error weights specified in the input of the procedure.

If $\delta$ is greater than a given tolerance $\epsilon$, the increment $h$ is halved and the procedure computes $Y_{j+1 / 2}$, that is $Y\left(x_{j}+h / 2\right)$, after having interpolated $Y_{j-1 / 2}=Y\left(x_{j}-h / 2\right)$ and $Y_{j-3 / 2}=Y\left(x_{j}-3 h / 2\right)$,
with previous increment $h$, using the sixth-order interpolation formulas:

$$
\begin{align*}
& Y_{j-1 / 2}=\frac{1}{256}\left(80 Y_{j}+135 Y_{j-1}+40 Y_{j-2}+Y_{j-3}\right)+\frac{h}{2} \frac{15}{128}\left(-Y_{j}^{\left.1+6 Y_{j-1}^{\prime}+Y_{j-2}\right)}\right.  \tag{7}\\
& Y_{j-3 / 2}=\frac{1}{256}\left(12 Y_{j}+135 Y_{j-1}+108 Y_{j-2}+Y_{j-3}\right)+\frac{h}{2} \frac{3}{128}\left(-Y_{j}^{\prime}-18 Y_{j-1}^{\prime}+9 Y_{j-2}\right) \tag{8}
\end{align*}
$$

If $\delta$ is less than $\epsilon$, the result $Y_{j+1}$ is assumed to be correct and is handed, together with $x_{j+1}$ and the vector derivatives $Y_{j+1}=F\left(x_{j+1}, Y_{j+1}\right)$, to a user-supplied output subroutine.

Starting Hamming's modified predictor-corrector method requires the functional and derivative values at four preceding equidistant points; that is $x_{0}, x_{1}, x_{2}$ and $x_{3}$. The values $Y_{0}$ and $Y_{0}=F\left(x_{0}, Y_{0}\right)$ are specified by the input. For computation of $Y_{1}, Y_{1}^{1}, Y_{2}, Y_{2}^{1}, Y_{3}$ and $Y_{3}^{\prime}$ and for adjustment of the step size $h$ to accuracy requirements, a special Runge-Kutta procedure suggested by Ralston is used. Starting at $x_{j}$, values at point $x_{j+1}=x_{j}$,h are computed using the following formulas:

$$
\begin{aligned}
& K_{1}=h \cdot Y_{j}^{\prime} \\
& K_{2}=h \cdot F\left(x_{j}+0.4 h, Y_{j}+0.4 K_{1}\right) \\
& K_{3}=h \cdot F\left(x_{j}+0.45573725 h, Y_{j}+0.29697760 K_{1}+0.15875964 K_{2}\right) \\
& K_{4}=h \cdot F\left(x_{j}+h, Y_{j}+0.21810038 K_{1}-3.05096514 K_{2}+3.83286476 K_{3}\right)
\end{aligned}
$$

and

$$
\left.Y_{j+1}=Y_{j}+0.17476028 K_{1}-0.55148066 K_{2}+1.20553559 K_{2}+0.17118478 \mathrm{~K}_{4}\right)
$$

where $Y_{j}, Y_{j+1}, K_{1}, K_{2}, K_{3}$ and $K_{4}$ are all column vectors.
In the actual computations a subroutine named HPCG has been used. This subroutine is in IBM SSP. The same computations have
been made with the subroutine RKGS(uses Runge-Kutta algorithm) which takes considerably more times compared to HPCG.

### 6.7.4 Generation of Spherical Bessel and Hankel Functions

Spherical Bessel and Hankel functions together with their derivatives are required at only two points, namely $x=x_{1}$ and $x=x_{2}$. The argument of the spherical Bessel function at $x=x_{1}$ is complex in general and is given as $x_{1} \sqrt{\epsilon_{1 r}}$. The argument at $x=x_{2}$ is $x_{2}$ and is purely real. Whatever can be said about the properties of spherical Bessel and Hankel functions for real arguments can be extended to the complex arguments, because of the analytical continuability of these functions into the complex plane. In what follows $z$ denotes the argument and can be real or complex.

The spherical Bessel function is defined in terms of the cylindrical Bessel function as;

$$
f_{n}(z)=\sqrt{\frac{1}{2} \pi / z} \quad J_{n+1 / 2}(z)
$$

The spherical Neumann function is defined in a similar way as:

$$
y_{n}(z)=\sqrt{\frac{1}{2} \pi / z} \quad Y_{n+1 / 2}(z)
$$

in terms of these, the spherical Hankel functions of the first and second kind are

$$
h_{n}^{(I)}(z)=j_{n}(z)+j y_{n}(z) \quad \text { and } \quad h_{n}^{(2)}(z)=j_{n}(z)-j y_{n}(z)
$$

$j_{n}(z)$ and $y_{n}(z)$ are plotted below for 4 different values of $n$ $(0,1,2,3)$ and for real $z$.



The recurrence relations are also given below.

$$
\begin{align*}
& f_{n-1}(z)+f_{n+1}(z)=(2 n+1) f_{n}(z) / z  \tag{1}\\
& \left.n f_{n-1}(z)-(n+1) f_{n+1}(z)=(2 n+1) \frac{d f^{\prime}}{d z} n\right) \tag{2}
\end{align*}
$$

$$
\begin{equation*}
\frac{n+1}{z} f_{n}(z)+\frac{d f}{d z}(z)=f_{n-1}(z) \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\frac{n}{z} f_{n}(z)-\frac{d f}{d z} n(z)=f_{n+1}(z) \tag{4}
\end{equation*}
$$

where $f_{n}(z)$ denotes either one of these four functions, $j_{n}(z), y_{n}(z)$, $h_{n}^{(1)}(z), h_{n}^{(2)}(z)$.

Two computer subroutines have been written to evaluate the spherical Bessel and Hankel functions numerically. These are designated as SHAN and SBES. SHAN evaluates the spherical Hankel functions for real arguments. Its argument list is Z,L,HAN,DHAN. For a given argument $z$ subroutine computes the spherical Hankel functions and their derivatives up to the order L. The zeroth and first order Hankel functions(with their derivatives) are given as function statements. Then the relations (1) and (3) are used to compute the higher order functions. The values of the spherical Hankel functions for a set of arguments and indices have been computed and compared with the values tabulated in (5). There is a 7 or 8 digits agreement between the two sets of values.

Subroutine SBES computes the spherical Bessel functions and their derivatives for complex arguments. Its argument list is $Z, L, S B, D S$, where $Z$ is the complex argument, $L$ is the order of the highest Bessel function. The computed results for the Bessel
function and its derivative are stored in one-dimensional arrays $S B$ and DS. Again the explicit functional forms of the zeroth and first order functions are utilized. Having these lowest order functions, forward recursion using the relations (1) and (3) above gives the higher order functions.

### 6.7.5 Generation of Associated Legendre Functions

The definition of the Associated Legendre functions given in
(47) was adopted in the present work. This is

$$
P_{e}^{m}(z)=(-1)^{m}\left(1-z^{2}\right)^{m / 2} \frac{d^{m} p}{d z^{m}} e^{e}
$$

where $P_{e}$ is the Legendre polynomial of order $e$.
$A$ computer subroutine has been written to compute $P_{e}^{m}$ and $\frac{d P^{m}}{d z}{ }^{m}$ for a given $z, e$ and $m$. This subroutine has the name ASSLIG. Its argument list is $X$, INDEX, MAZ, AL, DAL. Here $X$ is the argument of the Associated Legendre function, INDEX corresponds to e, MAZ corresponds to $m$. The computed values for $P_{e}^{m}$ and $\frac{d P^{m}}{d z}$ are stored in AL and DAL respectively.

If $m>e$, the subroutine sets $P_{e}^{m}$ and $\frac{d P^{m}}{d z}$ equal to zero, since a polynomial of order e gives zero when it is differentiated greater number of times than its order.

> If $m=0$, ASSLEG computes the ordinary Legendre polynomials.
> If $m=e$, then the following formulas are used directly to compute the function and its derivative

$$
P_{m}^{m}(z)=(-1)^{m} \frac{(2 m)!}{2^{m} m!}\left(1-z^{2}\right)^{m / 2}, \quad \frac{d P^{m}}{d z^{m}}=-\frac{m z}{1-z^{2}} P_{m}^{m}
$$

For $e>m$, the following recurrence relations together with the first starting functions are used

$$
\begin{aligned}
& P_{e}^{m}(z)=\frac{(2 e-1) z P_{e-1}^{m}(z)-(e+m-1) P_{e-2}^{m}}{e-m} \\
& \left(1-z^{2}\right) \frac{d P^{m}}{d z} e^{m}=(e+m) P_{e-1}^{m}-e z P_{e}^{m}(z)
\end{aligned}
$$

The first two starting functions are

$$
P_{m+1}^{m}(z)=(2 m+1)_{z} P_{m}^{m}(z) \quad, \quad \frac{d P_{m+1}^{m}}{d z}=\frac{(2 m+1) P_{m}^{m}-(m+1) z P_{m+1}^{m}}{1-z^{2}}
$$

Subroutine ASSLEG is not to be used for $x=\bar{\mp} 1$ in its present form because of the numerical singularities arising from the factors ( $1-x^{2}$ ) being in the denominators of some ratios. The value of $P_{e}^{m}$ at $x=\mp 1$ is zero, but its derivative may go to infinity depending on the value of $m$. These cases must be treated with care. In the present work the points $x=1$ or $x=-1$ (corresponding to $\theta=0$ and $\theta=\pi$ respectively) are not included in the range of evaluation of $\mathrm{P}^{\mathrm{m}}$ and $\frac{d P^{m}}{d z} e^{m}$ - The values of the quantities involving $P_{e}^{m}$ and $\frac{d^{m}}{d z}{ }^{m}$, at $x=\mp$ are obtained separately using their defining equations at $x=\mp 1$.

If ASSLEG is to be used for some other purpose, the points $x=\mp \bar{\mp}$ must be treated appropiately.

### 6.7.6 Apniications

In this section the method developed in the previous sections is applied to some problems. Some of these problems have solutions obtained by using different techniques. The results obtained by the present method are compared with these. The scatterers considered are: an off-centre sphere with a real permittivity, an offcentre sphere with a complex permittivity, an oblate spheroid and a prolate spheroid with small eccentricities, a dielectric cylinder of finite length, an oblate spheroidal raindrop, a kidney-shaped raindrop and finally as an example of multi-body scattering in the three-dimensional case, two dielectric spheres of the same radii and spaced a certain distance apart. Among these the off-centre sphere problem has an exact solution. The oblate and prolate spheroid problems(with small eccentricities) have solutions as boundary perturbation expansions. The other solutions for a cylinder of finite length, for two spheres and for raindrops are not compared with any other solution but they are just presented. The excitation is always assumed to be a plane wave propagating along the symmetry axis of the scatterer, except for raindrop problems where it is a plane wave obliquely incident on the scatterer.

## a) Off-Centre Dielectric_Sphere

In order to test the method for non-spherical scatterers the first scatterer to be considered is an off-centre sphere, since the exact solution for such a scatterer(as an eigenfunction expansion) can be obtained very easily.


The coordinate origin is located at the point 0 a distance d' away from the centre of the sphere as shown in the figure. The permittivity of the scatterer is $\epsilon_{1}$ and its conductivity is zero.

The excitation is a linearly polarized plane wave propagating along the positive z-axis.

The multipole coefficients of the incident wave are given by (31)

$$
\beta_{e n}^{i}=-\alpha_{e n}^{i}=\delta_{m,-1}+(-j)^{e-1}[4 \pi(2 e+1)]^{1 / 2}
$$

where the upper and lower signs are for + and - helicity circularly polarized waves, respectively.

As is seen for a right-hand circularly polarized plane wave propagating along the z-axis the azimuthal index m takes the value 1. (It is -l for a left-hand circularly polarized plane wave)

The scatterer is described by the following polar equation:

$$
\theta=\operatorname{Cos}^{-1}\left(\frac{r^{2}+d^{\prime}-a^{\prime}}{2 r d^{\prime}}\right)
$$

The formulas developed in section (6.7) for $a_{\text {nem }}, b_{\text {nem }}, c_{n e m}$, $d_{n e m}, u_{n e m}, v_{\text {nem }}$ and $w_{n e m}$ fit this case completely. The.factors $z_{0}$ and $\sin \theta_{0} d \theta_{0} / d x$ are given by

$$
z_{0}=\cos \theta_{0}=\frac{x^{2}+d^{2}-a^{2}}{2 x d} \quad \text { and } \quad \sin \theta_{0} \frac{d \theta}{d x} 0=\frac{z}{x} 0-\frac{1}{d}
$$

where $x=k_{0} r, d=d^{\prime} k_{0}, a=k_{0} a^{\prime}$.

The multipole coefficients are listed below for various truncation numbers and for $a=0.8, d=0.2, \epsilon_{r}=3$. The eigenfunction
solution results are also given．

|  | $N=2$ | $N=3$ | $N=4$ |
| :---: | :---: | :---: | :---: |
| $\alpha_{11}^{s}$ | $-0.1520 E 0-j 0.9613 E 0$ | $-0.1207 E 0-j 0.8943 E 0$ | $-0.1161 E 0-j 0.8412 E 0$ |
| $\alpha_{21}^{s}$ | $-0.5925 E-1-j 0.4457 E-1$ | $-0.5781 E-1-j 0.3345 E-1$ | $-0.6051 E-1-j 0.3479 E-1$ |
| $\alpha_{31}^{s}$ |  | $-0.3910 E-2+j 0.1638 E-2$ | $-0.4329 E-2+j 0.1888 E-2$ |
| $\alpha_{41}^{s}$ | - |  | $-0.2545 E-3+j 0.4372 \mathrm{E}-3$ |


|  | $N=2$ | $N=3$ | $\mathrm{N}=4$ |
| :---: | :---: | :---: | :---: |
| $\beta_{\text {II }}^{\text {S }}$ | －0．1101E0－j0．8013E－1 | －0．1035ミ0－j0．8109玉－1 | －0．9980E－1－j0．8124E－1 |
| $\beta_{21}^{s}$ | －0．7356E－2－j0．5614E－2 | －0．6880玉－2－j0．5336E－2 | －0．6416ii－2－j0．5284E－2 |
| $\beta_{31}^{s}$ |  | －0．3472E－3－j0．1894E－3 | －0．3177E－3－j0．1772E－3 |
| $\beta_{41}^{8}$ | － | － | －0．6932E－5－j0．2537E－5 |


| $e$ | $\alpha^{s}$ <br> （Eigenfunction Exp．） | $\beta_{e^{S}}^{\text {（Eigenfunction Exp．）}}$ |
| :---: | :---: | :---: |
| 1 | $-0.1227 E 0-j 0.8594 E 0$ | $-0.1481 \pm-2-j 0.9537 E-1$ |
| 2 | $-0.3692 E-1+j 0.1720 E-3$ | $-0.2093 E-2+j 0.5531 E-6$ |
| 3 | $0.5676 E-7+j 0.7296 E-3$ | $0.6553 E-10+j 0.2479 E-4$ |
| 4 | $0.8065 E-5-j 0.6117 E-11$ | $0.1811 E-6-j 0.3084 E-14$ |

It can be seen from the above tables that the magnitudes of the multipole coefficients decrease much more rapidly with the index $e$ in the eigenfunction solution case．This is due to the fact that the spherical wave expansion of the fields for a homogeneous dielectric sphere is the＇natural＇expansion for these fields and the spherical vector wave functions are the＇natural＇modes．For the off－centre sphere a spherical wave expansion is not the＇natural＇expansion and
the spherical harmonics are not the 'natural' modes.
The bistatic scattering cross-section $\sigma(\theta)$ for the plane wave excitation is plotted in Fig. (6.1) for $\mathrm{N}=2,3$ and 4.

The analytical expression for $\sigma(\theta)$ is defined and derived below.
The bistatic scattering cross-section $\sigma$ is defined as
$\underset{r \rightarrow \infty}{\operatorname{Lim} 4 \pi r^{2}} \frac{\left|\bar{E}^{s}\right|^{2}}{\left|E^{\text {inc }}\right|^{2}}$
where $\mathrm{E}^{\mathrm{S}}$ is the scattered electric field vector and $\overline{\mathrm{B}}^{\text {inc }}$ is the incident electric field vector.
$\overline{\mathrm{F}}^{s}$ and $\overline{\mathrm{E}}^{\text {inc }}$ are given by the following infinite series:
$\bar{E}^{s}=-j Z \sum_{o=0}^{\infty} \sum_{m z e}^{e}\left[\beta_{e m}^{s} \bar{M}_{e m}^{s}+\frac{1}{k_{0}} a_{e m}^{s} \bar{N}^{s}{ }^{s}\right]$
$\dot{E}^{i n c}=-j Z \sum_{e=0}^{\infty} \sum_{m=-c}^{e}\left[\beta_{e m}^{i} \bar{M}_{\text {em }}^{1}+\frac{1}{k_{0}} \alpha_{e m}^{i} \bar{N}^{1}{ }^{-1}\right]$

From the definitions of $\bar{M}_{\mathrm{em}}^{\mathrm{S}}$ and $\overline{\mathrm{N}}_{\mathrm{em}}^{\mathrm{S}}$ it is easy to show that
$\operatorname{Lim}_{r \rightarrow \infty} \bar{M}_{e m}^{s}=j^{e+1} \frac{e^{-j k_{0} r}}{k_{0} r} \bar{X}_{e m}$
$\operatorname{Lim}_{r \rightarrow \infty} \bar{N}_{e m}^{s}=j \frac{e^{-j k_{o} r}}{r} \hat{a}_{r} x \bar{X}_{e m}$

Hence,
and

$$
\sigma=\frac{4 \pi}{k_{0}^{2}}\left|\sum_{e=0}^{\infty} \sum_{m=-e}^{e} j^{e}\left[j \beta_{e m}^{s} \overline{\mathrm{X}}_{\mathrm{em}}+\alpha_{\mathrm{em}}^{s} \hat{a}_{\mathrm{r}} \mathrm{x} \overline{\mathrm{X}}_{\mathrm{em}}\right]\right|^{2}
$$



Fig. (6.1) Scattering Pattern of an Off-Centre Dielectric Sphere for Various Truncation Numbers and for a Plane Wave Excitation.

Let $\quad \bar{G}=\sum_{e=0}^{\infty} \sum_{m=-e}^{e} j^{e}\left[j \beta_{e m}^{s} \bar{x}_{e m}+\alpha_{e m}^{s} \hat{a}_{r} x \bar{x}_{e m}\right]$

The $\theta$ and $\phi$ components of $\bar{G}$ are

$$
\begin{aligned}
& G_{\theta}=\sum_{e=0}^{\infty} \sum_{m=-e}^{e} j^{e+l} \frac{\gamma_{e m}}{\Delta_{e}}\left(\alpha_{e m}^{s} \frac{d P^{m}}{d \theta}-m \beta_{e m}^{s} \frac{P_{e}^{m}}{\operatorname{Sin} \theta}\right) e^{j m \phi} \\
& G_{\phi}=\sum_{e=0}^{\infty} \sum_{m=-e}^{e}-j^{e} \frac{\gamma_{e m}}{\Delta_{e}}\left(m a_{e m}^{s} \frac{P_{e}^{m}}{\operatorname{Sin} \theta}+j \beta_{e m}^{s} \frac{d P^{m}}{d \theta^{m}}\right) e^{j m \phi}
\end{aligned}
$$

where

$$
r_{e m}=\left[\frac{(2 e+1)}{4 \pi} \frac{(e-m)!}{(e+m)!}\right]^{1 / 2}, \quad \Delta_{e}=[e(e+1)]^{1 / 2}
$$

Then in terms of $G_{\theta}$ and $G_{\phi}$, $\sigma$ becomes

$$
\sigma=\frac{4 \pi}{k_{0}^{2}}\left[\left|G_{\theta}\right|^{2}+\left|G_{\phi}\right|^{2}\right]
$$

In what follows, $\sigma$ will be derived for a linearly polarized plane wave propagating along the $z$-axis.

A linearly polarized plane wave is composed of two circularly polarized plane waves, one is + helicity, the other is - helicity. Thus $m$ takes the values +1 and -1 in the corresponding summations. The components $G_{\theta}$ and $G_{\phi}$ then become

$$
\begin{array}{r}
G_{\theta}=\sum_{e=0}^{\infty} j^{e+1}\left[\frac{\gamma_{e l}}{\Delta_{e}}\left(\alpha_{e l}^{s} \frac{d P^{l}}{d \theta} e-\beta_{e l}^{s} \frac{P_{e}^{1}}{\operatorname{Sin} \theta}\right) e^{j \phi_{+}}+\frac{r_{e,-1}}{\Delta_{e}}\left(\alpha_{e,-1}^{s} \frac{d P^{-1}}{d \theta} e^{-1}+\beta_{e,-1}^{s}\right.\right. \\
\\
\left.\left.\frac{P_{e}^{-1}}{\operatorname{Sin} \theta}\right) e^{-j \phi}\right]
\end{array}
$$

and

$$
\begin{aligned}
& G_{\phi}=\sum_{e=0}^{\infty}-j^{e} \Delta_{e} \quad\left[r_{e l}\left(\alpha_{e l}^{s} \frac{P_{e}^{l}}{\operatorname{Sin} \hat{O}}+j \beta_{e l}^{s} \frac{d^{l}}{d \hat{d}}{ }^{l}\right) e^{j \phi}+r_{e,-1}\left(-\alpha_{e,-1}^{s} \frac{P_{e}^{-1}}{\operatorname{Sin} \theta}\right.\right. \\
& \left.+j \beta_{e,-1}^{s} \frac{d P^{-1}}{d \theta}\right) e^{-j \phi]} \\
& \text { Using } P_{e}^{-m}=(-1)^{m} \frac{(e-m)!}{\left(e t^{+}\right)!} P_{e}^{m} \text { with } r_{e,-m}=\left[\frac{(2 e+1)}{4 \pi} \frac{(e+m)!}{(e-m)!}\right]^{1 / 2}
\end{aligned}
$$

it follows that

$$
\begin{gathered}
\gamma_{e,-m} p_{e}^{-m}=(-1)^{m} \gamma_{e}^{m} P_{e}^{m} \\
\text { Since } \quad \beta_{e m}^{i+}=\beta_{e m}^{i-}=(-j)^{e-1}[4 \pi(2 e+1)]^{1 / 2}
\end{gathered}
$$

it follows from the linearity of Maxwell's equations that

$$
\begin{gathered}
\beta_{e l}^{s}=\beta_{e,-1}^{s} \\
\text { Similarly } \quad \alpha_{e m}^{i+}=-\alpha_{e m}^{i-}
\end{gathered}
$$

it follows that $\quad \alpha_{e,-1}^{s}=-\alpha_{e l}^{s}$

Then $G_{\theta}$ and $G_{\phi}$ become

$$
\left.\begin{array}{l}
G_{\theta}=2 \sum_{e=0}^{\infty} j^{e+1} \frac{\gamma_{e l}}{\Delta_{e}}\left(\alpha_{e l}^{s} \frac{d P^{l}}{d \theta} e-\beta_{e l}^{s} \frac{P_{e}^{l}}{\operatorname{Sin} \theta}\right) \operatorname{Cos} \phi \quad \text { and } . \\
G_{\phi}=2 j \sum_{e=0}^{\infty}-j^{e} \frac{\gamma_{e l}}{\Delta_{e}}\left(\alpha_{e l}^{s} \frac{P_{e}^{l}}{\operatorname{Sin} \theta}+j \beta_{e l}^{s} \frac{d P^{l}}{d \theta} e\right.
\end{array}\right) \operatorname{Sin} \phi \quad .
$$

$\sigma$ is then given as

$$
\sigma=\frac{4 \pi}{k_{0}^{2}}\left[\left|F_{1}(\theta)\right|^{2} \operatorname{Cos}^{2} \phi+\left|F_{2}(\theta)\right|^{2} \sin ^{2} \phi\right]
$$

where

$$
\left.\begin{array}{l}
F_{1}(\theta)=2 \sum_{e=0}^{\infty} j{ }^{e+1} \frac{r_{e l}}{\Delta_{e}}\left(\alpha_{e l}^{s} \frac{d P^{l}}{d \theta} e-\beta_{e l}^{s} \frac{P_{e}^{l}}{\operatorname{Sin} \theta}\right) \\
F_{2}(\theta)=2 j \sum_{e=0}^{\infty}-j e \frac{r_{e l}}{\Delta_{e}}\left(\alpha_{e l}^{s} \frac{P_{e}^{l}}{\operatorname{Sin} \theta}+j \beta_{e l}^{s} \frac{d P^{l}}{d \theta} e\right.
\end{array}\right),
$$

It is interesting to consider $\sigma(\theta, \phi)$ in directions which lie in the planes $\phi=0$ and $\phi=\pi / 2$, for which the scattered wave is linearly polarized.

Then for $\phi=0$ (in the E-plane) $\sigma$ reduces to

$$
\sigma_{E}(\theta)=\frac{1}{k_{0}^{2}}\left|\sum_{e=1}^{\infty} j^{e} \frac{\left(2 e^{+1}\right)}{e(e+1)}\left[\left(\mathrm{P}_{\mathrm{e}}^{1} / \operatorname{Sin} \theta\right) \beta_{e l}^{s}+\frac{d P^{1}}{d \theta} \alpha_{e l}^{s}\right]\right|^{2}
$$

This form of $\sigma_{E}(\theta)$ has been used in the calculations.

## b) Off-Centre Dielectric_Sphere With Complex Permittivity

The computer programme(developed for the solution of scattering by rotationally symmetric scatterers)is capable of solving the scattering problems for scatterers with complex permittivity. In order to test it, again an off-centre sphere is considered with the following parameters:
$a=0.7, d=0.2, \epsilon_{r}=5+j 2$.
The multipole coefficients are tabulated below. The bistatic cross-section is plotted in Fig. (6.2).


Fig. (6.2) Scattering Pattern of an Off-Centre Dielectric Sphere of Complex Permittivity for Various Truncation Numbers and for a Plane Wave Excitation.

|  | $N=2$ | $N=3$ | $N=4$ |
| :---: | :---: | :---: | :---: |
| $\alpha_{11}^{s}$ | $0.3257 E 0-j 0.1363 \mathrm{E}+1$ | $0.2509 \mathrm{E} 0-\mathrm{j} 0.1009 \mathrm{E}+1$ | $0.1354 \mathrm{E}-\mathrm{j} 0.9113 \mathrm{E} 0$ |
| $\alpha_{21}^{s}$ | $-0.5519 \mathrm{E}-1-j 0.6817 \mathrm{E}-1$ | $-0.4996 \mathrm{E}-1-j 0.5484 \mathrm{E}-1$ | $-0.6323 \mathrm{E}-1-j 0.5309 \mathrm{E}-1$ |
| $\alpha_{31}^{s}$ | - | $-0.5002 \mathrm{E}-2+j 0.1014 \mathrm{E}-2$ | $-0.6824 \mathrm{E}-2+j 0.1029 \mathrm{E}-2$ |
| $\alpha_{41}^{\mathrm{s}}$ |  |  | $-0.5402 \mathrm{E}-3+j 0.3734 \mathrm{E}-3$ |


|  | $\mathrm{N}=2$ | $\mathrm{N}=3$ | $N=4$ |
| :---: | :---: | :---: | :---: |
| $\beta_{11}^{5}$ | -0.8097E-1-j0.1601E0 | -0.5304E-I-j0.1444E0 | -0.4647E-1-j0.1330E0 |
| $\beta_{21}^{5}$ | -0.3021E-2-j0.1046E-1 | -0.1829E-2-j0.9413E-2 | -0.1235E-2-j0.8584--2 |
| $\beta_{31}^{5}$ |  | -0.1093 - $3-30.3916 \mathrm{E}-3$ | -0.8452E-4-j0.3431E-3 |
| $\mathrm{B}_{41}^{\text {S }}$ |  |  | -0.3827玉-5-j0.8283E-5 |


| e | $\alpha_{e}^{s}$ <br> ( Eigenfunction Exp.) | $\begin{gathered} \beta_{\mathrm{e}}^{\mathrm{s}} \\ \text { (Eigenfunction Exp.) } \end{gathered}$ |
| :---: | :---: | :---: |
| 1 | 0.7668E-1-j0.9948E0 | 0.6737E-1-j0.1017E0 |
| 2 | -0.2835E-1-j0.4917E-2 | -0.1681E-2-j0.9506玉-3 |
| 3 | -0.6840E-4+j0.4202E-3 | -0.8122E-5+j0.1517E-4 |
| 4 | 0.3520E-5+j0.5530E-6 | $0.8458 \mathrm{E}-7+\mathrm{j} 0.4418 \mathrm{E}-7$ |

c) Oblate_Spheroia


The shape of an oblate spheroid is obtained by rotating the ellipse shown in the figure about the z-axis.

The polar equation describing the ellipse is $r=b^{\prime}\left(1-\nu \operatorname{Sin}^{2} \theta\right)^{-1 / 2}$
where $b^{\prime}$ is the semi-minor axis, $\nu=1-\left(\frac{b^{1}}{a^{\prime}}\right)^{2}$, is the eccentricity of the ellipse, $a^{\prime}$ is the semi-major axis of the ellipse.

The integral expressions $I_{\text {nem }}^{j}(j=1,2, \ldots, 7)$ defined in section (6.7) have the following forns for oblate spheroid:

$$
\begin{aligned}
& I_{n e m}^{1}=-\operatorname{In} \epsilon_{1 r} \operatorname{Sin} \theta_{\circ} \frac{d \theta}{d x} \circ\left[1+(-1)^{e+n}\right]\left[\left(1-z_{0}^{2}\right) \frac{d P^{m}}{d z} e\left(z_{0}\right) \frac{d P^{m}}{d z^{n}}\left(z_{0}\right)+\frac{m^{2}}{1-z_{0}^{2}}\right. \\
& \text {. } \left.P_{e}^{m}\left(z_{o}\right) P_{n}^{m}\left(z_{o}\right)\right] \\
& I_{\text {nem }}^{2}=-\operatorname{Ln} \epsilon_{1 r}\left(1-z_{0}^{2}\right)\left[1+(-1)^{e+n]}\right] P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{n}\left(z_{0}\right)} \\
& I_{n e m}^{3}=\operatorname{Ln} \varepsilon_{1 r} \operatorname{Sin} \theta \theta_{0} \frac{d \theta}{d x} \circ\left[1-(-1)^{e+n}\right]\left[P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{n}}\left(z_{0}\right)+P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e^{m}\left(z_{0}\right)\right] \\
& I_{n e m}^{4}=\left(1-\epsilon_{l r}\right)\left[1-(-1)^{e+n}\right] P_{e}^{m}\left(z_{0}\right) P_{n}^{m}\left(z_{0}\right) \\
& I_{n e m}^{5}=\operatorname{Ln} \epsilon_{1 r}\left[1-(-1)^{e+n}\right] P_{e}^{m}\left(z_{0}\right) P_{n}^{m}\left(z_{o}\right) \\
& I_{n e m}^{6}=\left[-\left(1-\epsilon_{1 r}\right) J_{2}+\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}-\frac{\left(1-\epsilon_{1 r}\right)\left(1-z_{0}^{2}\right)}{\xi_{\text {en }}} \cdot\left[1+(-1)^{e+n}\right] \\
& \cdot\left[e(e+1) P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z}\left(z_{0}\right)-n(n+1) P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e\left(z_{0}\right)\right] \\
& I_{n e m}^{7}=\left[-\left(1-\varepsilon_{1 r}\right) L_{2}+\frac{2 n(n+1)}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}-\frac{\left(1-\epsilon_{1 r}\right)\left(1-z_{0}^{2}\right)}{\xi_{\text {en }}} \cdot\left[1+(-1)^{e+n}\right] \\
& \cdot\left[e(e+1) P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} n^{\left(z_{0}\right)}-n(n+1) P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e\left(z_{0}\right)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& J_{2}=\int_{-z_{0}}^{z_{0}}\left[F_{n}^{m}(z)\right]^{2} d z, \quad L_{2}=\int_{-z_{0}}^{z_{0}}\left[\left(1-z^{2}\right)\left(\frac{d P^{m}}{d z}\right)^{2}+\frac{m^{2}}{1-z^{2}}\left(P_{n}^{m}\right)^{2}\right] d z \\
& \xi_{e n}=e(\epsilon+1)-n(n+1) \quad z_{0}=\left(\frac{b^{2}}{\nu x^{2}}-\frac{1-\nu}{\nu}\right)^{1 / 2} \\
& \operatorname{Sin} \theta_{0} \frac{d \vartheta}{d x}=\frac{b^{2}}{\nu z_{0} x^{3}} \quad, \quad x=k_{o} r, \quad b=k_{0} b \prime
\end{aligned}
$$

It must be observed that as $x \rightarrow a\left(a=k_{0} a^{\prime}\right), z_{0} \rightarrow 0$ and $\operatorname{Sin} \theta \frac{d \theta}{d x} 0$ goes to infinity. This singularity is to be eliminated in the numerical computations. This is done in a similar way to the twodimensional case(see section 2.5). The defining equations for $I_{\text {nem }}^{l}$ and $I_{\text {nem }}^{3}$ are used at $x=x_{2}$.

Yeh(34) solved the scattering problem for oblate spheroids with small eccentricities using a perturbation technique. His results are compared with the ones obtained by the present method, below.

First consider the following parameters:
$\mathrm{b}=0.7, \mathrm{a}=0.735, \epsilon_{\mathrm{r}}=1.7689$
The multipole coefficients are tabulated below for $N=4$.

| e | $\alpha_{\mathrm{e}}^{\mathrm{s}}$ | $\beta_{\mathrm{e}}^{\mathrm{s}}$ |
| :---: | :---: | :---: |
| 1 | $-0.2004770 \mathrm{E}-1-j 0.3394949 \mathrm{E} 0$ | $-0.2740478 \mathrm{E}-1-\mathrm{j} 0.1759193 \mathrm{E}-1$ |
| 2 | $-0.1525808 \mathrm{E}-1-j 0.2285183 \mathrm{E}-1$ | $-0.1116973 \mathrm{E}-2-\mathrm{j} 0.9449989 \mathrm{E}-3$ |
| 3 | $-0.6965890 \mathrm{E}-3-j 0.8457748 \mathrm{E}-3$ | $-0.2660009 \mathrm{E}-4-\mathrm{j} 0.1685197 \mathrm{E}-4$ |
| 4 | $0.2648692 \mathrm{E}-4-j 0.1348128 \mathrm{E}-3$ | $0.1764057 \mathrm{E}-5+j 0.6132718 \mathrm{E}-6$ |

The bistatic scattering cross-section is plotted in Fig. (6.3).
Yeh evaluates the backscattering cross-section for this scatterer as $\sigma / \pi b^{\prime}=0.042$. (This value is read from a curve so the


Fig. (6.3) Scattering Pattern of a Dielectric Oblate Spheroid Excited by a Plane Wave.
probability of its being in error should be considered．）The present method Eives $\sigma / \pi \mathrm{b}^{\mathrm{t}^{\circ}}=0.0446$ ．

The multipole coefficients are now given for $b=0.8$ ，$a=0.84$ ， $\epsilon_{r}=1.7689$ and for $N=4$ and $N=5 . \quad \sigma / \lambda^{2}$ is plotted in Fig．（6．4）．

| $\mathrm{N}=4$ |  |  |
| :---: | :---: | :---: |
| e | $\alpha_{\text {e }}$ | $\beta_{\mathrm{e}}^{5}$ |
| 1 | －0．6844390E－2－j0．5066590 0 | －0．4673722玉－1－j0．2814950ミ－1 |
| 2 | －0．2283191E－1－j0．3792757E－1 | －0．1159485ix－2－j0．2021811E－2 |
| 3 | －0．1234420玉－2－j0．4904404E－2 | －0．1251346i－3－j0．10386653－3 |
| 4 | $0.1710695 \mathrm{E}-3-\mathrm{j} 0.5581029 \mathrm{j}-3$ | $0.2169135{ }^{5}-4+j 0.6245343 E-6$ |


| $\mathrm{N}=5$ |  |  |
| :---: | :---: | :---: |
|  | $a_{e}^{s}$ | $\beta_{\text {e }}^{\text {S }}$ |
| 1 | －0．1172132E－1－j0．4990890EO | －0．4681494玉－1－j0．2784257玉－1 |
| 2 | －0．224996E－1－j0．4578446E－1 | －0．1343945E－2－j0．2025682E－2 |
| 3 | －0．7085312E－3－j0．2865440E－2 | －0．7614141E－4－j0．8460433E－4 |
| 4 | 0．2202254E－3－j0．4283576E－3 | $0.1629453 \mathrm{E}-5+\mathrm{j} 0.5610361 \mathrm{E}-6$ |
| 5 | 0．3355402E－4－j0．4983086E－4 | $0.5037925 E-6+j 0.9586356 \mathrm{E}-7$ |

The backscattering cross－sections are：
$\frac{\sigma}{\pi b b^{2}}=0.07317 \quad(N=4)$
$\frac{\sigma}{\pi b b^{2}}=0.07170(\mathrm{~N}=5)$
$\frac{\sigma}{\pi b^{\prime}}=0.063(Y e h)$


Fig. (6.4) Scattering Pattern of a Dielectric Oblate Spheroid Excited by a Plane Have.
d) Prolate Spheroid


The coordinate origin is located at one of the foci of the ellinse. It could be located at the centre of symmetry 0 of the ellipse. The reason for $F$ being selected as the origin is twofold i) the polar equation describing the ellipse is simpler ii) the singularity coming from the factor $\operatorname{Sin} \theta_{0} d \theta_{0} / d x$ at $x=b$ is eliminated (as can be seen from the expression for $\sin \theta_{0} d \theta_{0} / d x$ which is derived with respect to $F$ ). However, the cost of the above advantages is that the maximum optical radius of the body(which is cta now, compared to a) increases. This in turn increases the truncation number and computation times correspondingly.

The polar equation is
$x=\frac{b^{2}}{a-c \cos \theta} \quad$ where $c=\sqrt{a^{2}-b^{2}}, x=k_{0} r, a=k_{0} a^{\prime}, b=k_{0} b^{\prime}$.

Defining $\delta=1-\left(\frac{b}{a}\right)^{2}$ (eccentricity of the ellipse) the equation takes the form:

$$
x=\frac{(1-\delta) a}{1-\sqrt{\delta} \cos \theta}
$$

The expressions for the integrals $I_{\text {nem }}^{j}(j=1,2, \ldots, 7)$ defined in section (6.7) are the same as the ones for an off-centre sphere with

$$
\begin{aligned}
& z_{0}=\operatorname{Cos} \theta_{0}=\frac{1}{\sqrt{\delta}}-\frac{(1-\delta)}{\sqrt{\delta}} \frac{a}{x^{2}} \quad \text { and } \\
& \sin \theta_{0} \frac{d \theta}{d x} a=-\frac{(1-\delta)}{\sqrt{\delta}} \frac{a}{x^{2}}
\end{aligned}
$$

$\mathrm{b}=0.665, \epsilon_{\mathrm{r}}=1.7689$ and $\mathrm{a}=0.8, \mathrm{~b}=0.76, \epsilon_{\mathrm{r}}=1.7689$. In both cases $\mathrm{N}=4$.

| e | $\alpha_{e}^{\mathrm{S}}$ | $\beta_{e}^{\mathrm{S}}$ |
| :---: | :---: | :---: |
| 1 | $-0.1468606 \mathrm{E}-1-j 0.2690638 \mathrm{E} 0$ | $-0.2732461 \mathrm{E}-1-j 0.1281299 \mathrm{E}-1$ |
| 2 | $-0.1170997 \mathrm{E}-1-j 0.1981354 \mathrm{E}-1$ | $-0.1989889 \mathrm{E}-2-j 0.7981297 \mathrm{E}-3$ |
| 3 | $-0.8212338 \mathrm{E}-3-j 0.5997347 \mathrm{E}-3$ | $-0.1039584 \mathrm{E}-3-j 0.3279272 \mathrm{E}-4$ |
| 4 | $-0.4584642 \mathrm{E}-4-j 0.1796943 \mathrm{E}-4$ | $-0.4131699 \mathrm{E}-5-j 0.1066894 \mathrm{E}-5$ |

The backscattering cross-section:

$$
\frac{\sigma}{\pi a^{2}}=0.0288 \text { (Present method) } \quad \frac{\sigma}{\pi a^{\prime}}=0.029(\text { Yeh })
$$

| $e$ | $\alpha_{e}^{s}$ | $\beta_{e}^{s}$ |
| :---: | :---: | :---: |
| 1 | $-0.7996370 \mathrm{E}-1-j 0.3857422 \mathrm{E} 0$ | $-0.4592253 \mathrm{E}-1-j 0.1736844 \mathrm{E}-1$ |
| 2 | $-0.1719272 \mathrm{E}-1-j 0.2462507 \mathrm{E}-1$ | $-0.2587539 \mathrm{E}-2-j 0.1685603 \mathrm{E}-2$ |
| 3 | $-0.3170531 \mathrm{E}-2-j 0.9963463 \mathrm{E}-3$ | $-0.3409492 \mathrm{E}-3-j 0.3437772 \mathrm{E}-4$ |
| 4 | $-0.6431438 \mathrm{E}-3-j 0.4008573 \mathrm{E}-4$ | $-0.8220002 \mathrm{E}-5-j 0.4097042 \mathrm{E}-5$ |

$\frac{\sigma}{\pi a^{2}}=0.047$ (Present Method) $\quad \frac{\sigma}{\pi a^{2}}=0.045$ (Yeh)

The bistatic scattering cross-sections are plotted in figures (6.5), (6.6) .


Fig. (6.5) Scattering Pattern of a Dielectric Prolate Spheroid Excited by a Plane :Vave.


Fig. (6.6) Scattering Pattern of a Dielectric Prolate Spheroid Excited by a Plane Wave.
e) Dielectric Cylinder of Finite_ Length


The height of the cylinder is taken as twice its radius. Thus the cross-sections of the cylinder with $\theta=$ constant planes are squares. The integral expressions $I_{\text {mem }}^{j}(j=1,2, \ldots, 7)$ have the following form for this scatterer:

$$
\begin{aligned}
& I_{\text {nev }}^{I}=\operatorname{Ln} \varepsilon_{1 r}\left[1+(-1)^{e+n}\right]\left[E_{n e m}\left(z_{2}\right) \operatorname{Sin} \theta_{2} \frac{d \theta}{d x} 2-E_{n e m}\left(z_{1}\right) \operatorname{Sin} \theta_{1} \frac{d \theta}{d x} I\right] \\
& I_{\text {nev }}^{2}=-\operatorname{Ln} \epsilon_{1 r}\left[1+(-1)^{e+n}\right] \cdot\left[\left(1-z_{1}^{2}\right) P_{e}^{m}\left(z_{1}\right) \frac{d P^{m}}{d z} n\left(z_{1}\right)-\left(1-z_{2}^{2}\right) P_{e}^{m}\left(z_{2}\right) \frac{d P^{m}}{d z} n\left(z_{2}\right)\right] \\
& I_{\text {nev }}^{3}=\operatorname{Ln} \varepsilon_{I r}\left[1-(-I)^{e+n}\right]\left[F_{n e m}\left(z_{1}\right) \operatorname{Sin} \theta_{1} \frac{d \theta}{d x} I-F_{n e m}\left(z_{2}\right) \operatorname{Sin} \theta_{2} \frac{d \theta}{d x} 2\right] \\
& I_{n e m}^{4}=\left(1-\epsilon_{1 r}\right)\left[1-(-1)^{e+n}\right]\left[P_{e}^{m}\left(z_{1}\right) P_{n}^{m}\left(z_{1}\right)-P_{e}^{m}\left(z_{2}\right) P_{n}^{m}\left(z_{2}\right)\right] \\
& I_{n e m}^{5}=\operatorname{Ln} \epsilon_{I r}\left[1-(-1)^{e+n}\right]\left[P_{e}^{m}\left(z_{1}\right) p_{n}^{m}\left(z_{1}\right)-P_{e}^{m}\left(z_{2}\right) P_{n}^{m}\left(z_{2}\right)\right] \\
& I_{n e m}^{6}=\left[-2\left(1-\epsilon_{1 r}\right) J_{6}+\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}-\frac{\left(1-\epsilon_{1 r}\right)\left[1+(-1)^{e+n}\right]}{\xi_{\text {en }}} . \\
& {\left[\left(1-z_{1}^{2}\right) G_{n e m}\left(z_{1}\right)-\left(1-z_{2}^{2}\right) G_{n e m}\left(z_{2}\right)\right]} \\
& I_{n e m}^{7}=\left[-2\left(1-\epsilon_{1 r}\right) J_{7}+\frac{2 n(n+1)}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}-\frac{\left(1-\epsilon_{1 r}\right)\left[1+(-1)^{e+n}\right]}{\xi_{e n}} . \\
& {\left[\left(1-z_{1}^{2}\right) L_{\text {nev }}\left(z_{1}\right)-\left(1-z_{2}^{2}\right) L_{\text {sem }}\left(z_{2}\right)\right]}
\end{aligned}
$$

where $z_{1}=\operatorname{Cos} \theta_{1}=\frac{a}{x}, z_{2}=\operatorname{Cos} \theta_{2}=\operatorname{Sin} \theta_{1}=1-z_{1}^{2}, x=k_{0} r$ and

$$
\begin{aligned}
& E_{n e m}(z)=\left(1-z^{2}\right) \frac{d P^{m}}{d z} e^{(z)} \frac{d P^{m}}{d z}{ }^{n}(z)+\frac{P_{e}^{m}(z) p_{n}^{m}(z)}{1-z^{2}} \\
& F_{n e m}(z)=P_{e}^{m}(z) \frac{d P^{m}}{d z}(z)+P_{n}^{m}(z) \frac{d P^{m}}{d z}(z) \\
& G_{n e m}(z)=P_{e}^{m}(z) \frac{d P^{m}}{d z}(z)-P_{n}^{m}(z) \frac{d P^{m}}{d z} e^{(z)} . \\
& L_{n e m}(z)=e(e+1) P_{e}^{m}(z) \frac{d P^{m}}{d z}(z)-n(n+1) P_{n}^{m}(z) \frac{d P^{m}}{d z} e^{e}(z) \\
& J_{6}=\int_{z_{2}}^{z_{1}}\left[P_{n}^{m}(z)\right]^{2} \cdot d z \\
& J_{7}=\int_{z_{2}}^{z_{1}}\left[\left(1-z^{2}\right)\left(\frac{d p^{m}}{d z}\right)^{2}+\frac{\left(P_{n}^{m}\right)^{2}}{1-z^{2}}\right] d z
\end{aligned}
$$

The multipole coefficients are listed below for $a=0.3, \epsilon_{r}=3$, $\mathrm{N}=4$. The excitation is a plane wave propagating along the z-axis. The bistatic scattering cross-section is plotted in Fig. (6.7).

| e | $\alpha_{e}^{6}$ | $\beta_{e}^{\text {e }}$ |
| :---: | :---: | :---: |
| 1 | $0.1419672 \mathrm{E}-1-\mathrm{j} 0.7465113 \mathrm{E}-1$ | $0.3246884 \mathrm{E}-3-\mathrm{j} 0.1888603 \mathrm{E}-2$ |
| 2 | -0.6911777E-3-j0.1247356E-2 | -0.8768957E-4+j0.9174785E-5 |
| 3 | -0.3336756E-4-j0.1134983E-4 | 0.4962860玉-6-j0.1057645E-5 |
| 4 | 0.4184466E-6-j0.9212301E-6 | $0.20702335-6+j 0.3383398 \mathrm{E}-7$ |



Fig. (6.7) Scattering Pattern of a Dielectric Cylinder of Finite Length Excited by a Plane Wave.

## f) Two-Spheres



As an example of multi-body scattering in three dimensional problems, consider the problem of scattering of a plane wave propagating along the z-axis by two dielectric spheres of the same radii. The centres of the spheres are 2D' distance apart. The radius of each sphere is a'. The coordinate origin is located at the point 0 which divides the line joining the centres of spheres into two equal segments. With respect to 0 , then, the scatterer cross-section has the following polar equation

$$
\theta_{0}=\operatorname{Cos}^{-1}\left(\frac{x^{2}+D^{2}-a^{2}}{2 x D}\right) \text {, where } x=k_{0} r, D=k_{0} D^{\prime}, a=k_{0} a^{\prime}
$$

The integral factors $I_{\text {nem }}^{j}(j=1,2, \ldots, 7)$, apart from a negative sign, are exactly the same as the ones for oblate spheroid. Since region 1 , in this case, is not a dielectric but a vacuum, the spherical Bessel functions which are supposed to be generated at $x=x_{1}$ have real arguments regardless of the permittivity of the scatterer.

The multipole coefficients are listed below for $a=0.1, D=0.2$, $\epsilon_{r}=3$ and $N=4 . \quad \sigma / \lambda^{2}$ is plotted in Fig. (6.8).

| $e$ | $\alpha_{e}^{s}$ | $\beta_{e}^{s}$ |
| :---: | :---: | :---: |
| 1 | $-0.4893465 E-5-j 0.5407832 \mathrm{E}-2$ | $-0.1958317 \mathrm{E}-6+j 0.1113332 \mathrm{E}-2$ |
| 2 | $-0.1059484 \mathrm{E}-3-j 0.1085637 \mathrm{E}-7$ | $-0.1340527 \mathrm{E}-4+j 0.1424267 \mathrm{E}-7$ |
| 3 | $-0.1178725 \mathrm{E}-7-j 0.1303877 \mathrm{E}-4$ | $0.2704340 \mathrm{E}-11+j 0.4652620 \mathrm{E}-7$ |
| 4 | $-0.1137411 \mathrm{E}-6-j 0.1096259 \mathrm{E}-10$ | $.-0.1365339 \mathrm{E}-7+j 0.1206869 \mathrm{E}-10$ |



Fig. (6.8) Scattering Pattern of Two Dielectric Spheres of the Same Radii Excited by a Plane Wave.

## 9) Raindrop_Scattering

The effect of rain on the attenuation and cross-polarization of electromagnetic waves at centimeter and millimeter wavelengths is an important problem both in radar meteorology field and in design of dual-polarization microwave communication systems. Therefore, computation of scattering properties of individual raindrops is essential to calculate the phase rotations and attenuations which are important in the estimation of crosstalk, and in designing microwave circuits which compensate for the crosstalk.

In almost all methods in the literature, the raindrop is assumed to be a homogeneous oblate spheroid. The relation between the deformation(from a sphere) and the drop size is approximated by a linear relation.

The common computational techniques to solve the scattering problem for raindrops are a) the point-matching technique, b) spheroidal function expansions and c) perturbation technique.

The angle between the direction of propagation of the incident plane wave and the axis of symmetry of raindrop is usually taken as $90^{\circ}$ because of its importance in terrestrial microwave relay systems. However, other values for this angle are also of interest for satellite systems.

The method presented in this thesis has been applied for the solution of two raindrop scattering problems. In one of these problems the shape of the raindrop is assumed to be an oblate spheroid. In the other it is assumed to be a kidney shape. Recent investigations(58) show that as the drop size gets bigger the shape of the raindrops is deformed into an asymmetric oblate spheroid with an increasingly pronounced flat base and for a> $2000 \mu$, where a is the
radius of the enscribing sphere of the raindrop, drops develop a concave depression in the base which is more pronounced for larger sizes. The results of these investigations show also that the drop shapes predicted by the proposed model agree well with those experimentally observed in wind tunnels.

The polar equation describing such a kidney shape is

$$
\begin{equation*}
r=r_{m} \operatorname{Sin}\left(e^{-b \operatorname{Cos} \theta}\right) \tag{1}
\end{equation*}
$$

where $r_{m}$ is the radius of the enscribing sphere of the shape described by the above equation, $b$ is a parameter depending on the drop size. For $b=0$ the raindrop is a sphere, for small $b$ 's the shape described by (I) is nearly an oblate spheroid. For large b's (I) describes a kidney shape.

The complex permittivity of raindrops is assumed to be constant throughout the raindrop volume and values for it can be found in (59) for various temparatures. (59) sets an empirical model of the complex refractive index for liquid water. This model is applicable from $-20^{\circ} \mathrm{C}$ to $50^{\circ} \mathrm{C}$. The spectral interval for which the model applies extends from $2 \mu$ to several hundred meters in wavelength.

In what follows, the multipole coefficients are tabulated and the forward scattering amplitudes are computed for the two raindrop shapes mentioned above(the forward scattering amplitude is an important parameter in raindrop scattering, because the attenuation and phase rotation of waves due to rain can be expressed in terms of this amplitude).

In both problems the incident wave is assumed to be a linearly polarized plane wave of unit amplitude whose electric field vector or magnetic field vector is in a plane containing the axis of symmetry corresponding to $H$ polarization or $E$ polarization.

The multipole coefficients of such a plane wave are given by ( 60 ).

$$
\begin{aligned}
& \alpha_{e m}^{i}(H)=-\left.j^{e+1}(-1)^{m} \frac{4 \pi r_{e m}}{\Delta_{e}} \frac{d p^{m}}{d \theta}\right|_{\theta=\psi} \\
& \beta_{e m}^{i}(H)=j^{e-1}(-1)^{m} \frac{4 \pi r_{e m}}{\Delta_{e}} m \frac{P_{e}^{m}(\operatorname{Cos} \psi)}{\operatorname{Sin} \psi}
\end{aligned}
$$

## for H polarization.

For the E polarization(orthogonal to the H polarization), the coefficients are given by

$$
\begin{aligned}
& \alpha_{e m}^{i}(E)=\beta_{e m}^{i}(H) \\
& \beta_{e m}^{i}(E)=\alpha_{e m}^{i}(H)
\end{aligned}
$$

The angle $\psi$ is the angle between the symmetry axis of the object and the direction of propagation of the plane wave.

## i) Oblate-Spheroidal Raindrop

The geometrical parameters and the integral expressions $I_{\text {nem }}^{j}$ ( $j=1,2, \ldots, 7$ ) are described in section 6.7.6. The multipole coefficients are listed below for $a\left(k_{o} a^{\prime}\right)=0.42987065, b\left(k_{o} b^{\prime}\right)=0.35464347$, $N=3, \quad \psi=90^{\circ}$ and $\epsilon_{r}^{\prime}=(34.94093-j 36.78290)$ (corresponding values for $a^{\prime}$ and $b^{\prime}$ at $f=19.3 \mathrm{GHz}$ are $a^{\prime}=1.0634617, b^{\prime}=0.87735639$ ).

| m | e | $\alpha_{\text {em }}^{\text {s }}$ | $\beta_{\text {em }}^{\text {s }}$ |
| :---: | :---: | :---: | :---: |
| 0 | 1 2 3 | $\begin{aligned} & 0.1554394 \mathrm{EO}+j 0.2731460 \mathrm{EO} \\ & -0.7173232 \mathrm{E}-11+j 0.1063939 \mathrm{E}-11 \\ & 0.2958306 \mathrm{E}-3+j 0.3876584 \mathrm{E}-3 \end{aligned}$ | $\begin{aligned} & 0 .+j 0 . \\ & 0 .+j 0 . \\ & 0 .+j 0 . \end{aligned}$ |
| m | e | $a_{\text {em }}^{5}$ | $\beta_{\text {em }}^{\text {s }}$ |
| 1 | 1 2 3 | $\begin{aligned} & 0.7079224 \mathrm{E}-9-j 0.5710243 \mathrm{E}-9 \\ & -0.1474611 E-3+j 0.2751226 \mathrm{E}-2 \\ & -0.3705687 \mathrm{E}-13-j 0.2839943 \mathrm{E}-11 \end{aligned}$ | $\begin{gathered} -0.3902621 E-1+j 0.2111218 \mathrm{E}-2 \\ 0.3090521 \mathrm{E}-11-j 0.6747394 \mathrm{E}-13 \\ 0.3692775 \mathrm{E}-4-j 0.4024675 \mathrm{E}-5 \end{gathered}$ |
| m | e | $a_{\text {em }}^{\text {s }}$ | $\beta_{\text {em }}^{\text {s }}$ |
| 2 | 1 2 3 | $\begin{gathered} 0 .+j 0 . \\ 0.3359451 \mathrm{E}-11+j 0.7683537 \mathrm{E}-13 \\ -0.5372847 \mathrm{E}-4-j 0.2505431 \mathrm{E}-4 \end{gathered}$ | $\begin{gathered} 0 .+j 0 \\ 0.1250020 E-3-j 0.2987728 E-3 \\ 0.4455198 E-14+j 0.6094202 E-14 \end{gathered}$ |
| m | e | $a_{\text {em }}^{\text {s }}$ | $\beta_{\text {em }}^{\text {s }}$ |
| 3 | 1 2 3 | $\begin{gathered} 0 .+j 0 . \\ 0 .+j 0 . \\ 0.1087967 \mathrm{E}-14+j 0.1624020 \mathrm{E}-13 \end{gathered}$ | $\begin{gathered} 0 .+j 0 . \\ 0 .+j 0 . \\ 0.6884764 \mathrm{E}-6+j 0.4912938 \mathrm{E}-6 \end{gathered}$ |

ii) Kidney-Shaned Raindrop


In terms of $x=k_{0} r$, the shape of the raindrop is described by the following equation

$$
x=x_{m} \operatorname{Sin}\left(e^{-b \operatorname{Cos} \theta}\right)
$$

The initial point of the integration range is obtained by putting $\theta=0$ in the above equation, hence
$x_{1}=x_{m} \operatorname{Sin}\left(e^{-b}\right)$. The final point is $x_{2}=x_{m}$.
The integral expressions $I_{\text {nem }}^{j}(j=1,2, \ldots, 7)$ have the following form:
for $x_{1} \leqslant x \leqslant x_{c}$ (where $x_{c}$ is shown in the figure and is given by $\left.x_{c}=x_{m} \operatorname{Sin}\left(e^{b}\right)\right):$

$$
z_{0}=\operatorname{Cos} \theta_{0}=-\frac{1}{b} \operatorname{Ln}\left[\sin ^{-1}\left(\frac{x}{x_{m}}\right)\right], \quad \sin \theta_{0} \frac{d \theta}{d x} 0=\frac{e^{b z_{o}}}{x_{m} b \operatorname{Cos}\left(e^{-b z_{0}}\right)}
$$

$$
I_{n e m}^{1}=-L n \epsilon_{1 r}\left[\left(1-z_{0}^{2}\right) \frac{d P^{m}}{d z} e \frac{d P^{m}}{d z}+\frac{m^{2}}{1-z_{0}^{2}} P_{e}^{m}\left(z_{0}\right) P_{n}^{m}\left(z_{0}\right)\right] \operatorname{Sin} \theta_{0} \frac{d \theta}{d x}
$$

$$
I_{n e m}^{2}=-I n \varepsilon_{1 r}\left(1-z_{0}^{2}\right) P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} n\left(z_{0}\right)
$$

$$
\begin{aligned}
& I_{n e m}^{3}=\operatorname{Ln} \epsilon_{1 r}\left[P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z}{ }^{n}\left(z_{0}\right)+P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z}\left(z_{0}\right)\right] \operatorname{Sin} \theta_{0} \frac{d \theta}{d x} 0 \\
& I_{n \mathrm{em}}^{4}=\left(1-\epsilon_{1 r}\right) \mathrm{P}_{\mathrm{e}}^{\mathrm{m}}\left(z_{0}\right) \mathrm{P}_{\mathrm{n}}^{\mathrm{m}}\left(z_{0}\right) \\
& I_{n e m}^{5}=\operatorname{Ln} \epsilon_{1 r} P_{e}^{m}\left(z_{o}\right) P_{n}^{m}\left(z_{o}\right) \\
& I_{n e m}^{6}=\left[\left(1-\epsilon_{i r}\right) K_{n n m}+2 \epsilon_{1 r} \frac{1}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}-\frac{\left(1-\epsilon_{1 r}\right)\left(1-z_{0}^{2}\right)}{\xi_{\text {en }}} \\
& \cdot\left[p_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{m}}\left(z_{0}\right)-P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e^{e}\left(z_{0}\right)\right] \\
& I_{n e m}^{7}=\left[\left(1-\epsilon_{1 r}\right) I_{n n m}+2 \epsilon_{1 r} \frac{n(n+1)}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}-\frac{\left(1-\epsilon_{1 r}\right)\left(1-z_{0}^{2}\right)}{\xi_{e n}} \\
& \text { - }\left[e(e+1) P_{e}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z} n^{m}\left(z_{o}\right)-n(n+1) P_{n}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z}\left(z_{0}\right)\right]
\end{aligned}
$$

$$
\text { for } x_{c} \leqslant x \leqslant x_{m}
$$



$$
\begin{aligned}
& z_{0}=-\frac{1}{b} \operatorname{In}\left[\operatorname{Sin}^{-1}\left(\frac{x}{x_{m}}\right)\right] \\
& z_{1}=-\frac{1}{b} \operatorname{In}\left[\pi-e^{-b z_{0}}\right] \\
& D_{\theta_{0}}=\operatorname{Sin} \theta \frac{d \theta}{o d x} o=\frac{e^{b z_{0}}}{b x_{m} \operatorname{Cos}\left(e^{-b z_{0}}\right)} \\
& D_{\theta_{1}}=\operatorname{Sin} \theta_{1} \frac{d \theta}{d x} 1=\frac{e^{b z_{1}}}{b x_{m} \operatorname{Cos}\left(e^{-b z_{1}}\right)}
\end{aligned}
$$

$$
I_{n e m}^{I}=\operatorname{Ln} \epsilon_{1 r}\left\{\left[\left(1-z_{1}^{2}\right) \frac{d P^{m}}{d z} e\left(z_{1}\right) \frac{d P^{m}}{d z}\left(z_{1}\right)+\frac{m^{2}}{1-z_{1}^{2}} P_{e}^{m}\left(z_{1}\right) P_{n}^{m}\left(z_{1}\right)\right] \cdot D_{\theta_{1}}\right.
$$

$$
\begin{aligned}
& \left.-\left[\left(1-z_{0}^{2}\right) \frac{d P^{m}}{d z}\left(z_{0}\right) \frac{d P^{m}}{d z^{n}}\left(z_{0}\right)+\frac{m^{2}}{1-z_{0}^{2}} P_{e}^{m}\left(z_{0}\right) P_{n}^{m}\left(z_{0}\right)\right] \cdot D_{\theta_{0}}\right\} \\
& I_{n e m}^{2}=-L n \epsilon_{1 r}\left[\left(1-z_{o}^{2}\right) P_{e}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z^{n}}\left(z_{o}\right)-\left(1-z_{1}^{2}\right) P_{e}^{m}\left(z_{1}\right) \frac{d P^{m}}{d z^{n}}\left(z_{1}\right)\right] \\
& I_{n e m}^{3}=\operatorname{Ln} \epsilon_{1 r}\left\{\left[P_{e}^{m}\left(z_{o}\right) \frac{d P^{m}}{d z^{n}}\left(z_{0}\right)+P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z}\left(z_{0}\right)\right] \cdot D_{\theta_{0}}-\left[P_{e}^{m}\left(z_{1}\right) \frac{d P^{m}}{d z}\left(z_{1}\right)\right.\right. \\
& \left.\left.+P_{n}^{m}\left(z_{1}\right) \frac{d P^{m}}{d z}\left(z_{1}\right)\right] \cdot D_{\theta_{1}}\right\} \\
& I_{n e m}^{4}=\left(1-\epsilon_{1 r}\right) \cdot\left[P_{e}^{m}\left(z_{o}\right) P_{n}^{m}\left(z_{o}\right)-P_{e}^{m}\left(z_{1}\right) P_{n}^{m}\left(z_{1}\right)\right] \\
& I_{n e m}^{5}=\operatorname{Ln} \varepsilon_{1 r}\left[P_{e}^{m}\left(z_{o}\right) P_{n}^{m}\left(z_{o}\right)-P_{e}^{m}\left(z_{1}\right) P_{n}^{m}\left(z_{1}\right)\right] \\
& I_{n e m}^{6}=\left[-\left(1-\epsilon_{1 r}\right) M_{n n m}+\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}+\frac{\left(1-\epsilon_{1 r}\right)}{\xi_{j e n}}\left\{\left(1-z_{o}^{2}\right) .\right. \\
& \left.\left[P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{m}}\left(z_{0}\right)-P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{m}}\left(z_{0}\right)\right]-\left(1-z_{1}^{2}\right)\left[P_{n}^{m}\left(z_{1}\right) \frac{d P^{m}}{d z^{m}}\left(z_{1}\right)-P_{e}^{m}\left(z_{1}\right) \frac{d P^{m}}{d z^{m}}\left(z_{1}\right)\right]\right\} \\
& I_{n e m}^{7}=\left[-\left(1-\epsilon_{1 r}\right) N_{n n m}+\frac{2 n(n+1)}{2 n+1} \frac{(n+m)!}{(n-m)!}\right] \delta_{n e}-\frac{\left(1-\epsilon_{1 r}\right)}{\xi_{\text {en }}}\left\{\left(1-z_{0}^{2}\right) .\right. \\
& {\left[e(e+1) P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{n}}\left(z_{0}\right)-n(n+1) P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{m}}\left(z_{0}\right)\right]-\left(1-z_{1}^{2}\right)\left[e(e+1) p_{e}^{m}\left(z_{1}\right) .\right.} \\
& \left.\left.\frac{d P^{m}}{d z^{m}}\left(z_{1}\right)-n(n+1) P_{n}^{m}\left(z_{1}\right) \frac{d P^{m}}{d z}\left(z_{1}\right)\right]\right\}
\end{aligned}
$$

where

$$
K_{n n m}=\int_{z_{0}}^{1}\left[P_{n}^{m}(z)\right]^{2} d z, \quad L_{n n m}=\int_{z_{0}}^{1}\left[\left(1-z^{2}\right)\left(\frac{d P^{m}}{d z^{m}}\right)^{2}+\frac{m^{2}}{1-z^{2}}\left(P_{n}^{m}\right)^{2}\right] d z
$$

$$
M_{n n m}=\int_{z_{1}}^{z_{0}}\left[P_{n}^{m}(z)\right]^{2} d z \quad, N_{n n m}=\int_{z_{1}}^{z_{0}} \cdot\left[\left(1-z^{2}\right)\left(\frac{d p^{m}}{d z^{n}}\right)^{2}+\frac{m^{2}}{1-z^{2}}\left(P_{n}^{m}\right)^{2}\right] d z
$$

The multipole coefficients are tabulated below for $r_{m}=1 \mathrm{~mm}$, $\mathrm{P}=19.3 \mathrm{GHz}, \mathrm{N}=3, \epsilon_{r}=34.94093-\mathrm{j} 36.7829, \psi=90^{\circ}$ and the incident wave is H polarized(as shown in the above figure).

| m | e | $\alpha_{\text {em }}^{\text {s }}$ | $\beta_{\text {em }}^{\text {s }}$ |
| :---: | :---: | :---: | :---: |
| 0 | 1 2 3 | $\begin{aligned} & 0.3406388 \mathrm{E}-1+j 0.1900453 \mathrm{E} 0 \\ & -0.9580840 \mathrm{E}-3-j 0.3331632 \mathrm{E}-2 \\ & -0.2326362 \mathrm{E}-4-j 0.1174554 \mathrm{E}-3 \end{aligned}$ | $\begin{aligned} & 0 .+j 0 . \\ & 0 .+j 0 . \\ & 0 .+j 0 . \end{aligned}$ |
| m | e | $\alpha_{\text {em }}^{s}$ | $\beta_{\text {em }}^{\text {s}}$ |
| 1 | 1 2 3 | $0.9698734 \mathrm{E}-\mathrm{I}+\mathrm{j} 0.1676412 \mathrm{EO}$ <br> $0.2175271 \mathrm{E}-2+j 0.1144539 \mathrm{E}-1$ <br> $0.8637959 \mathrm{E}-4-\mathrm{j} 0.1503094 \mathrm{E}-3$ | $\begin{aligned} & -0.3142404 \mathrm{E}-1+j 0.8013959 \mathrm{E}-2 \\ & 0.5619762 \mathrm{E}-3-\mathrm{j} 0.7619557 \mathrm{E}-5 \\ & 0.2343796 \mathrm{E}-4-\mathrm{j} 0.7948916 \mathrm{E}-5 \end{aligned}$ |
| m | e | $\alpha_{\text {em }}^{\text {s }}$ | $\beta_{\text {em }}^{\text {s }}$ |
| 2 | 1 2 3 | $\begin{gathered} 0 .+j 0 . \\ -0.5735428 \mathrm{E}-3-\mathrm{j} 0.4512083 \mathrm{E}-4 \\ -0.3118413 \mathrm{E}-4-\mathrm{j} 0.7012180 \mathrm{E}-5 \end{gathered}$ | $\begin{gathered} 0 .+j 0 \\ 0.4510307 \mathrm{E}-4-j 0.1036925 \mathrm{E}-3 \\ -0.1392447 \mathrm{E}-5+j 0.2712876 \mathrm{E}-5 \end{gathered}$ |
| m | e | $\alpha_{\text {em }}^{\text {s }}$ | $\beta_{\mathrm{em}}^{\text {s }}$ |
| 3 | 1 2 3 | $\begin{gathered} 0 .+j 0 . \\ 0 .+j 0 . \\ 0.1337575 \mathrm{E}-6-\mathrm{j} 0.5856818 \mathrm{E}-6 \end{gathered}$ | $\begin{gathered} 0 .+j 0 \\ 0 .+j 0 \\ 0.2267100 \mathrm{E}-6+\mathrm{j} 0.1721018 \mathrm{E}-6 \end{gathered}$ |

The multipole coefficients for negative m can easily be obtained
from the ones with positive m as shown below.
First it is shown that the solution of the differential
equations is insensitive to the sign of $m$.
Consider the integral expression $I_{\text {nem }}^{l}$. Whatever is shown to be true for $I_{\text {nem }}^{1}$ can be easily extended to other $I_{\text {nem }}^{j}$ 's. For a rotationally symmetric body

$$
I_{n e m}^{I}=I n \epsilon_{I r}\left[\left(I-z_{0}^{2}\right) \frac{d P^{m}}{d z} e^{\frac{d P^{m}}{d z}}+\frac{m^{2}}{I-z^{2}} P_{e}^{m} P_{n}^{m}\right] \operatorname{Sin} \theta_{o} \frac{d \theta}{d x} o
$$

Putting -m instead of $m$ gives

$$
I_{n e,-m}^{I}=\operatorname{In} \epsilon_{I r}\left[\left(1-z_{0}^{2}\right) \frac{d P^{-m}}{d z} e^{-m P^{-m}} \frac{m^{2}}{d z}+\frac{m^{2}}{1-z_{0}^{2}} P_{e}^{-m} P_{n}^{-m}\right] \sin \theta \frac{d \theta}{o d x} 0
$$

$$
\text { since } \quad P_{e}^{-m}(z)=(-1)^{m} \frac{(e-m)!}{(e+m)!} P_{e}^{m}(z), I_{n e,-m}^{1} \text { becomes }
$$

$$
I_{n e,-m}^{I}=\frac{(e-m)!(n-m)!}{(e+m)!(n+m)!} I_{n e m}^{I} \quad \text {, let } \quad V_{e n}^{m}=\frac{(e-m)!(n-m)!}{(e+m)!(n+m)!}
$$

$$
\text { then } I_{n e,-m}^{I}=J_{e n}^{m} I_{n e m}^{I}
$$

in a similar manner it is easy to show that $I_{n e,-m}^{j}=j_{e n}^{m} I_{\text {nem }}^{j}$ $(j=2,3, \ldots, 7)$.

Consider now the factor $a_{n e m}$. It is given by

$$
a_{n e m}=R_{n e m}\left(I_{n e m}^{7}-\frac{I_{n e m}^{1}}{x}\right)+\frac{I_{2}}{x} Q_{\text {nem }} I_{\text {nem }}^{2}
$$

for negative m

$$
a_{n e,-m}=R_{n e,-m}\left(I_{n e,-m}^{7}-\frac{I_{n e,-m}^{I}}{x}\right)+\frac{I_{2}}{x} Q_{n e,-m} I_{n e,-m}^{2}
$$

$R_{n e,-m}=2 \pi \frac{\gamma_{e,-m} \gamma_{n_{r}-m}}{\Delta_{e} \Delta_{n}}$

$$
\gamma_{e,-m} \gamma_{n,-m}=\frac{1}{4 \pi}[(2 e+1)(2 n+1)]^{1 / 2} \cdot\left[\frac{(e+m)!(n+m)!}{(e-m)!(n-m)!}\right]^{1 / 2}
$$

so $\quad R_{n e,-m}=\frac{1}{2}\left[\frac{(2 e+1)(2 n+1)}{e(e+1) n(n+1)}\right]^{1 / 2} / \sqrt{g_{e n}^{m}}$
and $\quad R_{n e,-m} I_{n e,-m}^{j}=\frac{1}{2}\left[\frac{(2 e+1)(2 n+1)}{e(e+1) \ln (n+1)}\right]^{1 / 2} \cdot \sqrt{\sqrt{e n}_{m}^{m}} I_{n e m}^{j}(j=1, \ldots 7)$

Substituting the equivalent of $\mathcal{V}_{\text {en }}^{\text {m }}$ in the above equation gives

$$
R_{n e,-m} I_{n e,-m}^{j}=2 \pi \frac{r_{e m} r_{n m}}{\Delta_{e} \Delta_{n}} I_{n e m}^{j}=R_{n e m} \cdot I_{n e m}^{j}
$$

Since $Q_{n e m}=e(e+I) R_{n e m}, Q_{n e,-m} I_{n e,-m}^{2}=Q_{n e m} I_{n e m}^{2}$ and it follows that

$$
a_{n e,-m}=a_{n e m}
$$

It can easily be shown that the other factors do not change with the sign of $m$. This means that the solution of the differential equations are unaffected by a sign change of $m$.

The next thing is to see what happens to the multipole coefficients of the incident wave when $m$ is replaced by -m.

$$
\begin{aligned}
& \alpha_{e m}^{i}=-\left.j^{e+1}(-1)^{m} \frac{4 \pi r_{e m}}{\Delta_{e}} \frac{d P^{m}}{d \theta}\right|_{\theta=\psi} \\
& \beta_{e m}^{i}=j^{e-1}(-1)^{m} \frac{4 \pi r_{e m}}{\Delta_{e}} m \frac{P_{e}^{m}(\operatorname{Cos} \psi)}{\operatorname{Sin} \psi}
\end{aligned}
$$

putting $m=-m$ gives

$$
\begin{aligned}
& \alpha_{e,-m}^{i}=-\left.j^{e+1}(-1)^{-m} \frac{4 \pi}{\Delta_{e}} \frac{d}{d \theta}\left(\gamma_{e,-m} P_{e}^{-m}\right)\right|_{\theta=\psi} \\
& \beta_{e,-m}=j^{e-1}(-1)^{-m} \frac{4 \pi}{\Delta_{e}}(-m) \frac{\gamma_{e,-m} P_{e}^{-m}}{\operatorname{Sin} \psi} \\
& \text { Since }(-1)^{-m}=(-1)^{m} \text { and } \gamma_{e,-m} P_{e}^{-m}=(-1)^{m} \gamma_{e m} P_{e}^{m} \\
& \alpha_{e,-m}^{i}=(-1)^{m} \alpha_{e m}^{i} \text { and } \beta_{e,-m}^{i}=-(-1)^{m} \beta_{e m}^{i}
\end{aligned}
$$

From the linearity of the equations(which follow from the linearity of Maxwell's equations) involved in the solution it is found that

$$
\alpha_{e,-m}^{s}=(-1)^{m} \alpha_{e m}^{s} \quad \text { and } \quad \beta_{e,-m}^{s}=-(-1)^{m} \beta_{e m}^{s}
$$

The forward scattering amplitude is defined for H-polarized incident wave as:

$$
S_{H}=\left.\frac{1}{\bar{E}_{i} Z_{0}}\left(-\operatorname{Cos} \psi \hat{a}_{x}-\operatorname{Sin} \psi \hat{a}_{z}\right) \cdot \operatorname{Lim}_{r \rightarrow \infty} j k_{o} r e^{j k_{o} r} \bar{E}^{s}\right|_{\theta=\pi-\psi, \phi=0}
$$

where $E_{i}$ is the amplitude of the incident wave, $\bar{E}^{5}$ is the scattered field. By the help of the analysis given in section 6.7 .6 it can be shown that

$$
E_{i} S_{H}=\sum_{e=1}^{\infty} \sum_{m=-e}^{e} j^{e+1}(-1)^{e+m}\left[\beta_{e m}^{s} m \frac{p^{m}(\operatorname{Cos} \Psi)}{\operatorname{Sin} \Psi}+\alpha_{e m}^{s} \frac{d P_{e}^{m}(\operatorname{Cos} \Psi)}{d \Psi}\right]
$$

or truncating the series over e at $e=N(=3$ for this particular raindrop scattering problem)

$$
E_{i} S_{H}=\sum_{e=1}^{3} \sum_{m=-e}^{e} j^{e+1}(-I)^{e+1}\left[\beta_{e m}^{s} m \frac{\mathrm{P}_{e}^{m}(\cos \psi)}{\operatorname{Sin} \psi}+a_{e m}^{s} \frac{d P_{e}^{m}(\operatorname{Cos} \psi)}{d \psi}\right]
$$

The above equation is equivalent to

$$
\begin{aligned}
E_{i} S_{H}= & \sum_{m=-1}^{1} j^{2}(-1)^{m+1}\left[\beta_{1 m}^{s} m \frac{p_{1}^{m}(\operatorname{Cos} \psi)}{\operatorname{Sin} \psi}+\alpha_{1 m}^{s} \frac{d P_{1}^{m}(\operatorname{Cos} \psi)}{d \psi}\right] \longrightarrow I_{1} \\
& +\sum_{m=-2}^{2} j^{3}(-1)^{m+2}\left[\beta_{2 m}^{s} m \frac{p_{2}^{m}(\operatorname{Cos} \psi)}{\operatorname{Sin} \psi}+\alpha_{2 m}^{s} \frac{d P_{2}^{m}(\operatorname{Cos} \psi)}{d \psi}\right] \longrightarrow I_{2} \\
& +\sum_{m=-3}^{3} j^{4}(-1)^{m+3}\left[\beta_{3 m}^{s} m \frac{P_{3}^{m}(\operatorname{Cos} \psi)}{\operatorname{Sin} \psi}+\alpha_{3 m}^{s} \frac{d P_{3}^{m}(\operatorname{Cos} \psi)}{d \psi}\right] \longrightarrow I_{3}
\end{aligned}
$$

After some algebra, it can be shown that for $\psi=90^{\circ}$,

$$
\begin{aligned}
& I_{1}=\frac{3}{2} \beta_{11}^{s}-\alpha_{10}^{s} \\
& I_{2}=\frac{\dot{i}}{2}\left(7 \alpha_{21}^{s}-\frac{25}{2} \beta_{22}^{s}\right) \\
& I_{3}=\left(-721 \beta_{33}^{s}+242 \alpha_{32}^{s}+26 \beta_{31}^{s}-24 a_{30}^{s}\right) / 16
\end{aligned}
$$

Using the values for the multipole coefficients the forward scattering amplitudes for the two raindrop problems are found as
$\mathrm{E}_{\mathrm{i}} \mathrm{S}_{\mathrm{H}}($ Oblate Spheroid $)=-0.2267027-j 0.2722655$
$E_{i} S_{H}($ Kidney Shape $)=-0.4088939 \mathrm{E}-3+j 0.4945158 \mathrm{E}-4$

## 7. General Remarks and Future Work

The electromagnetic scattering problem has a growing importance both in the theoretical field and also in the actual engineering applications. Some of these have been mentioned in the first chapter of this thesis.

The frequency region where the present work has been confined is the resonance region in which the wavelength of the incident radiation is in the order of some characteristic dimension of the scattering.object.

The methods of solution for the scattering problem in this frequency region are limited in number especially for scatterers which have nonseparable surfaces. The problem poses many mathematical difficulties even for rotationally symmetric scatterers.

The moment methods which are powerful techniques for linear antenna problems have not been used for the solution of three-dimensional scattering problems involving nonspherical scatterers, because of the very large matrices involved in the solution.

Direct solution of the integral equations set up for the unknows of the problem, is extremely difficult if not impossible to solve either analytically or numerically. These integral equations are vector integral equations, their kernels are complicated functions of the unknown vector quantity(derivatives of the unknown vector are involved) and they are surface integral equations(for perfectly conducting scatterers) or volume integral equations(for dielectric scatterers) Also the convergence of the standard solution techniques such as Neumann iteration, is by no means guaranteed numerically because finding the zeroth order approximation which should give convergent higher order iterations, is a problem in itself.

Characteristic mode approach to the solution of scattering problem is a newly developed powerful technique. It has been applied to certain scattering problems involving perfect conductor scatterers successfully. It gives physical insight about the underlying mechanism of scattering phenomena. in the resonance region. However, for dielectric scatterers, the characteristic mode approach is still in theoretical form and no actual practical problems have been solved by using it.

Finite-difference and finite-element methods, although were applied to various electromagnetic field problems with remarkable success, have not been used to solve three-dimensional scattering problems to the best of author's knowledge.

The present method should be considered as a step in the development of solution methods toward a really efficient one, both from the point of view of computational simplicity, capability of providing reliable results with experiments and giving pysical insight into the actual happenings in the scattering process.

The present work, like most of the others treats the problem in the frequency domain. Actually this is understood implicitly when the frequency region is specified as the resonance region. Transient scattering problem is another aspect of the general scattering problem and more attention is given to it today because of its extreme practical importance.

The method developed in this thesis for two and three dimensional time harmonic electromagnetic scattering problems can be improved in the following aspects. In chapter 3, it was said that for some scattering cross-sections using elliptical boundaries may be better from the computational viewpoint. This assertion must be endorsed with a set of numerical applications. If the results of such an investigation turns out to be positive a natural extension of this
modification of the method is to the scattering problem for lons (but not infinite) dielectric cylinders. This time inscribing and enscribing shapes are prolate or oblate spheroids.

The scatterers considered in the thesis for three-dimensional scattering problems are not optically large. The reason for this is not to use too much computer time when unavoidable programming mistakes are made. The first aim is to show that the method works. Therefore, another investigation is needed to examine the computational aspects of the method for optically large scatterers. Then the advantages of the method and its place among the other solution techniques available at the moment will be much more clear.

Another interesting point to be investigated is the effect of the magnitude of the complex permittivity of the scatterer on the required truncation number. It was observed in actual computations . that as the magnitude of the complex permittivity increases the number of terms to be taken in the infinite series representations of the fields increases correspondingly. This point of the method is especially important in the raindrop scattering, since raindrops have reiatively large refractive indices.

- The computer programme can be improved in many respects, among which a better programming, decreasing the execution times by eliminating the unnecessary computational steps can be mentioned.


## APPENDIX A

## Decomposition_of_a_Plane_Wave_into_Even and_Odd_Parts_for_a <br> Symmetrical Scatterer



Consider a scatterer with cross-section C. $C$ is assumed to be symmetrical with respect to $x$-axis.

A plane wave whose direction of propagation makes an angle $\phi_{0}$ with the x-axis, is incident on this scatterer. The incident wave is assumed to be TM-polarized. Denoting the electric field(in z-direction) of the incident wave by $V_{0}$ and assuming unit amplitude for it gives the following expression:

$$
V_{0}=e^{j k_{0}\left(\operatorname{Cos} \phi_{0} x+\operatorname{Sin} \phi_{0} \Psi\right)}=e^{j k_{0} \rho \operatorname{Cos}\left(\phi-\phi_{0}\right)}
$$

$V_{0}$ can also be written as
$V_{0}=\frac{1}{2} e^{j k_{0} \rho \operatorname{Cos}\left(\phi-\phi_{0}\right)}+\frac{1}{2} e^{j k_{0} \rho \operatorname{Cos}\left(\phi+\phi_{0}\right)}+\frac{1}{2} e^{j k_{0} \rho \operatorname{Cos}\left(\phi-\phi_{0}\right)}-\frac{1}{2} e^{j k_{0} \rho \operatorname{Cos}\left(\phi+\phi_{0}\right)}$

Let

$$
\begin{aligned}
& V_{o e}=\frac{1}{2}\left[e^{j k_{o} \rho \operatorname{Cos}\left(\phi-\phi_{0}\right)}+e^{j k_{0} \rho \operatorname{Cos}\left(\phi+\phi_{0}\right)}\right] \\
& V_{00}=\frac{1}{2}\left[e^{j k_{o} \rho \operatorname{Cos}\left(\phi-\phi_{0}\right)}-e^{j k_{0} \rho \operatorname{Cos}\left(\phi+\phi_{0}\right)}\right]
\end{aligned}
$$

then

$$
V_{0}=V_{0 e}+V_{00}
$$

Since the Helmholtz equation is ínear, solutions to the
excitations $V_{o e}$ and $V_{00}$ can be found separately and the results are linearly superposed to find the solution for the excitation $V_{0}$. It is obvious from the expressions for $V_{o e}$ and $V_{00}$ that

$$
V_{o e}(p ;-\phi)=V_{o e}(p, \phi) \quad \text { and } \quad V_{o o}(p,-\phi)=-V_{o o}(p, \phi)
$$

$V_{o e}$ excites the scatterer symmetrically with respect to the x-axis. It is therefore possible to write the following

$$
V_{2}(\rho,-\phi)=V_{2}(p, \phi), V_{3}(p,-\phi)=V_{3}(p, \phi) \text {, where } V_{2} \text { and } V_{3} \text { are the }
$$ z-components of the electric field between the inscribing and enscribing circles and outside the enscribing circle respectively. Using the series representation for $V_{2}$ the following is obtained

$$
\sum_{m=-\infty}^{\infty} f_{m}(p) e^{-j m \phi}=\sum_{m=-\infty}^{\infty} f_{m}(p) e^{j m \phi}=\sum_{m=-\infty}^{\infty} f_{-m}(p) e^{-j m \phi}, 0 \leqslant \phi \leqslant 2 \pi
$$

and consequently $f_{-m}(\rho)=f_{m}(\rho)$

$$
\text { Similarly for } V_{3}:
$$

$$
\sum_{m=-\infty}^{\infty} b_{m} H_{m}^{(2)}\left(k_{0} \rho\right) e^{-j m \phi}=\sum_{m=-\infty}^{\infty} b_{m} H_{m}^{(2)}\left(k_{0} \rho\right) e^{j m \phi}=\sum_{m=-\infty}^{\infty} b_{-m} H_{-m}^{(2)}\left(k_{0} \rho\right) e^{-j m \phi}
$$

since $H_{-m}^{(2)}\left(k_{o} \rho\right)=(-1)_{H_{m}}^{m_{m}}(2)\left(k_{o} \rho\right)$, it follows that $(-1)^{m_{b}}{ }_{-m}=b_{m}$ or

$$
b_{-m}=(-1)^{m} b_{m}
$$

For the excitation $V_{00}$ :
$V_{2}(\rho,-\phi)=-V_{2}(\rho, \phi)$ and $V_{3}(\rho,-\phi)=-V_{3}(\rho, \phi)$, since $V_{00}$ excites the scatterer asymmetrically with respect to the x-axis.

$$
\begin{aligned}
& \sum_{m=-\infty}^{\infty} f_{m}(\rho) e^{-j m \phi}=-\sum_{m=-\infty}^{\infty} f_{m}(\rho) e^{j m \phi}=-\sum_{m=-\infty}^{\infty} f_{-m}(\rho) e^{-j m \phi} \\
& f_{-m}(\rho)=-f_{m}(\rho) \text { and } \\
& \sum_{m=-\infty}^{\infty} b_{m} H_{m}^{(2)}\left(k_{0} \rho\right) e^{-j m \phi}=-\sum_{m=-\infty}^{\infty} b_{m} H_{m}^{(2)}\left(k_{0} \rho\right) e^{j m \phi}=-\sum_{m=-\infty}^{\infty} b_{-m} H_{-m}^{(2)}\left(k_{o} \rho\right) e^{-j m \phi} \\
& \text { and finally } \quad b_{-m}=-(-1)^{m} b_{m} .
\end{aligned}
$$

This way of decomposition of the incident wave into even and odd parts decreases the sizes of the matrices employed in the solution. If, however, the scatterer has no axis of symmetry, it is not possible to decrease the sizes of the matrices by such a decomposition.

## APPENDIX B

## Derivation_of Equations (4.1.2a) and (4.1.2b)

In section (4.1.2) it has been shown that in a source free region of empty space the electric and magnetic field vectors satisfy the following equations:

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2}\right) \bar{H}=0 \quad, \quad \nabla \cdot \bar{H}=0 \text { with } \bar{E} \text { given by } \overline{\mathrm{E}}=\frac{-j}{\omega \epsilon_{0}} c_{u r l} \bar{H} \tag{B.1}
\end{equation*}
$$

and

$$
\left(\nabla^{2}+\mathrm{k}_{0}^{2}\right) \overline{\mathrm{E}}=0 \text {, } \quad \nabla \cdot \overline{\mathrm{E}}=0 \text { with } \overline{\mathrm{H}} \text { given by } \overline{\mathrm{H}}=\frac{1}{\omega \mu_{0}} \operatorname{Curl} \overline{\mathrm{E}} \quad \text { (B.2) }
$$

Consider the scalar quantity $\bar{r}, \overline{\mathrm{~A}}$, where $\overline{\mathrm{A}}$ is a well-behaved vector field. It is straightforward to verify the following vector relation

$$
\nabla^{2}(\bar{r} \cdot \bar{A})=\bar{r} \cdot\left(\nabla^{2} \bar{A}\right)+2 \nabla \cdot \bar{A}
$$

From (B.1) and (B.2) it therefore follows that the scalars $\overline{\mathrm{r}} . \overline{\mathrm{E}}$ and $\overline{\mathrm{r}}, \vec{H}$, both satisfy the Helmholtz wave equation:

$$
\left(\nabla^{2}+k_{0}^{2}\right)(\bar{r} \cdot \overline{\mathrm{E}})=0 \quad, \quad\left(\nabla^{2}+k_{0}^{2}\right)(\bar{r} \cdot \bar{H})=0
$$

The general solution for $\overline{\mathrm{r}} . \overline{\mathrm{E}}$ is given by (4.1.1a), namely,

$$
\bar{r} . \bar{E}=\sum_{e=0}^{\infty} \sum_{m=-e}^{e}\left[A_{e m}^{(1)_{h}}{ }_{e}^{(1)}\left(k_{o} r\right)+A_{e m}^{(2)} h_{e}^{(2)}\left(k_{o} r\right)\right] Y_{e m}(\theta, \phi)
$$

and similarly for $\overline{\mathrm{r}} . \overline{\mathrm{H}}$. .

Now a 'magnetic multipole field of order (e,m)' is defined by the conditions,

$$
\begin{equation*}
\bar{r}_{\cdot} \bar{H}_{e m}^{(M)}=-\frac{e(e+1)}{\omega \mu_{0}} g_{e}\left(k_{o} r\right) Y_{e m}(\theta, \phi), \quad \bar{r} \cdot \bar{E}_{e m}^{(M)}=0 \tag{B.3}
\end{equation*}
$$

where

$$
g_{e}\left(k_{0} r\right)=A_{e}^{(1)_{h}} h_{e}^{(1)}\left(k_{0} r\right)+A_{e}^{(2)} h_{e}^{(2)}\left(k_{0} r\right)
$$

The presence of the factor $-\frac{e(e+1)}{\omega \mu_{0}}$ is for later convenience. Using the Curl equation in ( $\mathrm{B}, 2$ ) , ( $\overline{\mathrm{r}} . \overline{\mathrm{H}}$ ) can be related to the electric field:

$$
\omega \mu_{0} \bar{r}_{\cdot} \bar{H}=j \bar{r}_{.} \operatorname{Curl} \bar{E}=j(\bar{r} x \nabla) \cdot \bar{E}=-\bar{L} \cdot \bar{E} \quad \text {, where } \quad \bar{L}=-j(\bar{r} \times \nabla)
$$

With ( $\bar{r} . \bar{H}$ ) given in (B.3), the electric field of the magnetic multipole must satisfy

$$
\overline{\mathrm{L}} . \mathrm{E}_{\mathrm{em}}^{(\mathrm{M})}(r, \theta, \phi)=\mathrm{e}(e+1)_{\mathrm{g}_{\mathrm{e}}}\left(k_{0} r\right) Y_{\mathrm{em}}(\theta, \phi)
$$

and $\quad \overline{\mathrm{r}} \cdot \overline{\mathrm{E}}_{\mathrm{em}}^{(\mathrm{M})}=0$.

To determine the purely transverse electric field from (B.4), it is first observed that the operator $\overline{\mathrm{L}}$ acts only on the angular variables $(\theta, \phi)$ : This means that the radial dependence of $\overline{\mathrm{E}}_{\mathrm{em}}^{(\mathrm{M})}$ must be given by $g_{e}\left(k_{o} r\right)$. Second, the operator, $\overline{\mathrm{I}}$ acting on $Y_{e m}$ transforms the $m$ value according to the following relations, but does not change the e value.

$$
\begin{aligned}
& I_{+} Y_{e m}=\sqrt{(e-m)(e+m+1)} Y_{e, m+1} \\
& L_{-} Y_{e m}=\sqrt{(e+m)(e-m+1)} Y_{e, m-1}
\end{aligned}
$$

$$
\mathrm{L}_{\mathbf{z}} Y_{\mathrm{em}}=\mathrm{m} Y_{\mathrm{em}}
$$

where $\quad L_{+}=L_{x}+j L_{y}=e^{j \phi}\left(\frac{\partial}{\partial \theta}+j \operatorname{Cot} \theta \frac{\partial}{\partial \phi}\right)$

$$
\begin{aligned}
& L_{-}=I_{x}-j I_{y}=e^{-j \phi}\left(-\frac{\partial}{\partial \theta}+j \cot \theta \frac{\partial}{\partial \phi}\right) \\
& L_{z}=-j \frac{\partial}{\partial \phi}
\end{aligned}
$$

Thus the components of $\bar{E}_{\mathrm{em}}^{(M)}$ can be at most linear combinations of $Y_{e m}$ 's with different $m$ values and a common $e$, equal to the $e$ value on the right-hand side of (B.4). In order for $\bar{L} . \bar{E}_{\mathrm{em}}^{(\mathrm{M})}$ to yield a single $Y_{e m}$, it is necessary to prepare the components of $\overline{\mathrm{E}}{ }_{\mathrm{em}}^{(M)}$ beforehand to compensate for whatever raising or lowering of $m$ values is done by $\bar{L}_{\text {. }}$. Thus, in the term $L_{-} \mathbf{E}_{+}$, for example, it must be that $E_{+}$is proportional to $I_{+} Y_{\text {em }}$. What this amounts to is that the electric field should be

$$
\begin{align*}
& \overline{\mathrm{E}}_{\mathrm{em}}^{(M)}=\mathrm{g}_{\mathrm{e}}\left(\mathrm{k}_{0} \mathrm{r}\right) \overline{\mathrm{IY}}_{\mathrm{em}}(\theta, \phi) \quad \text { together with } \\
& \overline{\mathrm{H}}_{\mathrm{em}}^{(M)}=\frac{j}{\omega \mu_{0}} \operatorname{Curl} \overline{\mathrm{E}}_{\mathrm{em}}^{(M)} \tag{B.5}
\end{align*}
$$

(B.5) specifies the electromagnetic fields of a magnetic multipole of order ( $e, m$ ). Since $\overline{\mathrm{E}_{\mathrm{em}}^{(M)}}$ is transverse to the radius vector, these multipole fields are sometimes called transverse electric (IE) rather than magnetic.

The fields of an electric or transverse magnetic(TM) multipole of order ( $e, m$ ) are specified by the conditions,

$$
\bar{r} \cdot \bar{E}_{e m}^{(E)}=\frac{e(e+1)}{\omega E_{0}} f_{e}\left(k_{o} \dot{r}\right) Y_{e m}(\theta, \phi) \quad, \quad \bar{r} \cdot \bar{H}_{e m}^{(I)}=0
$$

Then the electric multipole fields are

$$
\begin{aligned}
& \overline{\mathrm{H}}_{\mathrm{em}}^{(E)}=f_{\left.\left.e^{\left(k_{0}\right.}\right) \mathrm{r}\right) Y_{\mathrm{em}}(\theta, \phi)}^{\overline{\mathrm{E}}_{\mathrm{em}}^{(E)}=\frac{-j}{\omega \epsilon_{0}} \operatorname{curl} \overline{\mathrm{H}}_{\mathrm{em}}^{(E)}}
\end{aligned}
$$

The function $f_{e}\left(k_{o} r\right)$ is given by an expression similar to the one for $g_{e}$ -

By combining the two type of fields it is possible to write the general solution to the Maxwell's equations:

$$
\begin{aligned}
& \bar{H}=\sum_{e_{x} 0}^{\infty} \sum_{m=-}^{e}\left[\alpha_{\mathrm{em}}^{I} \overline{\mathrm{M}}_{\mathrm{em}}^{I}(\bar{r})+\frac{1}{k_{0}} \beta_{\mathrm{em}}^{I} \overline{\mathrm{~N}}_{\mathrm{em}}^{I}(\bar{r})+\alpha_{\mathrm{em}}^{s} \overline{\mathrm{M}}^{5}(\bar{r})+\frac{1}{k_{0}} \beta_{\mathrm{em}}^{\mathrm{s}} \overline{\mathrm{~N}}_{\mathrm{em}}^{\mathrm{s}}(\bar{r})\right] \\
& \overline{\mathrm{E}}=\sum_{e=0}^{\infty} \sum_{\mathrm{m}=-\mathrm{e}}^{e}\left[\frac{1}{k_{0}} \alpha_{\mathrm{em}}^{I} \overline{\mathrm{~N}}_{\mathrm{em}}^{I}(\overline{\mathrm{r}})+\beta_{\mathrm{em}}^{I} \overline{\mathrm{M}}^{I}(\overline{\mathrm{r}})+\frac{I}{k_{0}} \alpha_{\mathrm{em}}^{\mathrm{B}} \overline{\mathrm{~N}}_{\mathrm{em}}^{\mathrm{s}}(\overline{\mathrm{r}})+\beta_{\mathrm{em}}^{\mathrm{s}} \overline{\mathrm{M}}_{\mathrm{em}}^{\mathrm{s}}(\overline{\mathrm{r}})\right]
\end{aligned}
$$

where the coefficients $\alpha_{e m}, \beta_{\text {em }}$ specify the amounts of electric ( $e, m$ ) multipole and magnetic ( $e, m$ ) multipole fields. These coefficients are determined by the sources and boundary conditions.

## APPENDIX C

In this appendix the solution referred as the eigenfunction solution will be explained briefly.

Consider a homogeneous dielectric shell excited
 by a TM-polarized plane wave. The solutions of the Helmholtz equation in regions $\rho<\rho_{1}, \rho_{1}<\rho<\rho_{2}$ and $\rho>\rho_{2}$ are respectively

$$
v_{1}=\sum_{m=-\infty}^{\dot{\infty}} a_{m} J_{m}\left(k_{0} \rho\right) e^{j m \phi}
$$

$$
v_{2}=\sum_{m=-\infty}^{\infty}\left[b_{m} J_{m}\left(k_{1} \rho\right)+c_{m} H_{m}^{(2)}\left(k_{1} \rho\right)\right] e^{j m \phi}
$$

$$
V_{3}=\sum_{m=-\infty}^{\infty}\left[\alpha_{m} H_{m}^{(2)}\left(k_{0} r\right)+\zeta_{m} J_{m}\left(k_{0} r\right)\right] e^{j m \phi}
$$

These series are convergent in their respective domains and they represent the field uniquely there. Since region 2 excludes both the origin and infinity, both functions $J_{m}\left(k_{1} \rho\right)$ and $H_{m}^{(2)}\left(k_{1} \rho\right)$ are included in the solution(they are both nonsingular in region 2). $H_{m}^{(2)}\left(k_{0} p\right)$ is singular at the origin, so it is not in the expression for $V_{1}$. $a_{m}, b_{m}, c_{m}, d_{m}$ are unknown expansion coefficients. $m$ are the expansion coefficients of the incident wave and they are assumed to be known. . $k_{1}$ is the wave number for region 2 and is equal to $k_{0} \sqrt{\epsilon}$, where $\epsilon$ is the permittivity of the shell.

To find $a_{m}, b_{m}, c_{m}, d_{m}$ the standard boundary conditions at $p=p_{1}$ and $p=p_{2}$ are applied. These are the continuity of the tangential components of both the electric and magnetic fields across the air-
dielectric boundaries. Quantitatively this is equivalent to

$$
\begin{align*}
& a_{m} J_{m}\left(x_{1}\right)=b_{m m} J_{m}\left(x_{1 d}\right)+c_{m} H_{m}^{(2)}\left(x_{1 d}\right)  \tag{C.1}\\
& a_{m m} \dot{J}_{m}\left(x_{1}\right)=\sqrt{\epsilon_{r}}\left[b_{m} \dot{J}_{m}\left(x_{1 d}\right)+c_{m m} \dot{H}_{m}^{(2)}\left(x_{1 d}\right)\right] \tag{c.2}
\end{align*}
$$

where $x_{1}=k_{0} p, x_{1} d=\sqrt{\epsilon_{r}} x_{1}$, . denotes differentiation with respect to the argument.

Similarly;

$$
\begin{align*}
& b_{m} J_{m}\left(x_{2 d}\right)+c_{m} H_{m}^{(2)}\left(x_{2 d}\right)=d_{m} H_{m}^{(2)}\left(x_{2}\right)+\zeta_{m} J_{m}\left(x_{2}\right)  \tag{C.3}\\
& \sqrt{\epsilon_{r}}\left[b_{m} \dot{J}_{m}\left(x_{2 d}\right)+c_{m} \dot{H}_{m}^{(2)}\left(x_{2 d}\right)\right]=d_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)+\zeta_{m} \dot{J}_{m}\left(x_{2}\right)
\end{align*}
$$

where $x_{2}=k_{0} \rho_{2}, x_{2 d}=\sqrt{\epsilon_{r}} x_{2}$

Solving the equations (C.I),(C.2),(C.3) and (C.4) for $d_{m}$ gives:

$$
d_{m}=\frac{J_{m}\left(x_{2}\right)-F_{m} \dot{J}_{m}\left(x_{2}\right)}{F_{m} \dot{H}_{m}^{(2)}\left(x_{2}\right)-H_{m}^{(2)}\left(x_{2}\right)} \zeta_{m}
$$

where

$$
F_{m}=\frac{J_{m}\left(x_{2 d}\right) G_{m}+H_{m}^{(2)}\left(x_{2 d}\right)}{\sqrt{\epsilon_{r}\left[\dot{J}_{m}\left(x_{2 d}\right) G_{m}+\dot{H}_{m}^{(2)}\left(x_{2 d}\right)\right]}}
$$

and

$$
G_{m}=\frac{\dot{J}_{m}\left(x_{1}\right) H_{m}^{(2)}\left(x_{1 d}\right)-\sqrt{\epsilon_{r}} J_{m}\left(x_{1}\right) \dot{H}_{m}^{(2)}\left(x_{1 d}\right)}{\sqrt{\epsilon_{r} J_{m}\left(x_{1}\right) \dot{J}_{m}\left(x_{1 d}\right)-\dot{J}_{m}\left(x_{1}\right) J_{m}\left(x_{1 d}\right)}}
$$

The infinite series for $V_{3}$ with the expansion coefficients $d_{m}$ given above is an exact representation of the total field for region $f>P_{2}$.

## APPENDIX D

## Derivation_of Equations (6.7.1) and (6.7.2)

Equation (6.7.1) is the following:

$$
\int_{-1}^{z_{0}} P_{e}^{m} P_{n}^{m} d z=\frac{\left(1-z_{0}^{2}\right)}{\xi_{e n}}\left[P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z}\left(z_{0}\right)-P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e^{\left(z_{0}\right)}\right] \text {, } n \neq e
$$

In the derivation of the above equation, the starting point is the differential equation satisfied by the Associated Legendre functions:

$$
\begin{equation*}
\frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} e^{2}\right]+\left[e(e+1)-\frac{m^{2}}{1-z^{2}}\right] \dot{P}_{e}^{m}=0 \tag{D.1}
\end{equation*}
$$

Equation (D.1) is multiplied by $\mathrm{P}_{\mathrm{n}}^{\mathrm{m}}$ with the following result:

$$
\begin{equation*}
P_{n}^{m} \frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} e\right]+\left[e(e+1)-\frac{m^{2}}{1-z^{2}}\right] P_{e}^{m} P_{n}^{m}=0 \tag{D.2}
\end{equation*}
$$

Interchanging the indices $n$ and $e$ in the above equation results in:

$$
\begin{equation*}
P_{e}^{m} \frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z^{m}}\right]+\left[n(n+1)-\frac{m^{2}}{1-z^{2}}\right] P_{e}^{m} P_{n}^{m}=0 \tag{D.3}
\end{equation*}
$$

Substracting (D.3) from (D.2) gives the following:

$$
\begin{equation*}
P_{n}^{m} \frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z}\right]-P_{e}^{m} \frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z}\right]+\xi_{e n} P_{e}^{m} P_{n}^{m}=0 \tag{D.4}
\end{equation*}
$$

where

$$
\xi_{e n}=e(e+1)-n(n+1)
$$

Next, (D.4) is integrated from -1 to $\mathbf{z}_{0}{ }^{\circ}$

$$
\int_{-1}^{z_{0}} P_{n}^{m} \frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z}\right] d z-\int_{-1}^{z_{0}} P_{e}^{m} \frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z_{n}}\right] d z+\xi_{e n}^{z_{-1}} \int_{-1}^{z_{0}} p_{e}^{m} p_{n}^{m} d z=0
$$

Using integration by parts in the first two integrals results in the following:

$$
\begin{aligned}
\left.\left.\left(1-z^{2}\right) P_{n}^{m} \frac{d P^{m}}{d z}\right|^{z_{0}}\right|_{-1} ^{z_{0}} & \int_{-1}^{z_{0}}\left(1-z^{2}\right) \frac{d P^{m}}{d z^{n}} \frac{d P^{m}}{d z} e^{2} d z-\left.\left(1-z^{2}\right) P_{e}^{m} \frac{d P^{m}}{d z^{n}}\right|_{-1} ^{z_{0}}+ \\
& \int_{-1}^{z_{0}}\left(1-z^{2}\right) \frac{d P^{m}}{d z^{n}} \frac{d P^{m}}{d z} e^{d z}+\xi_{e n}^{z_{0}} \int_{e}^{z_{0}} P_{e}^{m} P_{n}^{m} d z=0 .
\end{aligned}
$$

Cancelling the second and fourth terms gives

$$
\int_{-1}^{z_{0}} p_{e}^{m} p_{n}^{m} d z=\frac{1}{\xi_{e n}}\left[\left(1-z^{2}\right)\left(p_{n}^{m} \frac{d p^{m}}{d z} e^{m}-p_{e}^{m} \frac{d P^{m}}{d z}\right)\right]_{-1}^{z_{0}}
$$

The value of the square bracket at $z=-1$ can be shown to be zero. The final result then follows as:

$$
\begin{equation*}
\int_{-1}^{z_{0}} P_{e}^{m} P_{n}^{m} d z=\frac{\left(1-z_{0}^{2}\right)}{\xi_{j n}}\left[P_{n}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z} e^{m}\left(z_{0}\right)-P_{e}^{m}\left(z_{0}\right) \frac{d P^{m}}{d z^{m}}\left(z_{0}\right)\right] \tag{D.5}
\end{equation*}
$$

To derive equation (6.7.2), (D.3) is integrated from -1 to $z_{0}$.

$$
\int_{-1}^{z_{0}} P_{e}^{m} \frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z}\right] d z+\int_{-1}^{z_{0}}\left[n(n+1)-\frac{m^{2}}{1-z^{2}}\right] \mathrm{P}_{e}^{m} P_{n}^{m} d z=0
$$

The first integral is integrated by parts with the result:

$$
\left.\left(1-z^{2}\right) P_{e}^{m} \frac{d p^{m}}{d z^{m}}\right|_{-1} ^{J_{0}}-\int_{-1}^{z_{0}}\left(1-z^{2}\right) \frac{d p^{m}}{d z} e^{\frac{d P^{m}}{d z}} d z+\int_{-1}^{z_{0}}\left[n(n+1)-\frac{m^{2}}{1-z^{2}}\right] p_{e}^{m} p_{n}^{m} d z=0
$$

Rearranging the terms above gives

$$
\int_{-1}^{z_{0}}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z^{m}} \frac{d P^{m}}{d z^{n}}+\frac{m^{2}}{1-z^{2}} P_{e}^{m} P_{n}^{m}\right] d z=\left.\left(1-z^{2}\right) P_{e}^{m} \frac{d P^{m}}{d z}\right|_{-1} ^{z_{0}}+n(n+1) \int_{-1}^{z_{0}} P_{e}^{m} p_{n}^{m} d z
$$

Substituting (D.5) in above equation gives the required integral
2s:

$$
\begin{aligned}
& \int_{-1}^{z_{0}}\left[\left(1-z^{2}\right) \frac{d P^{m}}{d z} e^{\frac{d P^{m}}{d z}}+\frac{m^{2}}{1-z^{2}} F_{\left.e_{n}^{m} p_{n}^{m}\right] d z=}^{1-z_{0}^{2}} \frac{\xi_{e n}}{\xi_{e n}}\left[e(e+1) P_{e}^{m}\left(z_{o}\right) \frac{d p^{m}}{d z^{m}}\left(z_{o}\right)\right.\right. \\
&\left.-n(n+1) P_{n}^{m}\left(z_{0}\right) \frac{d p^{m}}{d z}\left(z_{0}\right)\right]
\end{aligned}
$$

## Description of the Computer Programme

A computer programme has been developed for the scattering problem for rotationally symmetric dielectric objects. It calculates the multipole coefficients of the scattered field in its present form. Depending on the parameters of interest (for example backscattering cross-section or forward scattering amplitude) a small addition to the programme can be made to compute these parameters as well.

It has been tried to form a close similarity between the variables used in the programme and the ones in the theoretical analysis.

The description of the subroutines and function subprograms goes as follows.

Subroutine SOMEF calculates the following quantities:

$$
e(e+1), \frac{1}{2 e+1} \frac{(e+m)!}{(e-m)!}, R_{n e m}=2 \pi \frac{r_{e m} r_{n m}}{\Delta_{e} \Delta_{n}}, Q_{n e m}=e(e+1) R_{n e m} .
$$

Its parameter list is ICF,MAZ,DEL2,AJK,R,Q. ICF is the truncation number (corresponding to $N$ in theory), MAZ is the azimuthal index $m$. These two quantities are inputs to the subroutine, the other four are the outputs corresponding to the quantities whose explicit forms are given above. DEL2 and AJK are one-dimensional arrays, $R$ and $Q$ are two-dimensional arrays.

Subroutine ASSLEG evaluates the values of the Associated Legendre functions and their derivatives for agiven $e, m$ and $z$ as inputs. Its detailed description is given in section 6.7.5.

The variables ALFAI and BETAI denote the multipole coefficients of the incident field. They are complex variables.

Subroutine HPCG solves the system of differential equations
numerically. It is called from IBM's SSP(scientific subroutine package). The algorithm which is used in this subroutine is the predictor-corrector' algorithm. Its argument list is PRMT,Y,DERY, NDIM, IHLF, $F C T, O U T P$, AUX. PRMT is a one-dimensional array. It specifies the parameters of the differential equations such as the starting point of numerical integration, end point, step size and local accuracy criteria. These are all given in the main programe. I is used for the solution values of the differential equations. It is first used in the main programme to specify the initial conditions. After calling the subroutine, the values found as the solution to the differential system are stored in this one-dimensional array. DERY is another one-dimensional array to store the right hand side of the differential system. The error bounds(described in section 6.7.3) are given initially, by way of DERY in the main programme. NDIM is the dimension of the system of differential equations. IHIF is a parameter supplied as an output of the subroutine and showing whether the system of equations stable numerically or step size is sufficient,etc. FCT is the name of another subroutine which is used for the computation of the right hand side of differential system. OUTP is the name of another subroutine which can be used for many purposes such as printing the intermediate solution values or terminating the solution at any desired point, etc. AUX is an auxiliary storage array which is required by the subroutine.

Subroutine RENZf́ computes the matrices $Q_{\alpha}$ and $Q_{\beta}$. Its argument list is $\operatorname{XID}\left(=x_{1 Q}\right), \operatorname{SEPSR}\left(=C_{r}^{\prime}\right), \operatorname{ICF}(=N), \operatorname{ICF} 2(=2 N), \operatorname{ICF} 4(=4 N)$, $Q A\left(=Q_{\alpha}\right)$ and $Q B\left(=Q_{\beta}\right)$. The first five elements are the inputs supplied from the main programme. The matrices $Q A$ and $Q B$ are found in the subroutine and returned to the main programme.

The three-dimensional array $W$ corresponds to the factors $W_{1}$, $W_{2}, W_{3}$ and $W_{4}$ in the theory. This array is stored in the main
programme.
The two-dimensional array FI corresponds to $\Phi^{\prime} s$ in the theory and is stored immediately after calling HPCG and using the values of Y supplied by HPCG.

Subroutine NEJAT computes the matrix $H_{\alpha}$. Inputs are ICF, ICF2, ICF4, and $\mathrm{X} 2\left(x_{2}\right)$. The output is the matrix HA.

Subroutine MINV is taken from IBM's SSP. It is a matrix inversion subroutine and its description is given in full in this package.

The elements of the final solution matrix $G$ (see section 6.6 ) are stored in the two-dimensional array FI used before to store the elements of the state-transition matrix . The reason for not using a new array for $G$ is to hold the core requirements at the minimum. Since the matrix $\mathrm{F}^{+}$, is not used after evaluating the three-dimensional array $W$, its role is an intermediate one and it can be used for other purposes. The inverse of $G$ is again stored in FI.

Subroutine EXCIT computes the excitation vector $\left(\begin{array}{ll}a^{i} & \underline{b}^{i}\end{array}\right)^{T}$ and stores in the one-dimensional array $E$. The inputs are ICF, $\mathrm{X} 2, \operatorname{ALFR}\left(=\alpha_{R}^{i}\right), \operatorname{ALFI}\left(=\alpha_{I}^{i}\right), \operatorname{BETR}\left(=\beta_{R}^{i}\right), \operatorname{BETI}\left(=\beta_{I}^{i}\right)$. The last four quantity are one-dimensional arrays.

Subroutine GAUS is for the numerical evaluation of the integrals. It is again taken from IBM's SSP. Its name has been changed from QG to GAUS. There are small modifications in it as well. The algorithm used in the subroutine is explained in section 6.7.1.

Subroutine INTEG computes the integral expressions $I_{\text {nem }}^{j}(j=1,2$, ..., 7) for a given $n, e$ and $m$. The results are stored in the onedimensional array. AI. The shape of the scatterer comes into the calculations in this subroutine. If the scattering problem is to be solved for a new scatterer only this subroutine is modified.

Subroutine SHAN evaluates the spherical Hankel functions and their derivatives. Its description is given in section 6.7.4 in detail).

Subroutine SBES evaluates the spherical Bessel functions and their derivatives for complex arguments(see section 6.7.4).

Subroutine CONT computes the inverse (I-W) ${ }^{-1}$ using the algorithm given in section 6.7.2.

Function subprogram ZETA computes the factor $\left[\frac{(n-m)!}{(n+m)!}\right]^{1 / 2}$ for a given $n$ and $m$.

Function subprogram FC6 computes the integrand $\left(P_{n}^{m}\right)^{2}$.
Function subprogram FC7 computes the integrand

$$
\left[\left(1-z^{2}\right)\left(\frac{d P^{m}}{d z^{n}}\right)^{2}+\frac{m^{2}}{1-z^{2}}\left(P_{n}^{m}\right)^{2}\right]
$$

A printout of the computer programme is given at the end of the thesis.
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PTOGRANNE TC CALCULATE THE NULTIPOLE CGEFFTCTENTS DF THE SATTERE FIELDFROMA ROTATICNALLY SYMBETRIC OIELECTRIE ）THE SCATTERER．
PRDGRAM SCATT（INPUT，OUTPUT，TAPE1＝INPUT，TAFE3＝OLTPUT）

1ALEAS（5），BETAS（5）
DINENSICN ALFR（5），ALFI（5），RETR（5），BETI（5），FRNT（5），Y（40），DEPY（40），
$10 A(20,10), G(20,10), N(4,20,1\}), F A(20,10), C S(20), E(40), A U X(1 E, 40)$ DINENSICN FI（24，24），LOF（24），1CF（24）

## DIMENSION $E(12,12), L P(1 ट), M P(12)$

DIMENSICN CSO（20）
IA NHAT FOLLCHS THE JARAIAETERS CF THE PRORLEM AFE STORED
保


三PSQ $=(34.94\} c 25,-36.732 c)$
50 FCPMAT（1H1，1GX，${ }^{*}$ COMPLEX PERMITTIVITY CF THE SCATTERER $=*$ ©E16． 7 ， 12 Y, 트́․ $^{15}$




$X 1=x 2 \div S I N(E x p(-39 I M)$
$X=X 2 * S I A(E X F(3 D I: 1))$
$\therefore 1!=\times 1=5 E P \subseteq 2$
$A A T L E=90$.
RATANG＝ANEL $\because \angle E I / 180$.
$\rightarrow 5 I=\operatorname{COS}(F A C A N$ ）
Z $/ T=S I N(R A[A N G)$
$147=0$
$46 T E$

53
IRIE（3，53）AAGLF3TEPS：ACCU
$1 \because \because, \because A C C U E A(Y=x, F \exists, 3)$

 11U1TPCLE CGEFFIGIENTS CF TH：INCIOENT FIELD

J！LASSLEC（ZRI，I，MHZ，AW，DAW）
$A: F A T=C L L+2 V I \sim O A N(1 A Z) \div A W / Z V I$
ALFR（I）$=\mathrm{R}=A \mathrm{~A}$（ALFAI）


SMPUTATION AND STORAGE OF TAE ELEMENTS OF THE STATE－TRANSTTION
ITRIX
G
OC $30 \mathrm{I}=1, \mathrm{NDI} 1$
PTNT（1）$=\times 1$
PNT $(1)=x 1$
$? Z N T(2)=x 2$
PRNT（3）＝STEFS
动N $(4)=\bar{A} C C D$
D？ $10 \mathrm{K=1}$,
$0 \equiv \square Y(K)=W G T$
$Y(<)=0$.

AIL HPCGKFRMT，Y，DERY，NEIN，I，ILF，FGT，CUTP，AUX）
TC $C^{2} 0 K=1, N E I Y^{\prime}$

ENERATICN CF MATRICESGA ANO GE
 UA！L RENZI（x10，SEPSR，ICF，ICF？，ICF4，QA，QQ）
EJALUATICN CF MATRICES W1，N2，h3：＇V4
DO $290 \mathrm{I}=1$ ，ICF4
$\frac{I}{\square} 1=\frac{I}{2}+I C F^{4}, \quad$ ICF

$1=K+I C F 4$


200

IF：MAZ．NE：GOCO TO $7 J 3$
TrIS PAFT IS FOR THE COMPUTATICN OF THE MULTIPCLE GOEFFIGIENTS
$F C C_{i x+}^{M=0}$

$\left.\begin{array}{l}1=j+I C F Z \\ G\end{array}=J\right)$
CASM1）＝－W（1，I，J
CAIL $\doteq X C I T$（ICF，X2，ALFR，ALFI，JETF，$B E T I, E)$
$22400 \quad I=1$ ，ICF4
0

|  |
| :---: |
| O $\mathrm{I}=1, \mathrm{ICF}$（I，J－${ }^{\text {c }}$ |
| ASP＝CSO ${ }^{\text {（ }}$ ） |
| ALEASI＝CSO（I＋ICF） |
|  |


STORAGE ANC INJERSION CF THE SCLITION MATRIX G
700

> J $1=j+I C F=$
> JここJ1+ICF?
> $J=32+I C F 2$
> FI(I,J)=HA(I,J)
> FI(I;J1)=0.
> FI $(11, J)=0$.

> FI $(1, J 2)=-h(1,1, J)$
> FI $(I, J 3)=-h(2 ; I ; J)$



 $?$


```
FiNAT(1H1,1gX, 'AZIMUTHAL INJEX {=*,I1)
    WTTE{3,11!c
    IC 13J0 I=1,IGF
```

1200 FCMAT (IたX, *
$\because F I L E R=\triangle A C E$
$\mathrm{O}^{-2} \mathrm{~T}=1, \mathrm{ICF}(\mathrm{I}) \approx F \operatorname{FOAT}(\mathrm{I}+1$
$F I=5^{\frac{1}{*} S G P T(F L C A T(I+I+1) / D E L ?(I)) \div Z E T A(T, M A Z) ~}$
$2, J=I, I C F$
克 $(T, J)=F i=S G R T(F L O A T(J+J+1) / J E L \bar{Z}(J))+2 E T A(J ; \because A Z)$
$I=1, \frac{1}{\prime}=\bar{F}$
$J=1, I C F$



4
CCNTINU
PTURN
END
:FILER SDACE

```
    SURFOUTINE AEJHT(ICF,ICF2,ICF4,X2,HA)
    GMPL=X F(5),OH(S)
    DINENSICNFA(20,10)
    MLL SHAN(X2,ICF,H,OH)
    OC 400 I=1, ICF4
    4 0 0
        C(I,J)=0. (1, ICF
            OC50,I=1,ICF
    I-I+ICF
    IB=I 1+ICF
    IT=I2+ICF
    DC 500 J=1, ICF
    IF(I.NE.J)EC TO 5u(1
    if(I,I)=PEAL(H(I))
```

H(IGI)=-AIMAG(H(I))
$1 A(I 1, I)=-r a(I, I 1)$
$H .+(1, I 1)=ト+(I, I)$
$H 1(I 2, I)=R E A L(D H(I))$
HA(I2:I1)=-AIMAG(OH(I))
$113(I 3 ; I)=-1-9(I 2, I 1)$
$111(I 3, I 1)=\vdash \wedge(I 2, E)$

MFTLER SDACE

DIMENSICN(EE(5), DS(5), ALFR(5), ALFI(5), EETR(5), EETI(5), E(40)
GML SHAN (XE,ICF,H,OH)

300


YFILER SDACE

FUNCTION FEE(1],N,:1)
$F C 5=p \times p$

PPILEF $こ \triangle A C \bar{E}$



```
    ? TUPN
```

PPILER SOACE

```
    SURROUTINE FET \((X, Y\), BEQY)
```



```
    \(1:(5,5), U \subset(5,5), V P(5,5), A P(5, j), E B(5,5), C P(5,5), A S K\)
```



```
    \(\therefore x^{*}=x\)
    CHLL INTEG (X, ICFg'1AZ, DEL2, AJK, AI)
    \(\begin{array}{ll}\mathrm{C} & 1 \\ \mathrm{~N}=1, I C \hat{F} \\ \mathrm{C} & \mathrm{L}=1, \mathrm{IC}\end{array}\)
```



```
    \(\hat{\beta}(N, L)=R(N, L) \times(A I(T ; N, L)-A I(1, N, L) / X)+Q(N, L) \times A I(2, N, L) / X X\)
    \(j(N, L)=-4 S K-A I(4, N, L)\)
    U \((N, L)=C(N: L)=A I(G, N, L)\)
\(J(N, L)=A S K A(S, N, L)\)
    in \((N, L)=-R(N, L) \cdots A(2, L, N)\)
    GAGCCNT(h,ICF)
    ○○ \(2 \mathrm{~N}=1\), ICF
```

```
    UF
    |F(N,L)=(0e,OC)
2
    UC (N,K=1,ICF
    OC 3 N=1, ICF
    AF}(N,L)=Q(N,L
    BF(N,L)=C(N,L)
    AC 3, K=1,ICF
    AF(N,L)=AP(N,L)+D(N,K)*VP(K,L)/X
    3)F(N,L)=CP(N,L)+D(N,K)
    #C 4 N=1,ICF
    A F (1,N,L)=FEAL(-AP(N,L
    AR(2,N,L)=FEAL(-GP(NgLi)
    AIM(?,N,L)=AIMAG(-CP(N,L))
    AF(3,N,L)=FEAL(-BP(N,L)
    AIN(3,N,L)=\triangleIMAG(-BP(N,L))
    AF (4,N,L)=FEAL(-C(N,L))
    AIM(L,N,L)=AIMAG(-C(N,L))
    IN(1,N,L)=AIMAG(-VP(N,L)/X)
    JF(2,N,L)=FEALQ-UP(N,L))
    Z}{3,N,L)=FEAL(-YP(N,L)
    BTN(3,N,L)=A AMAG(-VD(N,L))
    AR(1,N,N =AF (1,N,N)+QELZ (N)/(X
    SC(2,N,N)=-&(2,N,N)+3ELZ(N)/{X
    DC=5
        I
        =1 =14+ICF
        IT=IS+ICF
        IE)
        #QY(I2)=0.
        #PY(IJ)=0:
    #巨y(I4)}=\textrm{F}(16
    GEQY(I5)}=\mp@code{Y(IT)
```



```
    OC 5 J=1,ICF
    J = =J+ICF
    j= =J1+ICF
    j3= = 2 +ICF
    J==J4+ICF
    J抜多+ICF
```



```
    1Y(J2)-AIM(Z,I,J)*Y(J3)+AR(2,I,J)*Y(J4)-AIN(2,I,J)*Y(J5) +AR(4,I,J)
    2*(\5)-AI:1(4,5IっJ)*Y(J7)
    D二RY(IS)=DERY(IS)+AIM(1,I,J)'Y(N)+AR(1,I,J)NY(J1)+AIM(J,I,J) #Y(J2)
```



```
    2+(\(JG)+AR(4,I,J)*Y(J7)
```



```
    1-ZIM(3,I,J)+Y(J3)+BR(2;I;J)*Y(J4)-马IM(2,I,J) +Y(J5)
    1Y(J己)+ER(B,I,J)*Y(JZ)+QIM(2,I,J)*Y(J4)+ER(2,I,J)*Y(J5)
5 GNTINUE
```

PPILER SOACE
SDROUTINE $G \operatorname{AUS}(X L, X U, F C, Y, I: I, I N)$
$1=.5^{*}(X U+X L)$
$3=Y U-X 1$
$C=4395 E 82^{*}$
$Y=.1739274^{*}(F C(A+C, I N, I N)+F C(A-C, I N, I N) ;$


## 1



NFILER SDACE

FUNGTIOA ZETA(L, 'I)
$1{ }^{2}=M+M$
TF $(1-M)$
$1 \begin{aligned} & 7 \\ & 7 \\ & T A\end{aligned}=0$
GCTO 8
Fנr=1.

Z TA=1. $\operatorname{COFT}$ (FAC)
GTTCB
4 IE (N) 5,5,5
ज0TO
$6 \mathrm{~F}, j \Gamma T=1$


8 RETURN
MFILER $3 D A C E$

1

$A!=0$.
0.
RAGOR
2 Far=1.
D $3 \quad I=1, N \Delta Z$
FAC=FAC*FLCATiI+1AZ)
$A L=F A C *\left(-S 2 V^{*}\right)+142$
$1=-F L C A T(N A I) \rightarrow X-A L / S Z$
I $\vec{F}(N \Delta Z) 5,5, ¢$
$\begin{aligned} & 1 \\ & \square \\ & 1\end{aligned}(1)=x$
F $(1)=1$
(IND

2 2 (2) $=x+x+x$
IF(INDEX-2) $15,15,7$

$I=F$
$I=C I+1$
$(I+1)=1$
$(C I+C T 1) \div$
j? $(I+1)=x \times(I)+C I 1+7(I)-C I * 2(I-1)) / C I 1$
$i=7$ (INEEX)
$1!=02$ (INDEX)
? TURN

- $\mathrm{FAC}=1$.

010 $10=1, N A Z$
$10 \quad F A C=F A C * F L(A T(K+1 A Z)$
$P(M A Z)=F A C+(-S Z N) *=1 A Z$
P(NAZ+1) =FLCAT(MAZ+MAZ+1)*xッ(NAZ)
$12=4 A Z+2$
IF (N2.GT.IACEX)GO TO 10 C
i) 11 I = N2, INOEX

AI=FLCAT (I-NAZ)
$11 \mathrm{P} T)=F L(A T(I+I-1) * x \rightarrow 0(I-1) / A T-F L O A T(M A Z+I-1) * P(I-2) / A I$
100 OF $\{M A Z)=-F L(A T(1 A 2) \div X \div P(M A Z) / S Z$
NPILER SOACE

SLZROUTINE TNTEGSX，ICF，N，DEL？，AJK，AI
JCNPLEX EPS Y，PEPSR，PEPSR，EPS1，EFS2，X1，X2，XC，PI，EOIM DIMENSICA FC（5），P1（5），LFO（5），DF1（5），DEL2（5），AJK（5）
$X T E R N$
$X X=X=X$
$A R=\Delta S I N(x / \times 2)$
こう二－ALOG（AF）／TDI＇I
$\because C ?=1 .-2 C * 2 C$


$3=P V O=1: / B R V$
$C=P E P S$

DI $1=1$ ，ICF
$\mathrm{PC}(\mathrm{I})=\mathrm{C}$

## 1

$\rightarrow(I)=0 I$
DC 4
DC
$4 \mathrm{~N}=1, \mathrm{ICF}$
$\mathrm{I}=1, \mathrm{ICF}$
$A I(1, N, L)=-D E R V O *(U C+G F C(L) \div J F C(N)+N Z O \div F O(L) * P C(N))$
II $(2, N, L)=-L 0^{-1} P O(L)+7 P O(N)$
$A I(3, N, L)=F E P R * D E R V O \div(F O(L) * Q F C(N)+P C(N) \times D P C(L))$
$A I(4, N, L)=F P S 1^{*} P O(L) * P O(N)$
$A I(5, N, L)=\bar{A} I(4, N, L) / E P S Z$
2

－$A F T O-4$
3 AFT＝－EPS1＊$二 厶 \subset /(D E L 2(1)-E E L 2(1))$
A $I(6, N, L)=A F I \because(F O(L) \approx D P O(N)-D C(N) \div D P O(L))$

$T F\{X \cdot L E \times C) R=T U R: 1$
$\square ワ 1=E \times P(-E C I M+Z 1)$ IM

Nフ1ニ口

？
10 5 I＝1，ICF
CHL ASSLEG（Z1，I，H，OI，DI）

$A I(1, N, L)=A I(1, N, L)+T E P \cup 1 *(U 1 * C F 1(L) \neq D P 1(N) \div N Z 1 \div P 1(L) \div F 1(N))$
$A I(?, N, L)=A I(2, N ; L)+U 1 \neq F 1(L) \in[F 1(1)$

$A I(5, N, L)=\rho I(4, N, L) / E P S Q$
I F
6 CAIL GAUŚ（z $1,20, F C 6, Y 1, N, 4)$
BALL GAUS（Z1，ZO，FCT，YZ，N，M）
$A I(G, N, N)=-E S 1^{-2} Y 1+2=A J K(N)$
（ $(7, N, N)=-E \rho S 1 * Y ?+2,+A J K(N)$＊DEL2（N）
7 AFI＝EFS $1 \div 712 /(\mathrm{CEL} 2(\mathrm{~L})-\square E L 2(N))$
$A I(5, N, L)=A I(B, N, L)+A F I=(P 1(L) *[\square 1(N)-P 1(N) * \cap P 1(L))$




```
    CGATINUE
RTURN
```

NPILER EロACE

SUBROUTINE SFAY(Z,L,HAN, DHAN)

$\frac{7}{1}=1 \cdot 1 \frac{7}{x}$
EUY=CEXP (CEY*Z)
HAN(1) = $-(1,7 C E Y * \geq I) * Z I * E U X$
$D+A N(1)=H C-2 .=7 I+H A N(1)$
$H A N(2)=\Xi . \times 2 I^{*} \operatorname{HAN}(1)-H O$
DFAN(2) $=$ HAN (1)-3. 2 ZI HAN (2)
$01=L-1$
1 Ad (I+1) =2I*FLOAT(I+I+1)*HAN(I)-HAN(I-1)
2 DHAN(I) $\mathrm{I}=\mathrm{HAA}(\mathrm{I}-1)-2 I \div F L C A T(I+1) *$ FAN(I) RETURN

## MFILER :OACE

1
SGROUTINE SOES(Z,L,S3,OS)
OMPLEX Z,ZI,SBC,SE(10), DS(1)
$I=1.12$

 (2)
$L I=L-$ 1
$I=?, L 1$
$1)=F L C A$

YFILER SDACE

SGRNUTIAE CCNT (S, N)
$N 1=N-1$
D LTA $=(1 ., C$.
$06 \times 1, j=1, N$
$A U X(I, J)=C(I, J)$
$S U(I, J)=(\Gamma$,

1
$I F\left(I, E G_{0} J\right) \subseteq L Y(I, J)=(1,, C$.
TC 5 KUK $=1, \wedge 1$

2
$A L F=A L F+A U X(I, I)$
$A L F=-A L F / F L C A T(K U K)$
-ITA=DELTA+ALF
$03 \quad I=1, N$
C $3, J=1, N$
II, J) = AUX (I, J)
3
$0 C_{4}(I, J)=S L N(I, J)+R(I, J)$

| $0 C$ | $I$ |
| :--- | :--- |
| 0 | $=1, N$ |

$A!\times(I, J)=\left(\left[, 0^{2}\right)\right.$
$A!Y(I, J)=A(X(I, J)+S(I, K) * R(K, J)$
AUNTINUE
ALE
O.
DC 6 I=1,
$A L E=A L F+A U X(I, I)$
$A 1 F=-A L F / F L C A T(M)$


OBTA=DELTA+ALF
$0070=1, N$
SM(I, J) $=S L(I, J) / \Pi E L T A$

MPILER SOACE


[^0]:    c) Semi.-Circular Dielectric Ring-TE case

